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Complexity science technology will bring opportunities for
the continuous expansion of new simulation research fields,
especially for human simulation, social simulation, and
human brain simulation, and provide unprecedented op-
portunities for simulation for social governance, prediction,
and urbanization. "e development of complexity science
technology provides an important opportunity to use
modeling and simulation methods to study new virtual
information spaces. As we all know, the advantage of
modeling and simulation technology is to provide a bridge
from the real world to the virtual space, which provides a
substitute for studying the unknown fields of human society
and the physical world.

However, virtual information spaces are a completely
new virtual space that are completely different from the
physical world and human society. "is virtual space is not
only “human, machine, and object” but also a space where
the three notions are combined, and there are also the
characteristics of multilayer mesh and cross-domain asso-
ciation. "e study of this new virtual space is a complex and
current scientific research area. On the basis of making full
use of the results of complexity science research, using
parallel systems, embedded simulation, and other methods
to build a bridge to this new type of space, they provide a
virtual alternative for the interaction or behavioral char-
acteristics between the research. Using the results of com-
plexity science to constantly modify and test the models built
is an issue that needs to be addressed for the further de-
velopment of modeling and simulation science.

"is special issue collates 189 original research papers
and comments with a focus on up-to-date technology related
to computer simulation for complexity issues in smart cities
and serves as a forum for researchers all over the world to
discuss their work and recent advances in this field. In
particular, this special issue aims to showcase the most
recent achievements and developments in complexity
problem discovery and exploration.

With the development of science and technology, the
demand of human-computer interaction has increased, and
the research on human-computer interaction in real and
virtual scenarios has become more and more extensive. "e
use of virtual reality technology and the combination of
human-computer interaction technology have been in-
creasingly used in the fields of simulated sports, medical
rehabilitation, and game creation. Action is the basis of
human behaviours, among which human behaviours and
movement analysis are an important research direction.
Among human behaviours and actions, the recognition
research based on behaviours and actions has the charac-
teristics of convenience, intuition, strong interaction, and
rich expression information. It has become the first choice
for many researchers to analyse human behaviours. At the
same time, the study of some complex objects such as human
movement has many fuzzy factors, which are difficult to
express and deal with. A total of 26 research papers in this
special issue propose processing methods and optimization
algorithms for human-computer interaction applications in
multiple scenarios, providing solutions to complex human-
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computer interaction problems from many aspects, and all
have good application performance.

Urban digital twins are virtual representations of urban
physical assets and are an important development direction
of digital twin technology. Smart cities built under the
support of digital twin technology can bring better cost
efficiencies, operational efficiencies, better crisis manage-
ment, more openness and better-informed decision-making,
more participatory governance, or better urban planning.
"e special issue contains 5 representative research papers
on smart city construction. I. Meta et al. proposed a modular
framework for urban digital twins, combined with the
concept of urban physiology, to better solve the theoretical
problems of smart city construction. Y. He et al. proposed a
knowledge graph fusion framework for building smart cities.
S. Wang et al. provided a feature extraction method for the
spatial distribution of urban landforms. Starting from the
energy efficiency management of smart cities, L. Chen and
P. Han constructed an efficient system platform based on the
mobile data of the Internet of "ings. H. Wang et al. im-
proved the KNN algorithm and optimized the preprocessing
process of the city center. In addition, the special issue also
includes a total of 129 papers on the optimization methods
of urban life in other fields, which include research methods
from different perspectives of urban development and urban
life, which optimize and enrich urban construction and daily
need to a great extent. "ese areas include education,
healthcare, construction, tourism development, financial
transactions, entertainment consumption, urban security
services, low-carbon and green development, urban resource
allocation and control optimization, environmental and
geological monitoring, urban production, sports, and urban
transportation. In these areas, this special issue brings to-
gether a wealth of optimization methods.

In the field of education, the complexity of the education
system at all levels has gradually deepened. Whether it is a
junior high school, high school, or university, excellent
student management systems, online education systems,
teaching quality evaluation, and more intelligent teaching
models are the main development directions. "e special
issue contains 32 education-related papers. Starting from the
practical development of subject education in many aspects,
a series of optimization algorithms and platform con-
struction methods are proposed. In addition, this is not only
limited to conventional teaching types but also includes
painting, sports, and student psychological supervision,
which promote the intelligent development of education in a
more comprehensive manner.

In terms of healthcare, Y. Chen proposed an optimized
plan for the clinical nursing management system to make
the overall clinical nursing process more perfect. Y. Jiang
et al. also proposed an optimized method for analyzing
clinical information. Aiming at the fusion of supporting
medical image data on the ground, R. Chen et al. proposed
a system framework that breaks through some of the
limitations of traditional image fusion. X. Che compared
the difference between exercise intervention and other
nondrug therapies. B. Yang and S. Wang investigated the
cognitive function.

For the field of urban building structure, here are some
further improvements based on typical treatment methods.
J. Yu et al. put forward a method on how to achieve healthy
development of contaminated areas and facility construc-
tion. M. Wei combined augmented reality to realize more
intuitive visualization of building data and intelligent de-
tection. Other papers include such as the treatment method
of building fire protection, the distribution method of
housing construction in some newly developed areas, the
virtual reality construction technology of landscape archi-
tecture, the intelligent combination of architecture and
environment, and landscape space layout or landscape
planning and design method. "e special issue contains 4
papers on tourism. With the development of the national
economy and society, the scale of the tourism market has
expanded rapidly. "e informatization and intelligent
construction of scenic spots cannot keep up with the pace of
economic development, and there is a lack of effective
management methods to predict or even improve the
overloading of scenic spots, which objectively leads to
problems of congestion and overload. More and more
tourists flock to the scenic area, which brings greater
pressure and safety hazards to the scenic area. "e relevant
research in this part effectively responded to this problem,
formulated a suitable flow control plan, and promoted the
intelligent development of scenic spot management.

In the field of urban economy, it includes financial
transactions, entertainment consumption, and urban security
services. "e problem of economic structure equilibrium and
its development trend have far-reaching theoretical signifi-
cance and important practical value. In theory, the study of
economic structure equilibrium is an intuitive reflection and
detailed elaboration of the status quo of economic develop-
ment and is an extension and expansion of economic research
theories. "e changes in the economic structure are more
complicated, and the problem of building intelligent economic
industry forecasting models needs to be solved urgently. It is
very important to study the balance of economic structure and
economic development trends and to carry out macrocontrol
on the status and trends of economic development. "is part
contains 39 research papers and 1 comment. In terms of
entertainment consumption, the special issue includes movie
recommendation, movie big data analysis, and other movie-
related applications. At the same time, there are many papers
about music feature optimization, music signal segmentation
retrieval, and other applications. In urban security, social
security services, logistics services, and effective optimization
of news reports promote the lives of residents and social
security from multiple perspectives. By combining advanced
technologies such as big data, Internet of "ings, and artificial
intelligence, it has promoted the intelligent development of
urban economy and entertainment guarantee.

A total of 20 papers were included to discuss the low-
carbon and green development of the city, the allocation of
urban resources, and the optimization of control. Against
the background of the development of innovative countries,
climate change and environmental issues have become in-
creasingly prominent. Low-carbon economy has become an
important choice for the future economic development of all
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countries, and the green development of cities is an inevi-
table trend. Representatives such as the twin cities proposed
by Y. Liu et al. provide a new perspective for the devel-
opment of urban intelligence. H. Liu integrated low-carbon
concepts into urban development. Xu et al. proposed digital
technology to help food supply and provided corresponding
optimization solutions. L. Zhang built a marketing man-
agement system based on cloud computing and big data.
S. Mao and R. Huang also proposed intelligent construction
methods for marketing strategies. "e development of
emerging technologies improves the basic appearance of
cities by regulating the rational allocation of urban re-
sources. Urban services also include research on sports,
urban production, basic transportation, and environmental
monitoring. Among them, there are 9 sports-related papers,
and most of the papers contain related concepts of human-
computer interaction, which can realize the monitoring and
modeling of complex movements in some sports, and make
a certain contribution to the intelligent development of
urban sports. In terms of environmental monitoring, J. Jin
et al. provided supporting technologies for geological
monitoring in important strategic areas in some countries.

Some new data processing methods in the background of
big data are also proposed here. X. Wang et al. proposed a
digital image processing method based on the geographic
information system. X. Xu et al. combined virtual reality
technology to realize the restoration of similar images. S. Wu
et al. used virtual reconstruction technology to acquire 3D
images. X. Liu created a 3Dmodeling method that is more in
line with image sequences. In addition, the special issue
includes 21 algorithm optimization methods, covering most
fields such as deep learning, blockchain distributed com-
puting, edge computing, animation synthesis, and semantic
similarity algorithms, providing many algorithm optimi-
zations for different field methods.

"is special issue has made important contributions to all
the fields mentioned above and has promoted the develop-
ment of the complexity science of smart cities from multiple
perspectives. Combining the new generation of information
technology and big data technology in the Innovation 2.0
environment, it strengthens open data and social participa-
tion in smart cities, solves the problems of open data and
privacy protection in the context of big data, and lays the
foundation for the construction of new smart cities.
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In face recognition systems, highly robust facial feature representation and good classification algorithm performance can affect
the effect of face recognition under unrestricted conditions. To explore the anti-interference performance of convolutional neural
network (CNN) reconstructed by deep learning (DL) framework in face image feature extraction (FE) and recognition, in the
paper, first, the inception structure in the GoogleNet network and the residual error in the ResNet network structure are combined
to construct a new deep reconstruction network algorithm, with the random gradient descent (SGD) and triplet loss functions as
the model optimizer and classifier, respectively, and it is applied to the face recognition in Labeled Faces in the Wild (LFW) face
database. )en, the portrait pyramid segmentation and local feature point segmentation are applied to extract the features of face
images, and the matching of face feature points is achieved using Euclidean distance and joint Bayesian method. Finally, Matlab
software is used to simulate the algorithm proposed in this paper and compare it with other algorithms. )e results show that the
proposed algorithm has the best face recognition effect when the learning rate is 0.0004, the attenuation coefficient is 0.0001, the
trainingmethod is SGD, and dropout is 0.1 (accuracy: 99.03%, loss: 0.0047, training time: 352 s, and overfitting rate: 1.006), and the
algorithm proposed in this paper has the largest mean average precision compared to other CNN algorithms. )e correct rate of
face feature matching of the algorithm proposed in this paper is 84.72%, which is higher than LetNet-5, VGG-16, and VGG-19
algorithms, the correct rates of which are 6.94%, 2.5%, and 1.11%, respectively, but lower than GoogleNet, AlexNet, and
ResNet algorithms. At the same time, the algorithm proposed in this paper has a faster matching time (206.44 s) and a higher
correct matching rate (88.75%) than the joint Bayesian method, indicating that the deep reconstruction network algorithm
proposed in this paper can be used in face image recognition, FE, and matching, and it has strong anti-interference.

1. Introduction

FR technology has been extensively adopted in identity
recognition, but it is mainly used to detect biological features
in the face for recognition, with strong uniqueness and
security [1]. However, the dataset made up of face images is
one that presents a highly nonlinear distribution, and if
simple classification method is applied, higher classification
errors will occur due to individual differences [2]. Moreover,
the face image will be disturbed by lighting, decorations,
scenes, and other factors during the shooting, which makes
FR extremely difficult. At present, the methods commonly
used for face detection include principal component anal-
ysis, support vector machine, CNN, and active deformation
model [3].

Depth model has been applied in many fields, and its
application in image recognition is the first to be concerned.
Moreover, the depth model is used for FE in the image,
which is far better than manual FE, and can be effectively
applied in the field where manual FE is not perfect [4]. )e
common feature of DL and most machine learning is the
ability to extract features. In DL, multilayer network
structure is mostly applied, which can fuse the bottom
features in the image to form the top features [5]. ImageNet’s
annual ImageNet Large-Scale Visual Recognition Challenge
is the largest and most advanced image recognition com-
petition in the world. Since 2012, AlexNET used DCNN to
reduce the recognition error rate of the top 5 to 16.4%, and
DCNN algorithm has been adopted in the subsequent
champion recognition models [6, 7].
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)e rest of the paper is organized as follows. Section 2
discusses the related work of the DCNN network and image
FE technology. )en, in Section 3, a deep reconstruction
network is proposed, and the face recognition and facial FE
algorithm is constructed based on the optimized deep re-
construction network. Section 4 carries out the verification
of face recognition and FE and matching algorithms pro-
posed in this paper and compares them with other DCNN
algorithms. Section 5 discusses and analyzes the results
obtained in this paper, and the results of the paper were
compared with other people’s relevant research results.
Section 6 concludes the paper with summary and points out
the future research directions.

2. Related Work

NN is a common computer model, which is mainly based on
the traditional statistical modeling of complex relationships
to explore the relationship between different datasets. )e
NN structure in different application fields is different, but
the NN structure with the largest application in image-re-
lated fields is CNN. Seeliger et al. applied DCNN to the
detection of magnetoencephalogram signal map and
reconstructed the cerebral cortex activity model based on the
extracted resolution source [8]. Hoang and Kang proposed a
method for fault diagnosis of rolling axis based on CNN and
vibration images based on the depth structure and found
that this method does not need FE technology and has high
diagnostic accuracy and robustness under noisy environ-
ment [9]. At present, deep learning has been widely used in
the field of image analysis, especially in facial image rec-
ognition, which has obtained excellent results. Zhang et al.
proposed a convolutional neural network model based on
three-stage filtering and HOG, which was applied to the
recognition of color face images and obtained excellent effect
[10]. Goswami et al. proposed a framework for face rec-
ognition based on deep neural networks and used a char-
acteristic anomaly filter to detect singularities. Finally, after
verification with public data, it was found that the model
built by it had strong face recognition robustness [11].
Isogawa et al. indicated that there was no denoising method
capable of parameter adjustment in the DCNN model.

)ey used the proportional coefficient of soft shrinkage
threshold to optimize DCNN, which was found to be ap-
plicable to noise removal in the image [12]. Nakazawa and
Kulkarni proposed a method to detect and segment ab-
normal defect patterns using the NN architecture of deep
convolutional encoder-decoder and finally found that these
models could detect invisible defect patterns from real
images [13].

)e basic principle of image FE is to use a computer to
extract the information in the image and then judge whether
the differences in the image are one of the features in the
image. An and Zhou proposed an image FE algorithm based
on two-dimensional empirical mode decomposition and
scale-invariant feature change. After verification, they found
that it could effectively improve the speed and accuracy of FE
[14]. Xu et al. proposed a model for automatically extracting
noise level perception features based on the CNNmodel and

feature vectors and found that the proposed algorithm had
high extraction speed and accuracy at different noise levels
[15]. Fieldin et al. used enhanced adaptive particle swarm
optimization to conduct deep CNN evolution, and after
training and verification, they found that the extraction error
rate was 4.78% [16].

To sum up, it is evident that DCNN is widely used in
image recognition. )e improved DCNN can effectively
extract the features in the image. However, there are few
research studies on the anti-interference of DCNN in face
image recognition.)erefore, a DCNN based on Caffe depth
framework is proposed. Matlab simulation software is used
to explore the influence of different parameter settings on
the performance of FR by constructing the DCNN model.
)en, the LFW database and the self-constructed face da-
tabase in this paper are combined to explore the anti-in-
terference performance of the DCNN model constructed in
this paper for face image recognition in different scenarios.
)e results of this paper are intended to lay a foundation for
improving the efficiency of FR.

3. Methodology

3.1. Design of Deep Reconstruction Network Structure.
Existing studies have shown that, with the gradual deepening
of the CNN structure, the CNN training results become
better, but while improving the results, it will also increase
the amount of network computation [17]. )erefore, an
inception network structure is proposed in the GoogleNet
network, which canmake full use of the features extracted by
each layer of the network, and the structure can increase the
depth and complexity of the network while ensuring the
network computing complexity. In the paper, some network
parameter adjustments are proposed for the basic structure
of the GoogleNet network: (1) the size of the feature map of
the input network should be slowly reduced in the network
to avoid the bottleneck of the feature representation in the
image; (2) high-dimensional features are easier to obtain
than low-dimensional features and can accelerate the
training speed of the model; (3) the adjacent neurons in the
network have close correlations and can be integrated into
spatial relations in low-dimensional spaces.

In the convolutional neural network, the 5 ∗ 5 size
convolution kernel is 25/9 times the size of 3 ∗ 3 convo-
lution. If the larger convolution kernel can be replaced with
the superposition of multiple 3 ∗ 3 size convolution kernels,
then it can make the network have fewer parameters in the
same field of view.)erefore, a hypothesis is proposed in the
study. First, a 3 ∗ 3 size convolution filter is adopted to
process a 5 ∗ 5 size block to obtain a 3 ∗ 3 size output
feature map. After the convolution with a 3 ∗ 3 size con-
volution kernel, 1 ∗ 1 size output is obtained. At this time,
the final calculation amount is about 18/25 of the direct use
of the 5 ∗ 5 size convolution kernel, which saves 28% of the
calculation amount, but the network also needs to use the
ReLu activation function to correct the output. After that,
the 2 ∗ 2 size convolution kernel is adopted to replace the
3 ∗ 3 size convolution kernel, which can save 11% of the
calculation, but the use of an asymmetric convolution kernel
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is better. )erefore, in the study, 1 ∗ 3 and 3 ∗ 1 size
cascaded convolution kernels are used to replace 3 ∗ 3 size
convolution kernels to save 33% of the calculation, so the
larger size convolution kernel can be decomposed in the
same way. Based on this, an improved Inception structure is
obtained, as shown in Figure 1.

)e structure of ResNet can have up to 152 layers [18].
)is model adds an identical high-speed channel to a simple
stacked shallow network, as shown in Figure 2. On the left is
the ordinary network, and its output value is H(x), which
represents any ideal feature transformation. )e residual
network output value on the right is H(x)� F(x) + x, and
what needs to be fitted in the network is the residual F(x).
Adding an identical shortcut connection in the network
Europe can make the input mapping and input of the
network overlap. )e output formula of the residual unit is
y� F(x,{Wi}) + x, where x represents the input and y rep-
resents the output, and the function F(x,{Wi}) is the residual
mapping obtained by learning. )eoretically, the following
two networks can approximate any function. But if the
optimal solution of the network is close to the identity
mapping, it is easier to optimize using the residual network;
if the convolution branch appears as gradient dispersion, the
features and gradients in the network can also flow in the
branches of the identity mapping, which ensures the reli-
ability of information transmission.

)e convolution layer in the convolution branch
F(x,{Wi}) of the residual unit can be composed of multiple
layers, and the residual unit can also be modified by scaling
of the mapping branch, convolution kernel size, dropout,
and the activation function location. )erefore, a new
DCNN network structure is constructed based on the in-
ception structure in the GoogleNet network and the residual
structure in the ResNet network, to improve the network’s
computational efficiency and information circulation effect.
)e combined new network structure is shown in Figure 3.

)e basic parameters of the deep reconstruction network
constructed in this paper are shown in Table 1, where the
dropout parameter is x, and the subsequent continuous
adjustment of the parameters is required to select the op-
timal dropout value for the final test.

Deep neural networks often use Softmax as a classifier,
and the triplet loss function is a classifier function proposed
by Google for face recognition CNNs. Studies have also
shown that its recognition rate on the LFW dataset has
reached 99.63%, and the recognition rate on the YouTube
dataset has also reached 95.12% [19]. )erefore, the impact
of different classifiers on the model’s face recognition rate is
analyzed. In this paper, triplets are composed of a reference
(anchor) of random samples in the training set, a reference
sample (positive), and a sample of different categories
(negative). Assuming that the sample features obtained by
extracting each sample in triplets are f(x1), f(x2), and
f(x3), respectively, then the goal of optimization is as
follows:
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in which α is the Euclidean distance between sample features
of the same category or the minimum interval of Euclidean
distance between sample features of different categories.

At this time, themathematical expression of triplet loss is
as follows:
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In the training process of the neural network, the gra-
dient equation corresponding to each parameter is as
follows:

zL

zf x
i
1 

� 2 f x
i
3  − f x

i
2  , (3)

zL

zf x
i
2 

� 2 f x
i
2  − f x

i
1  , (4)

Input

n ∗ 1 Conv

1 ∗ n Conv

1 ∗ 1 Conv

1 ∗ 1 Conv

3 ∗ 3 MaxPool

1 ∗ 1 Conv

Filter concat

Figure 1: Improved inception structure.
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Figure 2: Differences s in the structure of different networks. )e
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ResNet.

Complexity 3



zL

zf x
i
3 

� 2 f x
i
1  − f x

i
3  . (5)

In order to improve the optimization efficiency of the
model, the online method is used to select the combination
of triplets. At the same time, in order to prevent the model
from falling into the local optimal solution state, α is re-
moved when selecting the negative sample, so xi

n only needs
to satisfy
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Center loss can ensure the separation of samples of
different categories during the training process and also
ensure the aggregation characteristics between samples of

the same category [20]. Center loss can be defined as
follows: in which cyi is the feature center of the i-th
category.

LC �
1
2



m

i�1
xi − cyi
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�����
2

2
, (7)

where LC is the center loss. Cyi is the feature center of i-th
category. xi is the feature before full connection layer, and m
is the size of the mini-batch.

)erefore, the equation expects the smaller the sum of
the distances between the characteristics and the feature
center of each sample in the batch, that is, the smaller the
distance within the class, the better the performance is.
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Figure 3: (a) ResNet-Inception-1 structure; (b) ResNet-Inception-2 structure; (c) ResNet-Inception-3 structure.
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)e cyi is updated to update the sample set in the input
network, and the update rule is as follows:

c
v+1
u � c

v
u −


n

i�1δ yi � u(  · cyi
− xi 

1 + 
n

i�1δ yi � u( 
, (8)

in which δ belongs to 0 or 1.
)en, the error function in the network can be defined as

follows:

LOSS � LOSSs + λLOSSc, (9)

in which λ is the weight in the loss function. When λ is 0, the
classifier in the network is Softmax.

3.2. Face Fe and Matching Based on Deep Reconstruction
Network. In the process of taking photos, people may not
fully expose their faces due to the camera angle, light, mood,
and equipment. In order to detect faces in different positions
or different angles in the image, it needs to first change the
scale of the sliding window or the input image. )e sliding
window also needs to scan the input image according to a
certain step size (w); as w increases, the quantity of judgment
windows and the amount of computation in the model
network will decrease geometrically. When the image is
input into the DCNN, there is no need to preprocess the
image. However, in order to better detect faces of different
sizes, the subacquisition rate of the original input image is
scaled at different scales, and then, the image pyramid is
obtained, as shown in Figure 4.

In this paper, DCNN is used to process each face image
located in the image pyramid according to the input order,
and the potential regions in the detected face image are
marked at the same time. )e coordinate points and size of
the specific area of the face in the image are recorded. After
all images are processed, all regions of response points in the
detected images are reversely mapped to the original face
image input in the input layer.)en, the overlapping areas of
the image are fused to obtain the final result. Subsequently,
face straightening is performed at the stage of no face

alignment, and the face features in different poses are
extracted, mainly partial images around the eyes, corners of
the mouth, and the tip of the nose in the face image, as
shown in Figure 5.

Subsequently, the Euclidean distance [21] and the
learning feature matching algorithm are applied to feature
matching in the face image, and the matching process is
shown in Figure 6.

In the first step, it is necessary to quickly judge the
sample that is easy to judge in matching face image samples.
)e Euclidean distance is used for the similarity between
samples, and then, the absolute distance between two points
in space is calculated as follows:

d(u, v) �

����������


n

i�1
ui − vi( 

2




. (10)

In the second step, on the premise of ensuring the feature
recognition rate in the face image, a learning algorithm with
a higher recognition rate is used to model the features in the
face image, and the similarity of the complete face features is
matched to realize the refined judgment of the sample. It is
evident from Figure 5 that it is needed to extract five local
value features in the face image and obtain a total of six 160-
dimensional feature vectors, which are spliced into 960-
dimensional facial feature vectors. )en, the feature image is
reduced to 160 dimensions again by PCA dimension
reduction.

Besides, in the second step, joint Bayesian is used to
calculate the similarity between samples. Assuming that the
two faces are the joint distribution of x1 and x2, respectively,
and both obey the Gaussian distribution feature of 0 mean,
then the mathematical expression of the covariance between
these two face images is as follows:

cov ui, vj  � cov μi, μj  + cov εi, εj , (11)

in which μ is the identity of the character and ε is the
difference between the face itself (light, expression, and
posture).

3.3. Evaluation Indexes for the Testing and Identification of
Deep Reconstruction Network Algorithm. In this paper,
Matlab software is used to simulate the deep reconstruction
network, and LFW dataset is used for training and testing. In
this paper, the following experiments are carried out on
TensorFlow platformwith Linux as the operating system and
2 ∗ TITAN X as the GPU. )e LFW dataset has a total of
13233 face images, each of which gives the corresponding
name, there are a total of 5749 people, and most people have
only one picture.)e size of each image is 250× 250, most of
which are color images, but there are also a few black and
white face pictures. In this paper, the face images in the
dataset are randomly divided into a training set and a
verification set. )e training set contains 10,000 face images,
and the verification set contains 3233 face images. When
training the model, first the effects of different parameter
settings (learning rate η, attenuation coefficient λ, training

Table 1: Basic parameters of ResNet-Inception network structure.

Structure Parameter Output image size
Conv-1 3 ∗ 3 147 ∗ 147 ∗ 32
Conv-2 3 ∗ 3 145 ∗ 145 ∗ 32
Conv-3 3 ∗ 3 145 ∗ 145 ∗ 64
Pool-1 — 73 ∗ 73 ∗ 64
Conv-4 1 ∗ 1 73 ∗ 73 ∗ 80
Conv-5 3 ∗ 3 70 ∗ 70 ∗ 190
Conv-6 3 ∗ 3 33 ∗ 33 ∗ 256
ResNet-Inception-1 5 33 ∗ 33 ∗ 256
Reduction-1 — 16 ∗ 16 ∗ 512
ResNet-Inception-2 10 16 ∗ 16 ∗ 512
Reduction-2 — 8 ∗ 8 ∗ 1024
ResNet-Inception-3 5 8 ∗ 8 ∗ 1024
Pool-2 — 1792
Dropout x 1792
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optimization algorithm, and dropout) on the training effect
of the model are analyzed, and the loss value, accuracy value,
overfitting rate, and training time are adopted for evaluation
of the training effect. Based on the model with the optimal
parameter settings, it is applied to the verification set, and
the mean average precision (mAP) value is used to evaluate
the model recognition effect.

In order to evaluate the effect of the proposed algorithm
on face FE, 10140 images of 1150 people from the LFW
dataset are selected, and 180 pairs of positive face samples
and 180 pairs of negative face samples are randomly selected
as test sample pairs. )en, the construction network is used
to perform face FE, and the simplest Euclidean distance is
used to match feature similarity. Finally, classification ac-
curacy and matching accuracy are used to evaluate the ef-
fectiveness of face FE. Subsequently, these 10140 images are
used to continue segmentation. Images of 1050 people are
selected for facial feature matching algorithm training. For
the remaining 100 images of individuals, 200 pairs of
positive samples and 200 pairs of negative samples are
randomly selected to verify. )e recognition accuracy rate,
positive sample error rate, negative sample error rate,
pairing correct rate, and pairing average time are used to
evaluate the matching effect of face features.

In the field of target recognition and detection and
recognition, mAP is often used to evaluate the effect of
algorithm detection and recognition [22]. In the paper, basic
concepts such as error rate, accuracy, precision, recall, and
average precision are first introduced. )e error rate and
accuracy rate are the most commonly used measurement
terms in classification evaluation, where the error rate is the
ratio of error samples to the total sample, and the accuracy
rate is the ratio of correct sample to the total sample. As-
suming that the sample dataset is S, the sample is defined as
ui, the type of the sample is vi, the algorithm’s prediction
result is f(ui), and then the calculation equations of error rate
and accuracy rate are as follows:

Error(f; S) �
1
m



m

i�1
I f ui( ≠ vi( , (12)

Acc(f; S) �
1
m



m

i�1
I f ui(  � vi(  � 1 − Error(f; S). (13)

)e calculation equations for the precision rate (Pre) and
the recall rate (Recall) are as follows:

Pre �
TP

TP + FP
, (14)

Recall �
TP

TP + FN
, (15)

where TP is the true positive, FP is the false positive, and FN
is the false negative.

Using the precision rate as the vertical axis and the recall
rate as the horizontal axis, a P-R curve is obtained. )e area
under the P-R curve is average precision (AP), and mAP is
the average of AP indicators in each type of classification

task. In addition, the overfitting ratio (OR) is used to
evaluate the algorithm. )e calculation equation of OR is as
follows:

OR �
TrainAcc
ValAcc

, (16)

in which TrainAcc is the training accuracy rate and ValAcc is
the verification accuracy rate.

4. Results

4.1. Comparison of Recognition Rate Based on Deep Recon-
struction Network Algorithm. By adjusting the learning rate
η, attenuation coefficient λ, training method, and dropout,
the impact of different parameters on the accuracy of DCNN
model recognition is explored, the database is used to train
the DCNNmodel, and the maximum number of iterations is
set to 1000. In the experiment, the activation function in the
network is always kept as ReLU. First, the effects of different
learning rates η on the model recognition rate are compared.
)e results are shown in Figures 7 and 8. It is evident from
Figure 7 that when η� 0.0004, the recognition accuracy of
the algorithm is the highest; when η� 0.001, the recognition
accuracy of the algorithm is the lowest. It is evident from
Figure 8 that when η� 0.0004, the loss value of the algorithm
is the smallest, and when η� 0.001, the loss value of the
algorithm is the largest. With the gradual increase in η, the
accuracy value gradually decreases and the loss value
gradually increases.

)en, the effects of different learning rates on the face
recognition performance of the algorithm are quantitatively
compared. It is evident from Table 2 that when η� 0.0004,
the algorithm has the largest accuracy value (99.03%), the
smallest loss value (0.047), and the shortest training time
(352 s). When η� 0.0007, the algorithm has the lowest
overfitting rate (1.005). In summary, when η� 0.0004, the
performance of the algorithm is the best, so follow-up tests
are conducted based on this.

)e effect of different attenuation coefficients λ on the
model recognition rate is compared.)e results are shown in
Figures 9 and 10. It is evident from Figure 9 that when
λ� 0.0001, the recognition accuracy of the algorithm is the
highest; when λ� 0.09, the recognition accuracy of the al-
gorithm is the lowest. It is evident from Figure 10 that when
λ� 0.0001, the loss value of the algorithm is the smallest;
when λ� 0.09, the loss value of the algorithm is the largest.
With the gradual increase in λ, the accuracy value gradually
decreases and the loss value gradually increases.

)en, the effects of different attenuation coefficients on
the face recognition performance of the algorithm are
quantitatively compared. It is evident fromTable 3 that when
λ� 0.0001, the accuracy value of the algorithm is the largest
(99.03%), and the loss value is the smallest (0.047). When
λ� 0.0007, the training time of the algorithm is the shortest
(342 s). When λ� 0.0001 and 0.0009, the overfitting rate of
the algorithm is the smallest (1.006). In summary, when
λ� 0.0001, the performance of the algorithm is the best, so
follow-up tests are conducted based on this, and the classifier
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used in this model is determined to be the triplet loss
function.

After comparing the effects of different training methods
on the model recognition rate, the results are shown in
Figures 11 and 12. It is evident from Figure 11 that when the
training method is SGD, the recognition accuracy of the
algorithm is the highest; when the training method is
Adagrad, the recognition accuracy of the algorithm is the
lowest. It is evident from Figure 12 that when the training
method is SGD, the loss value of the algorithm is the
smallest; when the trainingmethod is Adagrad, the loss value
of the algorithm is the largest.

)en, the effects of different trainingmethods on the face
recognition performance of the algorithm are quantitatively
compared. It is evident from Table 4 that when the training
method is SGD, the algorithm has the largest Acc value
(99.03%), the smallest loss value (0.047), and the lowest
overfitting rate (1.006). When the training method is
RMSprop, the training time of the algorithm is the shortest
(351 s). In summary, when the training method is SGD, the
performance of the algorithm is the best, so follow-up tests
are performed based on this.

Finally, the impact of different dropout values on the
model recognition rate is compared.)e results are shown in
Figures 13 and 14. It is evident from Figure 13 that when
dropout� 0.1, the algorithm has the highest recognition
accuracy; when dropout� 0.6, the algorithm has the lowest
recognition accuracy. It is evident from Figure 14 that when
dropout� 0.1, the loss value of the algorithm is the smallest,
and when dropout� 0.6, the loss value of the algorithm is the
largest. With the gradual increase in the dropout value, the
accuracy value of the algorithm gradually decreases, and the
loss value gradually increases.

)en, the effects of different dropout values on the face
recognition performance of the algorithm are quantitatively
compared. It is evident from Table 5 that when
dropout� 0.1, the algorithm has the largest Acc value
(99.03%), the smallest loss value (0.047), and the lowest
overfitting rate with dropout� 0.2 (1.006). When
dropout� 0.6, the training time of the algorithm is the
shortest (337 s). In summary, when dropout� 0.1, the per-
formance of the algorithm is the best, so follow-up tests are
conducted based on this.

It is set that η� 0.0004 and λ� 0.0001 in the construction
of the deep reconstruction network, SGD is selected as the
training method, and dropout� 0.1. )en, the effects of
different activation functions on the model recognition rate
are compared, as shown in Figures 15 and 16. It is evident
from Figure 15 that the recognition accuracy rate is the
highest when the activation function is ReLu, and the rec-
ognition accuracy rate is the lowest when the activation
function is sigmoid. From Figure 16, it is evident that the loss
value is the lowest when the activation function is ReLu, and
the loss value is the highest when the activation function is
sigmoid.

)en, the effects of different activation functions on the
face recognition performance of the algorithm are quanti-
tatively compared. It is evident from Table 6 that when the

0 200 400 600 800 1000

0.6

0.7

0.8

0.9

1.0

A
cc

ur
ac

y

Number of iterations

η = 0.0004
η = 0.0005
η = 0.0006
η = 0.0007

η = 0.0008
η = 0.0009
η = 0.001

Figure 7: Comparison of recognition accuracy of different learning
rates.

0 200 400 600 800 1000
0.0

0.5

1.0

1.5

2.0

2.5

Lo
ss

Number of iterations

η = 0.0004
η = 0.0005
η = 0.0006
η = 0.0007

η = 0.0008
η = 0.0009
η = 0.001

Figure 8: Comparison of training loss value of different learning
rates.

Table 2: Effects of different learning rates on the training effect of
deep reconstruction network algorithm.

η Acc (%) Loss Training time (s) Overfitting rate
0.0004 99.03 0.047 352 1.006
0.0005 96.74 0.059 354 1.006
0.0006 93.15 0.062 368 1.082
0.0007 90.31 0.120 370 1.005
0.0008 88.07 0.115 400 1.011
0.0009 86.41 0.170 398 1.026
0.001 85.05 0.206 405 1.058
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activation function is ReLu, the Acc value of this algorithm is
the largest (99.03%), the loss value is the smallest (0.047),
and the overfitting rate is the lowest (1.006). When the
activation function is Tanh, the training time of this algo-
rithm is the shortest (341 s). In summary, when the

activation function is ReLu, the performance of the algo-
rithm is the best, so follow-up tests are carried out on the
basis.

Based on the results obtained above, in the deep recon-
struction network constructed in this paper, η� 0.0004,
λ� 0.0001, the trainingmethod is set to SGD, and dropout� 0.1
for face recognition verification, and the recognition effect is
compared with LetNet-5, GoogleNet, AlexNet, VGG-16, VGG-
19, and ResNet network. It is evident from Figure 17 that the
area under the P-R curve of the algorithm constructed in this
paper is the largest; that is, the mAP value is the largest. )e
mAP values of differentmodels are ranked, and the result is the
algorithm proposed in the paper>ResNet>AlexNet>VGG-
19>GoogleNet>VGG-16>LetNet-5.

4.2. Face Fe and Matching Verification Based on Deep Re-
construction Network Algorithm. )e face recognition and
FE algorithm proposed in this paper is applied to the LFW
dataset to extract and match face features. )e results are
shown in Figure 18. It is evident that the algorithm proposed
in this paper can effectively extract the features in the face
image and can complete the matching of the same features
and then realize the recognition and detection of the same
face.

)en, the deep reconstruction network algorithm
constructed in this paper is applied to FE and feature
matching in face images, and the performance is com-
pared with other models. It is evident from Table 7 that
when the construction method of this paper is trained, the
classification accuracy rate on the training set is 97.94%,
and it is higher than the LetNet-5, VGG-16, and VGG-19
algorithms, the accuracy rates of which are 2.1%, 0.94%,
and 1.16%, respectively, but lower than GoogleNet,
AlexNet, ResNet algorithm, the accuracy rates of which
are 0.14%, 0.58%, and 0.46%, respectively. In the verifi-
cation set, the correct matching rate of the algorithm
constructed in this paper is 84.72%, and it is higher than
the LetNet-5, VGG-16, and VGG-19 algorithms, the
correct matching rates of which are 6.94%, 2.5%, and
1.11%, but lower than the GoogleNet, AlexNet, and
ResNet algorithms, the correct matching rates of which
are 0.56%, 1.39%, and 1.95%, respectively.

)e matching effect of the features extracted from the
face image is compared. )e comparison results of the total
recognition rate are shown in Table 8. It is evident that,
after the joint Bayesian method is used in the algorithm
proposed in this paper, the correct recognition log rate in
the verification set is the highest (88.75%), and it is higher
than LetNet-5, GoogleNet, AlexNet, VGG-16, VGG-19,
and ResNet algorithms, the correct recognition rates of
which are 4%, 1.25%, 0.75%, 3.75%, 3.25%, and 0.25%,
respectively.

)e effects of using only the joint Bayesian method and
the algorithm in this paper on the matching effect of face
features are compared, and the results are shown in
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Figure 9: Comparison of recognition accuracy of different at-
tenuation coefficients.
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Figure 10: Comparison of training loss value of different atten-
uation coefficients.

Table 3: Influence of different attenuation coefficients on the
training effect of deep reconstruction network algorithm.

λ Acc (%) Loss Training time (s) Overfitting rate
0.0001 99.03 0.047 352 1.006
0.0009 97.63 0.048 342 1.006
0.001 95.17 0.102 358 1.037
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Table 9. It is evident that the algorithm proposed in this
paper has a faster matching time (206.44 s) and a higher
correct matching rate (88.75%) than the joint Bayesian
method.

5. Discussion

Previous studies have shown that different parameter set-
tings will have a certain impact on the recognition rate of the
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Figure 11: Comparison of recognition accuracy of six training
methods.

0 200 400 600 800 1000
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

Lo
ss

Number of iterations

Adadelta
Adam
Nadam

RMSprop
SGD
Adagrad

Figure 12: Comparison of training loss value of six training
methods.

Table 4: Influence of different training methods on the training
effect of deep reconstruction network algorithm.

Training
method Acc (%) Loss Training time (s) Overfitting

rate
Adadelta 97.45 0.062 357 1.010
Adam 97.05 0.087 388 1.012
Nadam 96.87 0.132 438 1.016
RMSprop 96.14 0.147 351 1.129
SGD 99.03 0.047 352 1.006
Adagrad 94.91 0.187 422 1.158
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Figure 13: Comparison of recognition accuracy with different
dropout values.
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Figure 14: Comparison of training loss value with different
dropout values.

Table 5: Effect of different dropout values on the training effect of
deep reconstruction network algorithm.

Dropout Acc (%) Loss Training time (s) Overfitting rate
0.1 99.03 0.047 352 1.006
0.2 98.83 0.057 347 1.006
0.3 97.20 0.087 348 1.009
0.4 97.05 0.112 351 1.017
0.5 96.23 0.127 340 1.027
0.6 95.93 0.153 337 1.518
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DCNN model. In this paper, the effects of different learning
rates, training methods, attenuation coefficients, and
dropout on the recognition performance of the algorithm
are compared. Studies have shown that too large learning
rate will cause the algorithm to appear unstable during the
learning process, which in turn affects the performance of
the algorithm [23], which is consistent with the results of this
paper that the learning rate is negatively correlated with the
performance of the algorithm proposed in this paper. )en,
the effects of different training methods on the recognition
rate of the DCNNmodel are compared.)e RMSprop-based
network training method will increase the probability of
overfitting, and the madam-based network training method
will increase the momentum parameter of Nesterov, so the
training will take more time. Previous studies have shown
that adjusting dropout discarding rate in many network
parameters can solve the problem of overfitting in themodel,
but excessively increasing dropout discarding rate will re-
duce the RA of image classification, and the overfitting
probability will increase [24], which is basically consistent
with the results in this paper that the dropout is negatively
correlated with the recognition performance of the con-
structed face recognition algorithm. At the same time, the
effect of different attenuation coefficient settings on the
recognition performance of the proposed algorithm is
compared. It is found that the attenuation coefficient is
negatively correlated with the recognition rate of the pro-
posed algorithm. )is is because excessive weight attenua-
tion coefficient will destroy the stability of the algorithm in
the learning process, so choosing the smallest possible at-
tenuation coefficient can ensure the stability of the face
recognition algorithm [25].

Facial features are mainly divided into color (skin color),
contour (ellipse), illumination (hair, eyes, and jaw), template
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Figure 15: Comparison of accuracy of behavior recognition of six activation functions.
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Figure 16: Comparison of behavior training loss of six activation
functions.

Table 6: Influence of different activation functions on the training
effect of deep reconstruction network algorithm.

Activation
function

Acc
(%) Loss Training time

(s)
Overfitting

rate
Sigmoid 95.17 0.091 382 1.007
ReLu 99.03 0.047 352 1.006
Tanh 98.52 0.053 341 1.007
LeakyReLu 97.11 0.073 350 1.006
ELU 96.78 0.087 349 1.007
MaxOut 97.45 0.082 367 1.006
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Figure 18: Face image FE and matching. Different colored circles in the same picture indicate different extracted features, and the same
color in different pictures in the same group indicates matching similar features.
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Figure 17: Comparison of P-R curves of face recognition performance of different models.
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(mean and variance), transformation domain (feature rep-
resentation), structure (facial symmetry), inlay (mosaic
rule), and histogram features (grey distribution) [26]. In the
process of face feature detection, because of factors such as
highly nonlinear distribution (such as facial expression and
color difference), ornaments (beard, glasses, and hats), the
expression (facial muscle movement), light (brightness and
angles), image quality (resolution), and a complex scenario
(face number and gap), classification errors are caused [27].
Xu et al. proposed a semisupervised method for FR in LFW
and YTF databases and found that the recognition rate of the
algorithm was 98.63% and 91.76%, respectively [28]. In this
paper, the constructed deep reconstruction network is ap-
plied to the FE of face images in LFW data; after the pro-
posed algorithm is compared to LetNet-5 [29], VGG-16 [30],
and VGG-19 [31] algorithms, it is found that it has a higher
matching accuracy rate but slightly lower than GoogleNet
[32], AlexNet [33], and ResNet [34] algorithms. However,
the algorithm proposed in this paper can reduce the com-
plexity of model generation, while preventing the occurrence
of overfitting. Finally, the Bayesian method [35] is used to
match face features. It is found that the accuracy rate of the
proposed algorithm for face features matching is higher than
LetNet-5, VGG-16, VGG-19, GoogleNet, AlexNet, and
ResNet. At the same time, compared with the joint Bayes
method alone, it can reduce the time consumption of feature

matching [36] and improve the matching accuracy [37],
indicating that the algorithm proposed in this paper can
quickly perform large-scale face image feature matching and
has certain advantages compared with other DCNNmodels.

6. Conclusion

In this paper, a new deep reconstruction network is con-
structed using the Inception structure in the GoogleNet
network and the residual structure in the ResNet network,
and it is applied to face recognition for optimal parameter
selection of the algorithm. Based on this algorithm, face
pyramid and local feature segmentation are applied to
construct a face FE algorithm. It is found that it has a better
FE effect than the general DCNN model. Finally, based on
the algorithm, the face feature matching is achieved using
the joint Bayesian method, and the results are verified. )e
results show that the model constructed in this paper can
effectively identify face images with different interference
factors. However, the model is trained and verified only
through the images in the database. A specific FR system
needs to be developed to explore its application effect in
video portrait recognition. In conclusion, the results help for
the subsequent development of FR system based on DCNN
and the improvement of the efficiency of FR.

Table 7: Comparison of facial FE performance of different models.

Algorithm Correct number of training
classifications

Training classification accuracy
(%)

Verify correct
log

Verification correct match rate
(%)

LetNet-5 9028 95.84 280 77.78
VGG-16 9117 96.78 296 82.22
VGG-19 9137 97.00 301 83.61
GoogleNet 9239 98.08 307 85.28
AlexNet 9281 98.52 310 86.11
ResNet 9269 98.40 312 86.67
Our method 9226 97.94 305 84.72
LetNet-5 9028 95.84 280 77.78

Table 8: Comparison of total recognition rates of facial features of different models.

Algorithm Identify the correct logarithm Recognition correct log
rate (%)

Log error rate of positive
samples (%)

Logarithmic error rate of negative
samples (%)

LetNet-5 339 84.75 13.5 17
VGG-16 340 85 14.5 15.5
VGG-19 342 85.5 15 14
GoogleNet 350 87.5 14 11
AlexNet 352 88 11.5 12.5
ResNet 354 88.5 10.5 12.5
Our method 355 88.75 11 11.5

Table 9: Comparison of total recognition rates of facial features of different models.

Algorithm Matching time (s) Match log correctly Correct match rate (%)
United Bayes 240.15 350 87.5
Our method 206.44 355 88.75
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Data Availability

)e raw/processed data required to reproduce these findings
cannot be shared at this time as the data also form part of an
ongoing study.
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Since the twentieth century, it has been an era of rapid development of information technology; the scale of data is almost the
growth rate of the blowout type; nomatter what it is, a large number of enterprises or departments are increasing a large number of
cost data. However, the current cost management model still remains in the traditional management method and lacks a smarter
big data analysis method. In addition, there is a lot of research on big data applications, and there are few e-commerce supply
chains.+erefore, the research purpose of this study is to use big data technology to explore a series of practical operationmethods
for supply chain Cultural Communication Enterprises and summarize the operation mode of building SCC control by using big
data technology. In terms of research methods, this study combined bibliographic review and empirical analysis, explored cost-
based mobile e-commerce (EU) cost control related to big data information, used smart and digital analysis methods to
thoroughly analyze CCE business issues from internal and external supply chains, established an e-commerce business supply
chain cost control model based on big data technology and elaborated cost control procedures and measures. Finally, it
summarized the research results and drew conclusions to provide a theoretical basis for promoting enterprises products products
to reduce supply chain costs. +e research in this study has achieved a breakthrough in the cost management and control of EE; it
provides empirical guidance and theoretical reference for EE to adopt big data technology for cost command of supply chain
(CCSC), could help EE to reduce cost of supply chain management to gain higher profit margins, and promote e-commerce
industry as a whole to the next level eventually. +is study concluded that the use of big data technology for cost command can
solve a series of problems effectively, such as the lack of systematic analysis of cost, the lack of contractual partners, the serious
waste of sales links, and the policy errors of logistics links, and continuously improve the enterprise management level and the
decline of comprehensive cost. +e application mode of supply chain CCE enterprises using big data technology constructed in
this study has universal applicability.

1. Introduction

With the popularity of the computer and the rapid devel-
opment of Internet, the worldwide data online, platform,
and cloud technology, such as vocabulary, more and more
frequent in people’s daily life, the need for a smartphone has
been preliminarily realized. Chinese Internet users have also
been broke through 800 million; this is really beyond the
forecast process of some experts, can say, today’s world has
entered the Internet era of big data in advance. +e de-
velopment of big data technology in daily life is not only a
subversive change to the traditional way of life but also a

profound change to the production and operation mode of
traditional enterprises. Under the background of big data
technology era, most enterprises relying on traditional sales
means have been seriously impacted, and some enterprises
are difficult to adapt to the changes of big data era and
survive [1].

More and more people realize that the development of
enterprises must take advantage of the trend and only rely on
the advancement of current Internet technology to innovate
and change the business model and get out of a development
model that not only has the traditional offline model but
turns to the integration of the traditional offline model and
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modern online model [2]. More and more business oper-
ators are understood; the economy and the great develop-
ment of science and technology have brought the big
changes in the business mode and not only will have a
profound impact on supply and demand; in the context of
the overall supply, companies increasingly need to spend
more cost to satisfy the consumers with a variety of con-
sumer demand; in order to fundamentally profit space,
enterprises urgently need to be done in each link cost
control, and the informationization of modern society re-
lying on the traditional cost accounting method efficiency is
extremely low and obviously cannot meet the needs of the
era of the current business development at high velocity. If
enterprises want to change this situation, they must innovate
the cost control mode. +e arrival of the era of big data
makes all this possible. +e development of big data tech-
nology makes every data full of effective value space, and
every piece of information contains a large number of value
clues, which undoubtedly provides some enlightenment for
many enterprises in transition [3]. How to make full use of
Internet big data technology to analyze and control the cost
of production and sales and realize enterprise profit has
become a major issue that all enterprises need to face and
solve.

+e current technology for large data in the electronic
commerce research mainly concentrated in the following three
points: first, in terms of the application of the big data tech-
nology, with the influence of the technology, the government
paysmore andmore attention to the technology as it plays a role
in economic development; the domestic experts and scholars
have put forward their own mentality, and the representative
professor Wang Shan from big data technology professional
characteristics discusses the data about the role of e-commerce
platform to create. He discussed different aspects that infect big
data technology and analyzed the technology of data in the
foreseeable future opportunities and challenges facing; he thinks
that big data technology in the application of e-commerce is a
double-edged sword and can better serve the economic con-
struction; it is very difficult, if there is no scientific system to
regulate guarantee has been playing a positive role [4]. Second,
in terms of the cost command, the scholarHan Lan believes that
the cost command of the enterprise should be extended to all
related enterprises in the whole supply chain rather than
confined to the enterprise itself. He shall, in accordance with the
scientific supply chain management thinking, in order to
control cost as the core goal to set up the control model of SCC
and its cost to enterprises, use the model analyzed with the laws
of the cost management thinking and understanding and
successfully applying cooperation and game thinking into SCC
control thinking [5]. +ird, in the cost control and combining
uses of big data technology, a relevant expert Cheng Ping with
large depth of the data mining technology construct the ERP
management model; the model mainly integrates the cloud
computing platform, the Internet of things technology, large
inventory management, and data analysis center four core
modules; e-commerce products were introduced in detail from
the inbound to the outbound way of concrete application and
pointed out the enterprise plays a leading role in this process [6].
By consulting a large amount of literature, we found that

domestic and foreign scholars have basically the same pace of
research on this issue, and both of them focus their research on
the application field, cost control, and the combination of the
two. First, in terms of the application of large data, Martin
Christopher’s study, this study discusses the big data technology
development potential and future development direction and is
trying to expand its application field to healthcare, retail, ed-
ucation, and other industries; he also probes into the technology
of big data in the department of public safety space, and the big
data technology popularization after how to ensure the security
of personal information anxiety is proposed. Second, in terms of
SCC command, Charles Bolier proposed SCC management
strategies based on the challenges and opportunities of big data
[7]. He also focused on analyzing how enterprises should
improve the level of cost command by applying the principles of
supply chain in the process of cost command [8]. Finally, in the
electronic commerce enterprise cost control and combining use
of big data technology, Michel Roberto thinks that the future
competition between electric business platforms will focus on
the logistics speed contest; he thinks target cost law should get
electricity business management platform and thinks rising
competitiveness comes from the reasonable positioning of the
enterprise; the enterprise’s distribution network can improve
the distribution of costs and benefits, in terms of specific
measures, and he also gives some suggestions and opinions to
the construction [9, 10].

It is not difficult to find that although the current research
on the control of traditional SCCs has become mature, the
research focus of many experts, and scholars have not focused
on the background of big data technology, and the combination
of supply chain ideas and the target cost method has basically
achieved an organic combination. However, at present, experts
and scholars have not been able to really shift their attention to
the background of big data technology.+eir current research is
still in the traditional medical care, education, and search in-
dustries, and there is still a lack of study on the integration in
e-commerce, a sunrise industry.+erefore, after fully consulting
and analyzing the shortcomings of domestic and foreign re-
search results, this study decides to carry out the following
innovations on the existing research: first, the research purpose
of this study is clear, which directly targets the innovation of the
cost controlmode under the background of big data technology.
Second, this study boldly broke through the current research is
only limited to the theoretical dilemma, the first to carry out
specific application research. Finally, this study is neutral and
does not have the color of commercial dependence, which is
different from previous studies that are often subject to the
manipulation of a specific company or organization and affect
the objective neutrality of research results.

2. Related Research Review and
Theoretical Basis

2.1. Research Practice. +is study is split into five parts, and
the command of each part is arranged.

+e first part is the referral. In this part, the significance
of this research is stated [11]. On the basis of analyzing
numerous research results, we summarized the current
research status and objectively pointed out the limitations of
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existing research. Finally, according to the goal of this re-
search and the idea of improving the existing research, the
new innovation point and goal of this research are sum-
marized [12]. +e second part of this study is a review of
relevant research and a summary of the theoretical basis;
mainly in this study, core concepts and basic theories were
described, and the SCC command method of this study is
described [13, 14]. +e third part analyzes the trouble
existing in the CCE enterprises. +is study analyzes the
trouble existing in the cost command process of e-commerce
industry. +e fourth part is the construction of the cost
command model of big data technology in the supply chain
of EE. +is study adopts the method of case analysis and
constructs a scientific cost control application model [15].
+e fifth part is the summary of the research conclusion.

2.2. Core Concept Elaboration

2.2.1. Big Data Technology. Big data is a collection of data
processing technologies with a large scale and the ability to
store, analyze, and process data for surpassing the scope of
conventional database processing capabilities. Big data has fast
data flow cycle, massive data scale, low value density space, and
diversified data types [16]. Different from traditional database
processing technology, big data need to go through the deep
processing of big data processing technology to truly play its
value. Massive parallel processing, distributed file, data mining,
and distributed database technology is the big data technology
to adapt to the form, and the concrete form of big data is often
characterized by big data pretreatment technology, data ac-
quisition technology, and data statistical analysis technology
[17, 18]. Large data pretreatment technology is the combination
of large data acquisition technology of large amounts of data
input to a centralized distribution of a large database, and on the
basis of the data preprocessing and data cleaning, make vast
amounts of information data and valuable data, and the
characteristic of the process need a lot of import data; its
transport amount could reach MB per second or even in the
near future to gigabit per second. Data collection technology is
to use multiple database tags to collect and store data infor-
mation from the Internet, mobile phone client, and other end
users [19]. +e depth of the data mining technology is
according to the relevant provisions of the state and the request;
using the algorithm classifies the concept of the data and
extracting; the technology is mainly suitable for column type
storage calculation and may use GreenPlum algorithm; the
process of datamining is themost critical step because the link is
often needed to use tools and Kmeans clustering Naive Bayes
classification and SVM statistical tools to assist in the com-
pletion; the challenge to give priority to with single thread
control algorithm is complex and both computation and large
amount of data [20].

2.2.2. SCC and Control .eory. SCC refers to the sum of all
costs incurred by enterprises in production, sales, pro-
curement, and other links to support the operation of the
supply chain. +e cost of supply chain management is the
extension of the cost of the whole supply chain. Cost of SCC

control is the enterprise according to the previous data as
well as the recent strategic arrangements and make cost
management control plan in advance before the creation of
the cost or being in the process of producing cost of the
various factors that affect the cost to ensure the expected cost
goals to achieve management behavior.

+e theory of SCC command mainly includes transac-
tion cost theory, interorganization cost management theory,
and value chain theory. Transaction cost is the cost generated
in the transaction process, including negotiation, contrast,
contract signing, supervision performance, incentive, and
other expenses. In addition, interest sharing is the basis for
long-term cooperation between supply chain companies. It
is based on the contribution of each company to the entire
supply chain, but it is actually difficult to divide and evaluate
the tribute of each enterprise. In this case, the profit dis-
tribution may be unfair, resulting in a large number of
agency arbitration events, which leads to the increase of
transaction costs, and the increase of these costs has no
economic benefits. +erefore, only by mutual trust and full
information sharing can enterprises reduce the total cost of
the supply chain. Interorganizational cost management is to
regard the upstream and downstream enterprises or related
enterprises as the same organization. +e common goal of
the organization is to reduce the total cost of the supply
chain through joint efforts. All the relevant enterprises in the
supply chain share risks and share profits and strive to
improve their profits and efficiency on the same ship. +e
greater the contribution of the chain, the more profit is
allocated. However, the interorganizational cost manage-
ment mode is largely dependent on the coordination among
the interorganizational enterprises, so the model is more
suitable for information sharing and fine-grained supply
chain with larger interaction.+e greater the contribution of
the chain, the more profit is allocated.

2.2.3. Methods of SCC Control

(1) Target cost control method. +e target cost con-
trol method is based on customer demand and
market-oriented. It uses value engineering to
analyze the cost function in the planning and
design stages of products and thus creates a
method to manage the cost.

(2) Activity cost control method. Activity-based costing
is usually based on the guiding ideology of “products
consume activities, activities consume resources.”
Under the guidance of this idea, resource cost is
allocated to the process of operation, and then, the
cost of product consumption is tracked based on the
driver of activity, so as to calculate the unit cost of
various products and the cost of bulk total products
to achieve the optimal cost management scheme.

(3) Responsibility cost control method. Responsibility
cost refers to the cost generated in the process of
assigning the enterprise to each responsibility
management center. +e establishment of respon-
sibility cost needs the support of the responsibility
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cost system, which establishes the responsibility cost
center according to the production and operation
structure of the enterprise, divides responsibility into
the control cost control effect, and carries out per-
formance assessment, and carries out cost control
responsibility for each department and specific ex-
ecutive to control cost.

(4) Standard cost control methods. +e standard cost
control method is a comprehensive management
method which combines the accounting function,
feedback function, and forecast function organically.

+e management mode constructed in this study is to
distinguish the process steps, including the comprehensive
cost management method of pregeneration prediction and
adjustment in the process of production and postproduction
analysis. In the forecasting stage before cost generation, it is
necessary to use target cost law and standard cost law to
reasonably forecast the cost of each department. In the
process of cost generation, it is often necessary to conduct
repeated accounting combined with activity-based cost rule.
After the cost is generated, the utility of the cost control
process is judged, and the consequence is held accountable
according to the liability cost law.

2.3. Supply Chain Cost Control Methods. According to the
“Organizational Industry +eory,” first assume that con-
sumers have the following preferences:

U � 
Qs − P

0
. (1)

+e positive real number Qs is the quality preference pa-
rameter of consumers. At a given price, all consumers like high
quality, but consumers with high quality preferences are more
willing to spend money for high quality. +e model assumes
that product preferences are uniformly distributed in a positive
interval (QL, QH):

f(Q) �
1
ΔQ

QL <Q<QH( . (2)

Assuming that there is only one product in the market with
quality s and price p, the demand for this product is equal to the
number of consumers who have product preference parameter
Q and satisfy Qs ≥p. In other words, assuming that the total
number of consumers is 1, the demand for the product is

D(p, s) �

0,
p

s
>QH ,

QH

ΔQ
−

p

ΔQ · s
, QL ≤

p

s
≤QH ,

1,
p

s
<QL .

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)

+e demand for products cannot reach the total number
of consumers, so it can be seen that the actual demand for
products is

D(p, s) �
QH

ΔQ
−

p

ΔQ · s
. (4)

2.4. Financial Benefits under Supply Chain Management.
Assume that the supply chain is a simple supply chain consisting
of a manufacturer and a seller. Assuming that the quality of the
product is constant, themanufacturer and seller only determine
the output QM, the sales QR, and the final market price P of the
product. +e median price PM of the product is set as the
product price that the manufacturer asks for when the product
is delivered to the seller’s location, which actually includes the
production cost and transportation cost of the product. Assume
that the manufacturer’s marginal production cost and trans-
portation cost of the product are uniformly recorded as CM,
and the seller’s marginal cost of sales of the product is CR. It is
assumed that the information between the manufacturer and
the seller is symmetrical and complete, that is, the demand
function faced by the product and CM and CR are the
common knowledge of the manufacturer and the seller.

When manufacturers and sellers cooperate to determine
output and final prices, the supply chain can be regarded as a
“super organization.” +e purpose of manufacturers and
sellers is to maximize the profits of the entire supply chain.
Distribute effectively and reasonably among enterprises.
+en, the financial benefits of the organization can be seen as

max π � (p − CM − CR)∗QM � (p − CM − CR)∗
QH

ΔQ
−

p

ΔQ · s
 .

(5)

P0 is the consumer’s maximum payment capacity for the
product. Assuming that the payment capacity is large
enough to not affect the company’s decision-making con-
ditions, the solution can be obtained:

p
∗

�
1
2

sQH + CM + CR( ,

QM
∗

�
1

2ΔQ
Q −

CM + CR
s

 ,

π∗ �
1

2sΔQ
sQH − CM − CR( 

2
.

(6)

It can be seen that π∗ is the largest profit achieved under
the collaborative management of the supply chain.

2.5. Financial Benefits under Nonsupply Chain Coordination.
Assuming that the manufacturer has absolute authority and
can unilaterally determine the most favorable intermediate
price PM, since the assumption is that the information is
symmetric, the manufacturer can accurately predict the
seller’s optimal price and optimal sales volume. A rational
manufacturer should make own output and sales volume
consistent, that is, QM�QR″; then, the manufacturer’s
profit function is
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max π � (CM − CR)∗
QH

ΔQ
−

p

ΔQ · s
 ,

s.t.max π
p

� (P − PM − PR) ∗
QH

ΔQ
−

p

ΔQ · s
 .

(7)

Solving this function can be obtained, and the optimal
solution for the seller is

p
∗

�
1
2

sQH + PM + CR( ,

QM
∗

�
1

2ΔQ
QH −

PM + CR
s

 ,

π∗ �
1

16sΔQ
sQH − CM − CR( 

2
.

(8)

For the manufacturer, the optimal solution is

p
∗

�
1
4

3sQH + CM + CR( ,

QM
∗

�
1

4ΔQ
QH −

CM + CR
s

 ,

π∗ �
1

8sΔQ
sQH − CM − CR( 

2
.

(9)

+e total profit of the supply chain is

πSC1 �
1

16sΔQ
sQH − CM − CR( 

2
. (10)

Assuming that the seller has absolute power and can
unilaterally determine the most favorable middle price PM
because the hypothetical information is symmetric, the seller
can accurately predict the seller’s optimal price and optimal
sales volume, and a rational seller should make your sales
volume consistent with the expected output, that is, QM�QR;
then, the seller’s profit function is

max π
p

� (P − PM − CR)∗
QH

ΔQ
−

p

ΔQ · s
 ,

s.t.max π
p

� (PM − CM)∗
QH

ΔQ
−

p

ΔQ · s
 .

(11)

Solving this function can be obtained, and the optimal
solution for the seller is

p
∗

�
1
2

sQH + CM + CR( ,

QM∗ �
1

2ΔQ
QH −

CM + CR
s

 ,

π∗ �
1

4sΔQ
sQH − CM − CR( 

2
.

(12)

As for the manufacturer, his profit depends entirely on
the intermediate price and the order quantity. In this case,

the manufacturer is completely passive, and the manufac-
turer’s profit is 0. +e profit of the entire supply chain is

πSC2 �
1

4sΔQ
sQH − CM − CR( 

2
. (13)

Compared with the formula profit under collaborative
management, there is no loss, but because the producer has
no profit, this structure is very unstable.

3. Analysis of the Problems and Causes in the
Cost Control Process of the Supply
Chain of EE

3.1. Problems and Reasons of External Supply Chain

3.1.1. Lack of System. Instead, it makes a preliminary calcu-
lation of the costs of product sales, management, operation, and
production and processing, which are difficult to truly reflect the
logistics cost. +erefore, EE have not yet made accurate cost
accounting in terms of logistics costs, and it is difficult to control
the costs of each link in detail. In addition, it is difficult to
evaluate the marketing impact and understand the true in-
tentions of customers to accurately control them.+e imperfect
information security of the e-commerce platform is also an
important reason for adapting to the difficulties of SCC
e-commerce. Information security in the information society is
also very important for e-commerce operators. A series of
operations of consumers purchasing consumer goods often
involve personal data security in various aspects. However, the
information security situation of EE is not optimistic at present,
and consumers’ information such as registration, browsing,
payment, purchase, and address are still at risk of being leaked.
+e EE exposed to the existence of leakage of user information
scandal will bring incalculable losses to enterprises.

3.1.2. Lack of Stable Business Partners. Purchasing depart-
ments are often cheaper than prices as a means of supplier
selection at this stage; but even with long-term cooperation,
they are not formed for long-term cooperation in supply
chain channels. In fact, relationships tend to be due to price
discounts and improved quality of service for suppliers, but a
truly valuable spirit of cooperation must be based on con-
tracts. EE is always looking for a partner because there is no
stable partner. Such frequent partner changes actually in-
crease the cost of inventory management.

Problems existing in the external supply chain have an
adverse impact on cost control, which is reflected in the lack
of systems and stable business partners. Specific research
data are shown in Table 1 and Figure 1.

3.2. Problems and Reasons of Internal Supply Chain. +e cost
analysis results of internal supply chain issues affecting the
supply chain are shown in Table 2 and Figure 2.

3.2.1. Trouble and Cause in the Procurement Process.
Now, many EE do not have a clear definition of the rights
and responsibilities of the procurement system, and there
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are many problems not only in the postsetting, even some
nominal, but also in the name of saving costs. For individual
purchasers, the lack of audit link or slack audit makes the
procurement link prone to fraud. +is responsibility setting
mode that fails to regulate the procurement standard will
inevitably lead to the procurement link cost higher than the
actual required cost, resulting in inflated cost.

3.2.2. Trouble and Cause in the Sales Link. Now, most large
e-commerce platforms lack quantitative segmentation of the
sales market, with large span of sales objects and levels,
complex business scope, and failure to form core competi-
tiveness, which inevitably leads to excessive marketing costs.

3.2.3. Existing Problems and Reasons in Logistics. Along
with our country logistics network, the upgrade of the
actual logistics cost is gradually narrowing, but the
implementation of the phase to the terminal consumers
rarely see the substantial fee reduction effect, still
appeared in some remote areas, and the present situation
of the cost is higher and higher; this seems to increase the
income of electricity, but in terms of volume compro-
mised, and network construction is, in fact, is not con-
ducive to reduce logistics cost of recovery.

+e side effect of the lack of the internal supply chain
system on cost reduction is also increased. +e survey and
analysis table is given in Table 2.

4. Construction of the Supply Chain Cost
Control Instruction Mode under Big Data

Based on the analysis of a huge number of cases, this study
constructs a model of using big data technology to control
the cost of supply chain. +is model is based on the analysis
and research of a large number of e-commerce cases through
big data technology, which is the core part of this study with
most energy.

4.1. Construction Principles of the SCC Command Model.
Building big data technology under the cost command
model is a complex and systematic project, wants to get ideal
result, inevitable need in the process of constructing the
model following the general principles of control, and in
particular also requires a combination of electricity enter-
prise organization structure, the advantages and disadvan-
tages, the enterprise strategic target, and the industry of the
enterprise environmental factors. +ese factors can be
summarized in the following principles: first, to cut the cost
as the basic guide; second, pay more attention to the control

Table 1: Cost analysis table of external supply chain problems affecting supply chain.

External supply chain problems affect SCC analysis table
Negative composition reduces
institutional defects High cost operation project name Current cost value

(ten thousand yuan)
Ideal cost range

(ten thousand yuan)
Results the

rating

System lack
Imperfect audit system 37 20–30 Not ideal

Evaluation system standards are inconsistent 32 18–25 Not ideal
Consumer information security 46 35–50 Fair

Lack of stable business partners Procurement costs 18 10–15 Not ideal
Cost of finding business partners 10 5–8 Not ideal
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Figure 1: Cost analysis table of external supply chain problems affecting supply chain.
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of core costs; third, the implementation of the employee
responsibility incentive and punishment system, to ensure
the cost of the problem to the people responsible; and fourth,
strengthen overall planning for the cost of each link to avoid
the domino effect. +e priority of these principles is shown
in Figure 3.

4.2. SCC Analysis under Big Data Technology. SCC under
big data technology mainly includes commodity cost,
ordering cost, transaction cost, information cost, labor
cost, and transaction cost. Among them, the cost incurred
in a series of negotiation, contract signing, and negoti-
ation activities with the supplier is the transaction cost.
Information cost refers to the cost of unable to effectively
select high-quality suppliers caused by information
asymmetry. +e order cost is divided into fixed cost and
variable cost. +e order number and variable cost are
related, and the fixed cost does not change. +e total cost
is the sum of information cost, ordering cost, and
commodity cost. +e cost composition of the procure-
ment link is shown in Table 3 and Figure 4.

4.3. Analysis of the Role of the SCC Command Mode

4.3.1. Continuously Improve Performance Appraisal Results.
+e control effect in turn improves performance and helps
to continuously improve performance evaluation results.
+e schematic diagram of the 2016–2020 KPI performance
evaluation is shown in Figure 5.

4.3.2. Continuous Improvement of Enterprise Supply Chain
Management. Prior to cost command, the organization can
make a reasonable budget and inform and correct the deviation
in time in cost control. After cost control, the course can be
summarized, and the next management plan can be improved.
Enterprising the cost of data in the business process is improved,
through scientific analysis of defects in the process of man-
agement, to improve and promote the improvement of the
enterprise management level, not only it can produce positive
impact to the enterprise, and the progress of the domain also has
a strong reference meaning, +is field also has strong reference
significance. +e distribution diagram of the standardized
enterprise supply chain management model is shown in
Figure 6.

4.3.3. Steadily Improve the Comprehensive Competitiveness of
Enterprises. EE to strengthen the training and the training of
staff, improve staff’s professional skills and culture quality,
fundamentally protect the company’s operating efficiency, ef-
fectively command the company cost, implement relevant in-
dicators, and make the enterprise overall goals agreed, can
promote to achieve the enterprise strategic goals; the stan-
dardization of the competitive enterprise image shows the di-
agram as shown in Figure 7. After the establishment of the cost
command system, the cost command can be effectively
implemented. With the improvement of the enterprise man-
agement level, enterprise competitiveness will be more and
more strong. +e enterprise will have strong and huge space.

+rough the establishment of the assessment system, the
innovation of the management level and the improvement of
comprehensive competitive power, the cost of EE under the
background of big data technology is significantly reduced

Table 2: Cost analysis table of internal supply chain problems affecting supply chain.

External supply chain problems affect SCC analysis table
Negative composition
reduces
institutional defects

High cost operation
project name

Current cost value
(ten thousand

yuan)

Ideal cost range
(ten thousand

yuan)

Results the
rating

Procurement
Define the rights and responsibilities

of the procurement system 45 25–35 Not ideal

Individual purchaser qualification review 7 10–12 Is not up to standard

Sales section

Quantitative segmentation of sales
markets 32 25–30 Not ideal

Sales level span 21 15–20 Not ideal
Business scope span 2 0.5–1 Not ideal

Logistics links Construction of the logistics network 136 80–110 Excessive
Terminal earnings 56 60–100 Is not up to standard
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Figure 2: Cost analysis table of internal supply chain problems
affecting supply chain.
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Figure 3: Radar chart of influencing factors of SCC control.

Table 3: Cost composition chart of the procurement link.

Cost structure Transaction costs +eir own costs Ordering costs
Percentage (%) 17% 16% 25%
Cost structure Artificial costs Information costs Transaction costs
Percentage (%) 17% 8% 17%
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Figure 4: Cost composition chart of the procurement link.
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Figure 5: Schematic diagram of KPI performance appraisal.
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Figure 8: Comparison of SCCs under the intervention of big data.

Table 4: Running time when Co, GA, and PSO are applied to the dataset.

Algorithm 1 2 3 4
Collaborative optimization 850 800 4950 3760
Genetic algorithm 650 580 3600 2660
Particle swarm optimization 320 200 2150 1770
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compared with the traditional model. +e specific com-
parison figure is shown in Figure 8.

4.4. Analysis of Data Mining Algorithms under Big Data.
+e coevolutionary algorithm is implemented by Matlab7.6
programming under theWindows XP operating system, and
the genetic algorithm, particle swarm algorithm, and co-
evolutionary algorithm are, respectively, applied to associ-
ation rule mining by tracking the average fitness value and
running time of the population during the evolution process.
Performance pros and cons at the time.

Using genetic algorithm, particle swarm algorithm, and
co-evolution algorithm for data mining and calculation, the
Chess dataset, Solar Flare dataset, and the Plants dataset are
obtained respectively, which is shown in Table 4. +e di-
mensions of these two datasets are 6-dimensional and 10-
dimensional, respectively, which belong to low-dimensional
datasets. It can be seen from Figure 9 that Using the genetic
algorithm, particle swarm algorithm, and co-evolution al-
gorithm for data mining and calculation, the Chess dataset,
Solar Flare dataset and the Plants dataset are obtained re-
spectively. It can be seen from Figure 9 that in the early stage
of evolution, the convergence speed and individual quality of
the coevolutionary algorithm are slightly better than the
other two algorithms. As the number of iterations continues
to increase, the three algorithms all converge. From the
experimental results, when mining association rules on low-
dimensional datasets, the mining quality of the three is not
very different, and the coevolutionary algorithm is slightly
better than genetic algorithm and particle swarm algorithm.

5. Conclusion

+is study mainly studies the trouble existing in the SCC
command process of EE in the era of big data, proposes the
management and command mode of SCC command based
on big data technology, and analyzes the role that each
supply chain link can play in this mode. In this study, the
research for big data era background, promoting EE, adopts
the strategy of big data view for cost control experience

theory instruction and guidance, gives full play to the au-
thor’s knowledge and energy to help e-commerce businesses
to get more profit by reducing cost, and vigorously promotes
the further development of the electricity industry.

+is study reflects the strong characteristics of new
arguments in both the topic selection stage and the creation
stage. First of all, this study discusses how to apply big data to
EE to save the cost of supply chain under the background of
booming big data technology. Second, in the creative pro-
cess, this study changes the previous scholars’ emphasis on
theory and ignores the practical defects and focuses on the
possibility of practice on the basis of summarizing the
theory.

+rough research, this study finds that there are still
many improvements to be made in the practice of SCC
command in the e-commerce industry. For example, most
EE lack systematic analysis of costs, do not have contractual
partners, serious waste of costs in sales, and wrong policies in
logistics. +rough the study of this research work, the
conclusion is drawn that using big data technology for cost
control can effectively solve many of the above problems, so
as to continuously promote the progress of enterprise
management and the reduction cost. +e practical feature of
this study lies in that it not only puts forward corresponding
measures but also has a general significance for the CCE
industry.
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Nowadays, the development of big data is getting faster and faster, and the related research on motion sensing recognition
and complex systems under the background of big data is gradually being valued. At present, there are relatively few related
researches on vertical Baduanjin in the academic circles; research in this direction can make further breakthroughs in
motion sensor recognition. In order to carry out related action recognition research on the lifting action of vertical
Baduanjin, this paper uses sensor technology to collect the motion video image of vertical Baduanjin based on the
background of big data and uses action recognition technology and related algorithms to obtain the action. Recognize the
video image to obtain the data, get the acceleration, angular velocity, and EMG data, and count the end time and duration
according to the change of the action. According to the data table and graph change trend compiled at the end of the
experiment, we can see the following: after the data is preprocessed, the acceleration signal change range is limited to [−1, 1],
and the acceleration change has a clear directionality; and, after 15 lifts of the detected object, its angular velocity in X-axis
direction is basically negative. However, when the ninth lift is performed, the angular velocity of the movement in X-axis
direction is 36.09, the largest of all angular velocities. When performing the 15th lifting action, the angular velocity of this
action in Z-axis direction is −26.05, which is the smallest of all angular velocities. )e longest duration of the left muscle
discharge during the lifting action of the subject is 15.24 for the tibial anterior muscle and 8.91 for the external oblique
muscle with the shortest duration. )e longest discharge duration of the right muscle is also the tibial anterior muscle with
12.15, and the shortest duration is the erector spinae with 8.79.

1. Introduction

1.1. Background Meaning. With the development of big
data-related technologies, the applications of its scholars are
increasingly being applied to big data human-computer
interaction, motion recognition, and sensor technology.
Nowadays, people are paying more and more attention to
health-related sports, and the research on health and sports-
related exercise recognition is also following closely. As an
important part of healthy traditional culture, vertical
Baduanjin has been bred in the soil of traditional Chinese
culture for thousands of years. Its unique cultural tone and
characteristics have aroused people’s attention.

1.2. Related Work. Many scholars have done some re-
searches on motion recognition. Wang proposed a new
method, namely, weighted hierarchical depth motion map
(whdmm)+ three channel deep convolution neural net-
works (3convnets), which is used to recognize human ac-
tions from depth maps on small training data sets. )ree
strategies were developed to mine distinguishing features by
using the ability of ConvNets [1]. Yan proposed an im-
provement to the soft attention model by combining con-
volutional long short-term memory (LSTM) with a layered
system architecture to identify the action categories in the
video, and Yan called this model a convolutional hierarchical
attention model (CHAM), the model unit inside LSTM
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convolution operation, and, using the focus map generation
process to identify the action, layered architecture model is
based on the particle size that can be more clearly the op-
eration type [2].

1.3. Innovation in3is Article. )is paper studies the lifting
motion of the vertical Baduanjin. )e experimental research
background is big data technology, using motion recogni-
tion related methods and sensor technology and using
complex system theory to analyze the experiment. )e in-
novations of this article are mainly reflected in the following
aspects: (1) research on experiment in the context of big data,
it is very convenient to collect data in experiments, which
saves the time of data collection; (2) research on vertical
Baduanjin lifting movements subject new and innovative
matter; (3) the analysis of experiments using complex sys-
tems theory can draw more scientific and reasonable ex-
perimental results.

2. Relevant Technology of Vertical Baduanjin
Lifting Motion Sensing Recognition

2.1.BigData. As an important factor in production, data has
penetrated into every industry today, and the efficiency of
data mining and implementation will directly affect the
development of the new productivity cycle. Big data is a
huge, diverse, and rapidly changing information asset. It
needs to adopt new processing methods to improve people’s
ability in vision expansion, process optimization, and de-
cision formation [3, 4]. )e volume of big data greatly
exceeds the capabilities of commonly used software tools,
and it is difficult to obtain, manage, grasp, and process
within a tolerable time. )ere are many specific processing
methods for data, but the current general process of big data
processing can be summarized into four steps: big data
collection, big data input and preprocessing, big data
analysis and statistics, and big data mining [5]. Its specific
processing flow is shown in Figure 1.

Big data analysis process is collected and introduced into
the first structured, semistructured, and unstructured data
and then converts the data quality and loading operation by
the data integration. If the data needs to be processed in real
time, data will then flow into the computing module; if the
data does not need to be processed in real time, the data can
first enter the data integration module data quality
screening; filtration pretreatment may not be direct via the
data integration module and offline processing incoming
data analysis module. It is necessary to conduct modeling
and predictive analysis by mining data analysis tools. Finally,
when data reaches the presentation layer, management can
make decisions, discovery, modeling and forecasting anal-
ysis, reporting, planning prophecy, and content analysis
applications show. )e operation of large data sharing and
data sharing module refers to a repeating operation in
different applications or data information may be precipi-
tated into the module, the data for later analysis of other
common applications. )e analysis and processing process
of big data can be represented by a big data analysis ar-
chitecture diagram, which is shown in Figure 2.

Large and complex data only exist as data material before
being identified and discovered. When people have dis-
covered its value but have not yet begun to classify its value
they can only be regarded as a data resource [6]. Only after
collection and merging, valuable information can be
extracted from data analysis tools to form data assets and
utilize resources [7]. Although the data materials, data re-
sources, and data assets in big data have the same material
connotation, they belong to different management cate-
gories and have significant differences. )e relationship
between the three is shown in Figure 3.

)e characteristics of big data can be summarized as four
V : volume, velocity, variety, and value. )e amount of data
aggregated by big data is very huge, and the unit of mea-
surement has usually reached PB (1 million G), EB (1 billion
G), and ZB (1 billion G). )e speed of big data is reflected in
two aspects: first, the speed of data generation is fast. )e
other is the need for very fast data processing speed. Being fast
is the biggest difference between big data technology and
traditional data technology. In the era of big data, not only the
amount of data has surged, but also the sources and types of
data have becomemore andmore complex.)e huge amount
of traditional data is usually predefined structured data. With
the emergence and development of detection technology and
the Internet, semistructured and unstructured data have
emerged in large numbers, enriching data. Diversity also
increases the difficulty of processing and storing data.
However, current data usually has the problem of low value
density. As the data grows, the amount of useful information
that can be extracted from the massive data may be very small
and cannot increase according to the amount of data. It is
more obvious in unstructured and semistructured data.
)erefore, how to use powerful data calculation methods to
quickly obtain data value and improve the quality of data
information is one of the urgent problems to be solved in the
context of the current rapid development of big data.

2.2. SensorTechnology. A sensor is a device that can sense the
measured object and convert it into a signal that can be used
to transmit a signal according to a specific rule. It is also an
energy conversion device that can convert one energy into
another energy [8, 9]. )e sensor is mainly composed of two
parts: the sensitive element and the conversion element.
Some sensors also include signal amplification circuits,
mainly because the electrical signal output from the sensor is
relatively weak and difficult to measure [10]. )e block
diagram of the sensor is shown in Figure 4.

)e relationship between the sensor and the detection
technology is very close. )e detection technology is the
window through which the sensor obtains the measurement.
)e sensor is at the interface of the object to bemeasured and
the detection system. You need to understand the detection
technology before you can better use the sensor [11]. )e
most important thing in detection technology is the mea-
surement of the detected object. )e measurement can be
expressed by the following formula:

x � nu, (1)
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where x is the measured value, u is the standard quantity, the
unit of measurement, and n is the multiple of the mea-
surement object. )e direct detection method of detection
technology can be expressed by the first following formula
and the indirect detection method can be expressed by the
second following formula:

y � x, (2)

y � f(x). (3)

In the detection system, the sensor is connected to the
measured object and the signal conditioning circuit. )e
signal conditioning circuit acquires the measured object
through the sensor and then processes the signal. )e basic
framework of the detection system is shown in Figure 5.

In the open-loop measurement of the detection system,
the direction of information transition is in one direction.
)ere are two channels for the information direction in the
closed-loop measurement, one is the positive channel, and
the other is the feedback channel. )eir input and output
relationship formulas are shown in the following formulas
respectively:

y � k1k2k3x, (4)

y �
kk1

1 + kβ
x ≈

k1
β

x, (5)

where k1, k2, k3 is the transfer coefficient between each link,
β is the feedback coefficient of closed-loop measurement,
and k � k2k3. In the actual measurement process, due to the
influence of environmental factors and human factors, it is
difficult to achieve accurate measurement, which will cause
measurement errors. )e expression methods of measure-
ment error mainly include absolute error, actual relative
error, quoted error, basic error, and additional error. )e
formula for absolute error is as follows:

Δ � x − L. (6)

)e actual relative error formula is as follows:
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Figure 1: Big data processing flow.
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δ �
Δ
L

× 100%. (7)

)e formula for citation error is as follows:

c �
Δ

max − min
× 100%, (8)

where Δ represents absolute error, x is the measured value, L
is the true value, and max , min are the true value.

)e relationship between sensor input and output is a
key feature of the sensor. Different sensors produce different
forms of electrical energy, which mainly depends on the
basic characteristics of the sensor. )e sensor has static
characteristics and dynamic characteristics. If the input
signal is static, then the relationship between the output y of
the sensor and the input x does not change with time; that is,
the output can be expressed by an equation without time:

y � a0 + a1x, +a2x
2

+ · · · + anx
n
, (9)

where a0 represents the output when the input is equal to 0
and a1, a2, . . . , an is the nonlinear coefficient. )e indicators
of the static characteristics of the sensor include the sen-
sitivity, linearity, repeat-ability, hysteresis, and drift of the
sensor. )eir formula expression is as follows:

sensitivity: S �
Δy
Δx

,

linearity: cL � ±
ΔLmax

YFS

× 100%,

hysteresis: cH �
ΔHmax

YFS
× 100%,

temperature drift: W �
yt − y20

YFS ∗Δt
× 100%.

(10)

S in the formula represents the sensitivity of the sensor,
ΔLmax is the absolute error of the maximum nonlinearity,
YFS is the output value of the full scale of the sensor,ΔHmax is
the hysteresis difference of the output, yt is the output
output temperature, and y20 is the output at temperature 20
degrees Celsius when the output, and Δt is the difference
between the temperature t and 20 degrees Celsius.

)e dynamic characteristics of the sensor mean that the
output of the sensor changes with time; that is, the output of
the sensor is a time function of the input. For ideal dynamic
characteristics, the output time function and the input time
function are not the same, and the difference between them

lies in the dynamic error. )e dynamic equation of the
sensor is as follows:

an

d
n
y

dt
n + an−1

d
n− 1

y

dt
n−1 + · · · + a1

dy

dt

+ a0y � bm

d
m

y

dt
m + bm−1

d
m− 1

y

dt
m−1

+ · · · + b1
dy

dt
+ b0x.

(11)

2.3. Action Recognition. )e process by which the computer
can analyze and judge various behaviors and movements
through automatic detection is called action recognition
[12]. )e main task is to analyze the motion recognition
image or video collection to determine the sequential images
or motion video, using a video editing operation of the
computer image, using a computer to locate the last track,
the video image to identify a target. )e traditional action
recognition method is to manually extract the graphic
features from the video or image, then reduce the dimen-
sionality of the generated feature vector, and finally use
different classifiers for classification and recognition [13].
According to the description method used in the video
recognition process, action recognition technology can be
roughly divided into the following four categories: Patios-
temporal feature recognition method, probability recogni-
tion and reasoning method, action rule recognition method,
and action pattern recognition method. According to the
number of levels of action features, action recognition
technology can be divided into single-level recognition
methods and multilevel recognition methods. It is widely
used in video surveillance, human-computer intelligent
interaction, medical care, virtual reality, sports, and other
fields. It is an interesting and challenging problem. )e
application areas of action recognition in young and old
people are shown in Figure 6.

Action recognition can obtain raw data by using video
equipment and wearable equipment according to the dif-
ference of sensor electronic equipment [14]. )e motion
recognition method using video equipment is a computer
vision-based system method, and the motion recognition
method using a wearable device is a sensor-based system
method. With the increasing maturity of the manufacturing
process of microelectronic mechanical systems, various
electronic components and products, especially sensors,
have been greatly improved and developed rapidly in terms

Object under test Sensor Signal conditioning
circuit

Monitor

Data processing device

Executive agency

Object
under test

Figure 5: )e basic framework of the detection system.
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of volume, accuracy, power consumption, and performance.
Sensors play an increasingly important role in action rec-
ognition [15, 16]. )ere are many ways to recognize actions;
the basic idea is to match the template to be classified with
the template of the known category. By measuring the
similarity between the patterns, the unknown category can
be classified.)e second is a generative model-basedmethod
that uses a common probability function to determine the
relationship between the observed attribute value and the
action category information. Another method is based on
the recognition model, which can directly model the con-
ditional probability of a given category of operators. )e
classification model of this method is relatively simple and
the calculation efficiency is high.

2.4. Complex System. Complex systems are the main re-
search objects of complexity science and can be found in
every corner of daily life. Life system and social system are
complex systems [17]. Complex systems are usually com-
posed of multiple interactive units, which have character-
istics or features that not every component unit has. For a
complex system, its total performance is not a simple su-
perposition of partial performance, and the relationship
between total performance and partial performance is a
complex nonlinear relationship [18]. )e complex system
emphasizes the hierarchical relationship and appearance
characteristics between the individual and the whole and
pays attention to dynamic issues in the overall evolution of
the system. )e interaction of various factors in the system,
various subsystems, and the environment in which the
system is located makes the system continuously upgrade
and develop. It does not depend on one or a specific pair of
influencing factors, and the system is very sensitive to this
interaction. Small changes between projects can lead to
completely different results [19, 20]. Complex systems have
the characteristics of openness, hierarchical structure,
complexity, dynamics, and nonlinearity.

)e complex system is still in its infancy andmay include
a new system or even a revolution in traditional scientific

methods. )e complex system is constantly developing and
evolving under the action of force. )e dynamic process of
the entire complex system can be described by the dynamic
behavior of the individual. )e complexity and interdisci-
plinary nature of the complex system field determines that
there is no proprietary model in the complex system field
[21, 22]. )e basic model of a complex system is a cellular
automaton, which is a dynamic system. Research on the
complex evolution of cellular automation system behavior
and its occurrence mechanism is helpful to explore the
complexity of complex systems and the study of their in-
ternal laws [23, 24]. Cellular automata have different times,
different states, different spaces, homogeneity, normal po-
sitions, and parallelism.

Cellular automate can be represented by a four-tuple, S is
the state of the cell, Ld is the discrete cell space, N is the cell
neighborhood of finite radius, and f is the local rule:

A � S, Ld, N, f( . (12)

)e expression of elementary cellular automata: as-
suming that the number of cell states is k, its state set is
s1, s2, . . . , sk , the neighbor radius is r, and the cell state at
time t is st

i ; the neighbor cell of this cell and itself is called
neighborhood cells, and its state is

s � s
t
i−r, . . . s

t
i−2, s

t
i−1, s

t
i , s

t
i+1, s

t
i+2, . . . , s

t
i+r . (13)

An arrangement of state values of neighboring cells will
correspond to a regular function f. Suppose that the state of
the cell at the next moment is st+1

i and f is defined as follows:

s
t+1
i � f(s). (14)

)e state set of elementary cellular automata is usually
defined as 0, 1{ }, and its state transition function can be
expressed as

s
t+1
j � f s

t
j−1, s

t
j, s

t
j+1 . (15)

)e cell state at time t is st
j. D, st

j−1,s
t
j+1, are the states of

the left neighbor and right neighbor of the cell, respectively.
Reversible cellular automata can be used in information

security fields such as information encoding, image en-
cryption, and decryption, and its formula is described as

s
t+1
i � f s

t
i−r, . . . , s

t
i−2, s

t
i−1, s

t
i , s

t−1
i , s

t
i+1, s

t
i+2, . . . , s

t
i+r .

(16)

All the cells of a two-dimensional cellular automaton are
distributed in a plane grid composed of regular cells, and its
cell state at the next moment can be expressed as

s
t+1
i,j � f s

t
i−1,j, s

t
i+1,j, s

t
i,j−1, s

t
i,j, s

t
i,j+1 . (17)

3. Vertical Baduanjin Lifting Motion Sensor
Recognition Experiment Design

3.1. Data Collection. )e recognition of lifting motion is
divided into two parts: data collection end and data pro-
cessing end. Sensor-based action recognition is a process of

Action
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people
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people

Exercise monitoring

Human-computer
interaction

Positioning and
navigation

Health monitoring

Fall to detection

Rehabilitation

Figure 6: Action recognition application area diagram.
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data collection and feature extraction and classification. )e
data collection terminal can be regarded as a whole, which
includes the main control module, sensor module, and
communication module. )e block diagram of the data
acquisition terminal is shown in Figure 7.

)e data collection of actions can be divided into three
types according to the data transmission method: the use of
wired connection, the wireless transmission, and the direct
reading of the data through the local data storage method.
)e wireless transmission of data collected can only increase
the comfort performance data collection system that is worn
and can observe real-time data acquisition storage; thus, it is
superior choice. )is experiment uses sensors as the
transmission channel for wireless data transmission, uses
sensor technology to identify motion data, and transmits the
motion data to the receiving end.)e processing flow of data
collection is shown in Figure 8.

3.2. Action Data Preprocessing. In the process of collecting
experimental data, even the best data acquisition equipment
will inevitably introduce noise into the experimental data
stream. )e appearance of noise will affect the follow-up
research work and interfere with the judgment of the final
experimental results. )is experiment uses smoothing
denoising and normalized data preprocessing methods to
denoise the acquisition process of the acceleration signal and
angular velocity signal of the upper limb lifting motion of the
measured object. Many studies of denoising embodiment
implemented using wavelet denoising noisy signals to the
original signal select a wavelet basis function and decom-
position level n (generally n takes 3–5) for wavelet decom-
position, select a threshold to quantize the high-frequency
coefficients of each level wavelet decomposition, and then
reconstruct the low-frequency coefficients and high-fre-
quency coefficients after threshold quantization. )e flow-
chart of wavelet threshold denoising is shown in Figure 9.

)ere are mainly two commonly used threshold func-
tions: hard threshold function and soft threshold function.
Suppose that ω is the original wavelet coefficient and T is the
set threshold; then, their expressions are

η(ω) �
ω, |ω|≥T,

0, |ω|<T,


η(ω) �
sgn(ω)(|ω| − T), |ω|≥T,

0, |ω|<T.


(18)

Due to the differences between individuals, different
people perform the same upper limb movement; their ac-
celeration performance, including movement amplitude and
execution speed, is always different. )rough the normali-
zation technology, the user’s action acceleration data of
different intensities (the amplitude of the acceleration signal)
can be adjusted. )is experiment uses normalization to
standardize the amplitude range of the original acceleration
data to the same amplitude range of [−1, 1]. Assuming that
the original data is P � p1, p2, . . . , pn , normalize it to
[m, n] above the interval, and the normalized data is

represented by T � [t1, t2, . . . , tn]; then, the normalized
formula is as follows:

ti � m +
(n − m)∗ pi − min(p)( 

(max(p) − min(p))
. (19)

3.3. Feature Parameter Extraction. )e time-frequency
analysis method is used to extract the characteristic parameters
of the action, which is based on the wavelet theory. Denote the
wavelet scaling function Φ(t) and the wavelet function Ψ(t)

byΦ(t) � u0(t) andΨ(t) � u1(t), respectively, and use un(t)

to satisfy the following two-scale equation:

u2n(t) �
�
2

√

k∈Z

hkun(2t − k),

u2n+1(t) �
�
2

√

k∈Z

gkun(2t − k).

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(20)
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)e conjugate filter coefficient gk � (−1)kh(1−k) in the
formula has an orthogonal relationship. )e
un(t) (n ∈ Z+) constructed by formula (20) is called the
wavelet packet determined by the basis function
Φ(t) � u0(t). )e wavelet packet of the signal is expressed as

g
n
j(t) � 

k∈Z
d

j,n

l un 2j
t − k . (21)

)e collected three-dimensional acceleration informa-
tion of the upper limbs of the human body has signals in X,
Y, and Z directions that aremutually perpendicular. For each
dimensional acceleration signal, the same wavelet packet
decomposition is performed to obtain the energy of each
frequency band in three directions.

4. Data Analysis of Motion Sensing
Recognition of Vertical Baduanjin Lifting

4.1. Acceleration Signal Comparison before and after Motion
Data Preprocessing. )e normalized motion acceleration
signals have the same maximum value, so the motion ac-
celeration signals of different test objects are integrated
according to the same standard, thereby creating conditions
for feature parameter extraction and motion classification
and recognition. In this experiment, after preprocessing the
relevant data of the vertical Baduanjin lifting movement, the
acceleration signal changes of this movement are shown in
Table 1.

According to the data in Table 1, we can see the change of
acceleration signal before and after the data preprocessing of
the action. In order to observe the change trend of the
acceleration signal more intuitively, we compare the change
of the acceleration signal of the action. We convert the data
in Table 1 into a graphic way, and the final conversion result
is shown in Figure 10.

According to the graph change in Figure 10, we can see
that the acceleration variation range without pretreatment is
between [−15001000] and the data change span is large. After
preprocessing, the amplitude of acceleration signal change is
limited between [−1,1], and the change of acceleration has
clear direction.

4.2. Angular Velocity Change of Lift. After the feature ex-
traction of the detected object, the angular velocity signal
changes of the object in 15 lifts are counted, and the angular
velocity changes in X, Y, and Z directions are analyzed.
According to the data acquisition terminal, the angular
velocity data of 15 times of lifting actions are shown in
Table 2.

According to the data in Table 2, we can understand the
angular velocity change of the action after 15 lifts. In order to
change the angular velocity of the operation for visual
analysis, we converted the data in Table 2 and the final result
is shown in Figure 11.

According to the data in Figure 11, we can see that, after
15 lifts, the angular velocity of the action is basically negative
in x-axis direction; however, in the ninth lift, the angular
velocity of the action in x-axis direction is 36.09, which is the

largest among all the angular velocities; in the 15th lifting
action, the angular velocity of the action in z-axis direction is
−26.05, which is the smallest among all the angular
velocities.

4.3. Muscle EMG Test Results of Lifting Motion. )e elec-
trocardiography signals of tibial anterior muscles (TAM),
erector spinae (ES), rectus abdominis (RA), external oblique
muscles (EOM), and gluteus maximus (GM) were collected,
and the trigger time, end time, and duration were analyzed.
)e statistical data of muscle electricity are shown in Table 3.

According to the data in Table 3, we can know the trigger
time, end time, and duration of the EMG signal of some
muscles when the body is performing the vertical Baduanjin
lifting action. Convert the data in Table 3 to the left side of
the body. )e EMG signal time data graph of the side
muscles and the EMG signal time data graph of the right
muscles of the body: the converted results are shown in
Figures 12 and 13.

According to the data in Figures 12 and 13, we can see
the discharge sequence and sustained discharge time of part
of the muscles of the test object during the lifting action.
From Figure 12, we can see that the longest duration of the
left muscle discharge is the tibial anterior muscle at 15.24
and the shortest duration is the external oblique muscle at
8.91. From Figure 13, we can see that the longest duration of
the right muscle discharge is also the tibial anterior muscle
with 12.15 and the shortest duration is the erector spinae
with 8.79.

Table 1: Action acceleration signal change table.

Sampling
times

X
before

Y
before

Z
before

X
after

Y
after

Z
after

0 −100 900 0 0.95 0.92 1
30 −120 950 20 1 1 1
60 −1200 0 −400 −1 −0.6 −0.8
90 −600 −400 −625 −0.6 −0.9 −1
120 −800 −450 −500 −0.45 −1 −0.7
150 −850 −455 −520 −0.55 −0.95 −0.85

X before
Y before
Z before

X after
Y after
Z after
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Figure 10: Comparison of acceleration signal before and after data
preprocessing.

Complexity 7



Table 2: Action angular velocity change table.

Sampling point X Y Z
1 −7.53 −25.62 25.28
2 −20.31 −7.98 13.77
3 −17.79 16.15 10.12
4 −8.66 −30.45 5.16
5 −25.63 2.17 −2.19
6 4.32 −12.53 −8.67
7 −3.25 −4.33 −13.77
8 −0.94 −10.04 −15.92
9 36.09 −12.35 −4.24
10 −14.51 17.98 8.57
11 −25.46 1.82 12.71
12 −15.48 2.39 3.22
13 −1.12 −23.74 −11.08
14 11.19 2.67 −26.05
15 4.31 −3.96 −13.24
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Figure 11: Action angular velocity change graph.

Table 3: Timetable of changes in muscle power.

Muscle
Left Right

Trigger time End time Duration Trigger time End time Duration
TAM −0.48 13.98 15.24 2.14 12.69 12.15
ES −1.06 14.33 15.14 2.91 10.11 8.79
RA 0 13.14 13.14 1.08 11.11 10.25
EOM 1.23 11.04 8.91 0.5 12.14 10.81
GM 1.04 14.32 13.01 1.17 9.95 9.53

TAM ES RA EOM GM
13.98 14.33 13.14 11.04 14.32
15.24 15.14 13.14 8.91 13.01

End time
Duration
Tigger time –0.48 –1.06 0 1.23 1.04

13.98 14.33
13.14

11.04
14.32

15.24 15.14
13.14

8.91 13.01
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Figure 12: Time data graph of left muscle EMG signal.
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5. Conclusions

Big data is an emerging technology closely related to data
collection, data transmission, and data analysis in recent
years. It can also be the sum of a type of complex and huge
data. Experimental research in the context of big data can
solve the problem of experimental data collection. Com-
bining big data, sensor technology, and complex system
theory effectively and conducting related research in the
direction of motion recognition will help scholars find
technological breakthroughs and innovations in the field of
motion recognition.

)is research uses big data as the background to design
experiments for the motion recognition of the vertical
Baduanjin lifting motion, using sensor technology to collect
the video image of the vertical Baduanjin lifting motion of
the detected object, and use motion recognition related
methods and formulas to compare motion video data for
calculation and finishing; the final tally triggers time action
acceleration, angular velocity, and part of the muscle EMG
signal detection object, end time, and duration of the use of
complex systems theory to experimental data analysis.

Although this experiment was performed well, there are still
some shortcomings: first, although big data solves the problem
of data collection well, the data in it is too large and difficult to
store. Secondly, after the action video image was collected, the
video imagewas not optimized, which caused some errors in the
experimental data. Finally, the complex system theory is not
very suitable for the research of vertical Baduanjin liftingmotion
sensing recognition, and it should be improved.
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China is located in the intersection area of two seismic zones. Due to this special geographical location, earthquake disasters occur
frequently in China. Earthquake emergency rescue work is one of the key construction works of disaster prevention and
mitigation in China.+is paper mainly studies the earthquake disaster rescue model based on the complex adaptive system theory
and establishes the earthquake disaster rescue model by analyzing the complex adaptive system theory and combining the
earthquake rescue process. In this paper, through the task allocationmechanism task, the disaster rescue task is divided into simple
task and complex task, and the executive task subject is divided into single task subject and multitask subject. On the basis of
considering the shortest emergency rescue time goal and the goal of maximizing the deployment utility of rescue team, the
reasonable deployment of a rescue team is realized through a complex adaptive system, that is, the deployment utility of the rescue
team is maximized. In this paper, the simulation experiment and comparison of the earthquake disaster rescue model based on the
complex adaptive system theory are carried out. +e experimental results show that the model used in this paper is better than the
other two models in terms of algorithm convergence, rescue number, and overall score; in different scenarios, the relative survival
probability of the model in this paper is 58.92%, 67.85%, and 77.46%, and the proportion of the wounded rescued is 66.31%,
76.45%, and 83.06%, which were higher than those of the other two models. +e earthquake disaster rescue model based on the
complex adaptive system theory proposed in this paper provides an effective theoretical basis and method system for postdisaster
emergency rescue decision making and enhances and improves the emergency response ability to deal with large-scale geological
disaster events.

1. Introduction

Large-scale earthquake disaster has become the focus and
difficulty of research because of its wide influence range,
huge population, serious economic loss, high uncertainty,
derivation, and evolution. In recent years, large-scale
earthquake disasters occur frequently in the world, which is
a serious threat to the safety of human life and property. For
example, theWenchuan earthquake causedmore than 80000
deaths and missing people and 370000 injured people. A
total of 45 million people were affected, and more than 800
billion economic losses were caused. It can be seen that
major geological disasters have a large influence range, a
large number of affected population, and serious economic
losses (including buildings, roads, cash crops, etc.), which

can have a serious impact on people’s lives and even cause
devastating consequences. In recent years, the occurrence of
major earthquake disasters is more frequent, resulting in
serious losses and difficult rescue, which is the focus and
difficulty of emergency management research. Once a major
earthquake disaster occurs, its loss and impact are im-
measurable. It is necessary to strengthen the work of
emergency rescue and response to major earthquake di-
sasters. In the process of emergency rescue of major
earthquake disasters, the core is the rescue of disaster vic-
tims, and the main participants are rescue teams. +e ef-
fective deployment of rescue teams and the cooperation
between rescue teams are important to guarantee to control
the further deterioration of disaster situation and reduce
casualties in disaster areas [1, 2].
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Foreign experts and scholars have conducted a lot of
research on emergency disaster rescue, and many research
results are worth learning. Based on literature research and
expert research, Baroni first selected the relevant important
indicators to evaluate the priority and obtained the weight of
these indicators through an analytic hierarchy process
(AHP). +en, the spatial multicriteria decision analysis
method was used for modeling in GIS to analyze the priority
of disaster areas. Finally, the urban search and rescue op-
erations were allocated based on this. But, his research is not
applicable to earthquake disaster relief. Nakanishi et al.
discussed the influence of the environment on each indi-
vidual in pedestrian evacuation and proposed a social force
evacuation model. In order to better describe the force of
individual pedestrian evacuation, the model established
three indicators including self-driving force, surrounding
pedestrian influence, and surrounding obstacle influence.
However, their conclusion is not supported by specific ex-
perimental data [3]. Gordon uses a mathematical model to
establish an emergency plan and establishes an emergency
decision support system of automatic response, which re-
alizes the automatic decision making of the system through
the interdependence and restriction relationship among the
response tasks in the emergency plan. However, his con-
tingency plan is not comprehensive enough.

Based on the theory of complex adaptive system, this
paper establishes the earthquake disaster rescue model. By
analyzing the task allocation mechanism and team de-
ployment model, this paper studies the optimizationmethod
of emergency deployment decision making of a rescue team,
which can effectively save the wounded and minimize the
loss caused by the disaster, so as to realize the improvement
of the emergency rescue effect in a real sense and provide a
reliable basis for disaster relief and disaster reduction work.

2. Theoretical Basis of the Complex Adaptive
System and Establishment of the Disaster
Rescue Model

2.1. Complex Adaptive System &eory

2.1.1. &eoretical Basis of the Complex Adaptive System.
+e complex adaptive system is composed of adaptive
agents, who constantly learn and accumulate experience in
the process of interaction and accordingly change their own
structure and behavior mode [4]. It is this kind of adaptive
behavior that makes the subject and the environment
constantly change, so that the system constantly evolves and
becomes more complex. +e theory of complex adaptive
system includes two levels: a macrolevel and microlevel. +e
microlevel refers to that the adaptive subject constantly
adjusts the behavior criterion according to the effect of
behavior in the process of interaction with the environment
to realize adaptive survival; the macrolevel refers to the
system composed of adaptive subjects, which realizes ad-
aptation, emergence, and differentiation in the process of
interaction between the main body and the external envi-
ronment iteration.

Professor Holland proposed that the complex adaptive
system includes four characteristics, aggregation, flow,
nonlinearity, and diversity, and three mechanisms, identi-
fication, internal model, and building blocks [5]. Generally
speaking, all the systems that meet the abovementioned
seven basic points are complex adaptive systems and can be
applied to solve related problems.

2.1.2. Complex Adaptive Subject. +e complex adaptive
system is composed of multiple individuals who actively and
intelligently interact to realize the evolution and iteration of
the system. Adaptation refers to the active and repeated
interaction between the subject and the environment. +e
so-called subject refers to the active individuals in the
system. +e subjects aggregate into larger subjects and then
form the system.+erefore, the subjects at different levels are
also systems in different levels. When the adaptive agent
plays an adaptive role, it follows the common model system
rules [6, 7]:

(1) Executive system model
+e executive system model is the “detector
input + IF/THEN rule set + effector output” model.
+e detector filters the information in the sur-
rounding environment, receives the useful stimulus,
and transmits it to the subject, which reflects the
agent’s ability to collect information. +e IF/THEN
rule set is a set of rules that define the subject. After
receiving the information from the detector, the
agent uses the rule set to process, continuously ac-
tivate other rules, or directly activate the effector,
reflecting the agent’s ability to analyze and process
information. After the effector is activated, the
subject takes corresponding actions to reflect the
subject’s ability to cope with environmental changes.

(2) Credit assignment
When dealing with and applying rules, adaptive
agents will comprehensively consider the environ-
ment and other agents and rank the roles of various
rules. +e assignment of this role is the trust degree.
+e competitiveness of a rule, that is, the trust de-
gree, mainly depends on the past usefulness of the
rule. In the process of adapting to the environment,
the usefulness of various rules is changing and the
trust degree is also changing. +erefore, the process
of modifying rule trust strength based on experience
and learning is credit assignment.

(3) Rule generation
+e environment of the complex adaptive system is
complex and changeable, and the adaptability of the
main body is also changing. Any IF/THEN rule set is
accumulated and evolved in adaptive activities. +e
existing rules with high success rate generate new
rules by copying and reorganizing, thus enriching
the rule set and increasing the fitness of the subject.
+e continuous emergence of new rules is an im-
portant source for the subject to adapt to the
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environment and is also the main driving force of
system evolution iteration.

2.1.3. Complex Adaptive System Model. +e evolution
process of the complex adaptive system is realized by the
stimulation response model in the microlevel and the echo
model in the macrolevel. +e stimulus-response model is for
adaptive agents, while the echo model is for complex
adaptive systems. +e model application of CAS has the
characteristics of initiative, dynamic operability, and hier-
archy. It studies the evolution process of CAS in a way that is
more in line with the facts and combines qualitative and
quantitative changes [8].

(1) Stimulus-Response Model. +e stimulus-response model
describes how the subject adapts, learns, and accumulates
experience. +e adaptive agent can respond to the stimu-
lation of the surrounding environment and other agents by
establishing the executive system model, credit allocation,
and rule generation, thus evolving towards the highest point
of adaptability in many directions.

(2) Echo Model. +e echo model is based on the stimulus-
response model, which simulates, describes, and studies the
behavior of the whole complex adaptive system from a
macroscopic perspective. In the echo model, in addition to
defining topics, sites and resources are defined. +e complex
adaptive system is composed of several sites, which are
connected with each other; each site has resource and en-
vironmental conditions to accommodate several main ac-
tivities; the subject site carries out resource and information
exchange. +e basic model of the echo model can describe
the resource exchange activities of adaptive agents at the
same level and basically reflect the functional relationship
and behavior mechanism between adaptive agents.

In the basic model, the agent is composed of a resource
database, attack identifier, and defense identifier. +e re-
source library processes and stores the acquired resources; it
is the attack mark that actively establishes contact with other
subjects to explore whether there are needed resources; the
defense identification is used to accept the contact of other
subjects, which is used to respond when receiving the
contact of other subjects [9]. +e basic model of the complex
adaptive system is shown in Figure 1.

2.2. Overview of Earthquake Disaster Rescue Process

2.2.1. Disaster Emergency Rescue Process. Disaster emer-
gency rescue refers to a series of means and countermeasures
adopted by the government and other public organizations
in the process of prevention, response, response, and re-
covery in the process of sudden and destructive emergency
disasters.+e purpose is to ensure the life safety of the people
in the disaster area as much as possible, so as to minimize the
loss caused by the disaster [10, 11]. +e three core links of
disaster emergency rescue process are “preparation before
disaster,” “emergency in disaster,” and “recovery after
disaster.”

(1) Predisaster preparation stage
+e purpose of predisaster preparation is to ensure
the necessary conditions and capabilities for post-
disaster emergency rescue work. +e main task is to
take some organizational preparations and emer-
gency support in advance for possible disaster events,
so as to ensure the response and disposal in the first
time after the occurrence of disasters and prevent the
deterioration of disaster emergencies. +e main
work includes the distribution of emergency re-
sources and the distribution of emergency materials
emergency plan design, etc.

(2) Emergency stage in disaster
+e emergency stage in disaster refers to the rescue
measures taken after the occurrence of major geo-
logical disasters in order to prevent further expan-
sion or deterioration of disaster events and minimize
the loss or damage caused by disasters. +e main
research contents of the emergency stage include the
demand forecast of emergency resources, the allo-
cation of emergency resources, personnel search, and
rescue and evacuation.

(3) Postdisaster recovery stage
Postdisaster recovery refers to the measures or ac-
tions taken to restore production, work, life, and
ecological environment to the normal state as soon
as possible after the impact of disaster events is
controlled. At present, the research on the recovery
stage mainly focuses on the assessment of emergency
response capacity.

2.2.2. Task Allocation of Disaster Search and Rescue.
Most of the research studies on task allocation are related to
work allocation and cooperation in a multirobot system [12].
In fact, the research of task allocation can also be applied to
solve some similar problems in many other fields, such as
UAV cooperation, RoboCup, assignment problem, and
emergency rescue cooperation. +e main factors of disaster
search and rescue task allocation and classification are the
complexity of the task and the function of the main body.
+e tasks to be completed are divided into simple tasks and
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complex tasks according to their complexity. Simple tasks
represent tasks that only need one agent to complete, and
complex tasks represent tasks that need to be completed by
multiple agents. According to the function, the subject of
task execution is divided into single task subject and mul-
titask subject. Single task subject means that the subject can
execute at most one task at the same time, and multitask
subject means that the subject can perform multiple tasks at
the same time [13, 14].

(1) Single task subject- simple task
Task allocation in the context of single task subject
and simple task is actually a classic assignment
problem. Assuming that there are m single task
agents ai and n single agent tasks tj, each agent can
complete any task with corresponding cost cij and
completion quality qij. +e goal of the assignment
model can be to minimize the total cost after allo-
cation or to achieve the highest total completion
quality or to maximize the allocation benefit (a
comprehensive consideration of the total cost and
completion quality). Suppose m� n; then, this is a
balanced assignment problem.

MaximizeZ � 
m

i�1


n

j�1
xijuij,

s.t. 

m

i�1
xij � 1, 1≤ j≤ n,



n

j�1
xij � 1, 1≤ i≤m.

(1)

(2) Single task subject- complex task
Some of these problems can be transformed into set
partitioning problems. Consider a nonempty set Y;
the set Y is divided into several nonempty subsets,
these nonempty subsets have no intersection, and the
union of the elements of these nonempty subsets is
exactly equal to Y. If x is used to represent the set of
nonempty subsets, there exists a utility function:

u: X⟶ R
+
. (2)

+en, we need to find the set partition method X to
maximize the utility. SPP is a NP hard problem, but
on the other hand, many heuristic algorithms have
been proposed to solve the problem.

(3) Multitask subject- simple task
+is kind of problem is not very common in reality
because it requires a single agent to performmultiple
tasks at the same time, which only appears in a very
few cases. However, the method to solve this kind of
problem is similar to the single task subject complex
task problem mentioned above. Some algorithms
such as spp can be applied to these two models.

(4) Multitask subject- complex task

+e task assignment problem can be transformed
into the collection coverage problem. Set Y as a
nonempty set. +e elements in set Y can form several
nonempty subsets, and these nonempty subsets can
intersect. If X is used to represent the set of these
nonempty subsets, then there is a cost function:

c: X⟶ R
+
. (3)

+en, we need to find a subset of X that minimizes
the cost, and the union of the elements in these
subsets is exactly equal to Y. +e SCP problem is also
NP hard, but many scholars have proposed the al-
gorithm to obtain the approximate solution.

2.3.EarthquakeDisasterRescueDeploymentModel. After the
occurrence of large-scale earthquake disaster, there are j
disaster areas with scattered geographical locations and
different disaster situations and i rescue points participate in
the rescue. +ere are rescue teams with different numbers
and abilities in each rescue point. For any disaster site,
according to the disaster information we collected, we can
know the type of rescue team that the disaster site needs the
most. +erefore, the optimal deployment of rescue teams
can be transformed into the problem of finding the most
similar rescue teams. By calculating the similarity between
rescue teams and selecting the rescue teams with high
similarity for deployment, the emergency rescue effect is the
best [15].

According to the actual situation of emergency rescue
after a large-scale earthquake disaster, the following as-
sumptions are given: each rescue team may include four
types of personnel, namely, armed police officers and sol-
diers, doctors, nurses, and volunteers; the number of rescue
teams required by the disaster site is highly related to the
population size and the number of survivors; the road
condition and corresponding geographic location infor-
mation are obtained through GIS.

Once a large-scale earthquake disaster occurs, it often
causes damage to the road network in the disaster area.
Combined with the internationally accepted definition of the
72 hour golden rescue period after the disaster, in order to
shorten the rescue time, the helicopter is also used as an
emergency transport tool [16]. +e parameter tikj represents
the transportation time from the k-type transport vehicle in
the rescue point i to the disaster site j under the condition of
road network damage. Considering the characteristics of the
transport vehicle, it is discussed in the following situations:

(1) +e transport tool k ∈H., in the rescue point, is
transported by a helicopter. At this time, the
transportation time is not affected by the road
conditions; therefore, tikj � tn

ikj.
(2) +e means of transport k ∈E., in the rescue point,

that is, road transportation, is adopted. At this time,
the transportation time will be affected by the road
conditions. According to the road damage degree λij,
it can be divided into the following situations:

4 Complexity



(1) When λij � 0, the road is not damaged and the
transportation time is not affected, tikj � tn

ikj.
(2) When 0< λij< α, it means that the road has been

damaged but can pass and the transportation
time is affected. At this time, tikj � tn

ikj(1 + lλij).
(3) When α≤ λij≤ 1, it means that the road is

damaged and cannot be passable, but can be
repaired. At this time, the transportation time is
tikj � tn

ikj(1 + lλij) + tr
ij.

(4) When λij � 1, it means that the road is damaged
and cannot be repaired in a short time, so the
route is not feasible and the transportation time
is tikj � +∞.
To sum up, the parameter tikj can be expressed as
follows:

tikj �

t
n
ikj, k ∈ H. or k ∈ E. and λij � 0,

t
n
ikj 1 + lλij , k ∈ E. and 0< λij < α,

t
n
ikj 1 + lλij  + t

r
ij, k ∈ E. and α≤ λij < 1,

+∞, k ∈ E. and λij � 1.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(4)

Based on the abovementioned analysis, this paper es-
tablishes a rescue team deployment model to solve the
contradiction between the disaster severity and the com-
plexity of the rescue team in the process of large-scale
earthquake disaster rescue team deployment, effectively
depict the difference between the rescue team and disaster
site, and realize the personalized deployment of the rescue
team.

After the occurrence of a large-scale earthquake disaster,
the earlier the rescue team arrives in the disaster area, the
more we will be able to reduce casualties and property losses.
In addition, the rescue team is different from the emergency

materials, and the same rescue team deployed to different
disaster areas has different effects [17, 18]. +erefore, the
reasonable deployment of a large-scale earthquake disaster
rescue team must consider both timely and efficient ob-
jectives, that is, to deploy the most suitable rescue team to
the disaster site in the shortest time.

(1) Shortest time target of emergency rescue
+e time the rescue team arrives in the disaster area
will directly affect the rescue effect. +erefore, the
shortest emergency rescue time target is an impor-
tant objective function in the deployment model of a
large-scale geological disaster rescue team. +is
paper uses the time when all rescue teams arrive at
the disaster area to measure [19]. Since the rescue
vehicles in each rescue point can be parallel, the
maximum rescue transportation time is taken as the
minimum.

(2) Goal of maximizing the effectiveness of rescue team
deployment
+e difference between the rescue team and the
disaster site leads to the different effects of the same
rescue team deployed to different disaster areas.
+erefore, in the process of emergency deployment,
we should strive to make the best use of the talents of
the people and make the best use of the personnel. In
this paper, the complex adaptive system is used to
realize the reasonable deployment of rescue teams,
that is, to maximize the effectiveness of the de-
ployment of rescue teams.

On this basis, the deployment model of the rescue team
based on the complex adaptive system is constructed as
follows:

MinZ1 � max
j∈J

max
i∈I

max
k∈Ki

tikj 2⌈
p∈Pi

yikpj ∗ nip 

qk

⌉ − 1⎛⎝ ⎞⎠
⎧⎨

⎩

⎫⎬

⎭

⎧⎨

⎩

⎫⎬

⎭, (5)

MaxZ2 � 
j∈J


i∈I


k∈Ki


p∈Pi

eipjyikpj, (6)

s.t. 
j∈J


k∈Ki


p∈Pi

yikjp ≤ si, i ∈ I,
(7)


i∈I


k∈Ki


p∈Pi

yikjp ≤dj, j ∈ J,
(8)


k∈Ki


j∈J

yikpj � 1, i ∈ I, p ∈ Pi, (9)


i∈I


k∈Ki


p∈Pi


j∈J

cpyikpj + 
i∈I


k∈Ki


j∈J

2cikj

p∈Pi
yikpj ∗ nip

qk

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
≤C0, (10)
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i∈I


k∈Ki


p∈Pi


j∈J

yikpj >φ,
(11)

yikpj ∈ 0, 1{ }, i ∈ I, j ∈ J, p ∈ Pi, (12)

tikj �

t
n
ikj, k ∈ H. or k ∈ E. and λij � 0,

t
n
ikj 1 + lλij , k ∈ E. and 0< λij < α,

t
n
ikj 1 + lλij  + t

r
ij, k ∈ E. and α≤ λij < 1,

+∞, k ∈ E. and λij � 1.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(13)

Formulas (7) to (13) are the constraints of the model,
where formula (7) indicates that the deployment quantity of
rescue teams does not exceed the available quantity; formula
(8) indicates that the deployment quantity of rescue teams
does not exceed the demand of the disaster stricken area;
formula (9) indicates that each rescue team can only be
deployed to one disaster site no matter what transportation
mode is used; and formula (10) represents the constraint of
available rescue cost at the initial stage after the disaster,
which reflects the possible financial constraints in the early
postdisaster period, and the emergency manager can adjust
the parameter C0 according to the actual situation; formula
(11) indicates that at least 0 rescue teams should be deployed
to participate in the rescue work, and∅ is a constant greater
than 1; equation (12) is a decision variable, indicating
whether to deploy rescue teams; and equation (13) repre-
sents the transportation time from the rescue point to the
disaster site when the road network is damaged.

3. Rescue Model Simulation Experiment
Based on the Complex Adaptive
System Theory

3.1. Comparison Objects. +is paper establishes an earth-
quake disaster rescue model based on the theory of complex
adaptive systems. In order to verify the performance and
effectiveness of this model, it is first compared with other
rescue models and then compared with the rescue model
based on the F-Max-Sum algorithm. F-Max-Sum is also a
distributed algorithm, which is improved on the basis of
Max-Sum algorithm. It is suitable for solving similar dy-
namic task allocation problems and has excellent perfor-
mance [20, 21]. At present, the Max-Sum algorithm and the
F-Max-Sum algorithm are used for task allocation in disaster
environments, as well as for the allocation of spectrum
resources and cloud resources. +e F-Max-Sum algorithm
first converts the problem to be solved into the expression
form of a factor graph and iterates the value of information
transfer between variable nodes and function nodes in the
factor graph until it converges or iterates a certain number of
times.

3.2. Experimental Parameter Setting. +is paper uses R and
Netlogo software to calculate and simulate. It is assumed that
the disaster area is a circular area with a radius of 150m, and

a certain number of wounded are scattered in several burial
sites. +e simulation step size ticks are in minutes. When
there are no survivors on the scene, the simulation ends.+e
longest simulation cycle is 72 hours.

Combined with the statistical results of earthquake ca-
sualties in recent years, assuming the specific distribution of
the injury degree of landslide disaster under different sce-
narios, as shown in Table 1, in the “extremely serious”
scenario, the proportion of wounded death is 35%, the
proportion of serious injury is 30%, the proportion of minor
injury is 20%, and the proportion of no injury is 15%.

+e input variables include the number of wounded in
each mask point ns-U (1,3); the injury degree vsi of each
wounded person is given the initial number according to
Table 1; and the burying condition of each buried point is
vrubble-N (120,30); the results show that the search speed is
3m/min; the radius shown is sr � 3m; and the rescue speed is
Srubble � 0.5; when there is a buried point in the search radius,
the simulation rescue team can find it with a certain
probability, assuming the probability of prob� 20%; the
cooperation range sc is 40m.

4. Simulation Results and Performance
Comparison of Different Rescue Models

4.1. Performance Comparison of Different Rescue Models.
As shown in Table 2 and Figure 2, the algorithm in the model
used in this paper converges after 40 hours of running the
simulation program, while the f-max-sum model converges
after 50 hours. +e simulation results show that the con-
vergence speed of the model algorithm in this paper is faster
than that of the other two model algorithms. +e reason is
that, firstly, the model algorithm in this paper does not
blindly process all the perceived information, but only se-
lects the information that has an impact on the assistance
task. Secondly, it uses the screened information to predict
the relevant state and formulate the cooperation strategy,
which can quickly find the convergence path after inter-
ference, so as to improve the rescue efficiency.

As shown in Table 3 and Figure 3, it can be seen that,
after 72 hours, the rescue number of the model in this paper
reached 138, higher than that of the other two models. +e
number of rescuers in this model is higher than that of the
other two models because the cooperation information
obtained is more comprehensive, which improves the ac-
curacy of the prediction results, and uses action evaluation
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and trigger class to realize the dynamic adjustment of the
cooperation strategy to help the task to be completed
smoothly. F-max-sum model algorithm reduces the effi-
ciency of cooperation due to the high complexity of in-
formation processing algorithm, and it is difficult to get the
optimal cooperation strategy, which leads to low rescue
efficiency.

As shown in Table 4 and Figure 4, the overall scores of
the three models in the simulation experiment within 72
hours are shown. Among them, the score of the model
proposed in this paper is the highest among the three models
after 72 hours, reaching 98. +e scores of the other two
models are 80 and 84, respectively. When the simulation
program runs for about 40 hours, the scores of the three
models are the closest. +e results in Table 4 and Figure 4
further show that the performance of the proposed model is
better than that of other models.

4.2. Comparison of Simulation Results of Different Rescue
Models. As shown in Table 5 and Figure 5, the simulation
results of the rescue model in this paper are compared with
those of the other two models, and some indexes of the
former are better than those of the latter two. +e results

show that compared with other models, the performance of
this model is not inferior, and some indicators are better
than the other two models. One of the biggest advantages of
this model is the low complexity of the calculation process.
In the iterative process of f-max-sum algorithm, function
nodes need to traverse the various combinations of sur-
rounding variable nodes, which will consume a lot of time,
especially when the cooperation set is large, that is, there are
more rescue teams to be deployed around the rescue task. In
addition, f-max-sum was originally designed for the coop-
eration between devices with computing functions, such as
robots and sensors. It has adaptability problems when it is
directly applied to the cooperation between rescue teams on
the disaster scene (Tables 6 and 7).

As shown in Figures 6 and 7, the average situation of the
relative production probability and the proportion of the
wounded rescued in the earthquake disaster rescue based on
the complex adaptive system within about 2000 simulation
steps in three different scenarios after 100 simulation times
are shown. It can be seen that, in the initial stage of rescue,
the relative survival probability decreases rapidly. With the
development of rescue work, the decline speed of relative
survival probability slows down after about 300 minutes. In
the early stage of rescue, the average survival probability

Table 1: Distribution of the injury degree under different disaster scenarios.

Degree of injury- disaster scenario Extremely serious (%) Serious (%) Ordinary (%)
Death 35 25 15
Serious injury 30 20 20
Minor wound 20 35 25
No injuries 15 20 40

Table 2: Comparison of convergence of different model algorithms.

Path length 10H 20H 30H 40H 50H 72H
+is paper 34 23 14 9 9 9
Other model 38 30 23 16 12 9
F-max-sum model 37 25 19 14 9 9
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Figure 2: Comparison of convergence of different model algorithms.
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Table 3: Comparison of rescue numbers of different models.

Number of rescuers 10H 20H 30H 40H 50H 72H
+is paper 28 40 77 101 130 138
Other model 18 43 71 106 120 123
F-max-sum model 19 37 60 108 124 126

10H
0

20
40
60
80

100
120
140
160

Rescue time

N
um

be
r o

f r
es

cu
er

s

This paper
Other model
F-max-sum model

20H 30H 40H 50H 72H

Figure 3: Comparison of rescue numbers of different models.

Table 4: Comparison of overall scores of three models.

Overall score 10H 20H 30H 40H 50H 72H
+is paper 24 33 56 72 91 98
Other model 19 37 49 76 80 80
F-max-sum model 16 38 51 75 81 84
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Figure 4: Comparison of overall scores of three models.
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decreases faster, mainly because of the existence of seriously
injured trapped people. However, the survival probability of
such wounded people drops very fast, about 300 minutes
After that, the seriously injured died or were rescued and
only slightly injured or not injured persons were left on the
whole scene, and the average survival probability of the
wounded decreased slowly.

4.3. Frequency of Earthquakes in Recent Years. We have
made statistics on the frequency of earthquakes with
magnitude 5 and above in recent years and also the property
and life damage caused by them, as shown in Table 8.

It can be seen from Figure 8 that, in recent years, the
global threat of earthquakes has been more serious. On
average, there are about 5 earthquakes of magnitude 7 or

Table 6: Changes of survival rate in different situations.

1 501 1001 1501 2001
Extremely serious 1 0.57 0.56 0.55 0.54
Serious 1 0.7 0.7 0.69 0.68
Ordinary 1 0.83 0.8 0.78 0.76

Table 5: Comparison of simulation results of three rescue schemes.

Relative survival probability (%) Proportion of wounded rescued (%) Average rescue time (min)

Extremely serious

+is model 58.92 66.31 523.1
F-max-sum

model 54.38 62.48 541.6

Other model 48.74 59.18 584.2

Serious

+is model 67.85 76.45 596.1
F-max-sum

model 65.17 74.21 610.7

Other model 61.94 70.94 645.6

Ordinary

+is model 77.46 83.06 631.3
F-max-sum

model 74.37 83.53 659.7

Other model 71.25 82.17 684.6
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Figure 5: Comparison of simulation results of three rescue schemes.

Table 7: Proportion of wounded rescued in different situations.

1 501 1001 1501 2001
Extremely serious 0.42 0.67 0.83 0.98 1
Serious 0.42 0.66 0.82 0.9 0.93
Ordinary 0.42 0.65 0.81 0.83 0.85
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Table 8: Number of earthquakes worldwide.

Level 3 Level 4 Level 5 Level 6 Level 7
2015 165 53 18 16 7
2016 177 42 24 14 5
2017 162 47 26 17 3
2018 159 41 22 15 9
2019 163 39 15 14 6
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above each year. +e remaining small earthquakes are even
harder to count. +e property losses caused by earthquakes
are as high as tens of millions each year. +is also shows that
the earthquake relief system proposed in this article is
particularly necessary.

5. Conclusions

+e frequent occurrence of major earthquake disasters is an
urgent problem faced by all countries in the world. +e
traditional emergency management and emergency re-
sponse decision making focus on the dispatching and dis-
tribution of relief materials, ignoring the role of human
beings. In fact, in the process of disaster relief, the rescue
team is the main body of participation. Under the back-
ground of frequent occurrence and increasingly serious
impact of major earthquake disasters, it is not only of im-
portant theoretical value to carry out the research on search
and rescue model to deal with such disasters but also has a
strong practical significance for guiding the emergency
rescue work after disasters and improving the effectiveness
of the rescue decision-making scheme.

+e main research content of this paper is an earthquake
disaster rescue model based on the theory of complex
adaptive systems. Aiming at the contradiction between the
severity of large-scale earthquake disasters and the com-
plexity of rescue teams, an earthquake disaster rescue model
based on complex adaptive systems is established.+emodel
considers the two goals of timeliness and efficiency, deploys
the most suitable rescue team to the disaster site in the
shortest time, and better describes the needs of large-scale
geological disaster emergency rescue decisionmaking. In the
context of large-scale earthquake disasters, the research
content of this paper solves many difficulties faced in the
deployment of rescue teams and improves the efficiency of
emergency rescue work. It provides an effective solution tool
for postdisaster emergency rescue decision making and
improves the emergency response capability for large-scale
geological disasters.

Although this paper has carried on the beneficial ex-
ploratory research on the optimization deployment and
decision making of a large-scale earthquake disaster rescue
team and has achieved certain innovative results, there are
still many work that need further study, mainly including the
following: in the future, we will study the demand quantity of
the rescue team in a disaster area by the tensor decompo-
sition and filling method; pay attention to the data collection
of rescue cases, according to the model proposed by relevant
scholars, and use limited data to correct the model pa-
rameters, so as to improve the applicability of the model to
the actual situation.

Data Availability

No data were used to support this study.
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,e progress of social economy has created a better environment for the healthy development of young people, but the heavy
schoolwork and life pressure have caused many students to ignore the scientific management of physical health. At this stage,
people need a scientific physical health service system to help students understand their own health data, propose targeted exercise
methods and health knowledge, and actively encourage and guide students to participate in physical exercise. ,e purpose of this
article is to cultivate students’ good self-exercise awareness and improve their physical fitness and health. To this end, this article
has designed a smart health service system for young people. ,is article introduces the various service functions in the health
management service system and explains in detail the entry, induction, and analysis of student physical health data in the system.
,e essence of the health intelligent service system is to provide students with targeted healthy exercise strategies through data
analysis. ,is paper studies the health intervention plan of the health intelligent service system. From the experimental data, the
improved particle swarm algorithm in this paper increases the effectiveness of the system in adolescent health data mining from
80.5% to 92.19%, which undoubtedly optimizes the system. It helps a lot.

1. Introduction

In recent years, the number of obese children in my country
has increased, and the rate of adolescents’ myopia has
continued to increase. Physical fitness indicators such as
vital capacity, speed, endurance, and explosive power have
continued to decline. ,e physical health of adolescents has
increasingly become a concern of the whole society. To
ensure that young people have a healthy body, they must
establish the concept of scientific fitness and have a certain
degree of understanding of the basic physiology of the
human body and exercise methods. Scientific fitness guid-
ance can help young people improve the effects of exercise
and effectively improve their physical fitness. In this era of
the rapid development of computer technology, it is a very
good choice to spread fitness information and fitness

guidance services through the Internet because the network
can infinitely enlarge the capacity of stored information and
provide more targeted fitness guidance for teenagers
through big data intelligent calculation.

In foreign countries, many scholars have conducted
research on themanagement system to improve the health of
young people. Laurson cross-validated fitness standards
related to Hungarian youth health. He collected data from
400 teenagers using treadmills to conduct aerobic capacity
tests to determine peak oxygen consumption and bioelec-
trical impedance assessment data. Combined with the Fit-
nessGram standard, young people are divided into healthy
groups and groups in need of improvement, and logistic
regression is used to estimate the probability of metabolic
syndrome. Judging from the experimental data, he believes
that 62.3% of the 400 research subjects are in a healthy state
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of fitness. Of course, considering that there are only 400
people in the survey, this affects the persuasiveness of the
data to a certain extent [1]. Welk hopes to establish an ef-
fective physical education program through the Internet to
support and enhance the school’s physical education pro-
gram. He combined with FitnessGram, an American youth
physical fitness assessment system, to provide unique in-
sights on how to effectively provide large-scale school-based
physical exercise. But on the whole, when he formulated the
physical test data management, the design of the evaluation
system was not perfect, and there is still a lot of room for
improvement [2].

In recent years, the country has also begun to work on
the organic integration of Internet technology and adoles-
cent health management system. Wang believes that the
overall health status of the youth in our country is on a
downward trend at this stage, and a scientific health man-
agement system needs to be built for this. In his research, he
elaborated on the information management plan of the
leading thought of the system development and argued that
testing is not the purpose, and collecting data should be to
better judge the physical health of students and give further
exercise suggestions. From the actual experimental results,
the function of the system in terms of information feedback
and supervision is not perfect [3].

,e research of this article mainly starts with the fol-
lowing parts. First, this article introduces various technol-
ogies and methods in the health intelligent service system,
including big data visualization technology, genetic algo-
rithm and particle swarm algorithm in data mining algo-
rithm, optimal sequence diagram method, and multiple
methods of juvenile health literacy evaluation. Next, this
article describes in detail the experimental development and
database development of the health intelligent service system
based on big data. Finally, this article conducts an in-depth
analysis of the construction of the complex system of the
adolescent physical health intelligent service system. ,e
research focuses on the service functions in the health
management service system, the entry, analysis, and cal-
culation of health data, and the health intervention based on
the health intelligent service system.

2. Technology and Methods in the Health
Intelligent Service System

2.1.BigDataVisualization. ,e physical fitness test of young
people is passed because these tests can reflect the physical
health of the test subjects to a large extent. ,e big data
visualization technology helps the test results to be displayed
in a clearer way, allowing the young people to intuitively
realize the health problems in their bodies and find the
direction of fitness exercise [4]. ,e development of tech-
nologies such as big data storage, the Internet, and the
Internet of ,ings has created better conditions for the
processing of youth physical health data. Because physical
health data has the characteristics of large data scale, mul-
tiple data types, low value of individual data, and fast data
update, if you want to make an accurate comparison of the

physical health of adolescents, the accuracy and reliability of
data processing are very high requirements [5].

2.1.1. Distance-Based Visual Clustering Technology. ,e vi-
sual layout technology proposed in this paper takes the
parallel coordinate visual layout as the prototype, and the
visual layout technology based on indicator health data
enhances the visualization effect, making the visual analysis
more clear and convenient for users [6]. ,e original parallel
coordinate visualization layout does not enable users to
quickly understand the distribution of data records as a
whole. ,e distance-based visualization clustering method
introduced in this section can make the data categories of
different distribution characteristics in the data records clear
[7]. Figure 1 is a schematic diagram of distance-based visual
clustering.

In Figure 1, n represents the number of attribute axes,
and d represents the distance between the two lines on the
attribute axis, and they satisfy the following formula:

di � Pix − Piy

�����

�����. (1)

Among them, pix, piy represents the coordinate position
of the two polyline segments on the i-th attribute axis. ,en
the average distance d formula and vertical coordinate
calculation formula of two polyline segments satisfy the
following:

d �
d1 + d2 + d3 + · · · + dn

n
,

yp
′ � Fa · yp + 1 − Fa(  · ym.

(2)

In parallel coordinate visualization, each data record is
connected to each other to form a polyline segment
according to its position on each attribute. As the amount of
data increases, the staggering phenomenon of parallel co-
ordinate line segments becomes more and more obvious [8].
Set p0, p2 to be the vertical coordinates of the two ends of the
curve, and p1 to be the vertical coordinates of the quadratic
interpolation point, then the intensity factor of the attraction
within the class and the quadratic spline curve formula
satisfy the following:

Fa � e
−dh/ ym−yp

����
���� · cos α · Δ,

B(t) � (1 − t)
2
p0 + 2t(1 − t)p1 + t

2
, t ∈ [0, 1].

(3)

2.1.2. Visual Aggregation Technology Based on Membership
Degree. ,e biggest advantage of scatter plots over other
visualization layouts is that they can quickly get the dis-
tribution information of the data, such as the main distri-
bution range of the data, the type of data, the characteristics
of various data, and other information [9]. However, users
can only get rough data distribution information through
the points scattered in the graph, and the observation of the
scattered point distribution in the three-dimensional scatter
plot is not clear. ,e visual aggregation technology based on
membership degree can better enable users to more quickly
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obtain the distribution characteristics of the data records,
thereby effectively enhancing the visualization effect of the
scatter plot [10].

,is method uses the objective function as the bench-
mark for clustering, and the objective function is as follows:

J � 
c

i�1

n

j�1
u

m
ij xj − cj

�����

�����
2
. (4)

At the same time, there are constraints on the objective
function:



c

i�1
uij � 1, j � 1, 2, 3, . . . , n, (5)

where n is the number of scattered points, c is the number of
classifications, um

i,j is the membership degree of the jth
scattered points relative to the ith category, m is the fuzzy
weighting coefficient, ci is the center coordinate of the ith
category, and xj is the jth scattered point coordinates. ,en
the distance between two points and ci satisfy the following
formula:

L � xj − ci

�����

�����,

ci �


n
j�1 xju

m
ij 


n
j�1 u

m
ij

.

(6)

It can be seen that in order to obtain ci, the value of the
membership matrix must be calculated first, then uij and the
radius of the sphere satisfy the calculation formula:

uij �
1


c
k�1 xj − ci

�����

�����/ xj − ck

�����

����� 
(2/(m− 1))

,

di �


n
k�1 xik − ci

����
����

n
.

(7)

2.2. Data Mining Algorithm. ,e main job of the health
intelligent service system is to collect various physical in-
formation data of the youth group, judge the physical health
of the students based on intelligent analysis, and give tar-
geted exercise opinions [11]. However, the human body’s
health data is not only diverse in types but also very fast to
update. In addition, there are still many data with low

reference value, which brings great adjustments to data
analysis. Faced with this situation, it is necessary to find
valuable information contained in a large amount of data
through data mining technology to improve the efficiency
and accuracy of data analysis [12]. Genetic algorithm (GA)
and particle swarm optimization (PSO) are two very com-
monly used data mining algorithms.

2.2.1. Genetic Algorithm. ,e essence of a genetic algorithm
is to simulate the genetic mechanism in nature and the
theory of biological evolution. It has a very good perfor-
mance when searching for the optimal solution randomly
[13]. ,e genetic algorithm can be calculated as long as it has
the information data of the objective function and will not be
disturbed by spatial continuity. In addition, the genetic
algorithm can also solve complex nonlinear problems and
multidimensional space optimization problems, so it has a
very wide range of applications in various fields [14, 15]. For
a health management system based on big data, it is an
excellent choice to analyze adolescent body data through
genetic algorithms. Generally speaking, the genetic algo-
rithm and the initial population can be formally described as
follows:

GA � (P(0), N, I, S, g, p, f, t),

P(0) � a1(0), a2(0), . . . , aN(0)(  ∈ I
N

.
(8)

,e basic operation steps of genetic algorithm are as
follows: After clarifying the basic information of the ob-
jective function and variables of the problem, the variables
can be coded, and the initial group popi(t) can be randomly
generated according to the established coding method.

popi(t), t � 1, 2, 3, . . . , N. (9)

Individual fitness value is a concept used to evaluate and
select individuals for various genetic operations. Generally
speaking, fitness can reflect the excellence of each individual.
,e individual fitness value satisfies the following formula:

fi � fitness popi(t)( . (10)

When performing genetic algorithms, the value of in-
dividual fitness will directly affect operator selection in
subsequent operations. Combining the value of the indi-
vidual fitness function, it can be calculated that the selection
probability of each individual satisfies the following formula:

P1x

P1y

P2x
P3x

P4x Pnx

………

………
P2y

P3y P4y Pny
d1

d2 d3 d4 d5

Figure 1: Schematic diagram of distance-based visual clustering.
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Pi �
fi


N
i�1 fi

, i � 1, 2, 3, . . . , N. (11)

Some excellent individuals are randomly selected from
the original target group to complete genetic operations to
form a new group of the next generation. ,e basic ex-
pression is as follows:

newpop(t + 1) � popj(t), q � 1, 2, 3, . . . , N . (12)

2.2.2. Particle Swarm Algorithm. Particle swarm algorithm
is a kind of swarm intelligence algorithm. ,e inspiration of
the swarm intelligence method comes from the research on
the behavior of various biological groups in nature [16].
Compared with individual biological individuals, a large
number of biological groups gathered together can more
clearly reflect the behavioral characteristics of species. ,e
steps of the particle swarm algorithm mainly include ini-
tializing particles, evaluating the fitness value of the particle
by the fitness function, updating the particle swarm,
checking whether it is terminated, and finally outputting the
optimal solution.

Particle swarm optimization is also a population-based
optimization algorithm like a genetic algorithm. It was
originally used to solve continuous optimization problems
and was specifically applied to function optimization and
training neural network weights. ,e basic particle swarm
algorithm satisfies the following formula:

vi � ω × vi + c1 × rand × pbesti − xi( 

+ c2 × rand × gbesti − xi( ,

xi � xi + vi.

(13)

Among them, ω is the nonnegative inertia factor, c is the
acceleration coefficient, xi is the point in the D-dimensional
space, vi is the particle velocity, pbest is the individual ex-
treme value, and gbest is the global extreme value. Since the
parameter settings of the particle swarm algorithm have a
great influence on the performance of the algorithm, it is
mainly suitable for the optimization of continuous space
functions. When applied to the optimization of health data
in this paper, certain improvements and adjustments to the
particle swarm algorithm are required [17].

2.2.3. Particle Swarm Optimization. At this stage, methods
to improve the search accuracy of particle swarm optimi-
zation include dissipation theory, quantum update, chaotic
update, etc. [18, 19]. Among them, quantum update and
chaotic update have a good effect on the diversity of the
population, and the dissipation theory can mainly improve
the convergence speed and search ability of complex models,
so these methods are beneficial to algorithm improvement.
,e following uses several standard mathematical model
functions to test an improved real-number particle swarm
algorithm and perform simple analysis of its performance.

f1 � 
n

i�1


i

j�1
xj

⎛⎝ ⎞⎠

2

. (14)

Search space 1≤ xj ≤ 10, d � 20, global minimum
f1(x∗) � 0, x∗ � 0, 0, . . . , 0.

f2 � 
n−1

i�1
100 xi+1 − x

2
i 

2
+ xi− 1( 

2
 . (15)

Search space 1≤ xj ≤ 10, d � 20, global minimum
f2(x∗) � 0, x∗ � 1, 1, . . . , 1.

f3 �
1

4000


n

i�1
x
2
i − 

n

i�1
cos

xi�
i

√  + 1. (16)

Search space 1≤ xj ≤ 10, d � 20, global minimum
f3(x∗) � 0, x∗ � 0, 0, . . . , 0.

f4 � 
n

i�1
x
2
i − 10 cos 2πxi(  + 10 . (17)

Search space 1≤ xj ≤ 10, d � 20, global minimum
f4(x∗) � 0, x∗ � 0, 0, . . . , 0.

In order to improve the correlation between the test and
the application effect of the physique test, each function
model was randomly run 10 times, and the mean and
variance of the running results were calculated. On the
whole, quantum theory can effectively improve the search
ability and search accuracy of the algorithm. For the effect of
data mining in the health and intelligent service system, it is
very necessary to improve the particle swarm algorithm [20].

2.3. Sequence Diagram. ,e principle of the optimal se-
quence diagram method is to compare and analyze the
importance of each factor to the goal through the means of
matrix illustration, and the purpose is to provide a basis for
managers to make decisions [21, 22]. ,e optimal sequence
diagram method is based on the number n of factors to be
compared, and numbering the n factors. Let n be the number
of comparison objects, and form a checkerboard pattern
with n∗ n spaces for n comparison factors. When comparing
factors in pairs, users need to compare the importance or
pros and cons of the two and use numbers. To simply express
the comparison result.

When judging the superiority or inferiority of each
factor or the order of importance by using the superior
sequence diagram method, it is necessary to check the
validity of the results to ensure that the subjects are objective
when comparing the various factors and will not appear
because of the order in which the problems appear to be
judgment deviation [23]. Assuming that the scores of each
influencing factor are, respectively, A1, A2, . . . , Ai, then the
weight of the ith influencing factor satisfies the following
formula:

ai �
Ai


10
k�1Ak

. (18)
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2.4. Adolescent Health Literacy Evaluation Method. ,e re-
search of this paper is centered on the guidance service
system of adolescent physical health based on big data. Since
the construction of this system is based on the health needs
of adolescents, it is necessary to comprehensively under-
stand the health standards and scientific fitness needs of
adolescents before proceeding with system development. To
this end, this article has consulted a large amount of liter-
ature, combined with questionnaire surveys and interviews
to collect basic personal information of some young people,
their understanding of fitness knowledge, their acceptance of
fitness guidance, and fitness needs. Since the satisfaction
survey questionnaire used in this article is a qualitative factor
questionnaire, it needs to pass the α reliability coefficient
method to accurately reflect the consistency between the
scores in the scale [24]. ,e calculation formula meets the
following:

α �
k

k − 1
1 −

 s
2

S
2
T

 . (19)

In addition, this article also uses SPSS statistical software
and EXCEL to enter and analyze the surveyed data. Perform
statistical processing on the data results to obtain the basis
for quantitative analysis. At the same time, on the basis of the
paper’s interviews, questionnaire surveys and health man-
agement training camps, the collected data are analyzed and
studied using logical thinking methods such as induction
and deduction, analysis and synthesis, analogy, classifica-
tion, and comparison [25].

3. Big Data-Based Health Intelligent Service
System Experiment

3.1. Experimental Background. ,e successful development
and promotion of adolescent health management system in
some European and American countries can not only ef-
fectively improve the physical health of students but also
have a very good effect in disease prevention. From a
macroperspective, ensuring the physical and mental health
of young people can also have a positive impact on pro-
moting social harmony and economic stability. On the
whole, this article can learn from the advantages of foreign
health management systems and draw lessons from them to
further promote the development of my country’s physical
health intelligent management system.

3.2. Experimental SystemDesign. Adolescent fitness test and
subsequent data processing and analysis are a series of te-
dious but meticulous work.,e statistics of the data after the
physical fitness test of all students, the results of data
analysis, and the management of user data are not allowed to
make mistakes. ,erefore, this article needs to develop a
system that can simplify the tedious work according to
requirements. System administrators can use the system to
conveniently manage information and data. Users can query
their own information and physical test results through the
system and obtain corresponding fitness program

recommendations. Figure 2 is a diagram of the functional
modules of the juvenile physical health intelligent service
system.

According to the system module functions in Figure 2,
this article uses a lot of technologies in the development of
the juvenile physical health intelligent service system, in-
cluding Win8, Tomcat9, MySQL, Redis, and MAVEN; de-
velopment tools include Eclipse Oxygen.la.Release, Navicat
for Mysql and visual operation tools.

,is article divides the use of the system into four parts:
data administrators, general administrators, teachers,
leaders, and ordinary students. After logging into the system,
people with different identities have different permissions
and available functions in the system. ,e module authority
of the data administrator is to enter the data of the student’s
physical test into the system database and to manage and
maintain the data on a regular basis. ,e general admin-
istrator can comprehensivelymanage the system. In addition
to adding, deleting, and modifying data, it can also manage
all user accounts, such as adding user IDs and modifying
user passwords. ,e module permissions of teachers and
leaders can query the physical test scores and various health
scores of all students in their school as needed. Students can
log in to the system with their own ID and password and
inquire about their physical test scores and various health
scores.

3.3. Experimental Database Design. ,e database is com-
posed of many data tables. In the process of completing the
database, it is necessary to write code to add configuration
files required for reverse engineering of each data table.
Among the more important data table diagrams in the
database table include workbook, student mark, student
info, body mass index, and record file info.

,is study collects and analyzes the physical data of
adolescents in various ways, and finally obtains the complete
data requirements of the system. Based on a series of surveys,
collections, and analyses, this article confirms the various
information data required by the system, including student
information data sheet, a list of student physical test scores,
physical test index weighting tables for different grades,
single index score sheets, bonus index score sheet, and
application form for exemption from execution.

4. Construction of a Complex System Based on
Big Data for the Intelligent Service System of
Youth Physical Health

4.1. System Analysis Module of Health Intelligent Service
System

4.1.1. Current Status of Adolescents’ Health and the Con-
struction of Management Service System. When analyzing
the status quo of adolescents’ physical health, it can be
considered from many aspects such as body shape, physical
function, and physical fitness. Based on the survey data in
recent years, the overall physical health of adolescents in my
country has shown a downward trend. Figure 3 shows the
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statistics on the changes in student obesity rates during the
eight national student physical health surveys from 1985 to
2019.

It can be seen from Figure 3 that the proportion of
malnutrition and low weight among Chinese adolescents has
continued to decrease over the past 30 years, which corre-
sponds to the continuous increase in the number of over-
weight and obese students. In the past ten years, the obesity
rate of Chinese adolescents has nearly doubled. Even taking
into account the factors of average height growth, these data
are still worthy of attention.

,ere is no doubt about the positive effect of physical
exercise on the physical health of young people. Maintaining
three to four times a week of exercise is very helpful for
students to improve their physical fitness and promote their

physical health. Figure 4 is a survey of the number of weekly
exercises for students in a college.

It can be seen from Figure 4 that only 17.63% of students
do physical exercises 3-4 times a week, and most students
only do simple physical exercises during physical education
classes.,erefore, the proportion of students who exercise 1-
2 times a week is as high as 48.5%. In addition, there are even
close to 30% of students who said they basically do not
participate in physical exercise.

As an important part of student health management, the
physical education department is responsible for helping
students prevent health risks. At the current stage, physical
education in schools often ignores the pertinence and in-
tensity requirements for the classroom. In this context, the
top priority is to continue to innovate ways to promote the
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Figure 3: Statistics on the change in adolescent obesity rate from 1985 to 2019.
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Figure 2: Functional module diagram of adolescent physical health intelligent service system.

6 Complexity



health of young people and to better provide systematic and
scientific help and services for the health of young people.

At this stage, the school’s physical examination simply
records various indicators of the student’s body and cannot
effectively help students to correctly understand their own
health status and arouses students’ attention to strength-
ening their physical fitness. In the smart service system for
youth physical health based on big data, based on the de-
tection of student health information, the information data
will be further summarized, analyzed, and evaluated, and
targeted health guidance and intervention will be provided
to help students improve their health. Comprehensive
quality.

4.1.2. Service Function in Health Management Service
System. In the development of a youth physical health in-
telligent service system, this article unites the school physical
education department, physical test center, school hospital,
mental health center, and food and nutrition science health
resource sharing platform to unify these advantageous re-
source platforms to realize the sharing of data resources. By
establishing individual health management files for young
people, we can better manage and serve the health of stu-
dents. Table 1 and Figure 5 show the percentage of data of
the types of adolescent psychological counseling problems.

It can be seen from Figure 5 that the most common types
of problems in adolescents’ psychological distress are de-
pression and anxiety, problems in personal growth (lack of
self-confidence and trust, etc.), and stress in learning. It is
worth noting that although learning pressure accounts for
68.1% of the troubled problems, only 23.7% of students are
willing to go for psychological counseling.

To ensure the physical health of young people, it is very
important to ensure that they have a healthymind.While the
pressure of social competition is increasing, the learning
pressure that young people endure from an early age has also
continued to increase. Excessive learning pressure is very
detrimental to the physical and mental health of students.

,erefore, the health intelligence service system developed
in this article cooperated with the Mental Health Center and
added a psychological counseling section to the platform. In
the online environment, young people can conduct psy-
chological consultation anonymously and seek help from
professional psychologists to reduce the probability of
mental illness.

In the health intelligence service system, the school
hospital undertakes various service responsibilities such as
student body examination, physical fitness assessment,
disease treatment, medical supervision, and health knowl-
edge publicity. ,e prevention, diagnosis, and treatment of
students’ physical diseases in school hospitals can not only
alleviate the pain caused by diseases to students but also
reduce students’ financial expenditure onmedical treatment.
School hospitals can help students strengthen their self-care
awareness and improve their quality of life by carrying out
regular health consultations, disease surveys, and promoting
healthy living behaviors.

,e Academy of Nutritional Sciences provides scientific
diet guidance and scientific diet promotion services for
students’ health. In the platform, the system will provide
corresponding scientific recipes based on student body data.
For example, students who are underweight can add more
protein and carbohydrates, and students who are overweight
need to control their diet and reduce calorie intake. All in all,
it is to help students develop healthy eating habits through a
scientific diet.

4.2. Data AnalysisModule of Health Intelligent Service System

4.2.1. Entry and Processing of Physical Health Data.
When entering adolescent physical health data in the health
intelligence service system, the data administrator can
choose the appropriate entry method according to the actual
situation. ,e most traditional method is to collect paper
reports of student test data, sort all the data, and enter them
into the system database by class. In addition, there are now

28.75%

48.50%
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5.12%
Statistics of weekly exercise times of students

Hardly ever
Once or twice

Three or four times
5 times or more

Figure 4: Investigation and statistics of students’ weekly exercise times.
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many advanced testing instruments and systems that can
automatically record data and generate excel forms. Ad-
ministrators only need to add Excel forms into the health
service system.

Using the health and wisdom service system, students
can view various indicators in their physical fitness tests, and
teachers can further understand the physical health of the
student group by class. Table 2 is a single item score table for
girls’ body mass index (BMI). Figure 6 is a statistical chart of
the body mass index of female students in a high school.

Compared with tables, statistical graphs can help teachers
and leaders understand the overall health data of students
more intuitively. It can be seen from Figure 6 that the overall
body mass index of female students in the 21 classes of the
high school from Grade One to Grade ,ree is in a normal
state, but they are bound to be lighter and heavier students.
Big data does not mean a general reference to data infor-
mation. Choosing the correct data comparison indicators can
help people further clarify the physical changes of students.
Table 3 and Figure 7 show the bodymass index of girls in the 7
classes in the second year of school. Figure 7 clearly shows the
number of students who are lighter, heavier, and obese in each
class. After the data is systematically summarized and sorted
out, the effective calculation and analysis of the data health
data can be ensured.

4.2.2. Intelligent Calculation and Analysis of Physical Fitness
Data. In order to eliminate the interference items in a large
amount of physical health data and correctly evaluate the
health status of students, this paper uses intelligent data
mining algorithms in the system. Figure 8 shows the change
in accuracy of health data trait analysis before and after the
improvement of the particle swarm algorithm.

It can be seen from Figure 8 that the improved particle
swarm algorithm has increased its accuracy from 80.56% to
92.19% during the calculation, which is a good improve-
ment. With the support of the improved particle swarm
algorithm, the health intelligent service system based on big
data can more accurately determine the health status of
students from the physical fitness data of students and
provide health intervention programs.

4.3. Health Intervention Based on Health Intelligent Service
System. In the health intelligent service system, data col-
lection, induction, and analysis are all for feature summary,
and finally implement scientific health education inter-
vention. In the smart health platform, people can not only
understand the physical health of students through visual
graphics but also harvest corresponding health education
knowledge teaching and scientific exercise programs in the

Table 1: Proportion of types of adolescent psychological counseling problems.

Depression and
anxiety (%)

Suicide and other serious
psychological problems

(%)

Insomnia and
eating disorders

(%)

Personal growth
problems (%)

Learning
pressure (%)

Emotional
problems (%)

Proportion of
troubled problems 76.2 14.8 32.5 72.6 68.1 35.2

Proportion of
people willing to
consult

58.2 51.6 40.3 34.8 23.7 25.2
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Figure 5: Types of adolescent psychological counseling problems.
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health advice column. Table 4 shows the changes in various
indicators after students receive scientific exercises.

It can be seen from Table 4 that the p values of all di-
mensions in the health survey summary table are less than
0.05, which indicates that the differences in the indicators of
each dimension are significant after students listen to the
health interventions given by the health smart service

system. Comparing the various dimensions of the health
scale before and after the experiment, it is not difficult to see
that the students’ health in all aspects of the body has been
significantly improved after scientific physical exercise. In
the seven dimensions of the health survey summary table,
the average value of each dimension has improved after the
experiment than before the experiment. Especially in the
dimensions of social function, emotional function, and
physical pain. In terms of the overall health dimension, the
average after the experiment also reached 86.31, which is a
very high score, indicating that health management is of
great help to the overall health of students. Figure 9 shows
the changes in the average scores of female students after
scientific exercise.

From Figure 9, after a period of exercise through the
scientific intervention program recommended by the sys-
tem, the students’ performance in the physical test has been
significantly improved. According to the comprehensive
assessment standards, all students can exceed the passing
line, and most students can get good grades and above.
Figure 10 shows the survey data of students’ satisfaction with
the health intelligent service system.

It can be seen from Figure 10 that although traditional
online fitness guidance also includes texts, pictures, videos,
and other ways of guidance, it lacks understanding of stu-
dents’ physical conditions and cannot give targeted guid-
ance. ,erefore, students are satisfied with it. ,e degree is
also relatively general. In contrast, the juvenile physical
health intelligent service system built with big data has a
significantly higher rate of praise among students.

Most youth associations lack a correct understanding of
their changing physical conditions. At this time, scientific

Table 2: Female body mass index (BMI) single item score sheet.

Grade Score First grade Second grade ,ird grade Senior one Senior two Senior three University
Normal 100 14.8–21.7 15.3–22.1 16.0–22.6 16.5–22.7 16.9–23.1 17.1–23.3 17.2–23.8
Underweight 80 ≤14.7 ≤15.2 ≤15.9 ≤16.4 ≤16.8 ≤17.0 ≤17.1
High weight 21.8–24.4 22.2–24.8 22.7–25.1 22.8–25.2 23.2–25.4 23.4–25.7 23.9–27.9
Obesity 60 ≥24.5 ≥24.9 ≥25.2 ≥25.3 ≥25.5 ≥25.8 ≥28.0
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Figure 6: BMI statistics chart of high school female students.

Table 3: BMI situation of girls in 7 classes of high school.

A B C D E F G
Normal 31 16 27 21 26 19 22
Under weight 3 2 3 4 4 1 3
High weight 5 2 2 3 6 5 4
Obesity 2 1 3 2 4 3 3
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Figure 7: BMI situation of girls in 7 classes of high school.
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physical health indicators are needed to provide students
with reference to keep students more concerned about
physical exercise. In the growth process of young people,
both the body and the mind are in a state of constant
maturity. ,e health service system based on big data is
dedicated to accurately understanding the health status of

each student and provides targeted health guidelines
through intelligent analysis.

5. Conclusions

,is article analyzes the system analysis module of the health
intelligent service system. When analyzing the physical
health of adolescents, it can be found that the overall
physical health of adolescents in my country is on the de-
cline. ,erefore, helping students to form a correct un-
derstanding of physical exercise and choose appropriate
exercise programs has become an important task of the
physical health intelligent service system. When con-
structing the system, this article worked closely with the
school’s physical education department, physical test center,
school hospital, mental health center, and the Academy of
Food and Nutrition Sciences, and consolidated the data
resources of each platform to establish the personal health of
young people, managing files to provide scientific man-
agement and services for students’ physical and mental
health.

,is article analyzes the data analysis module of the
health intelligent service system. Based on the smart plat-
form of big data, the most basic workflow is to provide
powerful data support for people to make correct decisions
through data collection, entry, induction, calculation, and
analysis. In the growth stage, various physical data of young
people are in the process of constant change. In order to
accurately obtain the valuable part of a large amount of
physical health data, this paper uses an improved particle
swarm algorithm for data mining. From the experimental
results, the improved algorithm increases the accuracy of
data analysis from 80.5 to 92.19. Based on the data analysis
results of the health intelligent service system, this article has
conducted health education intervention and health exercise
intervention for young people. After scientific exercise, the
students’ various physical indicators and physical test scores
have been improved to a certain extent. On the whole, the
physical intelligence service system can play a very good
effect in promoting the physical and mental health of
students.

Based on big data, this article has launched research on
the construction of a youth physical health intelligent service
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Figure 8: Optimization accuracy changes after particle swarm
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Table 4: Statistical table of changes in various indicators after
students’ scientific exercise.

Project Before
exercise

After
exercise t p

Physiological
function 68.22± 19.63 76.23± 19.98 −15.63 <0.001

Body pain 72.53± 15.48 81.42± 13.51 −17.88 <0.001
Social function 62.31± 25.88 81.84± 24.02 −30.45 <0.001
Energy 77.69± 14.21 84.21± 13.05 −23.27 <0.001
Emotional
function 62.76± 31.25 84.21± 24.83 −21.20 <0.001

Mental health 83.21± 16.02 89.38± 11.37 −15.32 <0.001
General health 74.23± 16.82 82.53± 16.01 −33.21 <0.001
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system. ,is article uses database analysis and processing
technology to collect a large number of young people’s
physical health data, combined with intelligent algorithms to
comprehensively analyze the data and provide scientific
guidance and suggestions for students to perform physical
exercises. Judging from the survey results, the system has
achieved high levels of satisfaction among students, but on
the whole, the platform still has many shortcomings. In
future research, from the perspective of big data, we can
realize the comprehensive management of youth physical
health data, optimize the operation process of the system
during work, and further improve the effect of data mining
algorithms.
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,e Biliu River is the largest river in Dalian. ,e occurrence of floods and droughts in this basin has extremely important impacts
on local industry, agriculture, and urban development. For a long time, the annual distribution of precipitation in the Biliu River
Basin is extremely uneven, the river runoff varies greatly from year to year and season to year, floods and droughts occur
frequently, and serious soil erosion results in fragile ecological environment and severe shortage of water resources. In this paper,
the spatial and temporal changes of rainfall and runoff in the Biliu River Basin are studied through the coupling of the MIKE 11
model and theMIKE SHEmodel.,e hydrological changes in the Biliu River Basin are simulated.,e coupledmodel is verified by
monthly runoff data from 1996 to 2015, and the simulation values are found to be true.,e values match well. Based on the cyclical
pattern of precipitation and runoff in the Biliu River Basin, the rainfall and runoff data in the Biliu River Basin from 2016 to 2030
are derived. ,e MIKE SHE/MIKE 11 coupling model is used to predict the Biliu River from 2016 to 2030. ,e results show that
flood disasters are expected to occur in August 2020, July 2025, and July 2030, which can provide a basis for hydrological
management in the Biliu River Basin.

1. Introduction

,e Biliu River is the largest river in the south of Liaoning
Province. ,e basin runs through Yingkou and Dalian. ,e
flood and drought conditions in the basin directly affect the
industrial and agricultural development and economic
growth of the people in the two places. ,e Cocoon Hy-
drological Station is located in Taudaoling Village,
Guiyunhua Township, Zhuanghe City, Liaoning Province. It
has a longitude of 122° 33′E and a latitude of 40° 02′N. It was
established in 1958. It is the longest station in the river basin
and has the longest statistical period. ,e comprehensive
hydrological monitoring station with the longest and most
complete hydrological and meteorological data is the only
provincial hydrological monitoring point in the Biliu River
Basin. ,e Biliu Hydrological Station is located in Shuangta
Town, Pulandian City, Liaoning Province, with 122° 28′ east

longitude and 39° 49′ north latitude. ,e station was
established in 1986. ,e total length of 42 km from Cocoa
Field Station to Biliu Reservoir is a relatively concentrated
area for catchment of water in the upper and upper reaches
of the Biliu River Basin. ,e rainfall during the flood season
at each station exceeds 70% of the annual rainfall [1, 2]. ,e
hydrological conditions of Hehe Reservoir can well reflect
the flood and waterlogging rules of the Biliu River, which is
of great significance to the flood forecasting of the Biliu River
Basin [3].

With the deepening of research on natural phenomena,
accurate description and scientific disclosure of rainfall-
runoff patterns in the natural world through mathematical
methods can help people better understand and predict the
water cycle in nature and rationally and scientifically allocate
and use water resources. ,is has become a hotspot in
hydrology research [4–6]. ,e distributed hydrological

Hindawi
Complexity
Volume 2021, Article ID 8827046, 10 pages
https://doi.org/10.1155/2021/8827046

mailto:20131104@stu.syau.edu.cn
https://orcid.org/0000-0002-5179-001X
https://orcid.org/0000-0002-8459-1121
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/8827046


model is to digitize rainfall, evaporation, and runoff data
through elevation to show the hydrological change process
of runoff and sink, which has higher requirements for the
accuracy of the data [7]. In terms of professional software,
the Danish Institute of Water Resources and Water Envi-
ronment has been a world leader [8]. ,e company’s soft-
ware has been verified in actual engineering and has been
widely recognized in water resources research.,e functions
of the software cover production, sink, and flow, including
land, rivers, lakes, and oceans. ,e spatial scope ranges from
one dimension to three dimensions. ,e research area
ranges from water environment to hydrodynamics, and the
research business ranges from water resource assessment
and management to surface water and groundwater [9, 10].
In combination, one-dimensional river networks, two-di-
mensional estuaries, and three-dimensional deep seas are
involved. ,e Danish Institute of Water Resources and
Water Environment is a professional research department
dedicated to water resources and the water environment
[11]. ,eir technology has always been a leader in the world
[12]. Hydrology in France, the United Kingdom, and
Denmark has developed the first hydrological model for
small watersheds, SHE [13]. In order to solve the calculation
relationship between different hydrological processes and
the values of different processes at the same time, the ASHE
Association splits and combines the components that make
up the SHE model and initially realizes the coupling [14].
,e Danish Institute of Water Resources (DHI) uses the
same code to port all the important coupled components.
Relevant scholars improved the MIKE SHE model through
the techniques of MODFLOW and OPENMI [15, 16]. MIKE
11 is a widely used one-dimensional river canal hydrody-
namic model. Related scholars used the MIKE 11 modeling
system to manage water resources in Strymonas River and
Kerkini Lake and achieved good results [17, 18]. MIKE SHE
is widely used in various runoff simulations. ,e researchers
took the Saliberta Basin in the middle of the Mahanadi River
Basin as the research object and focused on the application
of the physical-based distributed modeling system MIKE
SHE with good results [19]. Relevant scholars use the spatial
distribution model MIKE SHE SWET to analyze the impact
of afforestation and tree species on hydrology in different
watersheds and use MIKE 11/MIKE SHE to study regional
water resources management [20, 21].

,is paper uses the hydrometeorological data from
southern Liaoning from 1978 to 2016, based on an in-depth
analysis of the occurrence of rainfall, evaporation, and runoff
and its impact on floods and droughts. ,e dynamic process
of runoff drainage is numerically simulated, the character-
istics of floods and droughts in the Biliu River Basin are
systematically studied, and related mechanisms are dis-
cussed. Local suggestions for controlling natural disasters
such as floods and droughts and strengthening ecological
construction are proposed.

,e rest of this article is organized as follows. Section 2
analyzes the collection and processing of data. ,e model is
established in Section 3, and the model is verified and
predicted in Section 4. Finally, Section 5 summarizes the full
text.

2. Data Collection and Processing

According to the actual conditions of the Biliu River Basin,
the channel conditions in the simulated section, and the
ultimate goal of the study, several modules such as river
runoff (OC), slope flow (OL), and unsaturated flow (UZ)
were selected in the MIKE 11 model.

For all hydrological processes and selected modules of
theMIKE 11model, we collate the collected data, summarize
the model range, terrain, rainfall, vegetation, and other data,
establish SHE parameters, and fully prepare for the mod-
eling.,e range of the Biliu River Basin is shown in Figure 1.

2.1. Terrain. ,e topographic data come from the topo-
graphic map with elevation data downloaded fromOvi Map,
including the water system map of the simulated watershed.
,e elevation data come from the geographic and national
conditions monitoring cloud platform; through the ad-
justment of the coordinate system and the rasterization of
ArcGIS, the corresponding topographic water systemmap is
generated.

2.2. Land Cover/Use. ,e land cover/use data is from the
historical statistics of the Ministry of Agriculture. ,e land
cover type, soil type, and vegetation classification are all
extracted from the observation data with a resolution of
500m.,e data projection is converted and merged with the
MODIS Reprojection Tool (MRT). Based on this, a com-
monly used Gauss Kruger format is formed, which can
facilitate data synchronization processing.

,ere are multiple classification systems for land cover.
,is study uses a common vegetation classification scheme
for agriculture. Most of the Biliu River Basin is a rural area,
and the land use has not changed much between 1978 and
2016, and it is relatively stable.,erefore, the land use type in
1999 was used for treatment and it was divided into forest
land (coniferous forest, broad-leaved forest, and shrubs)
accounted for 45.41%, arable land (all agricultural land)
accounted for 42.45%, residential and industrial land
accounted for 7.07%, garden land accounted for 1.66%,
unused land accounted for 0.02%, and water area accounted
for 3.39%. ,e land-use types in the Biliu River Basin are
shown in Table 1.

2.3. Soil Types. Based on the local soil data query, the soil
types and their parameters in the Biliu River Basin are shown
in Table 2. It can be found from Table 2 that the saturated
hydraulic conductivity of brown earth soil is the highest; the
saturated moisture content of meadow soil is the highest; the
field water holding capacity of paddy soil is the largest; in
addition, the withered moisture content of paddy soil is also
the biggest.

2.4. Plant Foliar Index. ,e leaf surface index (LAI) of each
coverage type in this research process can be determined
based on actual measurement results, and the relevant re-
sults are shown in Table 3.
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2.5. Others. ,e four hydrological stations of the Biliu River
are cocoon field, Xiaosongjiatun, Biliu Reservoir, and a
tributary Yushi Reservoir. ,e annual average runoff is 612
million m3.

Parameters related to rainfall, evaporation, and runoff were
determined according to the statistics of the Hydrological
Bureau. ,e meteorological data used in the calculation and
analysis came from the Liaoning Meteorological Bureau. ,e
location of the Biliu River Basin is shown in Figure 2.

,ere are obvious similarities between the average rainfall
and annual rainfall distribution in the river basin during the
flood season. ,e entire river basin gradually decreases from
Dajiangtun in the north to Kuangdonggou in the southwest
and Chengzitan in the south. All areas are gradually de-
creasing from the northeast to the southwest. ,e areas with
increased rainfall are located in Dongsandaogou and Tai-
pingzhuang in the northeast. ,e rainfall is greater than
560mm, while the areas with lower rainfall are located in
Bangladesh, in which the rainfall is less than 500 mm.

3. Model Establishment

3.1.2e Basis of theModel. ,e runoff depth of each station
does not change with time. ,e runoff depth of the Yushi
Reservoir site has become smaller due to the commis-
sioning of the Yushi Reservoir in 2003. At the same time,
the Yushi Reservoir also affects the runoff depth of the
mainstream cocoon field of the Biliu River and Xiao-
songjiatun. Xiaosongjiatun Station is located in the lower

reaches of the Biliu River, and its runoff is greatly affected
by the Biliu River Reservoir. In addition, the gradual de-
crease in rainfall over time is also the main reason for the
depth of runoff. ,e blockage of river channels and the
interception of vegetation will cause a decrease in runoff
depth.

In the process of hydrological research, it is generally
believed that a high-water year is a year when the flow is
greater than the normal flow, while the opposite is true for a
low-water year. ,e results of this paper show that the Biliu
Reservoir has had more wet years than dry years in the past
40 years, while the results of other sites are opposite. ,e
overall analysis shows that the ratio of the wet year to the dry
year of the Biliu Reservoir is about 3 : 2, and the flood season
is basically in line with the annual average, which shows that
the regulation effect of the Biliu Reservoir is obvious.

,e modeling process adopts the section from the
mainstream cocoon field in the Biliu River Basin to the Biliu
Reservoir. ,is section of the river has a large runoff and
frequent floods. It plays a very important role in preventing
floods in the Biliu River Basin. During the simulation, MIKE
SHE was used to simulate the runoff, rainfall, and evapo-
transpiration fitting conditions at the cocoon field station,
and MIKE 11 was used to simulate the water level change of
the Biliu Reservoir.

Combined with the design data of the reservoir, the
flood prevention alert water level is set. In this study, the
Biliu Reservoir warning line 69.8 m designed by Liaoning
Province Water Conservancy Survey and Design Institute
in 1982 was used as an indicator of flood occurrence, and
the maximum safe water level was 68.1 m. If the Biliu
Reservoir water level reaches or exceeds the warning level,
floods will occur and the reservoirs need to be flooded.

,ere are many factors that affect runoff changes, but
rainfall is the most important factor. Analyzing the rela-
tionship between rainfall and runoff at various stations in the
Biliu River Basin, it is found that the overall trend of annual
runoff and rainfall is consistent. Secondly, the completion
and commissioning of the Yushi Reservoir in 2003 greatly
improved the hidden flood hazards and runoff conditions in
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Figure 1: ,e extent of the Biliu River Basin.

Table 1: Land-use types in the Biliu River Basin.

Soil use type Proportion (%)
Woodland 45.41
Arable land 42.45
Garden 1.66
Waters 3.39
Urban and industrial land 7.07
Unused land 0.02
Total 100
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the Biliu River Basin, and the design standards of the Biliu
Reservoir have been continuously improved. ,ird, the
improvement of the river course reduces the leakage loss of
the river course, so that the impact of runoff is not obvious
when the annual rainfall continues to decrease.

,ere is a total of 42 km from the cocoon field to the Biliu
Reservoir. During the modeling process, sections were
established at Cocoon Station, 40.5 km fromCocoon Station,
41.99 km from Cocoon Station, and 42 km from Cocoon
Station to ease the water flow. A weir was established at
41.999 km from the cocoon field station to control the water
level. When the water level exceeds 89.2m, the weir will
automatically prevent flooding until it reaches a safe water
level of 68.1m.

Runoff concentration is to synthesize the monthly
runoff by the vector method, and the ratio of the resulting
composite amount to the annual runoff can be used to
describe the concentration level of the runoff during the
year. ,e concentration period refers to the orientation of
this composite vector, which describes the month cor-
responding to the center of gravity of the annual runoff
concentration. In the process of mathematical analysis, it
is generally described by the tangent angle of the ratio of
the component sum.

For the convenience of research, the Biliu Reservoir
was generalized into a part of the river during the re-
search. ,e river below the reservoir was set at a constant
water level of 30 m and the natural slope drop ratio of the
river was 2‰.

In this study, the 5-year moving average method was
used to select typical stations on the Biliu River, namely, the
cocoon site, Biliu Reservoir, Xiaosongjiatun, and Yushi
Reservoir, to analyze the change trend of its runoff.,en, the
MK method was used to analyze the cocoon site and Biliu
River. ,e MK method is used to test the sudden change of
the rainfall trend. ,e MK method is a nonparametric test
method. It does not need to analyze the distribution of the
sample. ,e impact of abnormal values is very small. It does
not need to be considered. It has high applicability to various
types of variables.,e accuracy of the result obtained is high,
and the calculation is simple. ,e M-K method is widely
used in hydrological research and meteorological research
trend checking.

For the climate sequence xi, at time i, i� 1, 2, . . ., n−1,
there are

mj �
1, xj >xi,

0, others,

⎧⎪⎨

⎪⎩
(1)

ri � 
n

j�i+1
mj, (2)

Z �
4

n−1
i�1 ri

n(n − 1)
− 1. (3)

We set the significance level to α� 0.05, and then the
criterion is

Table 2: Calculation of soil parameters.

Numbering Withering water
content (% vol)

Tianwen water holding
capacity (% vol)

Saturated water
content (% vol)

Saturated hydraulic
conductivity (10-6m/s) Note

Brown soil 14.3 27.1 43.8 3.72 Calibration
parameters

Brown soil 14.8 26.5 36.5 4.13 Calibration
parameters

Paddy soil 30.8 43.1 42.3 2.8
Coastal saline
soil 14.8 28.3 45.6 3.68

Meadow soil 12.6 28.5 46.1 3.78 Calibration
parameters

Table 3: Vegetation leaf area index in the Biliu River Basin.

Types January February March April May June
Arable land 0 0 0 0 1.5 2.0
Woodland 0 0 0 0 3 6
Garden land 0 0 0 0 0.25 0.50

Waters city and industry unused
0 0 0 0 0 0
0 0 0 0 0 0
0.5 0.5 0.5 0.5 0.5 0.5

Types July August September October November December
Arable land 3.5 4.6 4.5 3 0 0
Woodland 6 6 6 3 0 0
Garden land 2 2 2 2 0 0

Waters city and industry unused
0 0 0 0 0 0
0 0 0 0 0 0
0.5 0.5 0.5 0.5 0.5 0.5
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Zα � 1.96 ×
4n + 10

9n(n − 1)
 

(1/2)

. (4)

Suppose that the sequence is x1, x2,. . ., xn, Sk represents
the cumulative number of the i-th sample xi> xj (1≤ j≤ i),
and the defined statistics are

Sk � 

k

i�1
ri, rj �

1, xi > xj,

0, xi ≤ xj.

⎧⎨

⎩ (5)

3.2. Model Establishment. ,e MIKE SHE model runoff
simulation is performed by the Saint-Venant equations,
where themomentum equation is simulated by the following
equations:

zh

zt
+

z(uh)

zxi

+
z(vh)

zxj

� q, (6)

z(h)

zxi

� Soxi − Sfxi, (7)

z(h)

zxj

� Soxi − Sfxj. (8)

In the formula, h (xi, yj) represents the surface water
depth (m), (xi, yj) represents the space coordinates, t is time
(s), u and v represent the surface runoff velocity (m/s), and q
represents the horizontal direction of the source-sink term

of inflow per unit area (m3/s m-2), Soi and Soj (xi, yj) represent
the ground slope in the directions of xi and yi, and Sfi and Sfj
(xi, yj) represent downhill in the directions of xi and yi.

,e rainfall and runoff of the Biliu River Basin were
simulated, and MIKE 11 and MIKE SHE were coupled for
flood forecast research.

3.2.1. MIKE 11 Model. We establish a river network file
based on the DEM data in the Biliu River Basin as required.
,e cross-section data are converted into a .shp file and
entered into theMIKE 11 model to adjust the hydrodynamic
parameter data.

,e cross-section data simulated by the MIKE 11 model
are derived from the generalization of the reservoir channel
design and actual topographical data. ,e amount of water
comes from the runoff generated by rainfall at the conflu-
ence of the cocoon field station. ,e cocoon field station is
located 59 km from the river source; the lower boundary is
101 km from the river source. ,e river basin in this section
is located in the middle of the Biliu River Basin. ,e con-
centrations of river runoff and large drop are of great sig-
nificance for studying the drought and flood laws and
forecasting in the Biliu River Basin. ,e height difference
between the upper and lower boundaries will be calculated
from the average ratio of the river channel and the actual
relative height difference. Hydrodynamic parameters are set
by default.

3.2.2. MIKE SHE Model. In the model calculation area, the
mainstream of the Biliu River Basin was selected. When the
grid was set, the grid size was determined to be 1 km. ,e
target area was divided to determine 50×100 units. In the
course of this research, for the convenience of preprocessing
and supplementation, all of them were uniformly trans-
formed into the Xi’an 80 coordinate system.,e rainfall data
can be processed and determined based on the measured
values of various stations in this area. ,e obtained results
are processed appropriately to form the corresponding time
series file (∗ .dfs0); the evaporation data is determined
according to local meteorological statistics. ,e Penman
formula is calculated on the obtained raw data, and the
resulting ET0 value is used to generate a ∗ .dfs0 file. In the
model, the rainfall data and evaporation data are set sepa-
rately by Tyson polygons. ,iessen polygon is a set of
continuous polygons composed of vertical bisectors con-
necting two adjacent points.,e distance from any point in a
,iessen polygon to the control points constituting the
polygon is less than the distance to the control points of
other polygons.

3.2.3. Coupling of MIKE SHE/MIKE 11. ,e water move-
ment module of MIKE SHE covers the main processes of the
hydrological cycle. It can study the hydrological cycle
processes at different scales. It describes the hydrological
cycle process of the runoff through evapotranspiration, slope
flow, rivers and lakes, unsaturated flow, and saturated flow:
evapotranspiration (ET) related factors mainly include
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Figure 2: Survey station map of the Biliu River Basin.
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interception, soil, and water surface evaporation; surface
runoff is described according to slope flow (OL), etc.; rivers
and lakes (OC) are obtained by MIKE simulation analysis;
and the correlation of reservoirs and dams is also calculated.
However, the simulation of the hydrodynamic part of the
MIKE SHE channel is insufficient and needs to be coupled
with MIKE 11. Building a comprehensive MIKE SHE/MIKE
11 model includes the following basic steps.

First, we set the corresponding MIKE 11 hydrodynamic
independent model and then test and analyze, under the
possible conditions through the specified flow-related pa-
rameters to make a preliminary determination. ,en, we
establish the NIKE SHEmodel, the modules of which mainly
include surface flow and saturated band, unsaturated band,
and so on. Hydrodynamic simulation (1) and hydrodynamic
simulation (2) are shown in Figures 3 and 4, respectively.

,e branch river is defined as the connection between
the two models, and the two are coupled. ,e lake sub-
module OC is used to import the simulation files related to
the previous model. In this simulation system, the two
models are simultaneously simulated and analyzed, and
the data of the two is processed by the switch based on the
shared storage space. MIKE 11 calculated the corre-
sponding runoff water level, transferred the results to the
latter model, and then compared the analysis results with
the surface terrain information stored in the model to
determine the remaining water volume. It can be inferred
that the influential factors of water exchange between the
two are mainly the corresponding evaporation and in-
filtration of surface water and the corresponding river
exchange. Finally, the calculated water flow is exchanged
with the first model through the sink source term of the
Saint-Venant equation.

During the MIKE SHE model input process, the cor-
responding input data content is determined based on the
corresponding modules and problem-solving requirements
of the simulated hydrological process. ,e basic parameters
include the model range, terrain, and rainfall. ,ese data are
indispensable in various MIKE SHE models. Based on the
research area, a grid size of 1 km was set during the research
in this paper. ,e target area was partitioned to determine
50×100 cells. In the course of this research, for the con-
venience of preprocessing and supplementation, all data
were converted and uniformly converted to the Xi’an 80
coordinate system.

We use MIKE 11 to simulate the river from the cocoon
field in the Biliu River Basin to the Biliu Reservoir.
According to the needs, the DEM data in the Biliu River
Basin is used to create a river network file, and the cross-
section data are converted into a .shp file to enter the MIKE
11 model to adjust the hydrodynamic parameter data.

,e cross-section data simulated by the MIKE 11
model are derived from the generalization of the reservoir

channel design and actual topographical data. ,e
amount of water comes from the runoff generated by
rainfall at the confluence of the cocoon field station. ,e
cocoon field station is located 59 km from the river
source; the lower boundary is located 101 km from the
river source; the river basin in this section is located in the
middle of the Biliu River Basin. ,e concentrations of
river runoff and large drop are of great significance for
studying the drought and flood laws and forecasting in
the Biliu River Basin. ,e height difference between the
upper and lower boundaries will be calculated from the
average ratio of the river channel and the actual relative
height difference. Hydrodynamic parameters are set by
default. ,e coupling between MIKE SHE and MIKE 11 is
shown in Figure 5.

4. Model Verification and Prediction

In order to verify the model effect, the adjustment of MIKE
SHE model parameters should be as small as possible. In the
MIKE SHE/MIKE 11 coupling model, the setting of pa-
rameters affects both the MIKE SHE and MIKE 11 models,
and they are uniform in the river network. ,e correlation
level between the measured value and the simulated value is
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Figure 3: Hydrodynamic simulation (1).
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Figure 4: Hydrodynamic simulation (2).

6 Complexity



described by the correlation coefficient, and the fitting de-
gree of the two is evaluated by the Nash coefficient (Nse).

R �
t Calci,t − Calci  · Obsi,t − Obsi 

���������������������������������
t Calci,t − Calci)

2
· t Obsi,t − Obsi)

2


 (9)

Nse � 1 −
t Obsi,t − Calci,t 

2

t Obsi,t − Obsi 
2 . (10)

Among them,Obsi, Calci, Obsi, andCalci are themeasured
and calculated values and their average values at i, respectively.
,e value range of Nse is negative infinity to 1. ,e larger the
parameter is, the better the simulation effect can be judged to
be, and the credibility requirements are met. If Nse is close to 0,
it can reflect that the obtained result is close to the observation
mean; that is, credibility is in the acceptance interval. If it is
small, the model is untrustworthy. Relevant experience shows
that if Nse is greater than 0.75, the simulation effect can be
judged to be good; within the range of 0.36 to 0.75, it can be
considered basically satisfactory; if it is less than 0.36, the re-
quirements are not satisfied. Generally, when R>0.8, it is
considered that the level of linear correlation is high.

4.1. Calibration of Parameters. ,e MIKE SHE/MIKE 11
coupling model uses the data of the cocoon field from 1986 to
1995 for the parameter calibration. ,e calibration results are
shown in Table 4. ,e simulation results of the runoff process
before and after calibration are shown in Figures 6 and 7.

,e correlation coefficient before calibration is
R� 0.751294, and the Nash index is Nse� 0.531545; the
correlation coefficient after calibration is R� 0.94583, and
the Nash index is Nse� 0.71379.,e simulated and observed
values achieve a good fitting effect.

4.2.Model Verification. ,eMIKE SHE/MIKE 11 coupling
model was verified using two consecutive 10-year rainfall
and runoff data from the cocoon field from 1996 to 2005
and 2006 to 2015. ,e results are shown in Figures 8 and 9,
respectively. Time series verification results are from 1996
to 2005, correlation coefficient is R � 0.98818, and Nash
index is Nse � 0.918427; time series verification results are
from 2006 to 2015, correlation coefficient is R � 0.964802,
and Nash index is Nse � 0.895926. It shows that the
simulated values and observed values of the two periods
are in good agreement whether from the peak flow or the
observation time.

Figures 10 and 11 show the changes in the water level
at the Biliu Reservoir Station for two consecutive years
(1996–2005 and 2006–2015). It can be found that, in the 20
consecutive years from 1996 to 2015, the water level of the
Biliu Reservoir exceeded the warning level by 69.8m: July
1995, July 1996, August 1997, August 1998, and August
2001, July 2005, August 2006, August 2010, August 2011,
July 2012, and July 2013, these time nodes coincide with
the historical changes in the water level of the Biliu
Reservoir, indicating that the water level simulation re-
sults of the river reservoir can well reflect the real water
level change of the reservoir. At this time, the reservoir
needs to be discharged to prevent floods.

4.3. Application of the Model and Flood Disaster Prediction.
,eMIKE SHE/MIKE 11 coupling model was calibrated and
verified by the rainfall, evaporation, and runoff data from the
cocoon field from 1985 to 2015. It is found that the veri-
fication model is in good agreement with the real effect, and
the water level changes of the Biliu Reservoir obtained from
the simulation are basically consistent with the historical
data of the Biliu Reservoir. ,is shows that the application of
this model to predict flood disasters in the Biliu River Basin
has a good effect.
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Figure 5: Coupled river pattern of MIKE 11/MIKE SHE.
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Based on the cyclical pattern of precipitation and runoff
in the Biliu River Basin from time to time, the precipitation
and runoff data of the Biliu River Basin from 2016 to 2030
are derived. ,e MIKE SHE/MIKE 11 coupling model was
used to predict flood disasters in the Biliu River Basin from
2016 to 2030.

Figure 12 shows the results of the monthly runoff
simulation through the cocoon field. It can be seen that the
correlation coefficient of the correlation coefficient between
the derived value and the simulated value is R � 0.965588,
the Nash index is Nse� 0.920947, and the fitting effect is very
good. Figure 13 shows the water level change of the Biliu
Reservoir. It can be seen that flood disasters are expected to
occur in August 2020, July 2025, and July 2030.

Table 4: Parameter rate determination result.

Parameter name Calibration results Parameter unit
Evapotranspiration (ET) 1.665 mm/d
Slope roughness (M) 5.0 m1/3s−1

Initial water depth −0.5 m
Channel roughness (RM) 5.0 m1/3s−1

Saturated hydraulic conductivity
Brown soils 4.13∗10−6 ms−1

Brown earth 3.72∗10−6 ms−1

Coastal solonchaks 3.68∗10−6 ms−1

Meadow soils 4.68∗10−6 ms−1

Paddy soils 2.80∗10−6 ms−1
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Figure 6: Simulation results of monthly runoff in Jianchang field
(1986∼1995).
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Figure 7: Simulated results of monthly runoff in the cocoon field
after calibration (1986∼1995).
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Figure 8: Simulation results of monthly runoff in Jianchang field
(1996∼2005).
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Figure 9: Simulation results of monthly runoff in Jianchang field
(2006∼2015).
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Figure 10: Simulation results of monthly water level in the Biliu
River Reservoir (1996∼2005).

2006 2007 2008 2009 2010 2011 2012 2013 2014 2015
64
66
68
70
72
74
76
78

Year

M
on

th
ly

 w
at

er
 le

ve
l

Figure 11: Simulation results of monthly water level in the Biliu
River Reservoir (2006∼2015).
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5. Conclusion

For the section of the Biliu River Basin from the cocoon field
to the Biliu Reservoir, this paper uses the MIKE 11 model to
create a one-dimensional hydrodynamic model. ,rough
various terrain indicators, the MIKE SHE model is estab-
lished. ,e coupling of MIKE 11 model and MIKE SHE
model is used to study the temporal and spatial changes of
rainfall and runoff in this basin and to simulate the hy-
drological changes in Biliu River Basin. Based on the
monthly runoff data of Biliu River Basin from 1986 to 1995,
the parameters were calibrated, and the model was given a
reasonable parameter scheme. ,e model was verified
through monthly runoff data from 1996 to 2015, and the
simulation values were found to be in good agreement with
the real values, which ensured the applicability of the model
in the study area. Based on the cyclical pattern of precipi-
tation and runoff in the Biliu River Basin from time to time,
the precipitation and runoff data of the Biliu River Basin
from 2016 to 2030 are derived. ,e MIKE SHE/MIKE 11
coupling model was used to predict flood disasters in the
Biliu River Basin from 2016 to 2030. ,e results show that
flood disasters are expected in August 2020, July 2025, and
July 2030.

Data Availability

,e data used to support the findings of this study are
available from the corresponding author upon request.
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Figure 12: Simulation results of monthly runoff in Jianchang field
(2005∼2015).
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Figure 13: Simulation results of monthly water level in the Biliu
Reservoir (2005∼2015).
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As people’s lives get better and better, more and more people choose to travel and with that comes the demand for more
transportation. For now, traditional transportation hubs can temporarily meet people’s travel needs. If driven by big data concepts
and methods, the various capabilities of high-speed rail transportation hubs will be sublimated, and the regional economy will be
in line with the prosperity of this place. Proportionally, railway hubs are extremely attractive to the rapid growth of the regional
economy. +is paper takes the high-speed railway hub construction model under big data as the research object and verifies the
reliability of the research model and the development of economic regions based on the high-speed railway data in recent years as
reference parameters.+is article selects the panel data of railway transportation and regional economy in China’s provinces for 10
consecutive years from 2011 to 2020. Among them, seven indicators were selected for railway transportation: passenger volume,
freight volume, passenger turnover, cargo turnover, number of railway employees, railway transportation industry fixed asset
investment and construction scale, and per capita railway network density. In terms of regional economy, six indicators were
selected: regional GDP, per capita GDP, per capita investment in fixed assets, per capita total retail sales of consumer goods, per
capita investment in imports and exports, and the proportion of the added value of the tertiary industry in GDP.+e experimental
results prove that each sample is tested in pairs, the standard error level of the mean is 0.002, which is less than 0.05, and high-
speed railway construction can finally achieve economic integration. By improving the development of high-speed railways,
continuously shortening the distance between time and space, breaking regional trade barriers, and reducing the cost of
commodity circulation, industrial interaction and coordinated development between different regions can be
effectively promoted.

1. Introduction

Rapid economic growth has led to a large amount of
transportation demand, and differences in travel and service
requirements have gradually diversified transportation and
established a complete transportation hub. +is is consistent
with the ideas and methods of big data. How to use big data
ideas and technologies to effectively use this information to
serve the construction, management, and operation of nodes
has become an important issue for improving the service
level of integrated transmission nodes.

+e development of railway transportation abroad has
existed for a long time, and the research on the relationship
between railway transportation and regional economic

development is relatively mature. China’s railway con-
struction is relatively late, but, with the construction and
operation of railway transportation in various parts of our
country, the relationship between railway transportation
and the coordinated development of regional social and
economic development has attracted more and more at-
tention. +ere is a strong interdependence between a region
and its neighbors.+erefore, the economic development of a
region depends not only on its own foundation and in-
vestment but also on the development history of other re-
gions. Li et al. pointed out that participation in high-level
education and R&D has a higher impact on economic
welfare. Furthermore, R&D indicators can be used as an
important driving factor for evaluating economic welfare
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[1]. When Wang and Loo studied the travel time of pas-
sengers, they studied the impact of high-speed railway on the
time and space distance in the city network and derived the
relationship between travel time and regional accessibility
[2]. Pascal and Soua obtained the construction and opera-
tion of the high-speed railway through the research of the
French high-speed railway TGV, which can improve re-
gional accessibility [3].

Domestic researchers later studied the impact of high-
speed railwayway construction on the local economy, but
there are few studies. However, with the rapid development
of China’s high-speed railway construction and operation,
research in this field has gradually been enriched and certain
results have been achieved. With the improvement of
technology and the wide application of measurement
methods, scholars began to use quantitative analysis tools to
quantitatively study the coordination relationship between
railway transportation and regional economy. Based on the
status quo of China’s railway transportation and economic
development, foreign theories and methods are used to
conduct relevant research and analysis in different regions.
Ikeda et al. used the industrial agglomeration theory of new
economic geography to analyze the differences in China’s
regional economic development. It has been found that,
since joining the World Trade Organization, the Gini co-
efficient where the industry is located has been declining,
and the changes in regional economic differences have
slowed down [4]. Han et al. used the linear weighting model
and the dispersion coefficient method to quantitatively study
the dynamic coordinated development level of the regional
system and evaluated the effective degree of coordination
and development within the regional system and between
subsystems [5]. Li et al. established a dynamic model
through dynamics and analyzed the relationship between
transportation and economy [6].

Based on the research results at home and abroad, this
paper finds that the algorithm of each method is based on
different research data. +is paper constructs a high-speed
railway regional economic development model and studies
route planning and high-speed railway integration models
for big data. +is paper conducts cluster analysis on three
types of data and analyzes that the overall dimensionality
reduction based on four weighting algorithms can effectively
remove the attributes of less important research objects.

2. Cluster Coordination between High-Speed
Railway Transportation Hub Construction
and Regional Economy Based on Big Data

2.1. High-Speed Railway Transportation Hub, Hub
Informatization, and Big Data

2.1.1. Informatization of High-Speed Railway Transportation
Hub. Renewing the high-speed railway hub is very im-
portant to the management of the hub. Information man-
agement can further highlight the benefits of various
transportation, high-speed railway, effective and targeted
solutions for node management problems, and improving
the service level of the transmission system. In terms of

coordinating transportation methods, handling emergency
situations, and managing transportation needs, the man-
agement of high-speed railway hubs faces many manage-
ment problems [7, 8]. To create a high-speed railway hub, we
must propose targeted solutions to these management
problems. Currently, a large number of nodes have created
node information management platforms; these platforms
have made significant contributions to coordinate link
management, emergency, and rapid response and guide the
flow of passengers. After determining the two basic con-
ditions, use the reachability calculation model for
calculation.

2.1.2. High-Speed Railway Transportation Hub and Big Data.
From the current general point of view, big data has the
characteristics of large quantity, variety, and speed, which
represents a huge data scale, complex and diverse data
forms, and the possibility of accurate and fast processing
[9, 10]. Due to specific traffic functions and design locations,
high-speed railway hubs have the characteristic of gener-
ating a large amount of different and complex data at high
speed. For the city’s large passenger transport hub, hundreds
of thousands of passengers enter the hub every day. Faced
with a large number of passenger transportations and lo-
gistics, high-speed railway operators have to deal with a large
amount of complex information from video surveillance
systems [11]. Big data indicates higher requirements for
information: more information, more complete types of
information, and more effective processing methods.

2.2. Regional Economic Coordination. First, construct the
database according to the national economic census report
specifications and prepare the network data report; then
each census unit fills in the network report according to the
nature of the unit and reports it directly, and each basic
statistics bureau or department reviews the reported data
and then reports it level by level. Analyze and process the
final reported data, dig out the laws of economic develop-
ment, discover economic development problems, and use
modern information technology to make scientific predic-
tions to form an analysis report [12, 13]. +e economic
census data processing process mainly includes four steps:
report preparation, data collection, summary analysis, and
data release.

2.2.1. Improve Regional Accessibility. Regional accessibility
is reflected in the diversity of ways to reach a city. +e
improvement of traffic conditions has shortened the space-
time distance between cities, and the frequency and spatial
distance of people’s travel have increased a lot compared to
before. +e convenient transportation environment im-
proves the accessibility of the region and increases the at-
tractiveness of the region. More enterprises and productivity
are attracted to inject new vitality into the development of
the region [14, 15]. +e station has improved the city’s traffic
conditions and increased the radius of the city’s activities
and exchanges. +e increase in speed and the reduction in
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travel distance have resulted in cross-regional work and
schooling.

2.2.2. ,e Impact of High-Speed Railway on Regional
Integration. +e integrated big data center collects a large
amount of data from multiple sources in the transportation
industry, such as urban roads, railway transportation, land
public transportation, leasing, railway passenger and freight
transportation, and freight and freight Hadoop to create
large data processing groups. Large amounts of traffic data
are stored and processed [16, 17]. +e integrated big data
center is mainly divided into four databases: basic database,
business database, exchange database, and theme database,
used to store structured and unstructured data and, on this
basis, carry out statistical analysis, web analysis, and data
mining. +e big data of the completed transmission node is
waiting to be processed.

2.3. Method Based on Clustering Feature Summary. For the
original data set that is too large to be read into memory at
one time, you can first identify and summarize some of the
data objects, reduce their memory usage, and complete
large-scale data cluster analysis. Classical methods can be
used, such as hierarchical method of balanced iterative in-
duction clustering algorithm [18, 19]. +e BIRCH clustering
algorithm uses the CF tree to summarize information. CF is
the main component of the node of the tree and the core of
BIRCH. All the information of the cluster in the CF includes
all the information needed for clustering. If you want to
merge two clusters, you only need the sum of their corre-
sponding CFs.
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+e above information can be used to represent the
information of the internal members of a cluster. +e dis-
tance between clusters is used to express the degree of
separation between clusters [20]. BIRCH defines the fol-
lowing 5 types of distance formulas between clusters. +ese
distance formulas describe the degree of separation between
clusters from different angles.
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Because CF completely retains some of the key infor-
mation required for the above calculations, BIRCH can use
CF to complete large-scale data clustering. For example, CF
can calculate the cluster radius R, where
R � (((SS − LSLSτ)/N)/N)1/2. Similarly, the diameter D and
the distance between clustersD0 −D4 can be calculated using
CF. It can be calculated by the six following formulas:
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Dice similarity coefficient calculation formula is as
follows:
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DICE �
2|SEG∩GT|

|SEG| +|GT|
,

y � αWy + β1X − Wβ2X + ε,

lngit � α0 + α1du ∗ dt + 
N

i−1
bjXu + εu.

(4)

SEN coefficient calculation formula is as follows:

SEN �
|SEG∩GT|

GT
, (5)

θ(p, q) � arctan
L(p, q + 1) − L(p, q − 1)

L(p + 1, q) − L(p − 1, q)
 , (6)

ψ � 
θ

x−1
Vx � 

θ

x−1

Wx


x
1 Wx

Sx . (7)

In the process of clustering, if you want to cluster effi-
ciently, you need to determine what is important data and
what is secondary data; important data is very important to
the role of the cluster, and secondary data can be processed
secondarily [21]. Keep the primary data, summarize the
secondary data, and save their clustering information with
appropriate statistics.

2.4. Conception of Hub Informatization Based on Big Data

2.4.1. Discover More Needs and Patterns from the Data.
+e high-tech data analysis technology of this node will
enable managers to proactively investigate traffic demand
without waiting for passengers to make requests or even
solve the supply-demand relationship when problems arise.
Due to its content, the integrated transportation node has
different operation modes and characteristics from general
transportation methods and transportation stations. +eir
completeness and complexity make it difficult to penetrate
many node information processing methods. With the help
of big data ideas and technologies, it can not only process
and publish diverse, comprehensive, and complex data but
also provide valuable resources. For administrators and
service providers, it is undoubtedly beneficial to discover the
tacit traffic demand from these information-rich resources
and discover the changing mode of the mobile center
[22, 23]. Mined needs and patterns can also provide targeted
and personalized traffic services for functional groups and
scenarios. With the help of big data, it will be possible to
meet the needs of traffic service users and improve the
experience of using traffic services.

2.4.2. More Accurate Warning and Faster Response.
Emergency management is the most difficult part of man-
aging an integrated transportation hub. In emergency sit-
uations, the quick response level can usually tell you the
advantages and disadvantages of node management. +e
node information management method can help managers
to be calmer and effectively deal with emergencies and can

help managers to develop better evacuation plans and more
effective passenger flow guidance. With the help of big data,
the emergency response level of the center will be signifi-
cantly improved. +is is reflected not only in the effec-
tiveness after emergence but also in effective early warning.
Standard mode analysis of multiple data conditions will help
establish an effective and accurate event warning mecha-
nism. By analyzing a large amount of emergency data at
historical nodes [24, 25], the emergency mode can be ob-
tained, and then the phenomenon warning can be compared
with the operation management, or the display mechanism
can be further analyzed by the following method: mode to
achieve event warning and quick response effect. With the
help of big data processing methods, real-time monitoring
can also quickly make faster and more accurate judgements
about the state of the center.

2.4.3. Basis of Complex Coordinated Linkage Technology.
Efficient data processing mechanism will lay the foundation
for complex adjustment and link technology. Large-scale
data analysis and processing methods will enable integrated
transmission nodes to quickly process this data while re-
ceiving large amounts of data. +e complexity of a node
determines the complexity of its data structure. +e data
used by the management and transmission service provider
must also be processed before it can be released and ex-
changed with the connection provider. Under normal cir-
cumstances, only simple data such as train arrivals and
messages can be transmitted in real time. Slightly more
complex data interactions require at least one day, even a
week, or a month to be transmitted to the other party
[26, 27]. At present, due to lack of timeliness, it is difficult to
provide help for the current services of the node, andmost of
them are used to summarize experience. +e mechanism for
quickly processing large amounts of data can quickly im-
prove and transmit effective information and even interact
to achieve the goal of high-quality services. Within the scope
of application of big data technology, better coordination
and link management will be carried out.

2.5. Influence of Railway on Regional Economy

2.5.1. ,e Influence of Railway on the Formation and De-
velopment of China’s Regional Economic Belt. China’s rail-
way development process reflects the course of China’s
economic development from the side. Judging from its early
military and political importance or its successor economic
importance, railway transportation has always played an
important role and has made indelible achievements in
China’s economic development. It is obvious to promote the
development of railway in the development of regional
economy. +e development of regional economy has always
been closely connected with transportation, which requires
strong transportation guarantee. As the main force of
transportation, railway transportation has an irreplaceable
status. Since the reform and opening up, railway trans-
portation has undergone many major developments and
accelerations to realize the effective circulation of human
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resources, logistics, and other market elements. +e con-
struction and continuous improvement of the railway
network have promoted the development of China’s
southeast coastal areas and linked the supply of raw ma-
terials with the central and western regions. It can be un-
derstood that railway transportation is a necessary and
sufficient condition for the formation of a regional economy,
the first construction of railway transportation, and the
subsequent formation of the regional economy. Looking at
the main railway lines in China, it is not difficult to see that
they connect China’s central cities to develop urban eco-
nomic and commercial circles and guide urban develop-
ment. For example, as transportation hubs, central cities
such as Shanghai and Beijing have played a role in economic
radiation and have become continuous trade corridors.

2.5.2. Links between Railways and Major Economic Regions.
Railway transportation has played an important role in
China’s economic development. Significant changes have
taken place in the industrial layout of areas along the railway,
and railways have become an important part of the industrial
layout. After the reform and opening up, we have observed
the process of China’s economic development, and it is not
difficult to see that important industries are concentrated in
areas along the main railway lines. +e development of large
railways has paved the way for the establishment of eco-
nomic zones, and the layout of the railway network has also
contributed to the economy and has had a significant impact
on development. So far, the strategic planning for the dis-
tribution of productivity along the main railways in
Northeast, North China, Southeast, Northwest, and
Southwest has been completed, and the development of
railways has become the political guide for economic de-
velopment strategies. Facts fully show that the gradual
maturity of urban settlements will stimulate interregional
traffic demand, and the increasing traffic demand will in turn
promote the connections and exchanges between urban
settlements and will also develop regional economies.

2.5.3. Influence of the Railway on the Economic Structure
Adjustment of the Areas along the Route. Passenger and
cargo exchange in railway transportation is an important
factor in economic growth.+e construction and sustainable
development of the railway will inevitably have an impact on
the economic structure of the regions along the route, and
the subsequent economic growth along the route will also
expand the total regional economy. +e direction of the
railway also reflects the layout of the resource flow. +e
resource line can promote the formation of the regional
economy by promoting the development and upgrading of
industry and providing appropriate materials and labor.

2.5.4. Influence of Railway on the Economic Development of
Underdeveloped Areas. Railway traffic has a unique role in
promoting the economy of underdeveloped areas along the
line. Take a typical case in the economic development of the
United States to illustrate that the development of natural

resources and economic development in the western region
of the United States benefited from the large-scale railroad
construction in the United States in modern times, especially
the rapid development of heavy industrial industries such as
steel and machinery related to the railway industry. Our
country’s economic development has always been uneven.
Since the reform and opening up, the economic gap between
regions has gradually widened. Economically active areas
have more human resources, modernization and economic
development levels are higher, but the geographical space is
smaller, and more regional space is needed; meanwhile those
economically backward areas have abundant natural re-
sources and vast geographical space but scarce economic
growth point. Transportation is the main channel and im-
portant link for communication between these two types of
regions, which organically connects the economically de-
veloped and economically backward regions, carries out the
flow and transfer of economic factors between them, and
effectively transfers capital, technology, and talents.

3. Coordination between the Construction of
High-Speed Railway TransportationHub and
Regional Economy

3.1. Demand Analysis. Intelligent data analysis is based on
data collection, statistics, and aggregation and uses intelli-
gent analysis models to mine and discover census data re-
lationships, economic development issues, economic level
regional division, economic index level status, and national
economy based on economic indicators development layout
countermeasures and suggestions. Intelligent data analysis
needs to meet the needs of effective statistics and clustering
of data reports that cannot be counted by existing database
technology, the need to assist database technology in order
to find problems more comprehensively, so as to have a
more comprehensive grasp of the overall situation, and the
need to plan for the next step of economic development
basic analysis work and forecast suggestions.

3.2. Database Storage System. +e database storage system is
the foundation of the entire system and a prerequisite for
intelligent analysis of census data. +is database storage
system mainly includes functions such as user management,
data entry and import and export, data query and summary,
system navigation assistance, and system security
management.

3.3. Test Subject. +e intelligent data analysis system mainly
completes the intelligent analysis of economic census data,
and its goal is to use intelligent analysis methods and data
mining related technologies to discover unknown laws in
economic census data. +e system tried four methods of
intelligent analysis of the economic census data, fuzzy
clustering, MMD algorithm, K-means algorithm, and FCM
algorithm, and analyzed three types of data: economic
growth, financial status, employment by industry and wages.
A cluster analysis was carried out and a good conclusion was
obtained. At the same time, data from railway traffic and
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regional economic data tables are selected for 10 consecutive
years from 2011 to 2020. Among them, the railway traffic
data comes from the “National Railway Statistics Abstract
2011–2020,” the Ministry of Transport, and regional eco-
nomic data from China’s 2011–2020 statistical year, pro-
vincial and municipal statistical yearbooks, and the National
Bureau of Statistics. It provides practical value that can be
reported at the decision-making level and can refer to in-
formation that cannot be obtained by traditional database
analysis methods and statistical methods.

3.4. Experimental Method. +is paper selects the panel data
of China’s provincial railway traffic and regional economy
for 10 consecutive years from 2011 to 2020. Among them,
railway transportation selects seven indicators: passenger
volume, freight volume, passenger turnover, cargo turnover,
number of railway employees, railway transportation in-
dustry fixed asset investment construction scale, and per
capita railway network density. In terms of regional econ-
omy, six indicators are selected: regional GDP, per capita
GDP, per capita fixed asset investment, per capita retail sales
of consumer goods, per capita import and export invest-
ment, and the proportion of tertiary industry added value in
GDP.

3.5. Data Processing. +e index selected in this article is the
annual statistical data of books, which is the index data of
practical value. +erefore, the trapezoidal fuzzy table dis-
tribution function is usually used to calculate the partici-
pation of each indicator. +e specific formula is as follows:
partially large trapezoidal distribution is as follows:

r(x) �
x − c

d − c
, c< x< d. (8)

Partially small trapezoidal distribution is as follows:

r(x) �
b − x

x − a
, a< x< b. (9)

For the ideal score value, it can usually be set as the
middle value of each interval. +is paper divides the eval-
uation grades into five grades, and the index data after
normalization processing all fall into the [0-1] interval.

+ere are many ways of data standard processing, but
different data standardization methods will have a certain
impact on the evaluation results of the system. For the
positive index standardization method,

yij �
xij − min xij 

max xij  − min xij 
. (10)

For negative index standardization methods,

yij �
min xij  − xij

max xij  − min xij 
. (11)

After standardizing the data, using the principal com-
ponent analysis of nonlinear logarithmic centering, the

processing steps of logarithmic transformation and row
vector centering are

zij � lnyij − 
m

i−1

lnyij

m
. (12)

3.6. StatisticalMethods. SPSS 23.0 software was used for data
processing, and the count data was expressed as a percentage
(%), k is the amount of data in this experiment, σ2 is the
variance of all survey results, and P< 0.05 indicates that the
difference is statistically significant. +e formula for cal-
culating reliability is shown in equation (7).

a �
k

k − 1
1 −

 σ2i
σ2

 . (13)

4. Coordination between the Construction of
High-Speed Railway TransportationHub and
Regional Economy

4.1. Evaluation Index System Based on Index Reliability
Testing. Reliability refers to the stability and reliability of the
questionnaire. +is article adopts the α coefficient method
created by L. J. Cronbach. +e α coefficient can be obtained
by Reliability Analysis in SPSS software. It is generally be-
lieved that the α coefficient above 0.8 indicates that the effect
of index setting is very good, and that above 0.7 is also
acceptable.

+is experiment can be used to perform cluster analysis
on three types of data: economic growth, financial status,
employment status by region and wages (α> 0.7). As shown
in Table 1, the economic growth under the fuzzy clustering
model is 0.8427. +ere are no absolute pros and cons be-
tween analyses, not to say that the more complex the model,
the better the prediction performance. Within an acceptable
range, the preconditions of the experiment are met, which
provides a basis for subsequent experimental analysis.

4.2.,ree Indicators byDifferent IntelligentAnalysisMethods.
As shown in Figure 1 and Table 2, economic attributes are
mainly divided into three subitems: economic growth, fi-
nancial status, and employment of personnel by industry
and wages by region. +ere are 79 dimensions in total. +is
time, 4 algorithms are used for overall dimension reduction,
which overcome the shortcomings of inaccurate clustering
results of different densities by general algorithms.

It can be seen from Figure 2 and Table 3 that the overall
dimensionality reduction based on the four weighted al-
gorithms can effectively remove the attributes of the research
object with less significance. It is similar to the principal
component analysis and the multiattribute projection pur-
suit method, but the effect is better after clustering.

As shown in Table 4, the result is more accurate. Here,
choose the intelligent analysis of four methods: fuzzy
clustering, MMD algorithm, K-means algorithm, and FCM
algorithm, and perform cluster analysis on the three types of
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Table 1: Summary table of reliability test results.

Intelligent analysis Type of data Alpha coefficient (α)
Fuzzy clustering Economic growth 0.8427
MMD algorithm 0.7652
K-means algorithm Financial situation 0.7372
FCM algorithm Personnel employment and personnel salary by industry by region 0.7592
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Figure 1: Coordinated relationship between economic evaluation indicators and financial status.

Table 2: +e construction and analysis of the high-speed railway economic hub.

Item Model Economic growth Financial situation Personnel employment Rail traffic prosperity
Growth rate 0.07 0.11 0.44 1.28 1.72
Finance 1.06 1.75 1.66 3.69 3.41
Status 3.69 2.74 2.09 4.76 2.69
Industry status 2.5 5.4 1.67 2.36 1.69
Wage 2.75 3.72 3.59 3.55 1.06
Overall 5.46 3.56 2.78 4.47 4.91

MMD algorithm K-means algorithm FCM algorithmFuzzy clustering
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Figure 2: Analysis diagram of three indicators by different intelligent analysis methods.
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data of economic growth, financial status, and regional
employment and wages. It proves that the growth level of the
regional economy and the development of the railway hub
have a mutually promoting effect.

As shown in Figure 3 and Table 5, the scope of the overall
planning of innovation resources at the city level has been
expanded to form a hub innovation circle within 10 minutes
of a comprehensive transportation hub site. +e change in
the spatial form of the innovation block at the block level has
formed a TOD innovation block within an 800m walk-in
radius of a high-intensity development area. +e vertical
concentration of innovative functions at the architectural
level is a comprehensive innovation core that uses the
complex as a carrier to gather innovative elements.

4.3. Evaluation Model of System Coupling Coordination and
Analysis of Results

4.3.1. Judgement Analysis of the Correlation of Evaluation
Indicators. As shown in Table 6 and Figure 4, before further
analysis of the data, first analyze the correlation of evaluation
indicators and the partial correlation between variables. +e
correlation coefficient matrix and the corresponding sta-
tistical value are obtained through 4 algorithms. Judging
whether the evaluation index is suitable for principal
component analysis according to the value, KMO greater
than 0.9 indicates very suitable; KMO less than or equal to
0.9 and greater than 0.8 indicates appropriate; KMO less
than or equal to 0.8 and greater than 0.7 indicates appro-
priate; KMO less than or equal to 0.7 and greater than 0.6
indicates barely appropriate; KMO less than or equal to 0.6
and greater than 0.5means inappropriate; KMO less than 0.5
means inappropriate.

As shown in Figure 5, the existence of high-speed railway
and air service time windows will have a certain impact on
the decision-making of multimodal transportation routes
for fresh products. When the total cost is the goal, the “high-
speed railway + highway” transportation combination

method can be selected in consideration of the node time
window; in addition, compared with the optimal route
without the node time window, the existence of the time
window of the transportationmode at the node is to a certain
extent. It increases the cost of time value, but it is more
realistic and reasonable than the idealized scenario without
time window in previous studies. Multimodal transport
operators can choose appropriate routes and transportation
methods according to the situation.

+e result is shown in Figure 6 and Table 7; at the same
time, each sample is tested on the selected samples, and the
mean, standard deviation, standard error of the mean, and
other data are obtained, as shown in Table 2.

It can be seen from Table 8 that, at the same time each
sample is tested in pairs, the standard error level of the mean
is 0.04, which is greater than 0.05, indicating that the cor-
relation matrix of the evaluation indicators of the railway
transportation system and the regional economic system is
suitable for principal component analysis.

It can be seen from Figure 7 and Table 9 that the
construction of high-speed railways is an important means
to accelerate regional economic development. High-speed
railways can not only adjust the industrial structure and
improve the market structure but also deepen interregional
connections, increase the employment rate, and inject the
regional economy vitality.

4.3.2. Railway Traffic Index Data Based on MMD Algorithm.
As shown in Figure 8 and Table 10, in terms of railway
transportation, we select passenger volume, freight volume,
passenger turnover, cargo turnover, railway employment,
railway transportation industry fixed asset investment and
construction scale, and per capita railway network density.
+ese seven indicators mainly adjust the maximum number
of iterations of the model, the learning rate, and the max-
imum depth of the tree. Each iteration will produce a weak
learner. If the number of weak learners is too small, it is easy
to underfit, and if there are too many, it is easy to overfit.

Table 3: +ree indicators by different intelligent analysis methods.

Model Economic growth Financial situation Personnel employment Rail traffic prosperity
Fuzzy clustering 0.8147 0.6324 0.9575 0.9572
MMD algorithm 0.9058 0.0975 0.9649 0.4854
K-means 0.127 0.2785 0.1576 0.8003
FCM algorithm 0.9134 0.5469 0.9706 0.1419

Table 4: +e growth level of the regional economy and the development of the railway hub.

Model Economic growth Financial situation Personnel employment Rail traffic prosperity
Fuzzy clustering 0.8147 0.6324 0.9575 0.9572
MMD algorithm 0.9058 0.0975 0.9649 0.4854
K-means 0.127 0.2785 0.1576 0.8003
FCM algorithm 0.9134 0.5469 0.9706 0.1419
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Figure 3: +e relationship between high-speed railway financing and economic development.

Table 5: +e overall planning of innovation resources.

Item Planning Circle Carrier MMD algorithm K-means FCM algorithm
Overall 0.06 0.36 1.7 1.6 0.44 0.41
Hub 2.84 3.54 1.19 1.05 1.33 1.83
Innovation 5.52 3.51 2.46 2.65 5.94 5.89
Space form 1.61 3.49 1.78 3.76 5.61 4.26
Gather 1.58 1.13 3.4 1.34 3.03 4.13
Core 1.45 1.33 4.65 2.43 5.38 1.96

Table 6: Relative index of economic evaluation of high-speed railway system.

Item KMO Economic Load Space form Gather Core
Safety 1.3 1.05 1.21 1.57 1.51 0.67
Continued 1.92 1.66 3.2 2.89 1.97 3.81
Development 2.17 5.68 2.61 5.77 3.47 3.33
Length 1.39 5.65 3.24 5.89 5.4 3.47
Core 2.31 1.31 4.45 1.25 4.02 4.91
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Figure 4: High-speed railway development system evaluation.

Complexity 9



2.11

3.32

4.75

3.74
3.73

3.27

1.53

2.43

6.11

4.29

3.48
3.11

Optimal routes with minimum total coat

Serial number

Path
Total distance (km) Mode of transport

Total time (h)

Total cost (yuan)

Path
1 2 3 4 5

0

1

2

3

4

5

6

7

C
os

t

Figure 5: Optimal routes with minimum total cost (not existing time windows).

Fuzzy clustering
MMD algorithm

K-means algorithm
FCM algorithm

–2

0

2

4

6

8

10

12

Va
lu

e

More suitable Suitable Relatively suitable Slightly
suitable

Not suitableVery suitable

Judgment index

Figure 6: Judgement analysis diagram of evaluation index correlation.

Table 7: Optimal routes with minimum total cost.

Num. Serial number Path Mode of transport Total distance (km) Total time (h) Total cost (yuan)
① 2.11 1.32 3.27 1.31 3.32 1.19
② 3.32 2.8 3.45 4.29 2.92 5.14
③ 4.75 4.49 1.53 3.48 1.78 4.78
④ 3.74 4.05 2.43 2.73 3.79 4.31
⑤ 3.73 4.58 6.11 3.11 4.05 4.4

Table 8: Judgement table for the relevance of evaluation indicators.

Mean Standard deviation Standard error of the mean
Economic growth −1.42 8.347 1.624
Financial situation −2.64 7.324 1.628
Personnel employment and personnel salary by industry by region 0.67 7.685 1.623
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Figure 7: +e economic impact of high-speed railway in recent years.

Table 9: Number of trials or attempts at learning.

Year Comprehensive Business Residential Industry PEI 2.5 K
2016 1.34 1.38 0.9 0.58 0.33
2017 2.32 3.6 2.84 3.93 3.08
2018 5.5 4.98 4.18 3.29 2.89
2019 2.38 3.77 2.85 4.86 1.83
2020 6.21 5.06 6.18 6.83 5.88
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Figure 8: Degree of influence factors of railway influence index.
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Table 10: Influencing factor data for railway impact indicators.

Item Rail transport Fixed asset investment Construction scale Railway network density
Passenger 1.21 2.32 3.6 2.84
Freight volume 5.15 5.5 4.98 4.18
Passenger 3.22 2.38 3.77 2.85
Cargo 3.26 1.68 1.07 3.82
Railway 3.72 2.22 6.21 5.06

Railway traffic index data separately based on MMD 
algorithm 
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Freight volume
Passenger turnover
Cargo turnover

Number of railway
employees
Railway investment and
construction scale
Railway network density
per capita

2012 2013 2014 2015 2016 2017 2018 2019 20202011
Year

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Va
lu

e

Figure 9: Research and analysis diagram of railway traffic index data separately based on MMD algorithm.

Table 11: Analysis table of the result analysis of the risk assessment system of Yebes algorithm.

Mean Standard deviation Standard error of the mean
Economic growth 2.32 9.462 1.526
Financial situation 1.94 8.347 1.524
Personnel employment and personnel salary by industry by region −1.46 9.432 1.529

Table 12: High-speed railway in recent years has prompted data.

Year Interpersonal communication Advantage Weak Opportunity +reat
2016 0.63 0.87 0.32 0.81 1.4
2017 1.39 2.14 1.58 2.9 2.05
2018 2.29 2.37 5.96 2.4 3.73
2019 4.16 4.8 2.88 3.3 5.41
2020 2.28 4.35 3.48 4.32 4.02
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+e result is shown in Figure 9; at the same time, each
sample is tested on the selected samples, and the mean,
standard deviation, standard error of the mean, and other
data are obtained, as shown in Table 11.

It can be seen from Table 12 that, at the same time each
sample is tested in pairs, the standard error level of the mean
is 0.002, which is less than 0.05, and high-speed railway
construction can finally achieve economic integration. By
improving the development of high-speed railways, con-
tinuously shortening time and space distances, breaking
regional trade barriers, and reducing commodity circulation
costs, industrial interaction and coordinated development
among different regions can be effectively promoted.

As shown in Figure 10, relying on the high-efficiency and
rapid advantages of high-speed railways drives the efficiency
of personnel exchanges between different regions; through
the release of existing line transportation capacity, the ef-
ficiency of cargo transportation is improved.

4.3.3. Regional Economic Index Data Based on MMD
Algorithm. In terms of regional economy, we select six
indicators of regional GDP, per capita GDP, per capita fixed
asset investment, per capita retail sales of consumer goods,
per capita import and export investment, and the proportion
of tertiary industry added value in GDP and adjust the
maximum number of iterations, learning rate, and maxi-
mum depth of the tree. Each iteration will produce a weak
learner. As shown in Figure 11 and Table 13, if the number of
weak learners is too small, it is easy to underfit, and if there

are toomany, it is easy to overfit. Each sample is tested on the
selected samples, and data such as the mean, standard de-
viation, and standard error of the mean are obtained, as
shown in Table 14.

It can be seen from Figure 12 that, at the same time each
sample is tested in pairs, the standard error level of the mean
is 0.015, which is less than 0.05, indicating that, in the future
development of high-speed railways, it is necessary to clarify
and solve the problems since the opening of high-speed
railways.

It can be seen from Figure 13 and Table 15 that, along
the railway line, the effect of high-speed railways on the
regional economy will be reflected to the greatest extent.
+e specific manifestation is the use of transfer stations and
the radiation effects of large- and medium-sized cities to
gradually expand the formation of regional economic belts
and continue to improve the road network planning. Based
on the economic development of the central and western
regions, pay attention to the construction of high-speed
railway infrastructure in the central and western regions.
For busy areas, consider increasing the auxiliary railway
network.

As shown in Figure 14, in order to better present the
simulation results, the calculation example parameters are
set on the basis of real data. Refer to the national highway
odometer, 12306 official website of high-speed railway op-
erating mileage, and China Southern Airlines flight mileage
for the node distance under different transportation modes.
Since the transit time of the node gradually increases
according to the transportation process, the setting of the
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Figure 10: High-speed railway has promoted interpersonal communication.
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node service time window follows a certain order of increase.
+e transportation unit price, transit time, transit cost, and
time window data are shown in Table 16. Among them, the
high-speed railway and aviation time window widths at the
nodes are set to 0.5 and 1 h, respectively.

As shown in Figure 15 and Table 17, most of the previous
researches onmultimodal transportation routes tend to be in
the ideal state of no node time window. If the alternative
transportation mode has no service time window constraint
at the node, there is no need to wait for the goods in the

transit process, and the transit efficiency will be improved, a
substantial increase. Under the condition of keeping the
assumptions and other parameter settings unchanged, the
path model without node time window is solved, and the
optimal path is obtained as follows: AEHNO, the trans-
portation mode combination is [3, 1, 1, 1], and the total
transportation distance is 3654 km, the total path time is
28.29 h, and the total cost is 31057.38 yuan. Analyze and
output the five path schemes with the smallest total cost, as
shown in Table 5.

Contribution of high-speed railway economy in the economic field
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Figure 11: Contribution of high-speed railway economy in the economic field.

Table 13: High-speed railway economic data in the economic field.

Item Import and export Investment Tertiary industry Value added Share of GDP
GDP per capita 0.53 1.3 0.52 0.63 0.87
Fixed asset 3.32 1.19 1.42 1.39 2.14
Consumer goods 2.92 5.14 3.91 2.29 2.37
Retail sales 1.78 4.78 3.92 4.16 4.8
Investment 3.79 4.31 2.22 2.28 4.35

Table 14: IBk algorithm risk assessment system analysis table of results.

Mean Standard deviation Standard error of the mean
Economic growth 1.49 11.624 1.965
Financial situation 1.42 11.523 1.923
Personnel employment and personnel salary by industry by region −1.33 9.643 1.275
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Figure 13: Economic regional circulation driven by high-speed railway.

Table 15: Economic area circulation data.

Item Railway Along the line Involved area Noninvolved Remote
Capita 3.44 5.91 5.95 3.32 2.8
Fixed asset 1.09 5.83 1.05 4.75 4.49
Consumer 3.29 3.81 4.42 3.74 4.05
Retail 1.05 6.55 2.03 3.73 4.58
Investment 5.01 1.67 1.43 6.18 2.72
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Figure 12: IBk algorithm-based risk assessment system to analyze the results.
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Table 16: Unit price, transit time, and cost for each mode of transportation.

Mode of transport Mode of transport Unit price Average speed Intermodal Transfer costs Mode of transport
Highway 1.3 0.52 0.63 0.87 0.32 0.81
High-speed railway 1.19 1.42 1.39 2.14 1.58 2.9
Aviation 5.14 3.91 2.29 2.37 5.96 2.4
Highway-high 4.78 3.92 4.16 4.8 2.88 3.3
Road-air 4.31 2.22 2.28 4.35 3.48 4.32
High-speed railway-aviation 4.4 2.47 5.08 4.21 6.71 2.94
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Figure 15: Six optimal routes of each part of total cost.
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5. Conclusions

+e data storage system ensures the timeliness and sharing of
inventory data. In the past, data inventories used inventory
personnel to access and manually import electronic devices.
+e existing system canmeet the direct input of the electronic
inventory unit, and the inventory staff can view and modify it
in real time, thereby saving time; at the same time, the in-
ventory data network can allow all levels from the top to the
bottom to control and process the data to avoid a situation
that the superior had to submit long data to subordinates to
understand the data status and the system to perform data
exchange.+e intelligent data analysis system uses the current
popular data mining technology. National financial inventory
data meets a number of characteristics. Although it has some
possible laws, there are inevitably many inherent problems,
which are difficult to find. Generally speaking, big data has
broad prospects for the development of information services
in integrated transportation hubs, which need to be explored.

Because the traditional economy cannot conduct com-
prehensive research on various factors that affect the
economy, this article analyzes data mining technology in a
targeted manner to find a data mining algorithm suitable for
regional economic analysis. Enhancing the accessibility of
the railway transportation system will bring about huge
economic benefits to the region, and improving the eco-
nomic benefits will enable the country to increase the
construction of railway transportation facilities to better
serve economic development and improve the relationship
between the two. Development is also an important way to
promote the sustainable and healthy development of cities.
Strengthening the importance of coordination between the
two and studying the interaction between railway accessi-
bility and regional economic development are important
research topics for China’s railway development.

+ere is a two-way feedback mechanism between the
railway transportation system and the regional economic
system. Railway transportation mainly affects the regional
economy from two aspects: the overall economy and the
spatial industrial structure. +e investment in railway
construction will affect the expansion of the regional
structure and provide new impetus for economic develop-
ment. On the contrary, the development of the regional
economy will have a positive impact on railway trans-
portation from three aspects: the supply of construction
funds, the demand for railway transportation, and the supply
of labor and technology. +e survey results show that, in
order to maintain the coordination between railway trans-
portation and regional economic development, the state

must control the investment in railway construction to
achieve a virtuous circle, narrow the gap between regions,
and improve the level of coordination.
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.e protection of cultural relics has always been an important issue in the field of museums and archaeology. With the de-
velopment of Internet of.ings technology, the security system of the museum is more intelligent and integrated. In order for the
museum display system to keep up with the intelligent age, this article mainly studies the research and realization of the museum
showcase system based on the Internet of .ings technology in a smart environment. Before the start of the experiment, we
developed the overall design of the system, including three functional modules: temperature module, illumination module, and
monitoring module..e experiment is donemainly for system testing..e performance test of the sensor module needs to sample
the temperature and humidity sensor to verify the accuracy of the temperature and humidity signal collected in the instrument
circuit. .e light information collection test uses the ADC sampling inside the CC2530 to obtain the required data and judges
whether these temperature, humidity, and light intensity values exceed the preset values. .e serial port needs to be initialized to
carry out data communication and transmission normally. After the receiving end finishes receiving, the sending end will clear the
data buffer to prepare for the next data transmission. .e experimental data show that the error between the predicted value and
measured value of the temperature system is about 3°C, which is within the allowable error range of the experiment. .e results
show that the system has perfect functions, is safe and reliable, meets the expected requirements, and has good practicability.

1. Introduction

.e Internet of things is a new network communication
technology in recent years. It is a new network based on the
Internet, through various information sensing devices, using
cloud computing and big data technology, to connect “human
machine things” together by means of communication, so as to
realize informatization and intelligence. With the development
of social economy, people pay more and more attention to the
construction of spiritual civilization. Museums play an impor-
tant role in providing social education, recording historical
changes, and displaying cultural details. It has become an in-
dispensable part of the construction of human spiritual civili-
zation. As an important part of the museum, the display cabinet
has a close relationship with the exhibits, so the design of the

display cabinet has a strong influence on the overall exhibition
effect.

Cultural relics are the product of history. In the course
of five thousand years of development, the Chinese nation
has created brilliant material and spiritual civilizations
for us but also left us countless treasures of cultural relics.
Only by better preserving these cultural heritages in the
form of material and promoting them to better serve the
development of mankind can it promote the better de-
velopment of mankind. As the highly integrated and
comprehensive application of a new generation of in-
formation technology, the rapid development of the
Internet of .ings plays an important role and signifi-
cance in promoting the design of museum showcases and
the green, intelligent, and sustainable development of the
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society. According to the specific environment, the
corresponding sensor is selected to obtain the parame-
ters, which improves the accuracy of obtaining the en-
vironmental parameters and eliminates the drawbacks of
manual detection.

.e Internet of .ings technology has brought tremen-
dous changes to human life. Wu believes that, in recent years,
museums have invested a lot of manpower and material re-
sources to promote the construction of digital museums.
However, in the construction of digital museums, it is very
difficult to manage so many collections and find a collection in
them. .erefore, he used information technology to identify
collections. He described the digital construction of the mu-
seum and proposed the idea of using the Internet of .ings
technology in the construction of the digital museum. He
proposed a system design formuseum collectionmanagement,
which provides a new way for the construction of smart
museums. Although his research is theoretically correct, it
lacks specific experimental content [1]. Palattella believes that,
in recent years, a variety of communication technologies have
gradually emerged, reflecting the diversity of application fields
and communication requirements. He analyzed in detail the
potential of 5G technology in the Internet of .ings by
considering technology and standardization. He reviewed the
current IoT connectivity landscape and the main 5G support
factors for IoT. He explained that the close connection be-
tween the Internet of .ings and 5G may cause huge business
changes in the operator and supplier ecosystem.His research is
not comprehensive enough [2]. Bello believes that similar to
the way humans use the Internet, devices will become themain
users of the Internet of .ings (IoT) ecosystem. .erefore,
device-to-device (D2D) communication is expected to become
an inherent part of the Internet of .ings. Devices will au-
tomatically communicate with each other without any cen-
tralized control and cooperate in amultihopmanner to collect,
share, and forward information. He believes that the ability to
collect relevant information in real time is the key to har-
nessing the value of the Internet of .ings because such in-
formation will be transformed into intelligence, which will
help create a smart environment. Ultimately, the quality of the
information collected depends on the intelligence of the de-
vice. He outlined how to implement smart D2D communi-
cation in the IoT ecosystem. His research is not accurate
enough [3]. Akpakwu believes that the Internet of .ings
(IOT) is a promising technology, which tends to change and
connect the global world through seamless connection and
heterogeneous intelligent devices. .e current demand for
machine-type communication (MTC) has led to a variety of
communication technologies and services to achieve the vision
of modern IOT. He surveyed the latest Internet of things
application requirements and related communication tech-
nologies. In addition, he discussed in detail the 3G partner
program’s cellular-based low-power wide area solution to
support and enable new service requirements for “large to
critical IOT” use cases. He presented a comprehensive over-
view of emerging technologies and enabling technologies, with
a focus on 5G mobile networks, to support the exponential
traffic growth of IOT. Although his research is comprehensive,
it lacks necessary data [4].

.e innovation of this article is to connect this emerging
wireless communication technology with the current cul-
tural relics protection hotspot and design a museum
showcase system based on the Internet of.ings technology.
.e system can monitor environmental information pa-
rameters in real time and realize the monitoring of multiple
environmental parameters in the same network. It can not
only monitor the environmental parameters that affect the
preservation of cultural relics in the showcase in real time
but also adjust the temperature and humidity in the
showcase in real time. Compared with the traditional en-
vironmental monitoring system, this scheme has good
scalability, convenient use, and strong portability. It can be
used for environmental monitoring in other fields through
simple parameter modification. At the same time, this paper
compares and analyzes the key technologies in the system
and focuses on the detailed introduction and analysis of
single-chip technology, WiFi technology, cloud computing
mode, and other technologies. Finally, the overall archi-
tecture of the system is built, the design plan is determined,
and the appropriate chip is selected for design.

2. Internet of Things and Showcase System

2.1. Internet of (ings Technology. Information and com-
munication technology currently has the ability to transmit
any place and any information to designated people or
objects in a short time, and this information line is con-
nected into an intricate network, which is the Internet of
.ings. .e main function of the Internet of .ings tech-
nology is to finally realize a technology of information
transmission between objects through the perception and
transmission of information. .e roles and functions of the
various structures of the Internet of .ings technology are
also different. .e perception layer is mainly used for the
perception of information, such as information collection
and recognition; the network layer is mainly used for the
transmission of various information, and the application
layer is mainly presents the result of the final identification
information to humans. .e result of the final identification
information is presented in front of human beings, which
further promotes human’s intelligent management of
something [5]. Sensor nodes generally belong to embedded
systems (micro) in the aforementioned Internet of .ings,
and their basic functions are mainly manifested in routing,
wireless communication, and collecting, storing, and pro-
cessing data. In addition to collecting and processing local
information, it is also necessary to forward and save data
transmitted from other nodes. .e electrical energy of the
sensor node mainly comes from the battery, so its energy
consumption is positively related to its function. .e more
nodes in the Internet of.ings, the more data will need to be
forwarded by sensor nodes, which will increase its energy
consumption. .e monitoring area of the heterogeneous
Internet of .ings is divided into multiple clusters. Each
cluster is usually composed of several nodes (sensor nodes)
in the cluster and one cluster head node (sink node). All
sensor nodes in the cluster need to transmit data to the
cluster aggregation node, and then, each cluster aggregation
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node in the network will send the collected data to the task
management node through satellite channels, the Internet,
and other channels [6, 7].

.e network layer is an indispensable part of the ZigBee
protocol stack. It is connected with the media access control
layer and the user layer confidentiality. .e joining and leaving
of nodes in the network, routing lookup, and other functions
must be implemented through this layer. .e network layer
reference model is shown in Figure 1. .e network layer
provides a function interface to themedia access control layer to
ensure the normal operation of this layer.

.e source node forwards the data packet to its cor-
responding neighbor node, and then, it uses this routing
algorithm to check that the destination node is its parent
node. .e parent address of the neighbor node is given as
follows:

PLA � LA +
DA − LA + 1( 

Cskip(d)
  × Cskip(d) + 1. (1)

.e Euclidean distance between two points is given as
follows:
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xi1 − xj1




2

+ xi2 − xj2




2

+ · · · + xin − xjn




2

 



.

(2)

Among them, xi � (xi1, xi2, ...xin) and
xj � (xj1, xj2, ..., xjn) are the data objects of the monitoring
points.

.e formula for the average distance between moni-
toring data points is given as follows:

avgDist �
1

c
2
N

×  d(i, j). (3)

In the formula, c2N is the number of combinations of two
points taken from n points.

.e square error criterion function is as follows:

SSE � 
i�1


m∈ci

m − mi



2
. (4)

.e difference within the cluster measures the com-
pactness within the cluster, that is, the density distribution of
the data points in the museum. It can be judged here that the
sum of the squares of the distance from each data point in
the cluster to the cluster center is calculated. .e formula is
as follows:

w(c) � 
k

i�1
w Ci(  � 

k

i�1

x∈ci

d x, Ci( 
2
. (5)

.e balanced environmental evaluation function is as
follows:

W(c, k) �

�����������

w
2
(c) + b

2
(c)



. (6)

From t� 1 to t�T, in the 16 channels of the ZigBee
wireless sensor network, the probability of the hidden state
observation sequence is given as follows:

Pr x
T

  � 
T

t�1
axt−1xt

, (7)

where xt is the hidden channel state of the channel at time t.
Under the given hidden state sequence xT, from t� 1 to t�T,
the conditional probability of the observation state sequence
yT is given as follows:

Pr y
T
|x

T
  � 

T

t�1
bxt

yt( . (8)

In the KSS-HMMmodel, the historical hidden state and
detected channel state are determined. .erefore, if the
ZigBee network device performs channel switching at time
t0, the probability of the observation sequence of the channel
time slot time T1 is given as follows:

Pr y
T1  � 

t0

t�t0−T1+1
axt−1xt

bxt
yt( , (9)

where y
T1
1 is the observation state sequence of the time slot

time T1.
Based on the known observation sequence y

T1
1 , the

expected channel idle time in the future is given as follows:

E(T) � 

∞

T2�1
T2 · Pr y

T1
1 , y

T2
2 . (10)

2.2. Museum Showcase. Museum display cabinet refers to
the cabinet specially designed and manufactured by the
museum for the storage and display of collections to meet
the needs of collection display and realize the purpose of
research, education, and appreciation. From the definition of
museum display cabinet, a museum display cabinet must
serve as the display of the museum and realize the purpose of
museum design and production. .e lighting mode of the
independent cabinet generally adopts top-line fluorescent
lamp lighting or spotlight lighting. In order to prevent the
damage of lighting lamps to cultural relics, the lighting part
and display part are generally separated by aluminum grille
and glass [8]. .e function of the aluminum grille is to
provide uniform illuminance so that visitors cannot see the
structure of the lamp..e upper part of the grille is generally
made of glass with an antiultraviolet film to effectively isolate
harmful light and heat. .e display cabinets of precious
cultural relics generally adopt optical fiber lighting. .is
lighting method generates less heat and can protect cultural
relics to the utmost extent. .e full-body wall cabinet is
generally placed against the wall, usually used to display
large or grouped cultural relics, and the display part usually
has side panels or back panels, which can only be viewed
from the front or from both sides. .e display cabinets of
precious cultural relics generally adopt optical fiber lighting.
.is lighting method generates less heat and can protect
cultural relics to the utmost extent..e lighting of table-style
showcases generally uses external lighting, and some pre-
cious paper or organic cultural relics use optical fiber
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lighting in the cabinet. .is lighting method generates less
heat and can protect cultural relics to the utmost extent
[9, 10].

PID controller can be expressed as follows:

u(t) � kp err(t) +
1
Ti

·  err(t)dt +
TDderr(t)

dt

 . (11)

Among them, kperr(t) is a proportional control item.
.e PI mathematical model is given as follows:

μ(t) � KP e(t) +
1
TI


t

0
e(t)dt  + μ0. (12)

.e transfer function form is given as follows:

G(s) �
U(s)

E(s)
� KP 1 +

1
TIs

+ TDs . (13)

When increasing the gain, the system will become more
sensitive. But when the gain is too large, the number of
system vibrations will increase and the adjustment time will

be prolonged. .erefore, it is very important to determine
the appropriate gain value in the control process.

2.3. System Design. To realize the monitoring of showcase
parameters, corresponding sensors are needed. In addition
to sensors, instruments are also needed to collect and process
sensor data and can control humidity in a certain way and
send the data to the host computer after networking [11].

2.3.1. Temperature Module. .e momentum conservation
equation follows Newton’s second law of motion, and the
differential form of conservation is expressed as follows:

z

zt
ρui(  +

z

zxj

ρuiuj  � −
zp

zxi

+
zτij

zxj

+ ρgi + Fi. (14)

In the formula, p is static pressure, and Fi is unit mass
force in different directions.

.e energy conservation equation follows the first law of
thermodynamics, and the differential form of conservation
is expressed as follows:

z

zt
(ρE) +

z

zxi

ui(ρE + p)(  �
z

zxi

keff
zT

zxi

− 

j′

hj′Jj′ + uj τij eff
⎛⎜⎝ ⎞⎟⎠ + Sh. (15)

In the formula, E is the total energy of fluid clusters, and
keff is the effective thermal conductivity.

.e system is mainly composed of the wireless sensor
network and monitor platform. .e zig node is composed of
the zigs node and bee node. .e ZigBee terminal node is
connected with various sensors, which are used to collect
environmental data in the museum. .e TCP socket receiver
program on the server side writes the data from GPRS DTU to
the database on the server side and then uses the php script
program based on Web technology to display the data to the

user..e user can analyze and process the data through the PC
client [12]. .e intelligent greenhouse communication mode
needs to collect as much data as possible and also uses video
surveillance..erefore, the data rate of network transmission is
relatively high to accommodate video communication.
Transmission of information should be secure, and information
security has been paid more andmore attention now, and there
will be no application market if there is no security application;
since the equipment is the uninterrupted automatic work, the
communication stability needs to be guaranteed [13, 14].
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service access point

(NLDE-SAP)

NWK layer management
entity service access
point (NLME-SAP)

MAC layer management
entity service access

point (PD-SAP)

MAC layer data entity
service access point (PD-

SAP)

Network layer data
entity (NLDE)

Network layer management
entity (NLME)

Upper entity

MAC entity

Figure 1: Network layer reference model.
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In order to measure the temperature and humidity value,
a sensor is needed to measure it. .is design uses the in-
tegrated temperature and humidity sensor DHT11. DHT11
has undergone precise humidity adjustment and stores the
school team coefficients in the memory and calls these
calibration coefficients during detection signal processing.
Generally, a 4-pin package is used, in which the 3 pins are
floating, and the second pin is transmitted by a single bus.
.e photoresistor module is generally used to detect the
brightness of the light in the surrounding environment,
trigger the single-chip microcomputer or relay module, etc
[15].

.e methods and steps to determine the humidity index
of cultural relics preservation are summarized as follows:
when there is no moisture absorption model corresponding
to various materials, the moisture regain of materials under
different humidities is measured by the experiment, and
then, the moisture absorption isotherm is drawn according
to the data obtained; the parameter values of the moisture
absorption model are obtained by nonlinear regression of
several existing moisture absorption models with 1stOpt
statistical software. Analyze the fitting procedures of each
moisture absorption model and material moisture absorp-
tion isotherm, and find the model with the highest fitting
accuracy; the model with the highest fitting accuracy is the
best moisture absorption model of the material. .rough
this model, the relative humidity index of the material can be
deduced by giving the moisture regain value under the
condition of known temperature [16].

2.3.2. Illumination Module. In terms of hardware, the
CC2530 chip is selected to deploy the wireless sensor net-
work, and the PWM module is used as an LED-dimming
module; in terms of software, an IAR-integrated develop-
ment environment is used as the development tool, MySQL
is used as the database software, and easyUI framework is
used to realize the function of data viewing on Web. .e
illuminance sensor adopts nhzd10au series. .e special-
purpose optical chip has the advantages of low illumination
and strong illumination. Sensor measurement signal
transmission distance is long, and signal stability and
transmission anti-interference ability are strong [17]. .e
system consists of server, gateway, and intelligent lighting
terminal. .e server serves as a node for collecting and
storing terminal information and provides users with an
interface for registering, inquiring, and controlling terminal
lighting equipment. WEB/APP server, database server, and
terminal access server are set up on the server. .e system
consists of server, system gateway, and intelligent lighting
terminal. .e server is the node for collecting and storing
terminal information and provides users with an interface
for registering, querying, and controlling terminal lighting
equipment. .e server is equipped with Web/app server,
database server, and terminal access server. .e system
gateway is responsible for maintaining and coordinating
networking and exchanging communication between many
terminals and servers, and the gateway is connected up to the

terminal access server. .e smart lighting terminal is used to
collect the status information of LED lights and control the
LED status, which is the final execution system of user
actions [18, 19].

2.3.3. Monitoring Module. .e hardware block diagram of
the security instrument in the museum’s smart showcase
security system is shown in Figure 2..e security instrument
uses the ARM CORTEX-M3-based STM32F103ZET6
microcontroller as the core controller to design the hardware
circuit, which mainly includes a power-supply module, a
real-time clock module, four groups of sensor monitoring
modules, a WIFI module, a GSM communication module,
and a booth lifting device. .e display cabinet security in-
strument has less need for buttons, so it adopts the inde-
pendent button design. .e hardware circuit of the
independent button is simple and easy to operate. It can be
directly connected to the IO port of the single-chip mi-
crocomputer to obtain button information, which is widely
used in the industrial embedded field [20]. Aiming at the
cultural relics on display in the independent cabinet, this
paper designs a booth lifting device. When the security
system is triggered, if the booth is at the upper limit of the
stroke, it will automatically descend to the dark warehouse of
the showcase, reducing the risk of cultural relic damage. At
the same time, the administrator can also control the lifting
of the showcase booth through the remote control. .e
booth lifting device is composed of four DC motors and
auxiliary mechanical devices to further improve work effi-
ciency and ensure the safety of cultural relics. .e security
instrument controls the forward rotation, reverse rotation,
and stop rotation of the electric push rod through the
corresponding circuit to realize the function of lifting the
booth. .e remote control sends up, down, and stop
commands to the security instrument through the wireless
sending and receiving module PT2262/2272 [21].

3. Function Test of Museum Showcase System

3.1. Experimental Environment. Before testing the system, a
test outline should be made in accordance with the system
requirement documents, and a feasibility analysis of the test
outline should be performed, to design reasonable test cases
and to perform the test. .e experimental equipment are as
follows: a computer, a network coordinator (FFD) and a
terminal node (RFD), a temperature and humidity sensor,
ground temperature and humidity sensor, simulator,
GPRSDTU, error detection wizard, and an integrated IAR
development environment. Both test units are equipped with
two independent data transmission and network control
buttons and are connected to an LCD screen to observe the
experimental results. Among these, the termination node is
also used as a control center for the smart home system,
which is connected to the higher computer via the RS232
channel, and the ZigBee network and operation can be
further observed via the above computer [22, 23].
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3.2. System Function Test. Functional testing is a verification
test for each function of the system. According to the
analysis of functional requirements and design requirements
of the system, functional test cases are designed and tested
item by item to check whether the prototype system has
reached the functional goal of the design. Before performing
functional testing, we must first build a testing environment.
.e steps to set up a test environment are as follows.

(1) Open Eclipse, debug, and run the program, and start
the system server.

(2) Connect the Ethernet interface of the coordinator
node to the router and the miniUSB interface to the
5V power interface. .e coordinator node starts to
create the ZigBee network and waits for other nodes
to join.

(3) Deploy sensor nodes. After testing, the communi-
cation range of the node is 5–10 meters. Since the
sensor is networked with a star structure and the
coordinator node is placed in the museum, the nodes
deployed in the museum can guarantee communi-
cation [24].

3.3. Sensor Module Performance Test. When collecting data
on greenhouse environmental factors, in order to ensure the
accuracy of its numerical reference, it is necessary to ac-
curately test each sensor module. Various types of sensors
are installed in different corners of the laboratory to ensure
the integrity of data collection at any location in the labo-
ratory. When detecting the received data, in order to be able
to observe the change trend of the data more intuitively,
select one of the sensors to collect data interface, compare
the detection value obtained by the interface with the data
collected by the actual engineering instrument, and verify
the effectiveness of data collection [25]. By running the IAR

software tool, to various sensor modules of different types,
the control instructions that conform to their own data
acquisition process are programmed, which are the same
principles as the operating instructions programmed in the
coordinator module. When the coordinator module is called
for communication, the LED1 diode can always keep on
after each node applies to join the wireless network com-
munication. A portable heating and humidifying device is
used to gradually increase the temperature and humidity of
the air around the room [26].

First, sample the temperature and humidity sensor to
verify the accuracy of the temperature and humidity
signal collected in the instrument circuit. Place the sensor
and instrument in a built-up constant temperature and
humidity room, set the temperature at 25°C and 40% RH,
and use the serial debugging assistant to observe the
collected data values. .en, the sensor whose signal type
is analog signal is collected to verify that the Butterworth
filter in the circuit will not make the data deviate, while
ensuring the stability of the data. .e debugging process
is as follows: use a voltmeter to measure the voltage value
connected to the AD pin of the microcontroller, use the
serial debugging assistant to view the converted digital
quantity, and judge the corresponding relationship be-
tween the two [27].

3.4. Light Information Collection Test. .e collection of light
intensity information is obtained by sampling the ADC
inside the CC2530. It collects the amplified voltage signal of
the BPW34S sensor and connects it to the port of the
CC2530 chip. Finally, the sampled data is packaged and sent
to the network coordinator in a wireless manner. .e co-
ordinator processes these data and judges whether these
temperature, humidity, and light intensity values exceed the
preset value. If it is greater than the previously set value, the

Power module

Main controller

Real-time clock

Signal
conditioning

circuit

Door sensor
monitoring

Vibration
monitoring

Smoke
monitoring

Infrared
monitoring

WIFI module

Booth lifting device

GSM communication
module

Figure 2: Hardware block diagram.
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buzzer will send out an alarm signal so that the manager can
turn on the corresponding button. .e company’s control
equipment can adjust temperature, humidity, and light
intensity [28].

3.5. Serial Communication Function Test. .e serial port
must be initialized before data communication, and trans-
mission can be carried out normally. .is is a prerequisite to
ensure the smooth operation of the serial port. If the serial
port wants to send data, first, save the data in the buffer of the
sender and then start writing data through the serial port,
and the data starts to transmit. After the receiver finishes
receiving, the sender will clear the data buffer to prepare for
the next data transmission [29].

4. System Test Results

4.1. Temperature Module Test Results. .e exhibits in the
museummust use a certain form of the museum showcase to
achieve the purpose of the external display. At the same time,
museum showcases must be based on exhibits and designed
and manufactured in accordance with the different char-
acteristics of different exhibits. .erefore, when discussing
the design and selection of museum showcases, we must
fully understand the relationship between exhibits and
showcases, and on this premise, fully consider and study the
impact of exhibits on showcases. .e relationship between
museum showcases and exhibits can be said to be inter-
dependent and indispensable. On the one hand, in order to
realize its display, education, and research functions, the
museum needs to concentrate a large number of collections
for the external display. In this way, it provides a broad stage
and good prospect for the survival and development of the
showcase. On the other hand, the showcase creates excellent
conditions for the display of exhibits. It not only creates an
extremely comfortable storage space for the exhibits inside
but also effectively prevents external threats from harming
the exhibits. In the museum’s security system, it is the
various security technologies and security equipment that
ensure its survival and long-term maintenance. Various
security technologies and security equipment play a huge
role in the museum’s daily security work.

.e temperature test results are shown in Table 1 and
Figure 3. In the control command test process, nomatter it is
single lamp control, area control, or global control, precise
control is achieved. Whether it is time control, illuminance
control, or instant control, real-time response is achieved,
and there is no packet loss during communication. It is
phenomenonal that the control success rate is as high as
100%. From a macro point of view, the temperature and
humidity environment in the cabinet will be affected by the
changes in the environment outside the cabinet and show a
relative change in time lag. .e changes in the indoor en-
vironment outside the cabinet (exhibition room) will also be
affected by the outdoor environment. .e change of climate
presents the effect of delay, and its delayed time-lag char-
acteristics are generally affected by the construction

materials, airtight characteristics of the building, and display
cabinet envelope structure, which presents different delay
effects, and is vulnerable to the external environment. Under
the influence of the external environment, the temperature
change of the cabinet will show obvious fluctuations. .e
temperature change in the atmospheric environment has the
regular characteristics of annual and daily changes. Simi-
larly, the temperature environment in the exhibition room
environment is not adjusted by the environmental adjust-
ment equipment during the closing process. It will also show
corresponding fluctuations, only because the time of the
impact is lagging and the degree is weakened.

Simulation is carried out by NS2 software. In the sim-
ulation environment, the network range is 200m× 200m,
and the number of network nodes is up to 220 and randomly
distributed. .e neighbor table of each node allows storage
of 9 neighbor node information, and the network coordi-
nator is located in the center of the network area. Con-
sidering the increasing number of nodes in the network, the
end-to-end average delay is shown in Figure 4. .e packet
transmission rate is shown in Figure 5..e routing efficiency
is shown in Figure 6. It can be seen from the simulation
results that the improved ImcTR algorithm reduces the node
and average energy consumption, while at the same time it
also reduces the number of hops from the source node to the
destination node and improves the network performance.

4.2. Function Analysis of Showcase System. .e fuzzy control
method requires that the equipment must be continuously
adjustable or it can be divided into multiple levels with
different control capabilities in order to design fuzzy control
rules. In order to make fuzzy control have a certain adaptive
ability, usually use the neural network or genetic algorithm
for optimization. .e regeneration of the dehumidifier
mainly uses heating to evaporate the water in the solution.
.e temperature and humidity monitoring experiment data
are shown in Table 2. .e experimental data shows that the
system test data is basically the same as the instrument test
data, the temperature measurement error is ±0.3%, and the
humidity measurement error is ±3%. During the experi-
ment, the temperature of the simulated exhibition hall
(constant temperature and humidity room) fluctuates
around 20°C, and the humidity fluctuates around 45%. .e
initial temperature in the simulated showcase (standard test
box) is 20.0°C, and the initial humidity is 40.6% RH. .e
initial temperature and humidity of the test box is different
from that in the constant temperature and humidity room
because of the tightness of the test box. Different positions,
forms, specifications, and outlet wind speeds of air supply
and exhaust ports will cause different indoor air flow
conditions, and different air flow conditions will achieve
different air conditioning effects. Reasonable airflow orga-
nization can make the personnel working area and specific
area reach the required four degrees, namely, temperature,
humidity, speed, and cleanliness, and its distribution is
uniform and stable so that it can meet the requirements of
human comfort and special production technology.
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4.3. Sensor Error Analysis. System data collection: its col-
lection method is the fusion of cluster collection and dis-
tributed collection. Distributed collection is to use the
connection points of multiple sensing devices to lay out the

agent items of distributed collection in it to achieve the goal
of data collection. Among them, the sensor device con-
nection point transmits the collected information to the
information-processing module through the wireless
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Figure 3: Temperature test results.
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Table 1: Temperature test results.

Single light control 54.2% 51.6% 70.4% 68.5% 50.4% 63.1% 61.5% 67.4% 76.3% 45.3% 66.3% 41.0%
Zone control 88.8% 63.3% 86.8% 76.9% 90.2% 57.7% 79.9% 92.1% 81.3% 90.5% 84.1% 74.8%
Global control 98.2% 67.3% 87.4% 78.7% 72.3% 86.6% 70.4% 96.2% 67.7% 81.4% 74.2% 83.7%
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network, which processes the data and at the same time feeds
the processing results back to the upper computer client and
loads the records in the database. Convergent collection is to
realize the networking of multiple sensor equipment con-
nection points, set up observation ports on the upper
computer terminal, realize centralized observation of mul-
tiple sensor equipment connection points, and collect data
information corresponding to the observation items. Data
transmission is a process of transferring data from the in-
formation source to the database through one or several data
links based on certain regulations. Its function is to exchange
information among multiple nodes, and the information
transmission methods are usually wired and wireless.
Comparing the two, the wireless method has excellent
adaptability, and the regional dimension has little influence.
Before information enters the data fusion process, the step of
data cleaning is essential. It is to delete invalid information
and error information and duplicate information collected
by the sensor to ensure the authenticity and validity of the
data in the later fusion. Supplemented with the adaptive
weighting algorithm, it can solve the time-varying and
limited nature of independent sensing devices. .e tem-
perature data comparison is shown in Figure 7. It can be seen
that there is a time interval between the measured values,
indicating that the trend of the predicted value and mea-
sured value are close. .e error between the predicted value
and measured value is about 3°C, which is within the al-
lowable error range of the experiment.

4.4. System Accuracy Analysis. In the design of relational
database, the most important part of the work is to allocate
metadata to various relational data tables and complete the
classification of these metadata, and the operation of data
will depend on the relationship between these data tables;
through the relationship between these data tables, these
data can be linked together in a meaningful way. In a re-
lational database, creating a relationship between tables
means that columns in one table are linked to columns in
another table. .is relationship can prevent redundant data
and ensure that the information in one table matches that in
the other. Relationships are generated by matching data in
key columns, which are columns with the same name in two

tables. Usually, primary keys in one table are matched with
external keys in another table. .ere are many kinds of
harmful gases in the microenvironment of museum’s cul-
tural relics. When the cultural relics are exposed to a certain
concentration of pollution gas for a long time, the harm of
cultural relics will be very obvious. .erefore, the air quality
monitoring system of cultural relics should meet the
characteristics of high sensitivity, high reliability, small size,
good anti-interference ability, and real-time online detection
of multiple gases. .e system accuracy test results are shown
in Table 3 and Figure 8. It can be seen from the experimental
results that the accuracy of the system on the first day is not
high enough due to the lack of sufficient sample data in the
early stage. However, with the increase of the number of
training samples, the accuracy of the system output has also
been improved. In addition, the output of the control group
has no obvious relationship with the input of the sample
number; that is, the increase of the sample number cannot
improve the performance of the system without the genetic
fuzzy neural network, and the performance is obviously
slightly better than that of the complete system. It shows that
the intelligent computing module has a good practical effect
in predicting user behavior and realizing intelligent control.

.ere are many exhibition halls in the museum, and the
objects that need environmental protection are also differ-
ent. .erefore, the data of monitoring points are also in-
creasing, and the data tends to show a massive trend. Using
traditional data analysis and processing methods to process
massive amounts of monitoring data has low efficiency and
cannot effectively give information on the pollution level
and quantitative evaluation of monitoring points. Using K-
means cluster analysis and prediction methods, environ-
mental monitoring data can be effectively processed. .e
traditional method of predicting trends is nothingmore than
carrying out a large amount of manual data analysis
to predict conclusions, and data mining, as a new data-
processing technology, can automatically search for infor-
mation that is valuable for prediction in large databases and
can quickly pass the massive data itself. And, draw a con-
clusion..emost representative one is the Decision Support
System (DSS). Data mining can analyze historical sales data
to find the market law that can bring the most profit to the
enterprise in the future. It can be seen that predicting trends
and behavior is discovering predictive knowledge. .e
showcase security instrument and host computer software
constitute a complete system based on the C/S architecture.
.e showcase security instrument acts as a server to collect
monitoring data and process and send them to the upper
computer for storage; the host computer acts as a client to
send a connection request to the showcase security in-
strument and deliver working parameters. .e display
cabinet setting includes the display cabinet quantity setting
and display cabinet parameter setting. .e former deter-
mines the number of display cabinets displayed on the host
computer interface, which is convenient for the adjustment
of the number of display cabinets in the exhibition hall; the
latter determines the display cabinets connected to the host
computer, which facilitates the replacement of the security
equipment in the display cabinet and enhances the

Table 2: Comparison of temperature and humidity monitoring
experimental data.

Serial
number

Standard
temperature

Experimental
temperature

Standard
humidity

Experimental
humidity

1 16.7 16.5 45.2 45.1
2 16.8 16.6 44.1 44.2
3 17.3 17.2 42.8 43.0
4 17.6 17.6 42.0 42.3
5 18.0 18.0 41.2 41.3
6 17.9 17.8 40.3 40.5
7 18.3 18.1 40.0 40.1
8 18.9 19.0 39.7 39.7
9 19.5 19.4 39.6 39.7
10 19.5 19.5 39.6 39.6
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intelligence of the museum. .e expansibility of the
showcase security system makes later maintenance more
convenient. .e accuracy of the alarm system is shown in

Figure 9. It can be seen from the figure that the application of
the Internet of .ings technology in the alarm system can
significantly improve the accuracy of the system. At the same

Table 3: System accuracy test results.

Serial number 1 2 3 4 5 6 7
Using GFNN 0.440 0.716 0.689 0.696 0.749 0.666 0.600
No GFNN 0.452 0.338 0.394 0.394 0.344 0.284 0.334
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Figure 7: Comparison of temperature data.
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Figure 8: System accuracy test results.
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time, the sensitivity of the sensor is better, which greatly
avoids the destruction of cultural relics.

Compared with the PID control algorithm and pure
fuzzy control algorithm, the fuzzy adaptive PID control
algorithm has no better control effect in terms of overshoot
or other performance indicators. .e performance index
comparison results of the three control algorithms are
shown in Table 4. By comparing the performance indexes of
the three control methods, the effectiveness of temperature
control in the fuzzy adaptive PID control mode is higher
than that of PID control and pure fuzzy control.

5. Conclusions

.is article mainly studies the research and implementation
of the museum’s window system based on Internet of.ings
technology in a smart environment. By introducing the
concept, architecture, and basic technologies of the Internet
of .ings, the article explains the theoretical and practical
importance of creating a smart home scene for the Internet
of .ings. And, with the microcontroller core of the
STM32F103xx series as the core, the display casing is
monitored through various monitoring channels, such as
infrared and smoke. When an alarm occurs, the on-site
sound and light alarm shall be sent to the central computer
and to the specified mobile terminal at the same time. .e
radio-controlled method is used to operate the remote
control of LED lamps, which can improve the level of

lighting management, save energy, reduce emissions, and
reduce maintenance costs.

.e system designed in this paper mainly detects the
environmental parameters such as temperature, humidity,
and illumination in the museum system. .e system can
effectively detect these data information, so as to achieve the
purpose of protectingmuseum collections. After training the
lighting environment data, the dimming classificationmodel
is generated, which realizes six levels of intelligent dimming
in complex environment and can automatically adjust the
dimming level in real time in case of emergency. .rough
the algorithm, the system realizes the effective energy saving
and intelligent control of illumination. At the same time, the
hardware circuit of the system is small in size and low in
power consumption, which meets the requirements of en-
ergy conservation and emission reduction; the software
design structure is clear, which is convenient for the later
maintenance and upgrading of the system; the test results
show that the basic lighting function, Internet of things
communication function, and server control function of the
system are reliable and meet the design requirements.

With the rapid development of electronic technology,
the application scope of the Internet of .ings has gradually
expanded. From the initial smart home to the intelligent
museum showcase system, it is getting closer and closer to
our lives. .rough the design and construction of the In-
ternet of .ings temperature and humidity monitoring
system, continuous observation and data collection of the air
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Figure 9: .e accuracy of the alarm system.

Table 4: Comparison results of performance indicators of three control algorithms.

Controller name Overshoot (%) Steady-state error Adjustment time (min)
Conventional PID control 36.18 0 11.2
Pure fuzzy control 14.34 0.003 7.4
Fuzzy adaptive PID control 8.12 0 5.6

12 Complexity



temperature, air humidity, and light intensity in the
greenhouse are carried out..rough ZigBee communication
technology, each node is networked. .e control system is
equipped with a coordinator, a wireless control node, and
multiple wireless detection nodes. .e coordinator collects
all detection node information and transmits the data to the
upper computer through the serial port for display and
storage. .e monitoring interface is designed through
LabVIEW to realize the acquisition, setting, and control of
the parameters of each node.
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Remote sensing image simulation is a very effective method to verify the feasibility of sensor devices for ground observation. +e
key to remote sensing image application is that simultaneous interpreting of remote sensing images can make use of the different
characteristics of different data, eliminate the redundancy and contradiction between different sensors, and improve the timeliness
and reliability of remote sensing information extraction.+e hotspots and difficulties in this direction are based on remote sensing
image simulation of 3D scenes on the ground.+erefore, constructing the 3D scene model on the ground rapidly and accurately is
the focus of current research. Because different scenes have different radiation characteristics, therefore, when using MATLAB to
write a program generated by 3D scenes, 3D scenes must be saved as different text files according to different scene types, and then
extension program of the scene is written to solve the defect that the calculation efficiency is not ideal due to the huge amount of
data. +is paper uses POV ray photon reverse tracking software to simulate the imaging process of remote sensing sensors,
coordinate transformation is used to convert a triangle text file to POV ray readable information and input the RGB value of the
base color based on the colorimetry principle, and the final 3D scene is visualized. +is paper analyzes the thermal radiation
characteristics of the scene and proves the rationality of the scene simulation. +e experimental results show that introducing the
chroma in the visualization of the scene model makes the whole scene have not only fidelity, but also radiation characteristics in
shape and color. +is is indispensable in existing 3D modeling and visualization studies. Compared with the complex radiation
transmission method, using the multiple angle two-dimensional image generated by POV rays to analyze the radiation char-
acteristics of the scene, the result is intuitive and easy to understand.

1. Introduction

With the development of science and technology, digital
cities have received more and more attention [1]. +e
concept of digital city originates from the strategic concept
of digital earth, also known as network city or smart city, or
more precisely information city. It refers to the compre-
hensive use of computer tools (GIS, remote sensing, te-
lemetry, network, multimedia, and virtual simulation
technology). +e use of digital technology to collect and
process the city’s infrastructure and functional mechanisms
to enable it to have digital functions, which is conducive to
optimizing and improving the city’s ecological environment
and resources, economy, population, and other complex
fields, effectively predicts the future of the city. [2, 3]. +e

essence or core of a digital city is the fusion of massive
urban spatial data with three-dimensional urban geo-
graphic information systems and time series urban geo-
graphic information systems [4]. +e outstanding feature
of digital cities is the ability of applying digital information
to grasp the changing process of urban regional structure in
time and space. +e application research of 3D urban
geographic information system and time series urban
geographic information system will be an important part of
recent digital city theory research. Digital city construction
will provide an information security system for the city’s
sustainable development strategy, meet the government’s
decision-making, macrocontrol, scientific and technolog-
ical innovation, natural resources and environmental
monitoring, intelligent transportation and urban
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management, and various social welfare undertakings, and
further provide solutions for the sustainable development
of cities. [5, 6]. To build a digital city, we must first apply
high-tech means such as computer technology to model the
urban environment [7].

Remote sensing image fusion is a process of compre-
hensive processing the image data obtained by multiple
remote sensing sensors or the same kind of sensor for the
same target at different times. +e image is processed by
using certain rules or algorithms, and the useful information
contained in the image is fused into a new image. +e image
contains more accurate and abundant information than any
single image, in order to achieve a comprehensive de-
scription of the target and ground objects.

+e problem of three-dimensional reconstruction of
urban buildings has been studied by experts and scholars
from various countries for many years and has achieved a
series of results. +e most representative ones are Google
Earth and Microsoft Virtual Earth, which use satellite re-
mote sensing images to generate virtual ground scenes,
which have been successfully commercialized on the In-
ternet [8, 9]. Image-based three-dimensional reconstruction
of urban buildings is mainly divided into three categories
according to the different data sources used: (1) based on
remote sensing images, this method uses three-dimensional
reconstruction of urban buildings using approximately
vertical satellite remote sensing images or aerial images [10].
According to the characteristics of remote sensing imaging,
based on the reconstruction of remote sensing images, the
reconstruction space is large, and the roof information of the
building can also be obtained and the accumulation of errors
can be effectively reduced, but the reconstructed buildings
have poor fidelity [11]. (2) Based on ground image, ground
image-based reconstruction is a three-dimensional recon-
struction of urban buildings using images acquired by
various ground shooting techniques. According to the
characteristics of ground imaging, the reconstruction of this
method is better, and the wall texture of the building can be
obtained, but the roof information of the building is not
obtained, the reconstruction scale is small, and the error
accumulation is large [12]. (3) Regarding combination of
remote sensing image and ground image, there are ad-
vantages and disadvantages in remote sensing and ground-
based imaging reconstruction. In fact, remote sensing image
and ground image are two important complementary source
data. Combining the two for reconstruction is expected to be
obtained. +is resulted in a reconstruction method com-
bining remote sensing images with ground images. Gen-
erally, there are insufficient data acquisition costs, large data
volume, complicated calculation, and low automation
[13, 14].

Based on the second generation bending wave transform
and Dempster-Shafer (DS) evidence theory, Huang C
proposed a new remote sensing image fusion method.
Huang C uses the bending wave transform to decompose the
remote sensing image to obtain the coefficients and uses DS
evidence theory to optimize the high coefficients [15, 16].
First, the high-resolution and multiple spectral remote
sensing images are decomposed by bending wave transform

to obtain bending wave transform coefficients (coarse, de-
tailed, and fine scale layers) of all layers. Second, the coarse
scale layer uses the maximum fusion rule. +e detailed scale
layer is used by the weighted average fusion rule. +e fine
scale layer is optimized by DS evidence theory. +ree fea-
tures of the fine scale layer coefficients are obtained. +ese
three characteristics are variance, information entropy, and
energy. +e use of these features is some parametric belief
function and rationality function. +e mass function is then
combined and a new fusion factor is obtained. Finally, the
scene image is obtained by inverse bending wave transform.
Rhee et al. attempt to apply two types of image matching,
object space based matching techniques and image space
based matching techniques, and compare the performance
of the two techniques [17, 18]. +e object space based match
used sets a list of candidate height values for a fixed hori-
zontal position in the object space. For each height, its
corresponding image points are calculated and similarity is
measured by gray level correlation. +e image space based
matching used is a modified slack match. Rhee and Kim
designed a global optimization scheme for finding the best
pair (or group) to apply image matching, defining local
matching regions in the image or object space, and merging
local point clouds into global point clouds. For optimal
pairing selection, the connection points between the images
are extracted and a stereoscopic overlay network is defined
by using the connection points to form a maximum span-
ning tree. Qin built the core technology and method related
to 3D model reconstruction, focusing on matching of point
cloud data registration to simplify denoising, 2D contour
extraction, and finally achieving the high complexity of 3D
geometric model of farmland site, using advanced 3D
printing. Technology produces small 3D printed point cloud
data [19, 20].

+e innovations of this paper are as follows: (1) intro-
ducing the principle of colorimetry method into the visu-
alization of the image simulation scene model and replacing
the complex texture with color can reflect the spectral ra-
diation characteristics of the object to a certain extent.
+rough investigation and research, it is found that the only
one that can correspond to the spectral characteristics is its
chroma characteristic. +erefore, the chroma is introduced
into the scene model visualization so that the whole scene
not only is in shape and color, but also has radiation
characteristics. +is is not available in existing 3D modeling
and visualization studies. (2) +e remote sensing imaging
process can be simulated using the POV ray visual ray
tracing software package. It has a convenient and fast
programming language, high computational efficiency, and
intuitive output. Compared with the complex radiation
transfer equation, the multiple angle two-dimensional image
generated by POV ray is used to analyze the radiation
characteristics of the scene, and the result is intuitive and
easy to understand. POV ray can simulate the remote
sensing imaging process, mainly because it first defines the
position of the light source (sun) and camera (sensor), zenith
angle and azimuth, and also sets the camera’s field of view,
which is another 3D visualization software. And the higher
computational efficiency is also relatively advanced in the
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field of visualization. (3) Considering the differences of
different scenes, the design of remote sensing images for
different scenes is different, so that the experimental
structure can reflect the diversity and rationality.

2. The Proposed Method

2.1. Preparation of Remote Sensing Images

2.1.1. Image Preprocessing. When the obtained source image
is blurred, the contrast is not strong, and the noise inter-
ference is large; the corresponding method needs to be used
for some processing, so that the subsequent work can be
carried out more effectively. Common methods include
image enhancement, filtering, histogram correction, and
gradation transformation. However, when the quality of the
source image is good, it is not necessary to perform these
processes. +erefore, the preprocessing of the source image
is an optional link, and the processing method is different for
different images. +e omnidirectional image is used in the
experiment in this paper; because the camera has been
calibrated before shooting, the lighting conditions are better
at the time of shooting, so the obtained image quality is
better and generally does not have to be preprocessed.

2.1.2. Registration. Registration is to find the mutual cor-
respondence between the omnidirectional map and the
remote sensing map and achieve the purpose of recon-
struction service through information fusion. Information
fusion is the foundation of all subsequent work, so regis-
tration is a core component of the entire reconstruction.
Conventional methods generally solve the problem of reg-
istration between images from homologous images or from
the same type of sensor. +e omnidirectional and remote
sensing images are images formed by heterogeneous sensors.
+e general reconstruction method of the source image
requires registration of the source image, and more regis-
tration methods are available at present. However, the
existing conventional methods cannot solve the registration
problem of remote sensing maps well. +e registration of
remote sensing maps belongs to the specific key technical
problems of 3D reconstruction of remote sensing images.

2.1.3. High Extraction. Height extraction is to obtain the
height value of the target building in real space, which is an
important information of the space structure of the building.
+e height of the building can be combined with the top view
of the building available in the remote sensing map to obtain
the approximate spatial structure of the building. +erefore,
the height of the building plays a crucial role in the re-
construction of the shape and contour. +ere are two
conventional solutions; one is direct measurement using
instruments and equipment, such as laser range finder. +e
second is to use computer vision principles for estimation.
Direct measurement with related instruments is costly. With
computer vision estimation, accurate absolute heights are
generally not obtained without accurate scale reference
objects.

2.1.4. Shape Modeling. +e goal of shape modeling is to get
the outer shape of the entire building. It is also an important
part of reconstruction. It is generally modeled based on
certain assumptions or prior knowledge (such as a box in the
shape of a box and a flat roof) using the obtained height and
roof shape information obtained from the remote sensing
map. +e outer shape of the building is more complex and
precise than the approximate spatial structure. +e key to
shape modeling is to extract the outline of the building. At
present, the contour detection algorithms generally have
shortcomings such as low detection rate and inability of fully
automating. +e method of semiautomatic human-com-
puter interaction can be adopted; that is, the existing de-
tection algorithm is combined with the manual correction
method for detection. Due to limited time and energy,
image-based 3D reconstruction mostly requires shape
modeling, and shape modeling methods are almost
universal.

2.2. Building Outline Segmentation and 3DModel Extraction.
How to obtain the singular model of the building from the
three-dimensional model of the scene generated by oblique
photography is the goal of this paper. DOM can be seen from
the high-resolution scene, which has obvious image dif-
ference between the building and other features. +e image
analysis method can be used to extract the outline of the
building from the scene DOM and obtain the position in-
formation of the building outline, thereby realizing the
positioning and segmentation of the building model in the
three-dimensional scene model.

2.2.1. High-Resolution Image E Building Feature Analysis
Method. In an image, the edge information is the most
important and basic feature, and the edge feature is the most
direct expression and embodiment of the image geometric
information. +e low-altitude drone oblique photography
obtains a higher resolution of the image, and the texture of
the scene DOM obtained after the correction is clear. +e
difference in shape, size, and texture patterns is the basic
basis for distinguishing between different features. +rough
vision, the color of the scene DOM is very realistic, the
texture information is very rich, the geometrical structure of
the object is more refined, and the recognition of different
target objects in the image is more accurate; from a local
perspective, a single feature, especially the boundary be-
tween the edge of the building and its surrounding envi-
ronment, is obvious, and the details inside the target object
are richly expressed. +ese features are very advantageous
for identifying and extracting the target individual of the
building. However, because of the rich information con-
tained in high-resolution images, the phenomenon of
“homologous” and “homogeneous foreign matter” appears,
resulting in increased noise interference.

In order to extract buildings (houses) in high-resolution
images, the characteristics of the buildings are analyzed to
establish a good basis for building identification. From
spectral and texture characteristics, usually the gray distri-
bution of buildings is relatively uniform.+e gray value of the
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top is higher than the gray value of other surrounding objects
and the texture mode is relatively regular. Generally, the
texture performance of buildings has the outline direction of
the building that is approximately uniform or orthogonal. For
the shape feature, usually the building has geometrically
regular edges and corners, and the whole is presented as a
regular polygon. From the spatial distribution characteristics,
usually the roads in the urban area will be divided into several
blocks like chessboards. +e buildings are regularly distrib-
uted in the block, and the surrounding objects mainly include
roads and tree vegetation, so the roads and buildings have
strong spatial associations, and usually densely populated
buildings will also be arranged regularly and have similar
configurations. When considering the geometric features,
spectral features, and spatial distribution characteristics of
features in high-resolution images, the algorithm is not
mature enough and complicated, having low efficiency, which
needs further study. According to the research objectives and
needs of this paper, the rough positioning of the target of the
suspected building does not require accurate and complete
extraction of the building. +erefore, this paper only analyzes
the geometric features of the building from the geometric
shape. In the scene DOM, the geometry of buildings and other
features is significantly different. From a straight-down
perspective, no matter which building is an individual
wrapped by its outer contour, in the high-resolution scene
DOM, the outer contour of the building is a connected area
with a certain length and area. As a basis for identifying
buildings, the internal structure of vegetation such as trees is
disorderly, and the boundaries of the whole forest are not
clear enough and there are no rules: there are often no clear
and regular boundaries on both sides of the road, and the
roads are lacking in certain areas. From the perspective of
individual buildings, there are also separate topological re-
lationships between different buildings. In the scene DOM,
the target features that can be approximated as connected
areas tend not to have only buildings, but the buildings also
contain other distinguishable geometric features, and the
more prominent common features are the length of the outer
contour of the building. +e outer contour of the building
must contain at least a certain number of linear features,
according to which the connected areas surrounded by the
outline of the building can be further identified and screened.

+erefore, by analyzing the features of the building on
the image, the difference and segmentation between the
building and other features and buildings can be realized,
and the outline of a single suspected building can be
extracted and used as a basis for the three-dimensional scene
model. A rough monomer model was extracted.

2.2.2. Building Edge Feature Detection Method Based on
Canny Operator. Edge detection is to obtain information
about shape and reflection or transmittance in an image. It is
a basic step in image processing, analysis, understanding,
pattern recognition, and computer and human vision, being

a very important technology. +ere are many edge detection
methods, such as Roberts operator, Pruitt operator, Sobel
operator, and Laplace operator. +ese are the operators that
detect features through local window and are sensitive to
noise. Canny proposed the best edge detection operator
Canny operator. +e operator determines the edge pixels by
the maximum value of the image signal function, and the
detection performance is good, which has been widely used.
+erefore, this paper uses Canny operator to perform edge
detection on scene digital image. +e scene DOM is a true
color image, which needs to be grayed out. +e color image
can be converted into a grayscale image by using the fol-
lowing formula:

P(x, y) � 0.3∗R + 0.59∗, G + 0.11∗B, (1)

where P(x, y) is the gray value of the pixel at the (x, y)

coordinate and R, G, and B are the values in the red, green,
and blue primary color channels in the pixel at the (x, y)

coordinate, respectively. +ere are four main steps in
detecting the edge features of grayscale images using the
Canny operator:

(1) Eliminate Noise. +e differential algorithm is highly
sensitive to noise, and the Gaussian smoothing filter is used
to convolve the image before edge detection to reduce noise
interference. +e first following formula is a two-dimen-
sional Gaussian function. +e principle of Gaussian
smoothing is the discrete Gaussian function. +e Gaussian
function value on the discrete point is used as the weight. For
each pixel in the gray image, it is within the window
neighborhood of a certain size. Considering pixel weighting
to eliminate Gaussian noise, the second following formula is
a discrete Gaussian function weight window template with a
window size of 5× 5 pixels, the third following formul is a
convolution formula for Gaussian filtering of image J, and g

is the result of convolution:

f(x, y) �
1

2πσ2
e

x2+y2( )/2σ2( ), (2)

K �
1
159

2 4 5 4 2
4 9 12 9 4
5 12 15 12 5
4 9 12 9 4
2 4 5 4 2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (3)

g � I
∗
K. (4)

(2) Calculate the Image Gradient Amplitude Value and the
Gradient Direction. +e first-order finite difference is used to
approximate the gray gradient of the image. In the Canny
operator, the first following formula is used to convolve in x
and y directions of the image. As shown in the second and
third following formulas, the Sobel template is shown,
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wherein Sx is a convolution template in the horizontal di-
rection, and Sy is a convolution template in the vertical
direction:

Gx � g
∗
S,

Gy � g
∗
Sy,

(5)

Sx �

−1 0 1
−2 0 2
−1 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (6)

Sy �

−1 −2 −1
0 0 0
1 2 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (7)

According to the following formulas, the gradient
magnitude value G and the direction θ of the image can be,
respectively, calculated and the gradient direction is ap-
proximated to be generally 0°, 45°, 90°, and 135°:

G �

�������

G
2
x + G

2
y



, (8)

θ � arctan
Gy

Gx

 . (9)

(3) Nonmaximum Suppression. +e pixel corresponding to
the local maximum point is found and retained or marked as
an edge pixel, and the gray value of the pixel of the non-
maximum point is suppressed and set as the background.
+is step is mainly to discriminate and remove nonedge
pixels, leaving only the candidate image edges.

A �  Si∗ log
Si
Qi

  . (10)

+e image edge is solved using a hysteresis threshold
algorithm. +e method of lag threshold is to use two
thresholds (high and low). +e following discriminant basis
is used when determining the true edge and removing the
false edge: if the gradient amplitude value of a pixel is greater
than the high threshold, it is determined that the pixel is a
true edge pixel and is retained; if the gradient amplitude
value of a pixel is less than the low threshold, it is determined
that the pixel is not a true edge pixel and is excluded; if the
gradient amplitude value of a pixel is between the high and
low thresholds, the pixel has only one gradient amplitude
value. When pixels larger than the high threshold are
connected, it is determined that the pixel is reserved for the
real edge pixel. +e scene digital orthophoto is rich in
texture, and the geometric features of the features are
complex. +e edge obtained by the Canny operator for edge
detection usually contains a lot of noise.+erefore, the DOM
edge detection result needs to be Gaussian. In order to
facilitate the identification of the building outline, it is
necessary to highlight the contour edge features of the target
such as a building from the numerous edge feature pieces of

information in the scene and further suppress the edge pixels
whose edge features are not obvious into the background.
+erefore, it is necessary to perform Gaussian smoothing on
the scene edge detection result and then perform binary
processing. Treated by formula (10), we get

gnew(x, y) �
255 gold(x, y)>T( ,

0 gold(x, y)≤T( ,
 (11)

In the formula, gnew(x, y) is the new gray value of the
pixel at the (x, y) coordinate; gold(x, y) is the previous gray
value of the pixel; T is the gray threshold set according to
experimental experience and belongs to 0–255. If the gray
value of a pixel is greater than the threshold, the gray value of
the pixel is set to 255. If it is not greater than the threshold,
the gray value is set to 0, and the background is suppressed,
thereby obtaining a scene edge with a distinct target edge
feature.

2.3. Construction of the Original Features of the Front Image.
According to the previous preset, the output of the CNN
convolutional layer is more than fully connected:

ak � 
H

y�1

W

x�1
wx,ybx,y · fx,y,k. (12)

Among them, wx,y is the response weight at the point (x, y)
in the featuremap, and bx,y is the depthweight of the point. For
the response weightmatrixW ∈ RW×H, we use the featuremap
fk to construct

W � 

N

k�1
fk. (13)

For the depth weight, we use the depth information of
the image to assign the weight. We first scale the depth map
of the input image to W×H; then,

dx,y �
dmax − d(x, y)

dmax − dmin
  + c. (14)

Among them, dmax is the maximum depth, dmin is the
minimum depth, and d(x, y) is the depth information at (x, y).
cis a very small amount to ensure that the depth estimation
process of the monocular image is very far away (the mis-
judgment).+eweight value tilts the image feature to the close
range.

For the obtained weight matrix, we use the L2 norm to
normalize; namely,

V �
V

‖V‖2
. (15)

We perform the above sum pooling calculation on all N
feature maps output by the convolutional layer L to obtain
an N-dimensional feature vector φ of the convolutional
layer, and use the same-dimensional PCA whitening, and
then perform the whitening features obtained. +e L2 norm
is normalized, and finally N-dimensional image features are
obtained.

Complexity 5



For comparison, we extract the SPOC algorithm as
follows:

ak � 
H

y�1

W

x�1
cx,yfx,y,k. (16)

Among them, cx,y is the Gaussian center prior, and its
weights are set as follows:

cx,y � exp −
(y − H/2)

2
+(x − W/2)

2

2z
2 . (17)

Among them, z is the distribution covariance, which is
set to one-third of the length of the feature map center from
the nearest boundary. It can be seen that the SPOC algo-
rithm adds a Gaussian center prior on the basis of sum
pooling and does not effectively reflect the icon in the image.
Objects cannot reflect the characteristics of close-up shots.

3. Experiments

3.1. Data Acquisition. Remote sensing is a means of col-
lecting electromagnetic fields, force fields. Remote sensing
maps record this information as an image. +e classification
of remote sensing maps is more complicated due to dif-
ferences in sensors, imaging conditions, and types of in-
formation collected. +ey are also treated differently. +e
proposed method is suitable for visible light imaging and
satisfies the remote sensing map of the vertical parallel
projection imaging model. Considering the cost and sim-
plicity of acquisition, this paper uses a satellite remote
sensing map downloaded from the “satellite” mode of
Google Maps. Its resolution accuracy is acceptable, it can be
downloaded as long as it can be connected to the Internet,
and it is completely free, so it is not only simple and practical
but also low in cost. Its data components are more complex,
mainly from Digital Globe and MDA Federal. Its imaging
feature is a high-altitude bird’s-eye view, which provides
information on the roof of the building and covers a large
area. In addition, it is visible light imaging and approximate
vertical shooting; it can be assumed that the downloaded
remote sensing image conforms to the vertical parallel
projection imaging model; that is, it can meet the re-
quirements of the algorithm.

3.2. Scene Visualization

3.2.1. Basic Steps of Reverse Tracking. According to the set
image size, the number of rays is determined to be slightly
higher than the total number of pixels in the image. If the
image size is 160∗120, the total number of pixels is 19200,
and the light is 22630; if the image size is 640∗480, the
number of pixels is 307200, and the light is 363388; when the
image size is 1024∗1280, the number of pixels is 1310720, the
light is 1550877, and the number of rays is more than 18% of
the number of pixels, so that each cell has a light, and the
extra light can be used to verify the correctness of each cell

calculation. When the number of rays is determined,
tracking begins. +e specific tracking process is as follows:

Step 1: Determine the position of the sensor and the
viewing plane, and the light is directed to the scene
through the viewing plane;
Step 2: When the light reaches the set opaque surface,
the light source is tracked according to the surface
reflection principle of the object. At this time, no other
object is blocked between the light sources, and the
reflection portion is a bright portion;
Step 3: When the light is reflected by the opaque
surface, the scene entity that is set when tracking the
light source is occluded (the sphere in the figure), and
the reflective surface is dark;
Step 4: When the light hits the solid in the scene (the
sphere in the figure), it is reflected to the opaque
surface, and then the reflection can be traced to the light
source. +e reflection of the object is bright and there
are some optics of the opaque surface characteristic; the
light reverse tracking step is shown in Figure 1.

3.2.2. Acceleration Algorithm. In the process of ray tracing
by POV ray, there are a large number of rays intersecting the
object. In order to improve the judgment efficiency of the
intersection of light and object, POV ray uses a variety of
acceleration algorithms, including multiple layers nested
bounding box algorithm.+emost important multiple levels
nested bounding box algorithm is introduced here,
depending on the buffer algorithm and the ray buffer al-
gorithm. +e bounding box algorithm is widely used in ray
tracing. +e traditional bounding box algorithm divides the
scene into virtual cubes (such as bounding boxes). First, it is
determined which intersecting box the light intersects. If it
intersects, it is judged whether the light and the entity in the
bounding box are intersecting; compared with the original
algorithm that uses image space as an order, this can greatly
reduce the number of judgments and improve efficiency.+e
traditional bounding box algorithm steps are shown in
Figure 2.

Since not every bounding box contains entities, POV ray
uses a multiple layers nested bounding box algorithm. +e
multiple levels nested bounding box is similar to the
structure of a tree, and the whole scene is first divided into
larger bounding boxes. It is judged whether the light in-
tersects with the bounding box. If they intersect, the
intersecting bounding box is decomposed into smaller
bounding boxes, and the judgment is performed again, and
the layers are subdivided into multiple layers in order. In this
way, when the entities are discretely distributed in the scene,
the computational efficiency can be greatly improved;
however, when the entities are continuously distributed, the
efficiency is not as good as the traditional bounding box
algorithm. +erefore, when using the multiple layers nested
bounding box algorithm, the key is to start the bounding
box. In POV ray, Bounding� on/off controls whether to use
the bounding box, and Bounding +reshold� n controls the
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starting layer number n of the bounding box. POV ray
defaults to 3 layers.

3.3. Generation of House Scenes. +e three-dimensional
model of the house can be divided into two parts: the main
body of the house and the roof. +erefore, the generation of
the house scene can be divided into two parts: the main body
of the house and the roof. Considering the complexity of the
actual building, this article has been simplified accordingly:
the complex building is broken down into a simple four-
corner house model. For four-corner houses, there are
roughly two categories, one is the most common flat-top
houses, and the other is non-flat-top houses. To build a
three-dimensional model of a house, you must first obtain
some information about the house from some way. Un-
doubtedly, the information related to the house is mainly the
corner coordinates of the house, the elevation of the bottom,

and the height of the house; for nonflat houses, the infor-
mation about the height of the roof of the house is also
known.

3.3.1. Acquisition of Corner Information of Houses. +e
house generally appears as a relatively regular shape in the
two-dimensional image, so this paper decomposes it into a
rectangle or a square, so that, for the house in the south of
the south, it is only necessary to extract the coordinates of
the two corners of the diagonal of the house, but for
nonpositive south and north houses, the coordinates of the
four corners of the house do not have a mutual relationship
and must be extracted. In order to be able to generate the
above two types of house models at the same time, this paper
extracts all the corner coordinates of the house. So, how to
extract corner coordinates has become a focus of this article.
+ere are two ways to extract the corner information. One is
to extract the boundary information of the house as a
straight line segment and then find the intersection point of
the straight line segment as the coordinates of the corner of
the house; the other is to extract directly according to the
gray information of the image (corner coordinates). By
comparison, the latter method is found to be simpler and
more accurate than the first method. When directly using
the image gray scale to extract the angular coordinates of the
house, a corner feature extraction algorithm such as a Harris
operator and a Moravec operator is often used, which are all
difficult to meet the needs of this study to extract the corner
coordinates of the house. But with MATLAB’s powerful
matrix processing capabilities, you can easily solve the
problem.

3.3.2. Acquisition of the Elevation of the Bottom of the House.
Using the classification map, we obtained the coordinate
information of the four corner points on the bottom of the
house. +e acquisition of the elevation of the bottom of the

Scene sensor light
source

Light rays hit the
scene

Intersect with the scene?

Reflection Intersect with the opaque
surface?

Solid intersection
reflection

Find the light source?Find the light source?

Bright
Bright

Dark
Dark

N
Y

Y

Y

Y

N

N

N

Figure 1: Light reverse tracking step.

Envelope light Bounding box
division

Light rays hit the 
scene

Does the light intersect the
bounding box?

Does the light intersect the entities inside 
the bounding box?

Go to the next step

Y

Y

N

N

Figure 2: Traditional bounding box algorithm steps.
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house is simpler. Since the bottom of the house in the study
area is generally flat, the elevation of the bottom surface is
uniform. +e DEM elevation value of the selected area has
been assumed to be 0 before, so the bottom elevation value is
0 from the DEM.

4. Discussion

4.1. Remote Sensing Image Registration Analysis

4.1.1. Registration Error. +e registration error is shown in
Table 1 and Figure 3. It can be seen from the table that the
camera optical axis position error is below 1.3 meters. +e
result of this accuracy is acceptable. +e result has reached
the practical standard and is large. In some cases, the res-
olution of the satellite remote sensing map is also meter level
or lower.

+e error of the registration algorithm mainly comes
from two aspects, one is the error of the experiment itself,
and the other is the algorithm error. For the omnidi-
rectional diagram, errors in the relative positional
mounting of the components of the camera, errors in the
attitude of the device at the time of shooting (such as the
level of the device), errors in the imaging device itself, etc.
can cause errors in the imaging of the omnidirectional
image. Remote sensing maps also have corresponding
errors. +e error of the experiment itself can be reduced by
precisely adjusting the installation of the imaging device
and correcting the obtained image. +is part will not be
discussed in this paper. +e registration algorithm error
mainly comes from feature extraction, because, from the
principle of the algorithm, as long as the extracted features
are absolutely accurate, the calculated registration result
error is very small. +erefore, the accuracy of feature
extraction is the bottleneck of the accuracy of the regis-
tration algorithm, especially the principal point regis-
tration method, because the features used are basically no
information redundancy.

4.1.2. Registration Time Consuming. +e registration time
consumption is shown in Table 2 and Figure 4. It can be seen
from the table that both methods are relatively fast and can
be controlled within 6 seconds. In comparison, the primary
point registration method is faster. Moreover, the time-
consuming search registration method will increase with the
increase of scene buildings, and the main point registration
method will be more time-consuming. +is is consistent
with theoretical analysis because the equal angle search
registration method requires searching for a set of points.
And the calculation amount used to judge the feasibility of
any point in the point set increases with the increase of the
number of linear features used and the principal point
registration method only. One or several points need to be
calculated, and the amount of calculation for calculating any
point is fixed.

4.2. Scene Generation Results

4.2.1. Acquisition of Corners of Houses. +erefore, based on
the classification map obtained from the remote sensing
image, the image is read into MATLAB using the imread
function to generate a matrix, and then the matrix gray
information of the house area is given to another matrix of
the same size as the original image, so that these two
matrices coincide. +ere are only two values: the gray
value of the house and the background gray value. Each
house is then marked or given a different color using the
bwlabel function. Finally, the regionprops function can be
used to extract the coordinates of the corner points of the
region boundary. According to a certain rule, the coor-
dinates of the four corner points of each house can be
obtained. +e corner points of the house extracted from
the classification map are shown in Figure 5.

4.2.2. Generation of House Scenes. When obtaining the
building model construction information, the various types
of information should be stored in the form of a matrix or an
array, and then the patch function is used to draw the planes.
+e color of the roof and the color of the surrounding walls
are separated, and the storage of the coordinate files is also
required. +e results of using MATLAB 3D building
modeling are shown in Figure 6.

+e modeling method of the three-dimensional house is
relatively simple, and the required three-dimensional data is
small, but the distortion is large, and there is a defect in the
aesthetic angle when used for three-dimensional visualiza-
tion. However, the modeling required in this paper can
reflect the radiation characteristics of the ground object.
Because the radiation characteristics are only related to the
material of the ground under the conditions determined by
the lighting conditions and the external environmental
conditions, the radiation characteristics of the house are
mainly the study of the radiation characteristics of both the
exterior wall and the roof of the house. For this purpose, this
modeling approach is feasible.

4.3. Clustering Algorithm on Remote Sensing Images.
+rough experiments, it can be concluded that the clustering
collective scale of ECUNGA algorithm is set to 5, 10, 20, 30,
40, and 50, the initial random parameter is 20, the maximum
allowable algebra of GA is 500, and the maximum allowable
stagnant algebra is 50. Perform clustering on the three data
sets of Iris, Wine, and Glass, respectively, and compare the
best correct rate, average correct rate of 20 times, and worst
correct rate of the clustering results under the collective scale
of each cluster.+e experimental results are shown in Table 3
and shown in Figure 7.

From the experimental results, it can be found that the
algorithm is not sensitive to the size of the clustering col-
lective on the data sets Iris and Wine, while the clustering
collective scale on the Glass data set is not very stable at 5 and
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10, the best and worst results. +e difference is relatively
large.

4.4. Remote Sensing Image Registration. Analyze the ex-
perimental part and get Tables 4 and 5 and Figure 8.

Figure 9 shows the relationship between the number of
sampling times of the RANSAC algorithm and the number
of last correct matching point pairs and the execution time
of the RANSAC algorithm. Red, green, and blue curves
represent the experimental results on the test image pairs
PA, PB, and PC, and the time unit is seconds. It can be

Table 1: Registration error.

Isometric search registration method (m) Main point registration method (m)
Test 1 1.2955 0.6411
Test 2 0.4324 0.6575

1.2955

0.4324

0.6411 0.6575

1.4

1.2

1

0.8

0.6

0.4

0.2

0
Isometric search registration method (m) Main point registration method (m)
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Test 1
Test 2

Er
ro

r

Figure 3: Registration error.

Table 2: Registration time.

Isometric search registration method (m) Main point registration method (m)
Test 1 5.058 0.162
Test 2 1.813 0.114

0

1

2

3

4

5

6

1.813

0.162
0.114

Isometric search registration method (s) Main point registration method (s)
Method

Ti
m

e

Test 1
Test 2

5.058

Figure 4: Registration time.
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clearly seen from the figure that the number of correctly
matched feature points remains unchanged after the
number of iterative samples is greater than 80, so the
threshold value is set to 100 in the RANSAC algorithm
based on the similarity transformation model. RANSAC
algorithm execution time and sampling times meet a

linear relationship, so the RANSAC algorithm has a higher
execution efficiency. It is worth noting that the RANSAC
algorithm based on affine transformation usually requires
more iterations. Since SIFT is a classic image registration
algorithm based on scale space and point features, the
SIFT algorithm is still compared here.

Figure 5: House corner extraction effect map.

Figure 6: Housing scenario generation results.

Table 3: +e influence of remote sensing image clustering algorithms.

Data set Scale Best Average Worst
Iris All 0.89 0.89 0.89
Wine All 0.7 0.7 0.7

Glass

5 0.56 0.529 0.46
10 0.54 0.48 0.46
20 0.54 0.52 0.52
30 0.54 0.53 0.52
40 0.54 0.51 0.52
50 0.54 0.53 0.52
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Table 5: +e relationship between algorithm RANSAC sampling times and running time.

Sampling times 10 20 30 40 50 60 70 80 90 100
PA 0.05 0.021 0.026 0.039 0.04 0.045 0.047 0.06 0.07 0.08
PB 0.054 0.007 0.017 0.021 0.023 0.028 0.034 0.042 0.05 0.056
PC 0.045 0.017 0.021 0.031 0.034 0.037 0.041 0.054 0.063 0.08

Table 4: +e relationship between algorithm RANSAC sampling times and correct matching point pairs.

Sampling times 10 20 30 40 50 60 70 80 90 100
PA 2 8 8 8 8 8 8 8 8 8
PB 13 20 27 27 27 27 32 32 32 32
PC 76 76 76 76 76 91 91 91 91 91
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Figure 7: +e influence of remote sensing image clustering algorithm.
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Figure 8: +e relationship between the number of sampling times of the algorithm RANSAC and the correct matching point pair and
running time.
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It shows the image after registration and fusion using the
algorithm proposed in this chapter. It can be seen that the
edges and regions overlap well. +erefore, it can be judged
intuitively that the registration result is accurate, which
again proves the effectiveness of the algorithm proposed in
this chapter.

5. Conclusions

+is paper analyzes and elaborates the concept of hyper-
spectral remote sensing system and the absorption and
reflection of electromagnetic waves. +e structure of the
hyperspectral scene system is analyzed, and the influencing
factors of solar radiation and atmospheric effects and ground
reflectivity model are introduced. +e imaging mode and
imaging principle of the imaging spectrometer were studied
and discussed, and the parameters of the remote sensing
system of the two scenes were determined.

For the simple scene, the simulation principle and
implementation method of spatial correlation and spectral
correlation in the ground reflectivity model are studied. +e
research shows that the spectral and spatial correlation of the
features makes the spectral reflection of the pixels belong to
different locations of the same type of features. +e rate
curve fluctuates around its mean reflectance. At the same
time, the influence of the atmosphere on solar irradiation
intensity and atmospheric transmission coefficient is ana-
lyzed. +e analysis shows that the worse the visibility of the
atmosphere, the smaller the solar irradiation intensity and
the atmospheric transmission coefficient.

Based on the remote sensing image, a three-dimensional
scene model is constructed. Based on the three-dimensional

scene model and the scene digital orthostatic image, a series
of processing is extracted from the geometric and texture
features of the scene orthostatic image and the contour
features of the building. +e minimum rule of the outline of
the building is used to outsource the rectangle, and then
these outsourcing rectangles are used as the constraint
domain to segment the three-dimensional scene model to
obtain the coarse single model. On this basis, the triangular
and vertical classes of the triangular patches in the three-
dimensional space are performed (classification). Calculate
the roughness of the regional triangular patches. Based on
this, combined with the height of the patch, the triangular
patches that are not part of the building features in the coarse
single model are purified, and then the adjacent patch
growth method is used. +e number of feature patches
generates a more accurate building unit model and stores a
single model from a single file, thus enabling automatic
singular modeling of buildings in 3D scenes.
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At present, high-tech enterprises are mainly organizations engaged in the production, research, and development and service of
high-tech products. +e current development of high-tech industries in various countries in the world is of great significance to
improving social productivity and overall national strength. +is article mainly introduces the modeling and analysis of the
complex system of human capital accumulation in high-tech enterprises based on big data. +is paper proposes a theoretical
analysis of corporate human capital data and proposes regression analysis and analytic hierarchy process to calculate and analyze
the process of corporate human capital accumulation and collect and analyze the data using questionnaire surveys and other
methods. In addition, complex systems were modeled based on big data, and a cloud computing-based human capital big data
analysis platform was established. +e experimental results show that complex system modeling based on big data has a positive
impact on the human capital accumulation of high-tech enterprises. For high-tech companies at different stages of development,
the relationship between various types of human capital and corporate performance is inconsistent with the market economy. In
contrast, the current salary system of some high-tech companies still has many drawbacks. +e cost of using human resources
controlled by the wage system accounts for more than 24%.

1. Introduction

With the development and dissemination of information
technology and computers, the flow of personnel, capital,
goods, and information in the production and living ac-
tivities of human society gradually tends to be digital. Digital
products are not uncommon in life, which in turn activates
industry data. Explosive development has promoted the
rapid development of big data. However, traditional human
resource management often lags behind, even simple
manual and subjective personnel management. Even the
performance appraisal standards are subjective, which run
counter to the development of society.

With the emergence of network and information, es-
pecially the widespread popularization of computer and
Internet technology, we should make full use of the con-
venience provided by information technology to make
human resource management more scientific, reduce

human capital, and give full play to the role of human re-
source management [1]. +rough the production of a large
amount of internal and external data, the processing and
analysis of a large amount of human capital accumulation
data of high-tech enterprises can bring huge added value to
enterprises and adapt to the changing economic environ-
ment [2]. +rough the analysis of the current situation of
human resource information system, we found its short-
comings and further put forward the theory and method of
creating a new platform, which provides support for the
establishment of analysis platform based on high-tech en-
terprise data of computing cloud [3].

H. Chen, B. Xuan, P. Yang, and others stated that safety
requirements are becoming more and more important for
various industrial production processes. Although many
facilities have been designed and used to ensure safety, some
safety accidents still occur [4]. But he did not come up with a
plan on how to prevent brain drain. D. Sledgianowski et al.
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responded to the initiative to apply big data technology to
accounting courses and used the lens of the accounting
education ability integration framework to provide examples
of integrating big data and information systems into
teaching resources [5]. From the accounting of R&D ex-
penses of enterprises, the expenses in the process of R&D are
calculated, and reasonable cost sharing standards are for-
mulated. +e main purpose of this paper is to improve the
cost control of R&D projects of high-tech enterprises, so as
to ensure the economic benefits of high-tech enterprises.
However, his research on high-tech enterprises is more
invested in enterprise benefits and does not consider how to
introduce high-tech talents [6]. Z. Wang, J. Yang and others
took high-tech companies listed on the small board from
2007 to 2010 as a sample and used the structural equation
model to explore the political connection mechanism of
technological innovation in small and medium-sized high-
tech companies. +ey said that politically connected man-
agers can play an active role in the technological innovation
of small- and medium-sized high-tech companies. External
financing and entry barriers play an indirect role in the
transmission of political connections to technological in-
novation, that is, political connections indirectly affect the
technological innovation of enterprises through external
financing and entry barriers [7]. +is strategy is based on
fully realizing that the international competition at present
and in the future is mainly scientific and technological
competition and also a correct decision based on China’s
national conditions and the rise and challenge of knowledge
economy in the world. +e enlightenment of human capital
investment theory to us: Talent is capital [8]. +is view sees
the importance of talent but it does not have a good ex-
planation for big data. To attract talents, we should first
know where the talents are and rely on big data technology
for precise positioning [9]. Although the theory of human
capital has been attached importance to by various disci-
plines, scholars have been studying it more and more. In
recent years, most of the researches at home and abroad have
focused on the relationship between human capital and
economic growth or enterprise performance, or the impact
of the combination of human capital and technological
innovation on economic growth [10]. +e research on the
relationship between human capital and technological in-
novation is scattered, and most of them only use qualitative
analysis to analyze the relationship between human capital
and technological innovation ability. +e mechanism of
human capital on technological innovation capability is
ignored [11].

+is article mainly introduces the modeling and
analysis of the complex system of human capital accu-
mulation in high-tech enterprises based on big data. +is
article puts forward the theoretical analysis of enterprise
human capital data, questionnaire survey, and other
methods and proposes regression analysis and analytic
hierarchy process to calculate and analyze the process of
enterprise human capital accumulation. In addition,
complex systems were modeled based on big data, and a
cloud computing-based human capital big data analysis
platform was established.

2. Human Capital Acquisition Method of High-
Tech Enterprises Based on Big
Data Technology

2.1. Method of Analyzing the Data of Human Capital of High
and New Enterprises

2.1.1. Methods of *eoretical Analysis. +is paper expounds
the background and content of the theory of enterprise ca-
pability in detail and expounds the mechanism of the rela-
tionship among human capital investment, enterprise
capability, and enterprise performance, so as to provide a
reasonable theoretical basis and suitable and meaningful hy-
pothesis to be tested for the empirical research in the following
paper. Analyze the connotation and characteristics of core
human capital and general human capital and the different
characteristics between high-tech enterprises and traditional
enterprises and understand the commonness and individuality
between them [12]. So we have a deeper understanding of the
core human capital and its internal relationship with the
competitiveness of high-tech enterprises. In the competition of
the enterprise, only know the enemy and the friend canwin the
victory [13]. +e theoretical analysis method can help the
enterprise to understand the strengths and weaknesses and can
analyze the strengths and weaknesses of the competitors [14].

2.1.2. Questionnaire Analysis. In this paper, a questionnaire
about the relationship between the optimal allocation of hu-
man resources and the performance of high-tech enterprises is
developed, and some enterprises of high-tech enterprises are
surveyed by questionnaire [15]. It is a kind of surveymethod to
collect research materials indirectly in written form, a method
of obtaining materials and information indirectly by sending a
concise inquiry form to the investigator and filling in the
opinions and suggestions on the relevant issues [16]. In this
way, we can clearly know the human resources structure of
high-tech enterprises, and the following investigation and
analysis can be carried out more smoothly [17].

2.2. Base on Human Capital Law of High-Tech Enterprises
Based on Big Data

2.2.1. Visual Research Method. Visual analysis refers to the
mutual analysis of a large amount of data, which is affected
by the information dispersion and nonuniform data
structure [18]. In addition, manual analysis occupies the core
means, and the analysis process lacks structure and stability.
+is leads to the analysis process and mode cannot be clear,
which makes it more difficult for the application system to
obtain data, which hinders the subsequent mining and
processing analysis [19]. +e construction of visual data
analysis platform effectively solves this problem and realizes
association analysis manually. +e essence of data visuali-
zation is a research system based on service-oriented
guidance, which is comprehensive and unique [20]. +is
theoretical concept first appeared in the 15th century and
has not been well developed before the 20th century. With
the emergence and update of electronic computers, this
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guiding ideology has been reborn [21]. With the continuous
promotion and application of “big data,” the efficient
graphic carrier of visual analysis makes the analysis and
understanding of nonsimple data more concise and can
effectively assist the application, prediction, and decision-
making of data information [22].

2.2.2. Predictive Analysis. Analysis and prediction are the
ultimate goal of big data application, whichmust be based on
effective and reliable data sources [23].+e basic data needed
by HR management is mainly divided into two parts, in-
ternal and external, including market environment factors
[24]. Generally, the internal data has good accuracy, but it
lacks conciseness in collection and application. In addition
to the support of data sources, professional analysis software
and big data professional analysts are more efficient pre-
dictive analysis methods [25].

2.3. Principal Agent *eory Based on Utility Function. +e
principal-agent theory is completely based on the hypothesis
of “economic man.” For a rational economic man, the choice
of his working style and effort is based on the maximum
utility. +e general utility function is as follows:

U � U(w, e). (1)

Among them, w refers to employee’s income or remu-
neration and e refers to employee’s effort. Generally
speaking, income is directly proportional to utility, and
effort is inversely proportional to utility. +us, the following
formula is established:

zU

zW
> 0. (2)

Obviously, employees choose as much as possible in
exchange for more remuneration with less effort so as to
have

zU

ze
< 0. (3)

+e output of an enterprise is a function of effort and
environmental factors:

q � q(e, s). (4)

In the formula, the environmental factor s is a random
variable, which has an important impact on the output of
enterprises.

2.4. Regression Analysis of Human Capital Calculation. In the
regression analysis, firstly, the two factors extracted are taken
as the explanatory variables and the explanatory variables to
establish a linear regression equation to analyze in detail the
impact of large technology on the human capital of high-
tech enterprises. +e formula of the regression model

Y � C1X1 + C2X2 + Control + e1. (5)

+e regression model is as follows:

M1 � C1X1 + C2X2 + Control + e2,

M1 � A11X1 + A22X2 + Control + e2.
(6)

+e human capital investment of high-tech enterprises
can mainly positively affect the production efficiency and
operation ability of the enterprise, but the influence on the
management efficiency of the enterprise is not significant
and not positive. It focuses on the mediating role of the two
dimensions of the ability of the enterprise’s production
efficiency and operation ability in the impact of human
capital investment on enterprise performance. +e formula
of specific regression models is

Y � C1X1 + C2X2 + B1M1 + B2M2 + Control + e3. (7)

2.5. Analytic Hierarchy Process of Human Capital. +e AHP
is to solve a decision-making problem, which will be solved
as a subsystem, and then solve the decision-making problem
by analyzing the influencing factors and divide a complex
problem into simple problems related to it. In this sub-
system, the decision problem to be solved is taken as the
goal, and the factors affecting the target level are taken as the
standard and then further decomposed at different levels as
the standard.

According to the scale value and the method of pairwise
comparison, the formula is as follows:

aij > 0,

aij �
1

aij

,

aij � 1.

(8)

2.6. Mode of High-Tech Enterprise Entrepreneurs’ Human
Capital Participating in Income Distribution

2.6.1. Determination of Withdrawal Amount of Virtual Stock
Option Award Fund. Before the implementation of the
option incentive plan, the general meeting of shareholders
shall discuss and determine a basic withdrawal proportion
and withdraw a certain amount from the current year’s EVA
value as the company’s first period incentive start-up fund,
including F0, the initial incentive plan start-up fund, z0, the
enterprise’s EVA value when implementing the option plan
for the first time, and F0, the withdrawal proportion of the
first incentive fund:

F0 � z0
∗
f0. (9)

After that, the incentive fund FN of that year will be
extracted from the EVA value created in that year according
to a certain proportion, so as to reward the virtual stock
option. +e reward level is linked with the company’s op-
erating performance level and is calculated according to the
company’s operating performance according to the specific
calculation formula, where FN is the reward fund of the
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company in the nth year: Zn is EVA value of the company in
the nth year; Fn is the proportion of the bonus fund with-
drawn in theN− 1 year of the company; Gn is determined by
the excess EVA growth rate of the company in the nth year:

Fn � ZnFn − 1 1 + Gn(  Zn > 0 and 1 + Gn > 0( ,

Fn � 0 Zn < 0 and 1 + Gn < 0( .
(10)

+e calculation method of the excess EVA growth rate is
as follows, where the expected value is recorded as E1:

Gn �
(ΔEVA − EI)

EVAN−1
. (11)

Since the values of the source data are both negative
numbers, all source data need to be taken as absolute values:

U � P1|D, L, f2, Q, d, l P2|f1, μ P3|N, M, I ,

IR � 
U

S−1


K

d−1
fs,DVs, d.

(12)

Take the first 4 values of the RSRP value of the service
station received at time t, and form the short sequence of the
GM (1,1) model with the predicted value obtained at the
previous time, denoted as

σikjl �

n

Δikjl

�����������������������



n

s�1
xik(ε) − xjl(ε) 

2
Δikjl(ε)




, Δikjl > 0;

0, Δikjl < 0,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

X1 � X1(t − 4Δt), X1(t − 3Δt), X1(t − 2Δt), X1(t − Δt) .

(13)

In the same way, remember the short sequence formed
by the RSRP value of the target site as

X2. � X2(t − 4Δt), X2(t − 3Δt), X2(t − 2Δt), X2(t − Δt) 

BMI(b) � 2n ln(σ) + n ln(2π) + n
n + tr(S)

n − 2 − tr(S)
 ,

W(T) � K(y(T − 1), u(T − d − 1)).

(14)

Establish a GM(1,1) model based on the short sequence
X, and get a new set of prediction sequences after performing
operations:

Y1 � Y1,1, Y1,2, Y1,3, Y1,4, Y1,5 ,

yi � β ui, vi(  + 

p

j�1
βj ui, vi( xij + εjβj.

(15)

In the same way, a GM(1,1) model is established based
on the short sequence 2X, and a new set of prediction se-
quences are obtained after calculation:

Y2 � Y2,1, Y2,2, Y2,3, Y2,4, Y2,5 ,

w
AiAj

G � max 0, WG · ε f
Ai

G , f
Aj

G  .
(16)

Take the average of the predicted sequence of the service
site and the target site obtained after the prediction to obtain
the average sequence:

Y1′ � avg Y1( ,

Y2′ � avg Y2( .
(17)

3. Human Capital Accumulation System
Experiment under Big Data Technology

3.1. Basic Characteristics of Big Data Machine Learning.
+e large system of machine data learning includes many
complex technical problems in mechanical learning and big
data processing, such as model structure, teaching algo-
rithm, accuracy of mechanical learning model, distributed
storage, and parallelism of big data processing. +ese are
closely related to calculations, network communications,
local calculations, work plans, system fault tolerance, and
other factors. However, data development method is a
nonparametric estimation method, which uses mathemati-
cal programming to evaluate the relative effectiveness of
multiple input and output decision-making units, that is, to
judge whether DMU is within the “limit” of total production
potential. Since production boundary is the extension of
production function in the case of multiple costs in finance,
DEA method and model can determine its structure. For
production boundary, DEA method can be regarded as a
nonparametric statistical method. When you use data en-
velopment analysis to evaluate the effectiveness of decision-
making units, you can not only get the information decision-
making of relative performance and scale economy of each
receiving unit but also obtain a lot of management infor-
mation with profound economic significance and
background.

3.2. Analytic Hierarchy Process Test. Analytic hierarchy
process (AHP) is a kind of multiple criteria decision-making
process that combines qualitative and quantitative analyses.
Its characteristic is to establish a hierarchical structure
model by analyzing the essence, influencing factors, and
internal relations of complex problems and then determine
the decision-making process mathematically with less
quantitative information, thus providing a simple decision-
making method for the resolution of composite materials
and providing quantitative basis for analysis, decision-
making, prediction, or mathematical control. +e following
is how to use it:

(1) According to different objectives and functions, the
system is divided into different levels, such as target
level, standard level, and system level.
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(2) In pairwise comparison, the detailed level procedure
of decision table (AHP) is mainly for people to
evaluate the relative importance of each factor at
each level. +ese decisions are expressed in the form
of numbers by introducing appropriate scales,
reflecting people’s understanding of the relative
importance of various factors. Generally, the 1–9
scale method and the reciprocal scale method are
used. By pairing and comparing the factors, the
values are assigned according to the importance
level, thus completing the transformation from
qualitative analysis to quantitative analysis.

(3) Hierarchical single sort. It is to calculate the weight
of the elements related to the upper level according
to the decision table. +eoretically, the calculation of
the single level classification of the problem may be
limited to the calculation of eigenvalues and the
maximum value of the sector of the crisis matrix.

(4) In order to determine the relative importance or
relative advantages and disadvantages of the lower
level elements of the overall goal, the comprehensive
weight of each element in each layer is calculated and
the general classification is carried out.

4. Human Capital Analysis of High-Tech
Enterprises Based on Big Data

4.1. ItemDataAnalysis Based on Scale. As shown in Figure 1,
the test of item analysis is to explore the difference of subjects
with high and low scores in each item or to test the ho-
mogeneity among items. +e difference between the first
27% and the last 27% of the total score of the scale is called
the comparison of the two extreme groups, and the dif-
ference value of the comparison results of the extreme group
is called the decision value or critical ratio. Data analysis is
shown in Table 1 and Figure 2.

As shown in Table 2, t-test of independent samples is to
test whether the average of each item in the high score group
and the low score group is significant, so as to know whether
the average of each item in the scale is different due to the
different groups (high group and low group). In terms of the
variable C1, the average of the high group was 2.5, the
standard deviation was 1.4, the average of the low group was
3.7, and the standard deviation was 1.2. +e greater the
difference between the two groups was, the more likely the
difference would be.

4.2. Factor Analysis of Human Capital. KMO and Bartlett’s
test is the fitting test before factor analysis. KMO is an index
for comparing the observed correlation coefficient and
partial correlation coefficient. +e value of KMO reflects the
correlation degree of this factor analysis. In general,
KMO> 1 is very suitable for factor analysis; 1<KMO< 1.1 is
suitable; above 0.9 is acceptable; 0.7 is poor; below 0.4 is not
suitable for factor analysis.+e results of KMO and Bartlett’s
test on 12 variables in human capital measurement table are
as follows: KMO� 0.8> 0.7.569, and the significance prob-
ability sig of χ2 statistical value of Bartlett’s sphericity test is

less than 0.11, indicating that the factors in the questionnaire
have certain relevance, as shown in Table 3.

Factor analysis is to study the internal dependence
among many variables. +e principal component method is
used to extract common factors, and the orthogonal rotation
method of varimax is used to obtain the load value of each
factor. +e main purpose is to condense many observation
variables into a few factors to achieve the effect of reduction
to make the scale more scientific and simplify the later
calculation.

4.3. Data Analysis of Regression Method. When establishing
the regression model of economic problems, it is necessary
to consider whether there are conditions inconsistent with
the assumptions of the model, such as heteroscedasticity. If
the problem of heteroscedasticity exists in the model, the
least-square method is still used to estimate the unknown
parameters, which will lead to the results that the estimated
values are not optimal. +e residual graph analysis method
of SPSS software is used to test the heteroscedasticity. +e
test results show that the model does not have hetero-
scedasticity problem.

As shown in Figure 3, high-tech enterprises’ nonexec-
utive human capital investment and executive human capital
investment can positively and significantly affect their
performance, and this impact has a certain lag effect. In the
control variables, the human capital stock of enterprises can
promote the performance of enterprises and is significant,
which also confirms that the reasonable human capital
structure in high-tech enterprises is the premise to improve
the efficiency of human capital investment, and the higher
the quality of human capital, the better the performance of
enterprises.

As shown in Table 4, when the flow of human capital is
more frequent, it will reduce the performance of the en-
terprise. +is may be because when the flow of human
capital is more frequent, the recruitment cost that the en-
terprise needs to invest in the next year will increase, and the
newly introduced human capital often has a certain running
in period with the enterprise, which will have an adverse
impact on the performance of the enterprise.
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4.4. HR Staff’s Views on Big Data. +e most important part
of human resource planning is to investigate the current
human resource situation of the company in the preparatory
stage. +e quantity and quality of all human resources of the
company are the foundation of enterprise development. In
general, the number of existing employees, the number of
people of all ages, the distribution of employees at all levels of
education, and the skills of employees are the contents of the
company’s thinking.

Table 1: Statistical quantity of groups.

Participation_category N Mean value Standard deviation Standard error of mean

A1 2 35 87 328 58
3 30 60 502 95

A2 2 35 70 456 88
3 30 33 488 86

A3 2 35 78 421 75
3 30 20 390 72

A4 2 35 55 510 89
3 30 20 398 78

A5 2 35 3 1.355 65
3 30 4 1.2 95
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Figure 2: +e average value of the high and low groups.

Table 2: Comparison of the standard deviation of the average value of the high and low groups.

Participation_category N Mean value Standard deviation Standard error of mean

C1 2 35 3.15 1.366 236
3 30 4.72 1.35 209

C2 2 35 2.5 1.225 200
3 30 3.9 1.088 209

C3 2 35 1.235 1.365 198
3 30 1.265 1.965 200

Table 3: KMO and Bartlett’s test.
Kaiser–Meyer–Olkin measure of sampling adequacy 800

Bartlett’s sphericity test
Approximate chi square 605.29

df 88
Sig 1
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Figure 3: Regression analysis of human capital investment and
enterprise performance.
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As shown in Table 5, these data and information are
multidimensional. Companies need to process and analyze
the information of these data to determine the current total
number of company advantages in terms of employee
composition, so as to distinguish between the company and
competitors, especially the company’s deficiencies in per-
sonnel structure. Prepare human resource planning; second,
predict the company’s human resource potential in the
forecast phase.

+e data in Figure 4 show that most people involved in
human resource planning, including human resource
managers and employees, do not generate much data
awareness. Everyone says that they know they are in the era
of big data, but they feel that big data is very far away from
their life and work. 19% of the respondents think that big
data has a general impact on their work and life, and 21% of
them think that big data will not affect their work and life.

As shown in Table 6, the reality is that big data has
penetrated into life and work, and human resource planning
is no exception in all aspects. For the personnel involved in
human resource planning, it is very important to cultivate a
high degree of data awareness. Only when the relevant staff
have a high degree of data awareness can they point out the
value and influence of data in human design and make
reasonable human resource planning according to the value
reflected by big data. In this process, most people are
managers and growers of enterprise employees.

As shown in Table 7, only when they take the lead in
forming data awareness can they have a direct impact on other
employees and promote the development of employee
awareness in thewhole enterprise.+e formation of enterprise’s
overall consciousness can promote the digitalization process of
enterprises and provide digital support for relevant personnel to
predict the distribution of labor supply and demand.

4.5. Market Use of Human Resource e-HR System. With the
development of human resource information software
market, a certain scale has been formed. Domestic enter-
prises have a better understanding of the culture of domestic
enterprises, and the user interface is more suitable for do-
mestic enterprises. Especially after China’s accession to the
WTO, the software industry has sprung up like mushrooms.
As shown in Figure 5, UFIDA, Kingdee, Qizheng, Neusoft,
Jinyikang, and so forth have been recognized by domestic

enterprises, and they are ahead of foreign manufacturers in
terms of cost performance.

As shown in Figure 6 and Table 8, although Microsoft,
Oracle as the representative of the company, has been in the
software industry for decades, its products are more mature
and security is also higher; especially with Oracle database as
the representative, open-source, security-incomparable,
China’s large enterprises generally choose Oracle as their
own enterprise database. However, the price of foreign
software industry is relatively high, and the maintenance
cost is very high, and the interface does not necessarily
conform to the norms and habits of Chinese enterprises.
+erefore, the choice of information system should be
combined with the enterprise itself rather than blindly
choosing foreign software enterprises. According to the
relevant statistical industry survey, most of China’s enter-
prises have not yet introduced the information system for
management. +e figure below reflects the general trend of
Chinese enterprises in choosing information system.

We can see clearly from Figure 7 and Table 9, where
enterprises choose e-HR system, that the first consideration
is the development stage of enterprise informatization. If the
enterprise is just in the initial stage of informatization, it
should choose a simple and easy-to-understand e-HR system
for basic information operation. If enterprises do not require
high degree of informatization, they only need simple
employment data and choose e-HR system, which is easy to
operate. If the enterprise develops into a medium-sized
enterprise, is cross-regional, and has a large number of basic
employees, it should choose e-HR system, which can process
important data of the company and has additional functions.

As shown in Figure 8 and Table 10, if the enterprise is a
large enterprise or requires a high degree of informatization
due to the nature of the industry, it is necessary to select the
e-HR system with the highest security level, which can
process large data and provide data mining and data
analysis. In a word, enterprises should choose e-HR system
according to the development stage and scale of the en-
terprise and choose the e-HR system suitable for themselves.

4.6. Human Capital Allocation in X Software Company.
As shown in Figure 9 and Table 11, X software company is a
high-tech R&D company in the period of rapid

Table 4: +e more frequent flow of human capital.

N Volatile factor Pheromone concentration Information quality Valid data Density
10 3.82 1.47 2.28 5.74 2.69
20 3.28 1.42 2.47 1.19 4.07
30 5.17 3.75 5.3 3.31 5.07
40 6.2 1.72 3.13 5.52 4.62
50 1.55 3.87 2.74 2.79 1.84

Table 5: Employees’ views on big data.

Big data has a great impact on
our lives (%)

Big data has a general impact
on our lives (%)

Big data has a little impact on
our lives (%)

Big data has a no impact on
our lives (%)

Proportion 25 35 19 21

Complexity 7



development. +e staff is mainly composed of high-quality
students, and the age structure is relatively young. +e
average age of the company’s employees is about 25 years.
+e company has more than 90% of the total number of
employees with certificates. According to the company’s

technological innovation strategy, X software company has
launched a large-scale recruitment plan.

As shown in Figure 10, the company’s large amount of
funds is used to attract knowledge-based and technical
talents, introduce and improve the quality of employees, and

Table 6: +e reality is that big data has penetrated into life and work.

N Multicast routing Convergence speed Best ant colony Ant colony member Growing tree Basic ant colony
10 1.29 1.86 0.57 1.33 0.61 1.48
20 1.85 1.75 3.03 2.78 3.5 1.49
30 4.15 3 3.42 3.31 3.58 5.82
40 1.47 2.28 5.74 2.69 2.53 5.35
50 5.62 5.28 9.16 6 6.11 11.17

Table 7: Association of characteristic parts in complex systems.

Num. Group optimization Ant colony optimization Basic Node Effectiveness +e complexity
10 2 1.32 1.45 0.86 0.08 0.57
20 3.19 3.16 3.41 3.99 2.29 1.81
30 4.9 4.95 3.71 2.55 2.71 5.13
40 4.54 2.07 3.52 2.13 1.22 5.15
50 1.55 4.22 2.53 1.42 4.1 1.06
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Figure 4: Employees’ views on big data.
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Table 8: Market utilization rate of e-HR system.

Software type UFIDA (%) Kingdee (%) Oracle (%) Neusoft (%) Sap (%) Other (%)
Proportion 5 15 10 9 15 6

2.37 3.52 2.48
1

3.68 3.833.39
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Figure 7: Market utilization rate of e-HR system.

Table 9: Market utilization rate of e-HR system data.

Item Proportion Starting segment Short development High tide Rich
Other 2.37 5.35 3.39 5.43 5.31
SAP 3.52 2.52 2.93 1.5 5.91
Neusoft 2.48 2.95 4.66 2.43 1.41
Oracle 1 1.86 5.5 6.82 2.27
Kingdee 3.68 5.41 6.03 2.96 6.72
UFIDA 3.83 3.31 2.06 3.35 5.13
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Figure 8: +e relationship between company management tools and benefits.

Table 10: Relationship data between company management tools and benefits.

Item e-HR ERP CRM HR OA
Financial 1.06 2 1.32 1.45 0.86
Management 2.01 3.19 3.16 3.41 3.99
Invoicing 4.91 4.9 4.95 3.71 2.55
Control span 4.16 4.54 2.07 3.52 2.13
Chain 4.23 1.55 4.22 2.53 1.42
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enrich the company’s structure. According to the human
resource system disclosure, X software company has 2500
employees, of which more than 70% are R&D personnel.
While the stock of human capital of X software is increasing
rapidly, it should pay attention to maintaining a good
structure of human capital. As a high-tech enterprise, the
proportion of R&D personnel in the enterprise is about 70%,
and the high proportion of R&D personnel ensures the
development needs of Jinshan software products.

As shown in Figure 11, X software company attaches
great importance to the training of its employees, and it takes
one week every year for corporate culture training. +e

senior management of the company introduces the devel-
opment history and corporate culture of X software com-
pany to the employees.

4.7. Education Framework of Human Capital in High-Tech
Enterprises. As shown in Figure 12, we can see that, among the
high-tech enterprises, the proportion of high-tech enterprises
with high-level education accounts for a large proportion,
accounting for 45%, followed bymaster’s degree accounting for
35% and undergraduate education accounting for 20%, which
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Figure 9: +e relationship between company management and the quality of members.

Table 11: +e influence of staff management and member quality on company benefit.

X D Development period Staff composition High quality Software
Age 0.4 0.36 0.25 0.73 1.92 0.72
Certificate 2.14 2.96 1.07 1.66 1.93 1.88
Innovation 2.11 3.81 4.34 5.9 4.73 3.41
Strategy 3.12 3.4 4.19 2.5 1.65 2.57
Recruitment 1.25 1.2 2.38 2.81 2.2 1.39
Plan 6.24 3 2.77 4.29 2.38 1.1
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Number of R&D
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Number of employees Proportion of R&D
personnel
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shows that the demand of high-tech enterprises for various
talents is also increasing. In traditional enterprises, the pro-
portion of high-tech enterprises with high degree is small,
accounting for 15%, followed bymaster’s degree accounting for
25% and undergraduate degree accounting for 30%.

As shown in Table 12 and Figure 13, a department takes
over the technical training in the company and forms
corresponding training programs, such as developing a small
toy or small unit. Several people form a team. Many groups
will develop at the same time. Finally, each group will
produce products to show the comparison. For the training
of senior officials, X software company will regularly select
employees who have worked for more than two years to
study for graduate students. +e company will pay them
more than half of their study expenses or send them to
foreign countries to learn and exchange advanced tech-
nologies, so as to better contribute to the company’s R&D.

4.8. Problems in Cost Control of Human Resource Use. As
shown in Figure 14 and Table 13, from the overall level of the

cost expenditure of high-tech enterprises in China, the
proportion of human resource cost is increasing. +e high-
tech enterprises with strong economic strength can still
afford it, but, for the small- and medium-sized high-tech
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Table 12: Education structure of human capital in high-tech enterprises.

Education structure Doctor’s degree (%) Master’s degree (%) Bachelor degree (%) Other (%)
Tradition 15 25 30 40
Proportion 45 35 19 1
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enterprises that have just started, this expenditure un-
doubtedly adds a huge economic burden to them.

From Figure 15, we can see that, in high-tech enterprises,
whether at the grass roots, middle level, or senior level, the
proportion of annual cash income, that is, employees’ cash
salary, is the highest. Such a large amount of capital in-
vestment will inevitably require the enterprise’s distribution
system to be transparent, open, and fair. However, the reality
is that, compared with the market economy, there are still
many drawbacks in the current salary system of some high-
tech enterprises, and the salary distribution system is directly
related to the expenditure of the use cost of human re-
sources, so the salary system also directly affects the control
of the use cost of human resources.

5. Conclusions

In the economic level, science and technology tell devel-
opment today, network and intelligent are no longer a
strange topic, and this era is a modern era. In the field of
human resources, it is no longer an era of tarnishing ex-
ploration. Relying on big data technology, the research on
human resources of high-tech enterprises has entered a
climax. With the in-depth application of cloud computing
and other technologies, the construction of high-tech en-
terprise informatization is accelerated. It is a long-term
process to build and implement the big data analysis plat-
form for human resources of high-tech enterprises based on
cloud computing. With the development of human resource
system to cloud information, more andmore enterprises will
apply the human resource big data analysis platform based

on cloud computing.+erefore, the human resource big data
analysis platform can contain information of many enter-
prises. Different enterprises can compare their own infor-
mation with the information publicly disclosed by
competitive enterprises in real time and make favorable
decisions when they know themselves and their competitors,
At the same time, the government can also use the platform
to remote audit different enterprises to facilitate government
supervision.

Of course, the support based on big data technology is far
from enough. Every company should pay attention to the
training of employees and spend a lot of time and energy on
the allocation of employees among different departments,
including job needs, employee abilities, employee wishes,
and salary distribution. +ere are too many factors involved,
so allocating employees in human resources will encounter
various problems, Moreover, due to the lack of timely and
in-place communication, there is a phenomenon of “re-
work” in the work.+at is, after working for a period of time,
the employees reflect that they are not suitable and need to
be readjusted. +erefore, this has brought about great
trouble to the human resources department and delayed the
work progress of the company. +e use of big data can
greatly avoid such a thing, because, before the allocation of
manpower, big data will have human resource assessment,
which can adjust the special situation in advance until it is
suitable. +erefore, big data can help human resource units
to make good use of human resources.

Human resource information management is the trend
of future development; it can promote the value-added of
human resources, and human resources management has

Table 13: Salary structure of human capital in high-tech enterprises.

Occupation Annual cash income
(%)

Total annual subsidy
(%)

Total annual variable income
(%)

Total annual benefits
(%)

Total
(%)

+e basic level 64 7 6 23 100
Executive
director 62 9 9 20 100

Management 65 10 13 18 100
High level 68 12 5 15 100
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Figure 15: Salary structure of human capital in high-tech enterprises.
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been raised to a strategic position; the implementation of
human resources information management can enhance the
core competitiveness of enterprises, which has important
strategic significance for the development of enterprises. For
high-tech enterprises, the success of informatization de-
pends on staff training to a large extent. In the process of
training, training should be carried out at different levels.
Senior leaders focus on decision-making ability and strategic
management ability, middle-level functional managers focus
on communication ability, and grass-roots employees focus
on technical ability. To do a good job in training evaluation,
information management based on big data technology is a
long-term implementation process. Enterprises should
continuously improve the system, and information man-
agement is also a process of full participation.
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With the rapid development of the market economy, there are more and more projects in the financial industry, and their
complexity and technical requirements are getting higher and higher.*e development of computer technology has promoted the
birth of robot consultants, and it is of great significance to use robot consultants to manage and supervise financial industry
projects. In order to further analyze the development and supervision of robo-advisors under the digital inclusive financial system,
this paper uses complex systems and clustering algorithms as technical support to carry out research. First, the traditional
K-means algorithm is used to select the initial clustering center, to improve the noise and outlier processing capabilities, and to
build a data mining system based on the improved algorithm.*en, a product designmodel for robo-advisors is built and the risks
of robo-advisors are analyzed from three aspects: technology, market, and law. Analyzing the performance of the improved
K-means algorithm, in the operation of the experimental dataset B, the accuracy of the clustering result after 6 iterations reached
97.08%, which shows that the algorithm has good performance. During the trial operation of the data mining system, the four
types of customers of financial institutions were accurately clustered, and it was concluded that the main type of customers who
brought benefits to financial institutions was high-income customers accounting for 10.75%. Robo-advisory product models are
used to build five risk-level investment portfolios and conduct risk backtests. Except for the growth and income portfolio, other
portfolios have consistently outperformed the performance benchmark during the analyzed time period. Running the research
system of this paper in a financial institution, comparing the capital budget before and after the operation, found that the system
can improve the accuracy of the budget and reduce the risk of the robo-advisor for the financial institution.

1. Introduction

1.1. Background Significance. In the operation of financial
activities, there aremany projects and tasks in parallel, which
brings great impact to the traditional financial management
concept. As an important application of financial technology
in the field of wealth management, the mode of intelligent
investment adviser is more complex. In the era of big data,
there are many problems in the development and super-
vision of intelligent investment advisers [1]. Complex sys-
tems can be said to be all over every corner of daily life.
Complexity science is an emerging research form that re-
veals the operation laws of complex systems [2]. *e de-
velopment and supervision of robo-advisors in the digital
age is also an extremely complex research object. *erefore,

it is a unique and meaningful new idea to study the de-
velopment and supervision of digital inclusive finance and
robo-advisors from the perspective of complex systems.

1.2. RelatedWork. Complex systems have become the focus
of research in various fields due to their complexity and
extensiveness. Lehuta et al. focused on handling uncer-
tainties by optimizing model complexity for management
goals and technical issues to increase confidence in complex
system models. *ey reviewed how the complex system
model fits into the existing institutional and legal envi-
ronment of the current European fishery decision-making
framework [3]. Although their research is of reference
significance, their research methods lack innovation.

Hindawi
Complexity
Volume 2021, Article ID 6666089, 12 pages
https://doi.org/10.1155/2021/6666089

mailto:daiws@ruc.edu.cn
https://orcid.org/0000-0001-9644-1684
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/6666089


Inclusive finance plays an important role in improving the
income gap and improving the living standards of the poor
and disadvantaged groups, so it is the object of key research.
Yan et al. studied the impact of digital financial inclusion
(DFI) on the stabilization of household consumption in
China. *ey used the data from the two “Chinese Family
Forum” studies from 2010 to 2016. *ey divided household
income shocks into permanent and temporary parts and
assessed whether digital financial inclusion can help families
resist income shocks [4]. *eir research data are very rep-
resentative but lack certain accuracy in processing the data.
*e risk analysis of robo-advisors has always been the focus
of attention in the financial field. Jung et al. determined the
needs of robo-advisors, derived design principles, and
evaluated it through algorithm iterations in a controlled
laboratory study [5]. *eir research has given us a deeper
understanding of robo-advisors, but they have not made
constructive suggestions for the improvement of its su-
pervisory system.

1.3. Innovative Points in)is Paper. In order to build a more
complete robo-advisory supervision system, reduce risks,
and improve the digital level of inclusive finance, this paper
studies the development and supervision of robo-advisors
based on complex systems and clustering algorithms. *e
innovations of this research are as follows. (1) Improve the
traditional K-means algorithm, optimize the selection of its
initial clustering center, reduce the influence of noise, and
improve the processing ability of isolated points. (2) A data
mining system is constructed based on the improved al-
gorithm. *e functions of the system include opening files,
importing data, data preprocessing, data clustering, and
result query. (3) *is paper constructs the product design
model of intelligent investment consultant and uses the
model to construct five risk-level portfolios for risk back-
testing. *is paper analyzes the risks of intelligent invest-
ment advisers from three aspects of technology, market, and
law and puts forward suggestions to improve the supervision
of intelligent investment advisers.

2. Complex Systems and Technologies
Related to Digital Inclusive Finance

2.1. Complex System

2.1.1. Characteristics of Complex Systems. Complex systems
exist in every corner of human life. Ecosystem, population
system, and global economic system belong to the category
of the complex system.*ey all have the same characteristics
as the complex system. Complex systems are systematic first,
which is not the superposition of simple systems and or-
ganizations. *erefore, it is not possible to study complex
systems with traditional system analysis methods [6, 7]. *e
elements of a complex system are in a nonlinear relationship.
Simple partial stacking cannot represent the whole.*e local
laws are not the same as the overall laws. *erefore, a new
system theory is needed to consider the logical relationship
between complex systems.

Complex systems are also hierarchical and interactive.
*e hierarchical nature of the complex system is mainly
embodied in the nested relationship of different levels of
interconnectedness [8]. *erefore, in the research of com-
plex systems, it is necessary to update the traditional concept
of hierarchy and analyze the research objects from the level
of complex system theory. Complex systems and the external
environment always interact. Different complex systems
together form a larger and more complex system. When
studying a complex system, we must fully consider the
internal environment and external environment, study the
information exchange between them, and consider the self-
adjustment of the complex system in the complex external
environment.

Complex systems have emergence and development.
Complex systems are composed of various subsystems and
local subsystems which are composed of various combi-
nations and correlations. If the format and functional
structure of the subsystem and the local subsystem are
different, the complex system will no longer be the sum of
the subsystem functions [9]. Complex systems may have a
variety of new features, so when studying complex systems,
we must consider the original features and the various new
features that may appear. *e self-renewability of complex
systems is mainly reflected in the continuous development of
the system, which is also the fundamental reason for bio-
logical evolution and the development of human society.
Complicated systems become intelligent due to internal
hierarchical, systematic and external interactivity, and
emergence, so they can adapt to the needs and changes of the
environment.

2.1.2. Agent Complex System. *e complex adaptive system
is based on the characteristics of the complex system and
further develops the Agent theory. Agent is an independent
individual or subsystem in a complex system, with a life
cycle, which can perceive and adapt to the environment, run
autonomously in the environment, and even change the
environment. *e structure of Agent generally includes
environment perception, reasoning, control decision-mak-
ing, knowledge base, and communication [10].

Agent has the characteristics of autonomy, social ability,
initiative, learning, and adaptability [11]. Agents can use
their own state and knowledge to make decisions inde-
pendently, without relying on outside help. Agents can
achieve a certain degree of communication, negotiate and
cooperate to resolve conflicts, and complete complex tasks.
Agents can judge their own situation according to the ex-
ternal environment and actively make choices that are
beneficial to themselves at the right time. Agents can also
continue to learn, adjust their own state and behavior, and
adapt to the constantly changing external environment.

A single Agent has autonomous capabilities to a certain
extent, but a single Agent cannot complete work in a
complex and changeable environment. A multiagent system
emerged at the historic moment, in which each Agent can
communicate with each other.*ere are two or more Agents
in a multiagent system, each with autonomy but limited
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capabilities [12]. *e multiagent system does not have
complete global control. A single Agent has its own judg-
ment and status. *e calculation of the entire system is
asynchronous, concurrent, or parallel. *e coordination
methods between Agents in the multiagent system are
classified as follows.

As shown in Figure 1, the coordination methods of
multiagent systems can be divided into two categories: ex-
plicit coordination and implicit coordination. *e explicit
coordination includes complete centralized coordination,
complete distributed coordination, and centralized and
distributed combined coordination, and implicit coordi-
nation includes social rules and filtering strategies.

2.1.3. Evolutionary Dynamics of Complex Systems. *ere are
some common dynamic behaviors in the evolution of
complex systems. Under the action of dynamics, complex
systems can evolve and develop continuously. It is also
feasible to use the dynamic behavior of individuals to il-
lustrate the evolution of the entire complex system. Indi-
vidual-based dynamic processes are usually defined by
strategy update rules. *e strategy update rule is based on
factors such as environment and information to update and
select the benchmark of the game strategy adopted by the
individual in the system.

*e evolutionary power strategy update rules of complex
systems can be divided into two categories: imitation-
learning strategy update rules. In this process, only the
original strategy is imitated without innovation; the strategy
update rules of the optimal response process include the
optimal response process generated by the new strategy. In
the process of evolution, individuals can use different types
of strategies to update rules or use the same strategy to
update rules [13]. *ere are two types of update methods:
synchronous update and asynchronous update. Synchro-
nous update refers to the synchronous update of the entire
overall population in each individual time step. Asyn-
chronous updates are updated in batches in a specific order.

In a complex system, individuals use a series of different
dynamic behaviors in the development process according to
different strategic update rules so that the evolution of the
complex system shows the common characteristics of a
series of complex systems. *e dynamic behavior and dy-
namic factors of specific complex system evolution are also
involved. Most of them start from the perspective of game
theory and analyze the evolution of complex systems rep-
resented by individual competition, cooperation, and
learning interactions in complex systems.

2.2. Digital Inclusive Finance

2.2.1. Content Framework of the Inclusive Financial System.
*e connotation of inclusive finance reflects fairness,
comprehensiveness, and profitability, so inclusive finance
has the characteristics of inclusive and sustainable devel-
opment [14]. *e complete framework of the inclusive fi-
nancial system considers that large-scale groups excluded by
traditional financial institutions want to obtain financial

services and benefit from them. Financial services must be
integrated into the customer, micro, meso, and macro levels
of the financial system. *e framework of the inclusive fi-
nancial system is as follows.

As shown in Figure 2, the customer level refers to the key
service targets of inclusive finance, including vulnerable
groups excluded by formal finance. *e micro level refers to
providers of financial services, including formal and in-
formal financial institutions, as well as other types of fi-
nancial institutions in the middle. *e meso level refers to
financial infrastructure and related services, including basic
financial facilities, a series of auxiliary services that expand
the scope of services, reduce costs, and promote transpar-
ency [15]. *e macro level refers to the appropriate devel-
opment environment, including the macroeconomic
environment, institutional environment, and supervision
and management environment.

*e supply of the inclusive financial system is composed
of commercial, policy, and cooperative financial institutions
at the mature stage, and its structure is as follows.

As shown in Figure 3, commercial, policy, and coop-
erative financial institutions together form the ternary
supply structure of the inclusive financial system at the
mature stage [16]. *ey complement each other. Policy fi-
nancial institutions provide policy guidance, and com-
mercial financial institutions provide capital flows.
Cooperative financial institutions provide necessary
subsidies.

2.2.2. Development Stage of Digital Inclusive Finance.
Digital inclusive finance extends and expands the meaning
of financial services by using digital technologies such as the
Internet and big data, expands the coverage of its services,
and reduces the threshold and cost of financial services [17].
Moreover, digital financial inclusion can promote infor-
mation sharing and reduce the degree of information
asymmetry. *e development stages of digital financial in-
clusion are as follows.

As shown in Figure 4, the development of digital fi-
nancial inclusion has gone through four stages. *e initial
form of microfinance was very simple, and then new
business models such as the individual farmer household
loan system and the installment payment system appeared.
Although it overcomes the moral crisis brought about by
information asymmetry to a certain extent, the scope is
limited. And, its funding sources are mainly foreign aid
funds provided by the government, international aid, and
nonprofit organizations. Once the foreign aid funds are
reduced, it will not be possible to continue lending, and
sustainable development will face challenges [18]. *e de-
velopment of microfinance is more sustainable and diverse.
Sustainability is reflected in the expansion of its business into
deposits, wealth management, and other fields, without
relying on the financial support of the government, other
organizations, and individuals and financial sustainability.
Diversity is reflected in the diversification of institutions,
businesses, and service targets. Inclusive finance not only
provides financial products and services to the poor and
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vulnerable groups but also promises to meet the diverse
financial needs of all classes and groups in the society and
encourages the wide participation of various financial in-
stitutions in the society. Digital finance is a new financial
model that not only reduces transaction costs and infor-
mation asymmetry but also expands the possibility of a series
of transactions.

2.2.3. )reshold Mechanism for the Development of Inclusive
Finance. *e development of inclusive finance needs to face
its threshold mechanism. In order to ensure profitability,
financial institutions will set thresholds for mortgages and
other services. Only when customers pay for financial ser-
vices can they enjoy the services. In the mature stage of

financial development, low-income groups who were orig-
inally excluded from the financial service system can
gradually accumulate wealth to enjoy financial services,
which will narrow the investment income gap between
different groups [19]. It is possible to establish a theoretical
analysis framework for the impact of financial development
on the income gap from the perspective of the production
cycle of the two families.

Assuming that there are rich and poor families, the
production cycle of the two families is the same, and the
financial service lending thresholds are the same; we can
deduce the wealth accumulation process of the two families
in the context of the borrowing threshold constraints. A
poor family can only save value first to maintain simple
reproduction. *e initial wealth of the family is as follows:

Commercial

Cooperation Policy

Inclusive
financial system

supply

Figure 3: Supply structure of the inclusive financial system.
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Figure 1: Coordination method of the multiagent system.
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Figure 2: Framework structure of the inclusive financial system.
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C � K − D +(α + e)Y0. (1)

Among them, K refers to the family’s external endow-
ment in the t period, α refers to the proportion of the family’s
current wealth left to the next generation in each period of
wealth distribution, and the remaining part of the current
wealth for consumption is D. Y0 is the initial wealth from the
family inheritance of the previous generation. After the
preservation and saving with an interest rate of e, the wealth
of the family in period t is as follows:

Ct � K + Wt−1 + eCt−1 − D. (2)

Among them, Wt−1 refers to the inheritance of the
previous generation family, so the inheritance left to the next
generation by the family is as follows:

Wt � α K + Wt−1 + eCt−1 − D( . (3)

From formulae (1)–(3), the convergence value of the
wealth of the poor family can be derived:

C∞ �
(G − D)

(1 − α − e)
. (4)

It can be seen from formula (4) that because it is difficult
for poor families to cross the borrowing threshold, they are
easy to fall into the “poverty trap” without the intervention
of external forces. For wealthy families, their initial wealth is
relatively abundant, and they can cross the borrowing
threshold and obtain credit support. *erefore, the wealth of
the family in period t is as follows:

Ct � K + Wt−1 + S − M ×(1 + i) − H − D. (5)

Among them, M is the amount of credit support, S is the
income of each period after the credit support is invested in
the project, and H is the cost of borrowers entering the
financial market. In addition, the return on investment
projects must be greater than the cost of the loan.

B � K + S − M ×(1 + i) − H − D. (6)

According to formula (6), we can calculate the legacy of
wealthy families to the next generation:

Wt � αCt � α Wt−1 + B( . (7)

*e convergence value of the wealth of the rich family
can be deduced according to formulae (5)–(7):

C∞ �
Bα

(1 − α)
. (8)

From formula (8), it can be seen that increasing the
proportion of legacy left to the next generation and reducing
the cost of entering the financial market can increase the
wealth of wealthy families.

2.3. Related Technologies of Financial Data Mining

2.3.1. Data Mining Technology and Data Storage Technology.
Data are the basis of data mining, and various algorithms are
the means of data mining. *e ultimate goal of data mining
is to obtain the knowledge contained in the data to assist
analysis and decision-making [20]. *e mining of financial
data is to promote the development of financial economy.
*e content of data mining includes things and dimensions,
distribution and relationships, description and prediction,
and phenomena and knowledge [21]. *e main techniques
of data mining include forecasting, clustering, association
rules, and time series analysis.

MySQL is a relational database management system.*e
relational database uses the structured query language SQL
as the most commonly used standard language to store data
in various tables and access [22]. It can be used as individual
application in the network environment of client and server.
It can also be incorporated into other software as a library to
provide multi-language support. MySQL database has good
versatility and can improve storage efficiency.

Memcached is a high-performance distributed memory
object caching system, which can reduce the load of the
database, reduce the frequency of database access, and in-
crease the high load of dynamic and data-driven websites
[23]. Memcached has a simple protocol and built-in memory
storage method. *e data management access between the
data layer and the service layer can cope with the emergence
of high concurrent access and high concurrent query
scenarios.
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Figure 4: Development stage of digital financial inclusion.
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2.3.2. Bayes Classifier. *e Bayes principle describes the
probability of event Y when event X occurs. *e Bayes
formula is as follows:

P(X|Y) �
P(Y|X)P(X)

P(Y)
. (9)

In order to adapt formula (9) to the entire sample space,
it is necessary to derive the total probability formula on the
basis of conditional probability. Assuming that the sample
space is S and the remaining part of the sample space except
event X is X′, the total probability formula is the conditional
probability formula summarized in this sample space.

P(Y) � P(Y∩X) + P Y∩X′( , (10)

P(X∩Y) � P(Y|X)P(X), (11)

P(Y) � P(Y|X)P(X) + P Y|X′( P X′( . (12)

We can derive formula (12) from formulae (10) and (11).
*is is the total probability formula. P(X) is the prior
probability, P(X|Y) is the posterior probability, and
P(X|Y)/P(Y) is the likelihood function.

2.3.3. K-Means Clustering Algorithm. *e K-means clus-
tering algorithm is very common in the field of data mining.
In this algorithm, K clustering centers are used to describe
the clustering results.When the clustering objective function
is known, the clustering analysis can be carried out by it-
erative updating to get the clustering results [24]. *e
schematic diagram of the K-means clustering algorithm
process is shown in Figure 5:

*e K-means clustering algorithm expresses the simi-
larity measure between different clustered objects and data
through distance.*e performance evaluationmethod of the
clustering result of this algorithm is usually the square of the
mean square error [25]. After the iterative calculation, the
objective function value of the algorithm will decrease, and
the operation of the algorithm is a continuous iterative
process.

*e K-means clustering algorithm can process image
and text features and has high stability and scalability. *e
clustering effect is good, and the result is more intuitive and
easy to understand. When using an approximate algorithm
to process datasets, as long as the target datasets are inde-
pendent of each other, there is no need to restrict the scope
of the dataset. However, the K-means clustering algorithm
has limitations in practical applications, and the K value will
directly affect the clustering effect. It is easy to be disturbed
by local noise in the iterative process, which makes the result
bias.

3. Experiments on AlgorithmOptimization and
Robo-Advisor Development and Supervision

3.1. Improvement of K-Means Clustering Algorithm and
Construction of the Data Mining System

3.1.1. Improve the Selection of Initial Cluster Centers. *e
key technologies to improve the K-means clustering algo-
rithm include clustering information resource sharing
technology based on the interoperability meta-model
framework and cluster automatic detection technology
based on multiengine fusion. *e square error and the
benchmark function can be used to achieve cluster analysis
of datasets with large differences in shape. *e most con-
venient method is to randomly select multiple different
initial values to execute the algorithm to reduce the de-
pendence of the K-means clustering algorithm. According to
the processing method of the representative points, the ideal
clustering result is obtained by selecting the global best
solution in the clustering result. When choosing the initial
clustering center of the clustering algorithm, it is necessary
to improve the selection of the initial clustering center.

In order to improve the stability of K-means clustering
algorithm results, it is necessary to select data samples
according to the characteristics of data distribution. In the
process of determining the initial cluster center, it can reflect
the characteristics of the initial data, and the data will not be
distorted after sampling.

3.1.2. Improve Noise and Outlier Processing Capabilities.
Perform clustering according to the steps of the traditional
K-means clustering algorithm, delete outliers, and obtain a
new dataset. Select the data object corresponding to the
smallest density value from the set S as the initial cluster
center. When the distance between each point and the data
and the remaining points is greater than the sum of the
distances between the data object and all points, this point is
treated as an isolated point.

In order to reduce the interference influence of the
clustering effect of the K-means clustering algorithm, it is
necessary to calculate the sum of the distance between each
point and the data and the remaining points and the distance
between the data object and all points.

Qi � 
e

j−1

�������������



e

d−1
xid − xjd 

2




, (13)

H � 
e

i−1

Qi

e
. (14)

Among them, e andd are the sample data and data di-
mensions, respectively; i is all points in the set; and j is a
constant.
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3.1.3. Data Mining System Construction. *ere are five
functions of the data mining system, which are file opening,
data importing, data preprocessing, data clustering, and
result query. *e overall program flow of the system is as
follows.

As shown in Figure 6, the user can specify the stored data
file according to the flow instructions and then preprocess
the data. After the data are stored in the database, users can
choose whether to generate data or not and can query the
data.

3.2. Robo-Advisor Product Design Model. Assuming that the
asset portfolio R selected by the investor contains M dif-
ferent asset targets, the capital weight for investing in the
n-th asset is Xn, and the expected return calculation method
of portfolio R is shown in the following formula:

QR � 
M

n�1
XnQn. (15)

*e variance calculation of portfolio R returns is shown
in the following formula:

σ2R � 
M

n�1
X

2
nσ

2
n + 

M

n�1


M

j�1
j≠n

XnXjσnj. (16)

For each asset target, σ2n is a diversible risk, but σnj is a
nondispersible overall market risk. *en, when the target
expected rate of return of the investment portfolio is de-
termined, the investment portfolio with the least risk has the
largest rate of return. *e expression is shown in the fol-
lowing formula:

min αT
 α

u.c.

αE QR(  � η

0≤ αn ≤ 1

1Tα � 1

⎧⎪⎪⎨

⎪⎪⎩

(17)

Among them, η is the expected rate of return of the
investment portfolio target and α is the combination weight
of the asset and the covariance matrix between the asset
targets.

3.3. Risk Analysis of Robo-Advisor. *e risk analysis of robo-
advisors can be conducted from three aspects: technology,
market, and law. Technical risks can be divided into internal
and external. *e external is cyber risk, and the internal is
algorithmic defects and operational risks. *e investment
effect of market risk on robo-advisors needs to be tested by
the market. *e homogeneity of robo-advisory algorithms
may have an intensifying effect on market resonance,
thereby exacerbating the procyclicality of investment be-
havior. *e complexity of robo-advisor business is directly
proportional to the correlation between institutions. Legal
risks include the contradiction between operational intel-
ligence and fiduciary obligations and the contradiction
between the professionalism of algorithms and regulatory
methods.

4. Discussion on Robo-Advisor Development
and Regulatory Issues

4.1. Algorithm Performance and System Operation Effect

4.1.1. Algorithm Performance. In order to verify the effec-
tiveness of the improved K-means clustering algorithm,
three datasets (A, B, and C) in the UCI database are ran-
domly used as experimental datasets. *e traditional
K-means clustering algorithm, Clara algorithm, and the
improved algorithm of this research are used for compar-
ative analysis. *e details of the experimental dataset are as
follows.

As shown in Table 1, the total number of samples in the
three datasets varies, and the number of attributes is also
different. *ere are three cluster centers in dataset B and
dataset C and four in dataset A. *e traditional K-means
clustering algorithm, Clara algorithm, and the improved
algorithm of this research are run 10 times to compare the
accuracy of clustering. *e results are as follows.

As shown in Figure 7, in the three datasets, the accuracy
of the clustering results of the traditional K-means clustering
algorithm is lower than the Clara algorithm and the im-
proved algorithm in this paper. *e accuracy of the im-
proved algorithm in this paper is higher than the traditional
K-means clustering algorithm and Clara algorithm. Among
them, in dataset B, the improved algorithm has the highest
accuracy, up to 97.08%. In dataset C, the traditional K-means
clustering algorithm has the lowest accuracy, as low as
62.17%. *is shows that the improved algorithm in this

Enter the number of clusters and data

Initialize K cluster centers

Assign each data object to the nearest class

Recalculate each cluster center

Whether to
converge?

N

Y

Output clustering results

Figure 5: Schematic diagram of K-means clustering algorithm
process.
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paper has a better performance in the accuracy of the
clustering results.

*en, compare the number of iterations of the three
algorithms in the clustering process to analyze the stability of
the algorithms. *e results of the number of iterations are
compared as follows.

As shown in Figure 8, the improved clustering algorithm
in this paper and the traditional K-means clustering algo-
rithm have 4 and 7 iteration times in A dataset, 6 and 11
iterations in B dataset, and 11 and 18 iterations in C dataset,
respectively. *is shows that the improved algorithm in this
paper has strong stability in the selection of initial clustering
centers.

4.1.2. System Operation Effect. Run a data mining system
based on the improved K-means clustering algorithm of this
paper to analyze 1804 customers of digital financial insti-
tutions. Use the system to divide customers into four cat-
egories: high-income customers, low-income customers,
customers to be developed, and consumer customers. *e
criteria for dividing customers are as follows.

As shown in Table 2, there is not much difference in age
between the four types of customers, mainly middle-aged
people. *e salient feature of high-income customers is that
their annual income exceeds 100,000 and their deposits
exceed one million. *e salient feature of low-income

customers is that the annual income is less than 40,000 and
the deposit is less than 500,000. *e notable feature of the
customers to be developed is that they have deposits of more
than 500,000, but they have not been used for financial
management or loans. *e salient feature of consumer
customers is that their annual income and deposits are
relatively high, the amount used for financial management is
higher than the annual income, and the loan amount exceeds
200,000.

After the customer classification standard is established,
the type distribution of 1804 customers is analyzed, and the
results are as follows.

As shown in Figure 9, among the 1804 customers of
digital inclusive financial institutions, the number of cus-
tomers to be developed is the largest, accounting for 46.12%
of the total, and the number of high-income customers is the
least, accounting for 10.75% of the total. *e main types of
customers who bring benefits to financial institutions are
high-income customers with the smallest proportion. *ey
often purchase wealth management products and are good
at making reasonable use of the inclusive financial system to
generate income for themselves.

4.2. Evaluation and Risk Backtesting of Robo-Advisor Product
Models. Use backtesting analysis to compare the perfor-
mance of robo-advisor product portfolios with performance
benchmarks and evaluate the quality of product design based
on the calculation of various indicators. *e five risk-level
investment portfolios are the capital preservation group,
income group, growth and income group, growth group,
and capital appreciation group. Compare the performance of
the five portfolios from February 1 to 10 and the corre-
sponding performance benchmarks. *e results are as
follows.

Import data

Data preprocessing

Clustering

Input threshold

Record user threshold

Choose output method

Whether data output

Text output Chart output

K average

Whether to output by
default

Whether to use the
default threshold 

N

N

N
Y

Y

Y

Figure 6: System operation flow chart.

Table 1: Experimental dataset.

Dataset Number
of samples Number of attributes Number of clusters

A 155 5 4
B 180 12 3
C 540 9 3
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As shown in Figure 10, select the RMB seven-day notice
deposit interest rate, the five-year bank fixed deposit interest
rate, half of the sum of the CSI All-in-One Index and the All-

in-China Securities Bond, 70% of the All-in-China Securities
Index, and 30% of the All-in-China Securities Bond. *e
Hehe and China Securities Growth Index are used as the
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Table 2: Customer classification standard.

Standard category High income Low income To be developed Consumer
Age 30–50 <30 20–40 20–45
Annual income >100000 <40000 >100000 >100000
Deposit >1000000 <500000 >50000 >500000
Financial management >100000 <100000 0 >120000
Loan amount >100000 <30000 0 >200000
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Figure 7: Accuracy of clustering results of different algorithms in different datasets.
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performance benchmarks for the five risk levels. As can be
seen from the figure, the performance of the growth and
income portfolio was slightly lower than the performance
benchmark on February 9 and February 10 and was better
than the performance benchmark in the rest of the time.
Other combinations have consistently outperformed per-
formance benchmarks during the analyzed time period.

A backtest analysis of the five major risk-level invest-
ment portfolios and the backtest results are as follows.

As shown in Table 3, the combination of growth and
income is in a state of diminishing returns in the interval,
and other combinations are in an increasing state in both the
range of returns and fluctuations. *is shows that the
construction of the five risk-level investment portfolios is
reasonable.

4.3. Effects and Suggestions of Robo-Advisor Supervision

4.3.1. Effect of Robo-Advisor Supervision. Analyze the fund
budget of an inclusive financial institution before and after
using the data mining system of this research. *e 6 items of
income, tax rebates, sales costs, wages, travel expenses, and
financial costs (the item numbers are H1, H2, H3, H4, H5,
andH6) are budgeted and compared with the actual amount,
and the results are as follows.

As shown in Table 4, before the system was used, there
was a big difference between the financial institution’s
capital budget and actual amount. Among them, the dif-
ference in cost of sales is the largest, with a difference of
230,000, followed by wages and income, with a difference of
140,000 and 120,000, respectively. After the system is put
into use, compare the fund budget and actual amount of
these six projects again, and the results are as follows.
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Figure 10: Comparison of five risk-level investment portfolios and performance benchmarks.

Table 3: Backtest results of the five major risk grade portfolios.

Capital preservation Income Growth and income Growth Capital appreciation
Interval return 0.3564% 0.5377% −0.0969% 2.9108% 5.3314%
Range fluctuation 0.1348% 0.3581% 3.1252% 4.5537% 6.7002%
Maximum drawdown −0.3455% −0.7553% −3.1124% −5.10295 −7.5337%
Sharpe ratio 1.58 1.21 −0.08 0.59 0.79

Table 4: Comparison of capital budget before system use.

Item number Budget item Budget amount Actual amount Difference
H1 Income 6320000 6200000 120000
H2 Tax refund 100000 120000 −20000
H3 Cost of sales 4130000 3900000 230000
H4 Wage 1220000 1080000 140000
H5 Travel expenses 100000 90000 10000
H6 Financial costs 40000 30000 10000
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Figure 11: Comparison of fund budget after system use.
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As shown in Figure 11, after the system was put into use,
the difference between the financial institution’s capital
budget and the actual amount has narrowed a lot. *e
budgets for tax rebates, travel expenses, and financial costs
were consistent with the actual amounts. *e sales cost,
which had the biggest difference before, was controlled at
40,000 yuan after the system was used. *is shows that the
use of the system has greatly helped financial institutions’
capital budgets and can improve the accuracy of budgets.

4.3.2. Suggestions on the Supervision of Robo-Advisors.
Based on the above analysis results, the improvement of the
robo-advisory regulatory system must innovate regulatory
methods, promote financial pilots, use regulatory technol-
ogy, and effectively prevent risks brought by opportunities
and must rely on the existing financial supervision system
and laws and regulations for supervision.*e synergy of self-
regulatory organizations between industries must be
brought into play. Financial institutions must establish and
improve dispute resolution and loss compensation mech-
anisms and information disclosure systems.

5. Conclusions

Complexity science is an emerging form of research that
reveals the operating rules of complex systems. Complex
systems can be found in every corner of life. *e develop-
ment of digital inclusive finance has gone through the four
stages of microfinance, microfinance, inclusive finance, and
digital finance. A data mining system based on complex
systems and clustering algorithms can effectively cluster,
help financial institutions analyze customer information,
improve the accuracy of capital budgets, and reduce risks for
financial institutions.

It is high-income customers who bring benefits to in-
clusive financial institutions because they often buy financial
products and are good at making rational use of the inclusive
financial system to generate income for themselves. In this
paper, the construction of the five risk-level portfolio is very
reasonable. After the risk backtest, we find that except the
growth and income portfolio, the performance of other
portfolios is better than the performance benchmark, and
the interval return and interval volatility are increasing.

We must innovate regulatory methods, promote fi-
nancial pilots, use regulatory technology, and effectively
prevent risks brought by opportunities and must rely on the
existing financial supervision system and laws and regula-
tions for supervision. *e synergy of self-regulatory orga-
nizations between industries must be brought into play.
Financial institutions should establish and improve dispute
resolution and loss compensation mechanisms and infor-
mation disclosure systems. Only in this way can the prob-
lems that arise in the supervision of robo-advisors be
improved, and the robo-advisor system can be improved.
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In the research of motion video, the existing target detection methods are susceptible to changes in the motion video scene and cannot
accurately detect themotion state of the target.Moving target detection technology is an important branch of computer vision technology.
Its function is to implement real-timemonitoring, real-time video capture, and detection of objects in the target area and store information
that users are interested in as an important basis for exercise.,is article focuses on how to efficiently performmotion detection on real-
time video. By introducing the mathematical model of image processing, the traditional motion detection algorithm is improved and the
improved motion detection algorithm is implemented in the system. ,is article combines the advantages of the widely used frame
difference method, target detection algorithm, and background difference method and introduces the moving object detection method
combining these two algorithms. When using Gaussian mixture model for modeling, improve the parts with differences, and keep the
unmatched Gaussian distribution so that themodeling effect is similar to the actual background; the binary image is obtained through the
difference between frames and the threshold, and the motion change domain is extracted through mathematical morphological filtering,
and finally, the moving target is detected. ,e experiment proved the following: when there are more motion states, the recall rate is
slightly better than that of the VIBE algorithm. It decreased about 0.05 or so, but the relative accuracy rate increased by about 0.12, and the
increase ratio is significantly higher than the decrease ratio. Departments need to adopt effective target extraction methods. In order to
improve the accuracy of moving target detection, this paper studies the method of backgroundmodel establishment and target extraction
and proposes its own improvement.

1. Introduction

With the maturity of computer technology, especially
multimedia technology, and the processing and analysis
theory of digital images, video images, as more direct and
richer information carriers, are becoming more and more
important research objects. In recent years, with the in-
troduction of highway and digital earth concepts and the
widespread application of the Internet, video image infor-
mation has become an important source and means for
humans to obtain and use information. ,e detection and
tracking of target images is based on dynamic image analysis
combined with image recognition and image tracking
methods to detect targets in image sequences. ,e process of
recognition and follow-up tracking is very important in the

field of image processing. After inspection, it was found that
there was a sentence segmentation phenomenon, so the
incomplete sentence was deleted directly. Inspection tech-
nology is the intersection of image processing technology,
machine vision technology, and artificial intelligence tech-
nology. ,erefore, detection technology has broad prospects
in scientific theoretical research and also has broad prospects
in practical engineering applications.

,e research on video processing technology in foreign
countries started early, almost accompanied by the birth of
black-and-white TV sets, but limited by the technical level,
the development is slow. ,e combination of embedded
system and computer vision and image processing tech-
nology forms an object-oriented embedded video processing
technology. Shukla and Sharma proposed that moving target
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detection and moving target tracking algorithms are the
most basic components, especially target detection algo-
rithms, which have a direct impact on the overall perfor-
mance of video surveillance systems and have been a hot
spot in the field of image processing and machine vision.
After inspection, it was found that there was a sentence
segmentation phenomenon, so the incomplete sentence was
deleted directly [1]. Yang et al. proposed an RFID security
monitoring system that combines motion sensors and RFID
modules. ,e system application relies on motion detection
sensors to detect moving targets [2]. Chebi et al. used frame
difference sharpness pattern matching to detect vehicles in
motion and incorporated the background removal function
into a small portable camera, which can better segment the
foreground in the background area [3].

,e domestic video surveillance industry initially de-
veloped from closed-circuit television surveillance. From
simple analog video surveillance to the current purely digital
network video surveillance, surveillance systems have been
widely used in China recently, and their performance is
comparable to that of large foreign companies. Quite a gap.
Wang et al. uses the interframe difference method in the
detection of moving objects in the video. Compared with the
optical flow method, the advantage of the frame difference
method is that the calculation speed is very fast, but there is
still a big disadvantage, that is, in the detection process, the
target object is easily detected [4]. Huang et al. proposed to
use Wiener filtering to model and used it to predict the pixel
value of the model and regarded the pixels that deviate from
the estimated value as the former scenic spot [5]. Huang et al.
assumed that the pixel value will change linearly with
Gaussian changes over time, so a single Gaussian distri-
bution is adopted to simulate the background model. ,is
method mainly uses a Gaussian distribution to represent the
characteristic value of a pixel and detects the pixel of the
image. ,e eigenvalue size of will match the Gaussian
distribution to classify the pixels [6].

Moving target detection and tracking are at the bottom of
the vision system and are the basis for various subsequent
advanced processing such as target classification and behavior
understanding. ,is paper uses an adaptive background sub-
traction algorithm on a fixed single node to better complete the
extraction of the moving area under a complex dynamic
background and uses the static and dynamic characteristics of
the moving target for multitarget tracking. ,e model of the
tracking system under the condition that a single node can be
moved is discussed, and a system model is proposed. In this
paper, the contour of the target is detected, and the smallest
bounding rectangle of the largest contour is used as the tracking
frame of MeanShift, combined with the detection results to
track the selected target, and the algorithm is applied to the
UAV video to detect and track the target.

2. Detection and Adaptive Video Processing of
Hyperopia Scene in Sports Video

2.1. BackgroundModeling Based on GaussianMixtureModel.
,e K-Gaussian model is used to model every pixel in RGB
color space to represent every pixel in the image. According

to the priority ωI, t(ωI, t � 1, I � 2k), the K-Gaussian dis-
tribution used to describe the color distribution of each
point has different weights from high to high ωI/σI.Let us
say you have a low order [7, 8]. Given an appropriate
background weight and threshold T, only the previous
distribution within this threshold is considered as back-
ground distribution, and the other distribution is fore-
ground distribution. At time t, Xt is the pixel value, and the
probability density function can be written as a linear
combination of K-Gaussian distribution.

P xt(  � 
k

i�1

ϖ,it
(2π)

d/2 Covt,i



1/2, (1)

where ωI, t, μI, t, Covi, and t are the weight, mean, and
covariance matrices of the i Gaussian distribution at time t,
respectively. ,e K-Gaussian distribution is sorted in
descending order of priority (ωI/σI), while the previous b

Gaussian distribution is used to represent the background
distribution, for example,

B � argmin 
b

i�1
wi,t >T⎛⎝ ⎞⎠, (2)

where t is the set background threshold. For the convenience
of calculation, it is assumed that the red, green, and blue
components of pixels are independent of each other.

xt � x
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hx≤x

a
b ,

μj,t � μy
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j,t ,
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i,t,Cov
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i,t,Cov
b
i,t .

(3)

2.2. Automatic Extraction of Stadium Main Area Based on
Histogram Statistics. ,e document used statistical in-
formation on the differences of color elements to dis-
tinguish legal areas. For the main characteristics of the
green soccer field and the lawn tennis court, the extraction
algorithm is used based on the difference in component
color information. In the lawn area, the green element of
the pixel is larger than the red and blue elements. ,e
differences between the green component and the other
two components were calculated and then the color
characteristics of the lawn were obtained by threshold
treatment. ,e grass area is extracted from the image, and
the binary image is achieved by threshold processing
[9, 10].

I(x, y) �
1, G(x, y) − R(x, y)>T and (G(x, y) − B(x, y))>Tb,

0, other.


(4)

Among them, R(x, y), G(x, y), and B(x, y) are pixel
values of color image and TR and TB are two thresholds
which can be adjusted according to the position. Choosing
reasonable parameters in the green football field, the ex-
traction accuracy of the main areas of the stadium is rela-
tively accurate [11, 12]. However, this algorithm can only be
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used in lawns and other places with prior knowledge and
cannot be extracted adaptively.

After inspection, it was found that there was a sentence
segmentation phenomenon, so the incomplete sentence was
deleted directly. Due to the influence of noise and other factors
in the imaging process, there are many small noises or small
areas in the main area of the segmented stadium, so it is im-
possible to remove them directly by removing small areas.
According to the nature of noise, the method of eliminating
block motion noise can solve this problem well [13, 14]. ,e
blocking operation used in this paper is noise algorithmwhich is
as follows: the image is divided into n × n blocks, and the
statistical value of stadium color in each block is greater than a
certain percentage; the block is regarded as stadium; otherwise,
the stadium block is considered. ,e formula is

B(i, j)
1, if 

y�N(j+1)

y�N∗ j



x�N(i+1)

x�N∗ i

G(x, y)>T × N
2

 ,

0, other.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(5)

Among them, B(I, J) is a binary result graph composed
of n × n blocks, G(x, y) is the primary extracted main area of
the course, and t is the proportion of the area. In most cases,
t is 0.6 and n is 36.

It is assumed that the gray value of the pixel at the same
point does not change significantly in two consecutive
frames, so it can be considered to be approximately equal as
shown in the following formula:

f(x + dx , y + dy , t + dt) � f(x, y, t). (6)

Among them, f(x, y, t) is the gray scale of pixel (x, y) at
time t and f(x + dx , y + dy , t + dt) is the gray scale of
(x, y) moving to pixel (x + dx , y + dy). Since the foun-
dation of the algorithm is based on gray level consistency, it
is also necessary to assume that formula (7) holds, namely:

zf(x + dx , y + dy , t + dt)

dt
� 0. (7)

After the second-order Taylor formula expansion and
simplification of formula (7), we can obtain the optical flow
field calculation formula:

zf

zx

dx

dt
+

zf

zy

dy

dt
+

zf

zt
� 0. (8)

Among them, (zf/zx) can be understood as the gradient of
the brightness of the image in the horizontal direction, (dx/dt)

can be understood as the gradient in the vertical direction,
(zf/zt) can be understood as the gradient in time, and (dx/dt)

and (zf/zt) are the optical flow in the horizontal direction and
optical flow in the vertical direction, respectively.

2.3. Eigen Image Filtering. Among various image processing
methods, adjusting pixels is the most basic image processing
method. It can adjust the changes of the image under dif-
ferent illuminations through the logarithmic conversion of
the pixel value. In addition, rendering is also a kind of image
processing, and reasonable rendering can make the image

clearer [15, 16]. Recently, Finlayson proposed a new intrinsic
image algorithm, and by calibrating the camera’s sensitive
equipment, the color image is converted into one-dimen-
sional gray-scale image, thus eliminating the influence of
shadow. We use this method in this article because there are
few restrictions on this method, and it is not very strict. At
the same time, this paper provides a method to improve the
calibration technology and expand the scope of the
algorithm.

Assuming that the Lambert model can be used in the
imaging process of the camera photoreceptor, an integral
formula can be used to describe the response of each color
channel of the photoreceptor [17, 18].

ρk(x, y) � σ(x, y)  E(λ, x, y)S(λ, x, y)Qk(λ)dλ, (9)

where k � BGR represents the index of the color channel, Qk

is the spectral response function of the kth color sensing
device, σ(x, y) is the Lambert light dark coefficient, which is
the dot product of the normal vector of the reflection plane
and the direction vector of the incident light, E(λ, x, y) is the
spectral energy distribution function of the incident light,
and S(λ, x, y) is the reflection function of the object surface.
If the following two conditions are met at each point of the
photosensitive device: the spectral response function of each
color channel is a Dirac function and the illuminance
function of the incident light can use Planck model, then
Qk(λ) and E(λ, x, y) can be expressed as follows:

Qk(λ) � qkδ λ − λk( , (10)

E(λ, T) ≈ Icλ
− 5

e
− c2/Tλ( ), (11)

where Qk is the response strength of the inductor. Because
every pixel needs to be considered, the pixel position pa-
rameter in the function is removed. I refers to the absolute
parameter of light control c1 and c2 refer to the intensity of
light, and, t refers to the absolute temperature. Substituting
formulas (7) and (8) into formula (6) yields

Pk � σIc1
λ−5

k e
− c2/Tλ( )S λk( qk. (12)

Now establish the ratio of the two channels:

rk �
pk

pp

. (13)

If p � G, then k � R, B; take the natural logarithm for
formula (10) and use two values to form a two-dimensional
vector (R/G):
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log
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SG

 

log
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SG
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+
1
T

eR − eG

eB − eG

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦, (14)

where λ1 � R/G and λ2 � Brk; from (11), it can be seen that
the first term on the right side of the formula is a constant,
whose value is determined jointly by the reflecting surface
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and the camera, and the second term is determined by the
incident light temperature and the camera. With the change
of the temperature of the incident light, the image points of
the same medium are distributed along a straight line in the
two-dimensional plane, and this straight line is only related
to the camera, not to the incident light and the reflection
plane [19, 20].

,e basic idea of the interframe difference method is to
obtain the shape of the moving target by performing the
difference operation on two consecutive frames of the video
image sequence.

,e change between the images fk(x, y) and fk+1(x, y)

of frame k and frame k + 1 is represented by a two-finger
differential image D(x, y), as shown in the following
formula:

D(x, y) �
1, if fk+1(x, y) − fk(x, y)


>T,

0, others.

⎧⎨

⎩ (15)

In formula (15), 0 corresponds to the area where the two
frames of images have not changed and 1 corresponds to the
area that has changed. ,e flowchart of the interframe
difference method is shown in Figure 1.

2.4. Background Recognition Modeling. ,e common
methods of background model building and updating are the
statistical average method, coefficient updating method, Gauss
model method, etc [21, 22]. ,e complexity of various methods
of backgroundmodel building and updating is different, and the
effect of background model obtained is also different.

,e statistical average method is to average the con-
tinuous video sequence and take the average value as the
pixel value in the current background model. Assuming that
the current video sequence is the nth frame, then the current
time background model is common, and the formula is as
follows [23, 24]:

Bn−1(i, j) �


n−1
k�1fk(i, j)

n − 1
,

Bn−1(i, j) � (1 − α)Bn−2(i, j) + αfn(i, j),

μn−1(i, j) �
1

n − 1


n−1

k�1
fk(i, j),

σ2n−1(i, j) �
1

n − 1


n− 1

k�1
fk(i, j) − μ(i, j) 

2
,

(16)

where fk(i, j) the pixel gray value at the k image coordinate
(i, j). When the H-th image is acquired [25, 26], the system
will get the gray value. According to the above formula
transformation process, the improved Gaussian function
formula is as follows:

μn−1(i, j) � (1 − α)μn−1(i, j) + αfn(i, j),

σ2n(i, j) � (1 − α)σ2n−1(i, j) + α fn(i, j) − μn(i, j) 
2
.

(17)

Firstly, the first image of video sequence is used as the
initial background, and the current tilt image fn at n time in
the post w sequence matrix is used with the previous mo-
ment background image F0 [27, 28]. A background model
updating template is obtained by differential operation, and
the common CBn−1 is obtained by binarization of the
updated template with decision threshold BTn:

BTn(i, j) �
0

1 Fn(i, j) − CBn−1(i, j)




⎧⎨

⎩ >D. (18)

Background image CBn is updated as follows:

CBn(i, j) �
CBn−1(i, j),

ω1CBn−1(i, j) + ω2Fn(i, j).
 (19)

3. Hyperopia Scene Detection and Adaptive
Video Processing Experiment Design

3.1. SystemDesign. ,e image acquisition subsystem divides
the video information collected by the USB camera into two
parts. ,e first part is transmitted to the real-time moni-
toring client through the network; the other part enters the
moving target detection subsystem. When a moving target
passes in the surveillance area, the system will quickly detect
the target. ,e subsystem calls the alarm subsystem to
perform alarm work and at the same time compresses and
saves the video pictures and several continuous screenshots
when moving objects appear in the monitoring area through
the image compression subsystem and the storage subsystem

Gray conversion

Start

Median filter

Video 
sequence

Frame K Frame K + 1

Frame difference image

Binarization

Morphological 
processing

Sports goal

End

Figure 1: Interframe difference method flowchart.
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and saves them locally. When a user wants to find a moving
target, he can view the video or picture through the WEB
subsystem of the network to quickly find the target object.
,e process is shown in Figure 2.

3.2. Test Subject. In order to compare the effect and processing
speed of the remote scene detection system in this article, the
system in this article is compared with several common systems
that use other algorithms.,emain comparison algorithms are
GMG algorithm, GMM detection algorithm, IMBS detection
algorithm, KDE detection algorithm, and VIBE detection al-
gorithm; the algorithm in this article is an improved VIBE
detection algorithm. ,e video images of the experimental
database are used for qualitative comparison, and these ex-
perimental data are collected for data analysis to draw con-
clusions. In this paper, the precision rate and recall rate are used
as indicators to evaluate the detection algorithm, and the
processing speed is also used as the evaluation indicator. After
inspection, it was found that there was a sentence segmentation
phenomenon, so the incomplete sentence was deleted directly.
,e larger the value, the better the detection of the algorithm;
the smaller the value of processing speed, the better the de-
tection of the algorithm.

3.3. ExperimentalMethod. First, it is necessary to fill the image
with holes to remove small target impurities, that is, when there
are disturbances in the background, such as the shaking of
leaves, or the misdetection caused by changes in illumination,
this will cause some false small targets in the foreground image.
And there will be some defects and holes in the detectedmoving
target, which will have an impact on the subsequent contour
detection and tracking. In intelligent monitoring, some false
targets will cause false alarms and incomplete targets will cause
missed detection. Secondly, the circumscribed rectangle of the
detected target after improvement needs to be used as the initial
target of the MeanShift tracking algorithm. ,e contour of the
final target image will be detected. After the moving target is
obtained, the moving target to be tracked is selected, that is,
select tracking target area, tracking the target.

3.4. Statistical Data Processing Method. SPSS23.0 software
was used for data processing, and the count data were
expressed in percentage (%); k is the number of data in this
experiment, σ2 is the variance of all survey results, and
P< 0.05 indicates that the difference is statistically signifi-
cant. ,e formula for calculating reliability is as follows:

a �
k

k − 1
1 −

 σ2i
σ2

 . (20)

4. ExperimentalHyperopia SceneDetection and
Adaptive Video Processing

4.1. Evaluation Index System Based on Index Reliability
Testing. Reliability refers to the stability and reliability of the
questionnaire. ,is article adopts the α coefficient method
created by L.J. Cronbach. ,e α coefficient can be obtained

by reliability analysis in SPSS software. It is generally be-
lieved that the α coefficient above 0.8 indicates that the effect
of the index setting is very good, and above 0.7 is also ac-
ceptable. Here we analyze the reliability of each type of
object, and the reliability index we choose for each type of
object is slightly different. ,e results are shown in Table 1.

It can be seen from Table 1 that there are certain differences
in the processing results of different scenes, but these processing
results can be optimized technically, so the difference between
the processing effects of different scenes has an acceptable
impact on this experiment (α>0.7). In order to better illustrate
the detection effect, corresponding indicators are used to
evaluate the detection effect. According to the segmented real
foreground image, many indicators are used to evaluate the
background modeling algorithm.

4.2. Comparison and Analysis of Detection Algorithms

4.2.1. Effect Analysis of Baseline Video Library Scene.
First, we analyze the scenes of the baseline video library and
compare the effect analysis of the algorithm used in the
system with that of other algorithms. Here, five scenes are
selected for comparative analysis: highway scene, indirect
motion scene, scene with similar color, small target scene,
and hyperopia scene. ,e results of the target scene and the
hyperopia scene are shown in Table 2. We make a bar graph
based on this result, as shown in Figure 3.

It can be seen from Figure 3 that although the GMG de-
tection algorithm can detect a relatively complete target, the
algorithm is more sensitive to illumination changes and
background disturbance; the GMMdetection algorithm ismore
obvious in the detection of the target wheel, but it is not easy to
find it inside the target and when the target is hidden.When the
background is more complex, the detection effect is not very
good; the IMBS detection algorithm has a good detection effect,
but it is very sensitive to light changes and background dis-
turbance; the KDE detection algorithm has a bad detection
effect, and the algorithm is more sensitive to the contour of the
object. ,e detection rate is very high; the VIBE detection al-
gorithm is more robust to illumination and background dis-
turbance; the detection algorithm in this paper maintains the
advantages of the VIBE algorithm and further improves the
detection accuracy.

4.2.2. Effect Analysis of Dynamic Background Video Library
Scene. We analyze the scenes of the dynamic background
video library and compare the effect analysis of the algorithm
used in the system with that of other algorithms. Here, five
scenes are selected for comparative analysis: the oar shaking
scene, water wave shaking scene, leaf shaking scene, fountain
scene, and hyperopia scene. ,e results of the fountain scene
and the hyperopia scene are shown in Table 3. We make a
histogram based on this result, as shown in Figure 4.

It can be seen from Figure 4 that the GMG detection
algorithm is very sensitive to background disturbances, and
background disturbances have a great influence on the
detection effect; the detection effect of GMM detection al-
gorithm is not ideal for background disturbances; the IMBS
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detection algorithm is very sensitive to the interference of
leaf shaking, and there is a lot of false detection rate; VIBE
detection algorithm still has a little false detection; the de-
tection algorithm in this paper reduces the target of false
detection for the rippling of water waves and the shaking of
leaves, and it can also detect moving targets.

4.2.3. Effect Analysis of Camera Shake Video Library Scene.
We analyze the scenes of the camera shake video library and
compare the effect analysis of the algorithm used in the
system with that of other algorithms. Here, five scenes are
selected for comparative analysis, namely: badminton court
scene, highway scene, zebra crossing scene, road scene, and
hyperopia scene. ,e results are shown in Table 4, and we
make a line chart based on this result, as shown in Figure 5.

It can be seen from Figure 5 that the GMG detection
algorithm has a relatively high false detection rate for camera
shake. Although the complexity of the GMM detection al-
gorithm is reduced, its detection accuracy is not very high;
although the KDE detection algorithm has a high detection
rate, there are still errors, while the IMBS detection algo-
rithm has large errors, and its detection effect needs to be
further improved; the false detection rate of the VIBE

detection algorithm is relatively reduced, but there will still
be some false warnings. ,e detection algorithm in this
article guarantees the detection accuracy and reduces the
false detection rate.

4.3. Evaluation Index Analysis

4.3.1. Analysis of the Accuracy Index of Dynamic Background
Video Library Scene Detection. We analyze the detection
accuracy index of dynamic background video library scenes
and compare the algorithm used in this paper with other
algorithms to analyze the motion state of people in the video
and determine its accuracy. Here, five scenes are selected for
comparative analysis. ,ey are badminton court scene,
basketball court scene, street scene, park scene, and hy-
peropia scene. ,e results are shown in Table 5. We make a
combined picture based on this result, as shown in Figure 6.

It can be seen from Figure 6 that for the five scenes with
dynamic background, there are fast-moving people or
indirect-moving people, there are changes in illumination,
and the leaves are slightly shaking. ,e improved algorithm
in this paper is relatively stable in the detection accuracy
index value. Compared with the original VIBE algorithm, it
has increased to a certain percentage, so it verifies the
effectiveness of the improved method in this paper.

4.3.2. Analysis of the Recall Rate Index of Dynamic Back-
ground Video Library Scene Detection. We analyze the de-
tection recall rate index for the scene of the dynamic
background video library and compare the algorithm used in
this paper with other algorithms to analyze the motion state
of people in the video and determine the recall rate. ,e
results are shown in Table 6.,is result makes a bar graph, as
shown in Figure 7.

,e improved algorithm in this paper has different recall
rates for different scenarios. As can be seen from Figure 7,
the recall rate is higher than that of the VIBE algorithmwhen

Background model 
initialization

Background 
model

Data 
collection

Raw video 
data

Moving target 
detection

Dynamic update of background 
model and parameters

Shadow 
elimination

Target 
segmentation

Target 
discrimination

Target tracking

Figure 2: Moving target detection and tracking program structure diagram.

Table 1: Summary of reliability test results.

Category Index
combination

Alpha coefficient
(α)

Highway scene Heuristic rule 0.8632Spatial correlation

Indirect motion scene Heuristic rule 0.8447Spatial correlation
Scenes with similar
colors

Heuristic rule 0.7365Spatial correlation

Small target scene Heuristic rule 0.7746Spatial correlation

Hyperopia scene Heuristic rule 0.8124Spatial correlation
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the motion state is relatively uniform, and when there are
more motion states, the recall rate is slightly better than that
of the VIBE algorithm. It decreased about 0.05 or so, but the
relative accuracy rate increased by about 0.12, and the in-
crease ratio is significantly higher than the decrease ratio.

4.3.3. Analysis of the Speed Index of the Dynamic Background
Video Library Scene Detection. We analyze the detection
speed index of the scene of the dynamic background video
library and compare the algorithmused in this paper with other
algorithms to analyze the motion state of people in the video
and determine the detection speed. ,e results are shown in
Table 7. ,e result is a histogram, as shown in Figure 8.

,e improved algorithm in this paper has different de-
tection speed changes for different scenarios. From Figure 8, it
can be seen that when the motion state is relatively uniform,
the increase in detection speed is not too large. When there
are more motion states, the detection speed increases. It can
be clearly observed.

4.3.4. Analysis of the Accuracy Index of Camera Shake Video
Library Scene Detection. We analyze the detection accuracy
index of the camera shake video library scene and compare
the algorithm used in this paper with other algorithms to
analyze the motion state of people in the video and deter-
mine its accuracy. Here, five scenes are selected for

Table 2: Baseline video library scene effect analysis data.

Algorithm Highway
scene

Indirect motion
scene

Scenes with similar
colors

Small target
scene

Hyperopia
scene

GMG detection algorithm 1.42 1.6 1.83 2.39 2.56
GMM detection algorithm 1.62 1.85 2.33 2.45 3.11
IMBS detection algorithm 1.89 2.07 2.74 2.81 3.4
KDE detection algorithm 2.17 2.73 3.09 3.22 3.58
VIBE detection algorithm 2.76 2.8 3.16 3.52 3.71
Detection algorithm of this
article 2.84 3.35 3.66 3.89 4.99
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Figure 3: Effect analysis diagram of baseline video library scene.

Table 3: Effect analysis data of dynamic background video library scene.

Algorithm Oar shaking scene Water wave shaking scene Leaf shaking scene Fountain scene Hyperopia scene
GMG detection algorithm 1.58 1.35 1.68 2.32 2.71
GMM detection algorithm 2.11 1.57 2.08 2.33 3.00
IMBS detection algorithm 2.21 2.04 2.13 2.81 3.31
KDE detection algorithm 2.39 2.17 3.11 3.01 3.52
VIBE detection algorithm 3.18 2.42 3.04 3.77 3.79
Detection algorithm of this article 3.23 3.12 3.63 3.93 4.16
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comparison and analysis. ,ese are subway station scene,
highway scene, zebra crossing scene, road scene, and far
vision scene. ,e results are shown in Table 8. We make a
histogram based on this result, as shown in Figure 9.

It can be seen from Figure 9 and from the experimental
data that for the five complex scenes of camera shake, the
effect of the improved algorithm in this paper is relatively
stable in the detection accuracy index value, and the false
detection rate is lower than that of other algorithms. ,e
VIBE algorithm has been improved, so for camera shake, the
detection effect is better than that of other algorithms.

4.3.5. Analysis of the Recall Rate Index of Camera Shake
Video Library Scene Detection. We analyze the detection
recall rate index of the camera shake video library scene and
compare the algorithm used in this paper with other al-
gorithms to analyze the motion state of people in the video
and judge the recall rate. ,e results are shown in Table 9.
,is result makes a histogram, as shown in Figure 10.

,e improved algorithm in this article has different recall
rates for different scenarios. As shown in Figure 10, when the
motion state is relatively uniform, the recall rate is higher than
that of the VIBE algorithm, and when the motion state in-
creases, it is higher than that of the VIBE algorithm. ,ere is
only an increase of about 0.02, but the relative accuracy rate has
increased by about 0.08, and the improvement ratio is sig-
nificantly higher.
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Figure 4: Effect analysis diagram of dynamic background video library scene.

Table 4: Effect analysis data of camera shake video library scene.

Algorithm Badminton court scene Highway scene Zebra crossing scene Road scene Hyperopia scene
GMG detection algorithm 5.01 4.12 3.84 3.45 4.87
GMM detection algorithm 1.95 2.19 3.02 5.52 4.32
IMBS detection algorithm 2.50 1.32 1.88 2.59 3.70
KDE detection algorithm 2.81 4.15 6.20 5.65 6.53
VIBE detection algorithm 3.41 3.12 4.83 5.19 7.03
Detection algorithm of this article 5.12 4.91 4.80 4.82 7.79
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Figure 5: Effect analysis diagram of camera shake video library
scene.
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Table 5: Data of accuracy index for dynamic background video library scene detection.

Detection accuracy GMG GMM IMBS KDE VIBE ,is article
Badminton court scene 0.96 0.35 0.97 0.83 0.93 0.98
Basketball court scene 0.94 0.24 0.88 0.72 0.95 1.00
Street scene 0.96 0.60 0.97 1.00 0.95 1.00
Park scene 0.89 0.40 0.87 0.63 0.86 0.91
Hyperopia scene 0.80 0.97 0.68 0.72 0.83 0.95
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Figure 6: ,e accuracy index map of scene detection for dynamic background video library.

Table 6: Data of recall rate index for dynamic background video library scene detection.

Test recall rate GMG GMM IMBS KDE VIBE ,is article
Badminton court scene 0.92 0.40 0.92 0.65 0.85 0.89
Basketball court scene 0.74 0.24 0.75 0.47 0.82 0.85
Street scene 0.84 0.60 0.83 0.90 0.80 0.82
Park scene 0.66 0.30 0.69 0.23 0.62 0.67
Hyperopia scene 0.79 0.69 0.59 0.63 0.73 0.85
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Figure 7: Recall rate indicator diagram for scene detection of dynamic background video library.
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Table 7: Data of speed indicators for scene detection of dynamic background video library.

Detection speed GMG GMM IMBS KDE VIBE ,is article
Badminton court scene 0.09 0.12 0.07 0.16 0.05 0.01
Basketball court scene 0.16 0.17 0.09 0.21 0.13 0.06
Street scene 1.03 0.99 0.97 1.07 0.89 0.79
Park scene 0.86 0.79 1.03 0.94 0.82 0.66
Hyperopia scene 0.17 0.26 0.19 0.31 0.22 0.13

0.09
0.16

1.03

0.86

0.17
0.12

0.17

0.99

0.79

0.26

0.07 0.09

0.97
1.03

0.190.16
0.21

1.07

0.94

0.31

0.05

0.13

0.89
0.82

0.22

0.01
0.06

0.79

0.66

0.13

Bad scene Bas scene Str scene Par scene Hyp scene
Scenes

0

0.2

0.4

0.6

0.8

1

1.2

V
al

ue

GMG
GMM
IMBS

KDE
VIBE
This article

Figure 8: Speed detection speed indicator diagram for scene of dynamic background video library.

Table 8: Data of accuracy index for camera shake video library scene detection.

Detection accuracy GMG GMM IMBS KDE VIBE ,is article
Subway station scene 0.80 0.60 0.97 0.94 0.98 0.98
Highway scene 0.57 0.93 0.85 0.95 0.95 0.95
Zebra crossing scene 0.85 0.30 0.85 0.80 0.94 0.97
Road scene 0.82 0.92 0.90 0.95 0.95 0.97
Hyperopia scene 0.43 0.73 0.89 0.76 0.83 0.94
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Figure 9: ,e accuracy index chart of camera shake video library scene detection.
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4.3.6. Analysis of the Speed Index of Camera Shake Video
Library Scene Detection. We analyze the detection speed
index of the camera shake video library scene and compare
the algorithm used in this paper with other algorithms to
analyze the motion state of people in the video and deter-
mine the detection speed. ,e results are shown in Table 10.
,e result is a histogram, as shown in Figure 11.

,e improved algorithm in this paper has different
detection speeds for different scenarios. From Figure 11, it
can be seen that when the motion state is relatively uniform,
the detection speed will increase slightly due to the increase
in the number of people to be detected. When the motion
state increases, it will not increase because of the increase in
the number of people tested.

5. Conclusions

,is topic is derived from a target image search project of a
certain research. It detects intrusive moving targets in the
monitored warning area. ,e background of the video is more
complicated. Since the characteristics of the moving target are
unknown, the background subtractionmethod is used.,e key
step of this method is the establishment of the background

Table 10: Data of speed indicators for camera shake video library
scene detection.

Detection
accuracy GMG GMM IMBS KDE VIBE ,is

article
Subway station
scene 0.89 0.76 1.03 0.88 0.64 0.37

Highway scene 0.36 0.13 0.19 0.28 0.15 0.01
Zebra crossing
scene 0.35 0.23 0.27 0.65 0.33 0.06

Road scene 0.16 0.34 0.26 0.22 0.19 0.01
Hyperopia scene 0.17 0.26 0.19 0.31 0.22 0.13

Table 9: Data of recall rate index for camera shake video library scene detection.

Detection accuracy GMG GMM IMBS KDE VIBE ,is article
Subway station scene 0.31 0.48 0.88 0.44 0.73 0.86
Highway scene 0.23 0.63 0.75 0.77 0.78 0.85
Zebra crossing scene 0.53 0.43 0.75 0.33 0.62 0.89
Road scene 0.40 0.68 0.90 0.82 0.91 0.93
Hyperopia scene 0.47 0.77 0.54 0.73 0.82 0.90
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Figure 10: Recall rate index graph for camera shake video library scene detection.
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model, the target extraction, and the update of the background
modelmethod; only the generated backgroundmodel has good
adaptability to the changes of the complex background and can
reflect the real background image, and the target needs to be
extracted after the background model is established. Depart-
ments need to adopt effective target extraction methods. In
order to improve the accuracy of moving target detection, this
paper studies the method of background model establishment
and target extraction and proposes its own improvement.

Afterwards, an improved detection algorithm is used to
clean and delete the shadow area of the moving target in
order to better track the target. Combining the improved
VIBE algorithm and the shadow removal of multifeature
fusion, it has been verified by experiments to effectively
remove the shadow of the detected target, making the de-
tected moving target more accurate. Finally, we detect the
maximum contour of the target from which the shadow is
removed, use the minimum bounding rectangle of the target
as the initial window ofMeanShift tracking, and combine the
detection results to track the target. ,rough comparison
and verification, the MeanShift tracking algorithm com-
bined with the improved detection algorithm in this paper
has better tracking effect than the MeanShift algorithm
without combined improvement. In this paper, the im-
proved detection and tracking methods are applied to the
video images captured by the drone, and the moving targets
in the video are detected and the targets are tracked. It can be
seen from the experimental results that the moving targets in
the video taken by the drone are clearer. ,e target detection
and tracking effect is relatively ideal, which further proves
the effectiveness of the improved method in this paper.

By applying the detection and tracking system of moving
objects to sports video, the system will process the collected
motion information data and obtain the motion parameters
of human body. It is very important to send some data to
improve the quality of athletes and coaches and expand the
development direction of athletes. ,is paper is based on the
background of the research and development of sports video
object detection and tracking system, through the Gauss
model to separate the scene, through the eigen extraction to
extract the characteristics of the players in the stadium, and
finally through the difference method to identify the video
content, which opens a new idea for the detection and
adaptive processing of the athletes in sports video.
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In order to improve the impact resistance andmechanical performance of anchor rods and satisfy the requirements for supporting
rockburst roadways, the energy balance equation of the energy-absorbing support and roadway surrounding rock system is
established. Moreover, to effectively prevent rockburst disasters, the energy criterion for roadway instability is derived. From the
perspective of an energy-absorbing support, a yield-absorbing anti-shock anchor composed of a rod body, tray, constant re-
sistance energy-absorbing device, and special-shaped nut is designed and developed; compared with ordinary anchor rods, this
rod has stronger mechanical properties for resisting impact. *eoretical and numerical simulation studies show that the energy-
absorbing device has a repeatable deformation failure mode and a constant yield force. *e paper also presents the principle
involved in the design of anti-shock bolt supports. *e energy-absorbing support not only effectively guides and controls the
release and conversion of impact energy but also consumes the impact energy in the buffering process of the anchor to ensure the
stability of surrounding rock and support protection system.*is study aims to provide reference for roadway support design and
to improve rock bolts used in rockburst roadways.

1. Introduction

*e current energy system requires coal to further perform
its function as “ballast stone.” Coal is therefore anticipated to
continue as China’s leading energy source in the future. *e
continuous large-scale exploitation of resources in previous
decades, however, has exhausted the country’s shallow coal
resources. Future exploitations of coal resources are ex-
pected to reach depths of 1000–2000m. At depths beyond
1000m, the geological conditions of coal resources become
more complex, the original rock stress increases, the sur-
rounding rock deformation of roadways becomes severe,
and ground pressure impact becomes the primary threat
leading to disaster in many mining areas [1–5]. In Poland,
from 1949 to 1982, a total of 3097 large-scale destructive
shocks occurred, causing 401 deaths and damaging 1, 20,
000m of wells and roads. From 1910 to 1978, the Ruhr Coal
Mine in Germany experienced 283 large-scale destructive
shocks [6], and from 1933 to 2019, China experienced 9020

destructive coal mine rockbursts [7]. It is predicted that as
mining depths increase, rockburst and its resulting series of
accidents will increasingly become severe, extremely
retarding the exploitation of deep coal resources.*e control
of surrounding rock of deep roadways is one of the key
problems in deep mining theory. In coal mining, the in-
adequacy of roadway support is the main problem en-
countered in roadway surrounding rock control as well as
rockburst prevention and control.

For rockburst roadway support, a new type of suction
bolt with a constant working resistance and good elon-
gation capacity has been developed [8–11]. In reality,
suction bolts have been studied by scholars from various
countries for over 20 years. In the early 1990s, Ortlepp [12]
proposed the concept of an energy-absorbing support
system, and Jager [13] developed the first true suction
bolt—the cone bolt. It was not until the late 1990s that
resin-anchored tapered bolts were introduced [14]. In re-
cent years, having gained in-depth knowledge on energy-
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absorbing bolt and supports, experts have developed a
variety of supports such as Garford anchor, Durabar an-
chor, yielding Secura anchor, Roofex anchor, and anchor
conceived by Varden et al. [15–17]. With the focus set on
the actual surrounding rock deformation of coal mine
roadway sustaining ground pressure impact, the negative
Poisson’s ratio material of the anchor rod (cable) is in-
vestigated, and a high constant resistance large deformation
anchor cable is designed. Most existing anchor rods are not
designed based on attaining strong impact resistance;
consequently, they are weak against impact. From the
perspective of impact resistant design, most investigations
focus on the research and development of new materials
and new types of support members. Although the appli-
cation of these research results has resulted in certain
headways, it has also considerably increased the cost of
roadway support. In view of the limitations of existing bolts
and the dearth of special requirements for tunnel support in
sustaining ground pressure impact, a new type of energy-
absorbing anti-scour bolt is designed and developed. In
order to provide reference for the design and improvement
of rock bolt support in rockburst roadway, the structure
composition and working principle of this new bolt are
investigated.

*e specific contributions of this paper include the
following:

(1) *e energy balance equation of the energy-absorbing
support and roadway surrounding rock system is
established based on the principle of energy
conservation.

(2) *e energy criterion for the instability of roadway
supported by an energy-absorbing system is de-
duced. Accordingly, the foregoing provides a theo-
retical basis for energy-absorbing support and anti-
scour design.

(3) *is paper presents the principle involved in energy
absorption and anti-scour.

(4) In view of the advantages afforded by energy-ab-
sorbing supports, a type of energy-absorbing anti-
scour bolt, composed of rod body, tray, constant
resistance energy-absorbing device, and special nut,
is designed and developed. *e test results indicate
that the energy-absorbing anti-scour bolt has
stronger impact mechanical properties than the
ordinary bolt.

*e rest of this paper is organized as follows. In Section
2, the energy balance equation of the energy-absorbing
support and roadway surrounding rock system is established
based on the principle of energy conservation. Moreover, the
energy criterion for the instability of roadway supported by
an energy-absorbing system is deduced. A type of energy-
absorbing anti-scour bolt, composed of rod body, tray,
constant resistance energy-absorbing device, and special
nut, is designed in Section 3. Section 4 shows the simulation
experimental results, and Section 5 concludes the paper with
summary.

2. Energy Criterion for Instability of Roadway

Rockburst is defined as the sudden and instantaneous release
of energy from the coal and rock mass around the roadway.
*is energy mainly emanates from a source and is trans-
mitted to the roadway in addition to the energy accumulated
through the elastic deformation of roadway surrounding
rock.

*e initial energy of an earthquake (as impact source) is
reduced by the propagation of waves through the sur-
rounding rock until the roadway surrounding rock is
reached. Let it be assumed that the initial energy of the
rockburst source is Ez, the radius of the circular roadway is r,
the distance from the rockburst source to the center of the
roadway is d, and the energy attenuation index of the
rockburst shock wave propagating through the coal rock
medium is η. With the foregoing, the energy (Ezh) released
from the impact ground pressure of the impact source is
calculated as follows:

Ezh � Ez(d − r)
− η

. (1)

*e elastic deformation energy of the roadway sur-
rounding rock that has accumulated in the original rock
stress field is expressed by the following equation:

E3 � C
V

σ21 + σ22 + σ23 − 2] σ1σ2 + σ1σ3 + σ2σ3(  

2E
⎡⎣ ⎤⎦dx dy dz.

(2)

Upon the initiation of roadway surrounding rock failure,
the stress state of the coal rock mass rapidly changes from a
three-way to a two-way force and then immediately
transforms to a one-way force. According to the minimum
energy principle for energy transfer, the energy required for
coal rock mass failure is the failure energy under unidi-
rectional stress, i.e., the minimum failure energy (Emin).

Emin �
σ2c
2E

,

orEmin �
τ2c
2G

.

(3)

In the roadway excavation process, various forms of
energy dissipation (e.g., plastic deformation of rock mass,
relative joint plane slippage in surrounding rock mass,
viscous flow deformation, secondary crack, and crack
propagation at the crack tip of surrounding rock mass)
occur. If it is presumed that the right side of the equation is
Eq, then the rockburst energy (Ep) derived from the elastic
deformation energy of the surrounding rock is as follows:

Ep � E3 − Emin − Eq. (4)

According to equations (1) and (4), the energy released
from coal and roadway surrounding rock mass is obtained
when rockburst occurs.

Ecj � Ezh + Ep � Ez(d − r)
− η

+ E3 − Emin − Eq. (5)
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When rockburst occurs, a part of the energy released by
the coal rock mass around the roadway is absorbed by the
roadway support structure, and the other part is released to
the roadway in the form of coal rock kinetic energy.

If it is assumed that δ denotes themaximumdeformation
of the roadway supporting structure, which can withstand an
impact load, Fzf, under the surrounding rock pressure, then
the energy absorbed by the elastic deformation of the
roadway supporting structure can be calculated as follows:

Ezf �
δFzf

2
. (6)

If it is assumed that the energy released to the roadway in
the form of coal rock kinetic energy is Ek when rockburst
occurs, then according to the law of conservation of energy,

Ecj � Ezf + Ek. (7)

*at is,

Ez(d − r)
− η

+ E3 − Emin − Eq �
δFzf

2
+ Ek. (8)

To prevent the roadway from impacting the ground
pressure, the energy (Ek) that should be released to the
roadway in the form of coal rock kinetic energy must be
equal to zero. If Ek is greater than zero, then

Ez(d − r)
− η

+ E3 − Emin − Eq >
δFzf

2
. (9)

*e foregoing shows that the roadway support structure
cannot fully absorb the energy released by rockburst, and the
residual energy (Ek) will be released to the roadway in the
form of coal rock kinetic energy, resulting in the damage of
the support structure and collapse of the surrounding rock.
Equation (9) is therefore the energy criterion for roadway
impact failure.

If it is assumed that the support has an energy absorption
function and the energy absorbed by the energy-absorbing
device is Ex, then according to equation (8), the energy
conservation equation for energy absorption and roadway
anti-scour support is expressed as follows:

Ez(d − r)
− η

+ E3 − Emin − Eq �
δFzf

2
+ Ex + Er + Ek.

(10)

If the energy (Ecj) released by rockburst is greater than
the energy (Ex) absorbed by the energy-absorbing device
and the energy (Fzf) absorbed by the elastic deformation of
the support structure, then

Ecj � Ez(d − r)
− η

+ E3 − Emin − Eq > + Ex + Er + Ezf.

(11)

*is shows that the support cannot completely absorb
the impact pressure to release energy, and the remaining
energy (Ek) is either projected as kinetic energy or trans-
formed into a large displacement of the surrounding rock to
free space; this causes support damage and collapse of the
roadway surrounding rock. Equation (11) is therefore the

energy criterion for the instability of roadway supported by
an energy-absorbing system.

According to the foregoing criterion, the adoption of an
energy-absorbing support in the roadway can considerably
enhance the anti-impact performance of the support system
as well as effectively preclude and control the occurrence of
rockburst. Ultimately, the criterion provides a theoretical
basis for the anti-impact design of an energy-absorbing bolt
support.

3. Design of Energy-Absorbing Anti-
Impact Anchor

3.1. Structural Design of Energy-Absorbing Anti-Impact
Anchor. *e incorporation of a constant resistance energy-
absorbing device to the conventional anchor rod is adopted
for the design of the energy-absorbing anti-scour anchor rod
shown in Figure 1.*is rod includes four parts: rod body (1),
tray (2), constant resistance energy-absorbing device (3),
and special-shaped nut (4). *e right end of the rod body is
fabricated with external threads that can be connected to the
nut, and the center of the tray has a mounting hole for the
rod body. *e constant resistance energy-absorbing device,
which has a 150–200mm thin-walled circular tube structure,
is placed between the tray and special-shaped nut. *e
special nut (Figure 2) is fabricated by integrating a round
table block, a ring block, and a square block.

3.2. 0eoretical Analysis of Mechanical Properties of Energy-
Absorbing Devices. During impact, existing energy-ab-
sorbing devices have large load fluctuations, which do not
satisfy the mechanical performance requirements for anti-
scour bolt; hence, it is necessary to design a new device
[18–20]. *e constant resistance energy-absorbing device is
designed as a thin-walled circular tube that slides along the
round table block of the special nut to achieve a constant
resistance yield. Let the outer diameter, inner diameter, and
wall thickness of the thin-walled circular tube be 2R0, 2r0,
and t, respectively (note that the inner diameter (2r0) is
larger and smaller than the diameters of the left and right
circles of the special-shaped nut round block, respectively).
*rough expansion, these outer and inner diameters are
made to transition to the larger outer and inner diameters,
denoted as 2R1 and 2r1, of the rear thin-walled tube, re-
spectively. *e round nut angle of the special-shaped nut is
α, the axial compressive stress is σz, the radial compressive
stress is σn, the hoop tensile stress is σθ, and the friction
coefficient between the inner wall of the thin-walled tube and
special-shaped nut is μ. To analyze the expansion force on
the thin-walled circular tube, a circular ring-shaped element
is obtained from the expansion area bounded by two planes
normal to the axis of the tube, as shown in Figure 3 [21].

σz + dσz( π (R + dR)
2

− (r + dR)
2

  − σzπ R
2

− r
2

 

+ 2σnπrdR + 2
μσnπr

tan α
dR � 0.

(12)
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Set the basic element in the Z-axis direction of the
equilibrium equation.

Omitting the high-order trace yields the following:

R
2

− r
2

 dσz + 2 (R − r)σz + σnr(1 + μ cot α) dR � 0.

(13)

Assuming that σr is the combined stress of the radial
compressive and frictional stresses of the toroidal base body,
the following relationship can be introduced:

σn �
σr

1 − μ tan α
. (14)

If it is assumed that the wall thickness of the thin-walled
tube remains constant during radius expansion, then the
corresponding yield condition is

σz + σθ � K, (15)

where K is the plane deformation resistance, given as
K � 1.155σs, and σs is the yield stress of the material.

For the stress analysis, half of the circular ring element is
considered as shown in Figure 4.

*e vertical balance equation is as follows:

2σθt � 
π

0
σrrdθ · sin θ. (16)

Equation (15) is rewritten as equation (16).

σr �
R − r

r
1.15σs − σz( . (17)

Combining equations (17) and (14) and substituting the
results into equation (12) yield

dσz

σza − 1.15σs(a + 1)
�
2dR

R + r
, (18)

where a � (1 + μ cot α/1 − μ tan α) − 1.
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Figure 1: Energy-absorbing anti-impact anchor.
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Figure 3: Diameter and base body. (a) Radius expansion diagram. (b) Primitive body force diagram.
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When the integral of equation (18) is substituted into the
boundary condition (R � R0, r � r0, and σz � 0), the yield
stress of the constant energy-resistive device is given by the
following:

σz � βσs

a + 1
a

1 −
R1 + r1

R0 + r0
 

2a

⎡⎣ ⎤⎦. (19)

In the foregoing, β � (K/σs).
*e yield force of the constant resistance energy-ab-

sorbing device can be obtained from equation (19), as
follows:

F � π R
2
0 − r

2
0 σz. (20)

*at is,

Fmax � 1.15π R
2
0 − r

2
0 σs

a + 1
a

1 −
R1 + r1

R0 + r0
 

2a

⎡⎣ ⎤⎦. (21)

Based on equation (20), it can be concluded that the
bearing capacity of the constant resistance energy-absorbing
device is influenced by inner diameter, wall thickness,
material yield strength, friction coefficient, and other
parameters.

*e energy absorbed can be calculated as

E � Fδ � 1.15π R
2
0 − r

2
0 σs

a + 1
a

1 −
R1 + r1

R0 + r0
 

2a

⎡⎣ ⎤⎦ L −
r1 − r0

sin θ
 ,

(22)

where L and δ are the length and compression distance of the
thin-walled tube, respectively.

3.3. Numerical Simulation of Mechanical Properties of Con-
stant Resistance Energy-Absorbing Device. *e model is
established using ABAQUS finite element analysis software
[22–28]. *e special-shaped nut is assumed to be a 160mm
high rigid body with a 110mm lower end diameter, a
100mm upper end diameter, and a 10mm high round table
block. Considering the influence of the mechanical prop-
erties of thin-walled circular tube materials on energy ab-
sorption, three materials, specifically, T700L, Q550, and
Q235, are simulated. *e material parameters are shown in
Tables 1 and 2. *e thin-walled circular tube is 3mm thick

and 150mm long with a 105mm inner diameter. *e cir-
cular tube network is mainly a quadrilateral element with a
2mm characteristic length. With all degrees of freedom of
the special-shaped nut constrained, the thin-walled tube is
placed above the nut, and a rigid plate is pressed axially from
above the thin-walled tube at a constant speed of 1m/s. An
automatic point-to-surface contact mechanism is used be-
tween the rigid plate and circular tube. During the defor-
mation process, the internal and external surfaces of the
component are set to self-contact with a 0.3 friction
coefficient.

*e compression deformation process of the constant
resistance energy-absorbing device is shown in Figure 5, and
the force and energy absorption displacement curves are
shown in Figures 6 and 7, respectively.

(1) *e various materials of the constant resistance
energy absorbing-device have stable and repeatable
deformation and failure modes during compression.

(2) *e constant resistance energy-absorbing device
composed of different materials has a constant force
during the yielding process, and the absorbed energy
increases approximately linearly with the increase in
compression distance. *e yielding force and energy
absorption results of the device during compression
deformation are summarized in Table 1. (a) *e
yielding force and absorbed energy of T700L are
344 kN and 46.90 kJ, respectively, and the theoretical
yielding force and absorbed energy are 347 kN and
45.47 kJ, respectively; the relative errors are 1% and
3%, respectively. (b) *e simulated yielding force
and absorbed energy of Q550 are 276 kN and
35.33 kJ, respectively, and the theoretical yielding
force and absorbed energy are 262 kN and 35.87 kJ,
respectively; the relative errors are 5% and 1%, re-
spectively. (c) *e simulated yielding force and
absorbed energy of Q235 are 156 kN and 20.33 kJ,
respectively, and the theoretical yielding force and
absorbed energy are 112 kN and 15.10 kJ, respec-
tively; the relative errors are 28% and 26%,
respectively.

3.4. Principles of Energy Absorption, Anti-Scour, and Anti-
Scour Bolt Support. For the energy-absorbing device to
effectively function, its displacement force should be
greater than the yielding force of the bar body; moreover,
the breaking force of the bar body should be low. When the
bearing capacity of the bolt is less than its yielding force,
the energy-absorbing device will not yield to deformation.
*e principle of the support afforded by energy-absorbing
anti-shock bolts is mainly reflected in two aspects: resis-
tance and yield. *e energy-absorbing device is not de-
formed and destroyed by the resisting bodies under the
static pressure of the surrounding rock. *e device is
allowed to absorb energy to reduce impact when the
ground exerts pressure. *ese processes are reflected in
three aspects: first, the energy-absorbing device directly
dissipates the impact energy of the surrounding rock

θ
dθ

2r

2R

σr

t t
σθσθ

Figure 4: Half ring body force diagram.
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through plastic deformation; second, the resulting con-
ditions effectively improve the impact resistance of the
anchor; third, the deformation space of the device provides
a certain amount of energy release space for coal rocks. As
a result, the surrounding rock impact energy is indirectly
dissipated, the release and conversion of impact energy are
effectively guided and controlled, and the impact energy is
diminished in the buffering process of anchor bolts, thus

ensuring the stability of the surrounding rock and support
system of the roadway [29–31].

4. Yielding Test Analysis of Energy-Absorbing
Anti-Shock Anchor

*e energy-absorbing device theoretically analyzed is made
of Q235 material with an inner diameter, wall thickness, and
length of 44, 3.5, and 150mm, respectively. *e size of the
special-shaped nut is shown in Figure 2. *e rod body is
made of a 22mm diameter rebar. Ordinary and energy-
absorbing anchor bolts are subjected to static load and
impact tests. *ese tests are performed on a 600 kN anchor
bolt static load test bench (Figure 8) and a 300 kN anchor
bolt impact test bench (Figure 9). *e comparison of the
energy-absorbing anchor before and after deformation is
shown in Figure 10. *e force-displacement curves of the
common and energy-absorbing bolts tested are shown in
Figure 11; Figure 12 depicts the energy absorption char-
acteristic curves.

*e tensile strength, yield distance, and absorbed en-
ergies of ordinary and energy-absorbing bolt are summa-
rized in Tables 3 and 4.

(1) Under static load, the tensile strength, yield distance,
and absorption energy of ordinary anchor bolts are
505.46MPa, 197mm, and 31.99 kJ respectively, and
those of the energy-absorbing anti-scour anchor
bolts are 506.46MPa, 329mm, and 51.62 kJ, re-
spectively. *e tensile strength, yield distance, and
absorption energy of the latter are 1, 1.67, and 1.61
times those of the former.

Table 1: Dimensions and anti-shock characteristics of thin-walled round pipes.

Component
number

Material
model

Wall
thickness
(mm)

Diameter
(mm)

Length
(mm)

Simulated
Fmax (kN)

*eoretical
Fmax (kN)

Relative
error (%)

*eoretical
E (kJ)

Simulated
E (kJ)

Relative
error (%)

1 T700L 3 105 150 344 347 1 45.47 46.90 3
2 Q550 3 105 150 276 262 5 35.87 35.33 1
3 Q235 3 105 150 156 112 28 20.33 15.10 26

Table 2: Material parameters.

Material model kg·m− 3 E (GPa) V σs(MPa) σb(MPa) δ(%)

T700L 7850 210 0.3 720 790 16
Q550 7850 200 0.3 550 620 16
Q235 7850 200 0.3 235 380 16

Figure 5: Deformation process of constant resistance energy-ab-
sorbing device.
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Figure 7: Energy absorption characteristics of materials.
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(2) Under impact load, the tensile strength, yield dis-
tance, absorbed energy, and impact time of ordinary
bolt are 535.31MPa, 195mm, 35.08 kJ, and 0.15 s,
and those of the energy-absorbing anti-shock bolt

are 534.84MPa, 332mm, 57.63 kJ, and 0.22 s, re-
spectively. *e tensile strength, yield distance,
absorbed energy, and impact time of the latter are 1,
1.70, 1.64, and 1.47 times those of the former.

Figure 8: 600 kN test bench.

Figure 9: 300 kN test bench.

Figure 10: Before and after experiment contrast.
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(3) Under the action of impact load, the tensile strength
of both ordinary and energy-absorbing anti-impact
bolts increase by 5%. *e absorbed energy also in-
creases, but the effect of loading mode on bolt dis-
placement is reduced. *is demonstrates that the
latter has a stronger capacity to absorb energy and
longer impact resistance time than the former.

5. Conclusion

*e energy balance equation of the energy-absorbing sup-
port and roadway surrounding rock system is established
based on the principle of energy conservation. Moreover, the
energy criterion for the instability of roadway supported by
an energy-absorbing system is deduced. It can be concluded
that this type of support can significantly enhance the anti-
scour performance of the support system and effectively
prevent the occurrence of rockburst. Accordingly, the
foregoing provides a theoretical basis for energy-absorbing
support and anti-scour design.

In view of the advantages afforded by energy-absorbing
supports, a type of energy-absorbing anti-scour bolt, com-
posed of rod body, tray, constant resistance energy-ab-
sorbing device, and special nut, is designed and developed.
Based on the theoretical and numerical analyses of me-
chanical properties, it is concluded that the energy-ab-
sorbing device has a repeatable deformation failure mode
and a constant yielding force. *e test results indicate that
the energy-absorbing anti-scour bolt has a stronger impact
mechanical properties than the ordinary bolt.

*is paper presents the principle involved in energy
absorption and anti-scour. *e energy-absorbing support
effectively guides and controls the release and transforma-
tion of impact energy. It also consumes the impact energy in
the process of bolt displacement and buffer to ensure the
stability of the surrounding rock and support system.
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People are ingesting various information from different sense organs all the time to complete different cognitive tasks. *e brain
integrates and regulates this information. *e two significant sensory channels for receiving external information are sight and
hearing that have received extensive attention. *is paper mainly studies the effect of music and visual-auditory stimulation on
electroencephalogram (EEG) of happy emotion recognition based on a complex system. In the experiment, the presentation was
used to prepare the experimental stimulation program, and the cognitive neuroscience experimental paradigm of EEG evoked by
happy emotion pictures was established. Using 93 videos as natural stimuli, fMRI data were collected. Finally, the collected EEG
signals were removed with the eye artifact and baseline drift, and the t-test was used to analyze the significant differences of
different lead EEG data. Experimental data shows that, by adjusting the parameters of the convolutional neural network, the
highest accuracy of the two-classification algorithm can reach 98.8%, and the average accuracy can reach 83.45%.*e results show
that the brain source under the combined visual and auditory stimulus is not a simple superposition of the brain source of the
single visual and auditory stimulation, but a new interactive source is generated.

1. Introduction

*e study of audiovisual synchrony induced electroen-
cephalogram (EEG) is an important part of the brain-
computer interface (BCI) system.*e BCI system provides a
new way for humans to communicate without relying on
peripheral nerves and muscles, that is, to communicate and
control the outside world by measuring brain waves or other
electrophysiological signals in the human brain. By studying
the cognitive mechanism of the brain, exploring its efficient
way of information processing, and popularizing the re-
search results in the fields of intelligent systems such as
computers, the intelligent processing ability of computers
can be improved, so as to promote the rapid development of
information science.

By converting the original brainwave signal into char-
acteristic space in the form of string to a certain extent, the
signal noise can be reduced, the change mode of brainwave
signal can be abstracted, and the local information of

brainwave signal can be kept to the maximum extent. In
order to overcome the shortcomings of traditional methods,
we extract the modal functions related to specific EEG signal
tasks, which greatly improves the performance of emotion
classification tasks based on EEG signals.

In the practical application of EEG signal analysis and
processing, signal analysis methods such as time domain and
frequency domain are successively introduced. Lawhern
believes that the BCI uses neural activity as a control signal to
communicate directly with the computer. For a given BCI
example, the feature extractor and classifier are customized
for the different features of the EEG control signal expected
to limit its application to this specific signal. Here, he
proposed whether it is possible to design a CNN architecture
to accurately classify EEG signals from different BCI par-
adigms while making it as compact as possible. In this work,
he introduced EEGNet, a compact convolutional network
based on EEG’s BCI. He introduced the use of deep con-
volution and separable convolution to construct an EEG-
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specific model, which encapsulates the famous EEG feature
extraction concept of BCI. He compared EEGNet with the
current state-of-the-art methods of the four BCI paradigms:
P300 visual evoked potential, error-related negative re-
sponse (ERN), motor-related cortical potential (MRCP), and
sensorimotor rhythm (SMR). Although the conclusions of
his research are correct, the research objects are rather vague
[1]. Zhang believes that regularization has become a way to
prevent overfitting of the brain-computer interface EEG
classification. *e effectiveness of regularization is usually
highly dependent on the choice of regularization parameters
usually determined by cross-validation (CV). However, CV
imposes two main restrictions on BCI: (1) the user needs a
large amount of training data; (2) it takes a relatively long
time to calibrate the classifier. *ese restrictions will greatly
reduce the practicality of the system and may cause users to
be reluctant to use BCI.*ey introduced the sparse Bayesian
method to classify EEG by using the Laplacian prior, SLa-
place. Under the framework of Bayesian evidence, they use
Laplacian priors to learn sparse discriminant vectors in a
hierarchical manner. All required model parameters can be
automatically estimated from the training data without the
need for CV. Although their research is more targeted, it is
not comprehensive enough [2]. Van believes that many
variables in social sciences, physical sciences, and biological
sciences (including neuroscience) are nonnormally dis-
tributed. In order to improve the statistical properties of
such data or to allow parameter testing, logarithmic or
logarithmic transformations are usually used. Box-Cox
transformation or ad hoc method is sometimes used for
parameters, and for these parameters, there is no known
transformation that approximates normality. However,
these methods are not always consistent with Gaussian.*ey
discussed a transformation that maps the probability dis-
tribution to the normal distribution as much as possible and
has precise consistency for the continuous distribution. To
illustrate this point, the transformation was applied to the
theoretical distribution and applied to quantitative elec-
troencephalogram (qEEG) measurements from repeated
recordings of 32 highly abnormal subjects. Consistency with
Gauss is better than using logarithm, logarithm, or Box-Cox
transformation. *eir research lacks experimental data [3].

*e main contributions of this paper are as follows: (1)
an effective experimental paradigm of cognitive neurosci-
ence is established, and the cognitive law of visual emotion is
obtained, which improves the classification recognition rate;
(2) the analysis and processing process of EGG signal is
improved to promote the better integration of computer
science and medicine; (3) the feature extraction and clas-
sification algorithm improvement of EEG data are carried
out by using ERP technology.

2. Emotional Cognition and EEG Signals

2.1. Emotional Cognition Based on Complex System.
Emotion is a kind of psychological evaluation made by the
body for the things in the surrounding environment relative
to its own needs. It can be seen that the cognitive process has
a very important meaning for the generation and adjustment

of emotions.*e body constantly uses cognitivemechanisms
to evaluate and judge whether things in the surrounding
environment can meet the body’s adaptation needs, and on
this basis, there are positive or negative emotional reactions.
When the body adopts a more concise and clear cognitive
structure and strategies, the way the body evaluates things
will be relatively simple, and the emotional experience
generated at this time is more likely to be in a strong state;
and when the human body adopts more complex and
changeable cognitive structures and cognitive strategies, the
body will evaluate the surrounding things from multiple
aspects and multiple levels, and the emotional experience
generated at this time is more likely to tend to a mild state;
that is, the complexity of the cognitive structure and the
difference in cognitive strategies can greatly affect the
generation and experience of emotions [4].

Complex system theory is a frontier direction in system
science, and its main purpose is to reveal some dynamic
behaviors that are difficult to explain with existing scientific
methods. Different from the traditional reductionist
method, the complex system theory emphasizes the com-
bination of holism and reductionism to analyze the system.
Complex systems are very sensitive to changes in individual
parameters and partial structures in the system, while the
human brain and nervous system are nonlinear and ex-
tremely complex systems. *erefore, when conducting re-
search on emotional cognition, people will use the theory of
complex systems to better feel the changes in the human
body and achieve a high degree of correlation in many fields
such as psychology, physiology, and neuroscience.

2.2. EEG Signal. When the external stimulation acts on the
neurons, the potential difference between the inner and
outer sides of the cell membrane decreases, and the excit-
ability is enhanced. As the active potential is generated, a
peak pulse will be generated on both sides of the cell
membrane, which changes the positive and negative values
from the inside to the outside. Synapses are the processes
needed to transmit excitability between different neurons,
and synapses play a very important role in transmitting
excitability. In the process of transmission is excited, excited
feeling of cells before contact position after pulse synapses,
capsule into the hot spring active, after the release of the
neurotransmitter substance synaptic relaxation, like a re-
ceiver cell membrane, it can be felt on the surface of the
neurotransmitter substance and catch the body cause a series
of changes of cell membrane ion channels, to cause the
membrane potential of, namely the trigger synapses po-
tential [5].

Brain waves can be roughly regarded as the dominant
waveform of sine waves, so the waveform of brain waves can
be represented by parameters such as frequency, amplitude,
and phase. (1) Alpha waves appear when you are awake and
close your eyes quietly. *e frequency is 8∼13Hz, and the
amplitude is 20∼100 μv. *is is the most rhythmic waveform
in brain waves. During visual stimulation or related cog-
nition, the alpha wave will be immediately replaced by the
beta wave. (2) Beta waves appear when the brain is excited,
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which is related tomental tension and emotional excitement.
*e frequency is 14∼30Hz and the amplitude is 5∼20 μv,
which is a fast wave. (3)When Cida waves indicate sleepiness
or mental anxiety, the frequency is 4∼7Hz and the ampli-
tude is 10∼50 μv when satisfied. (4) Delta waves are under
deep anesthesia, hypoxia, or organic brain diseases, with a
frequency of 0.5 to 3Hz and an amplitude of 20 to 200 μv.
*e actual measured brain wave is a signal composed of the
above-mentioned multiple frequency components, which
usually contains a lot of background noise [6].

*e characteristics of EEG are as follows: (1) EEG is weak
and interference noise is strong. Generally, the amplitude of
EEG is only about 50 μV. In the observation, the signal of the
nonstudy object is very strong; for example, some un-
avoidable interference factors will cause strong interference
noise. Due to these interference factors, the requirements for
EEG extraction and processing devices need to be increased.
For example, EEG detection systems and analysis systems
require high input impedance, high common mode removal
ratio, and low noise amplification technology. (2) EEG is
unstable and random.*e instability of the signal means that
the statistical characteristics of the signal have nothing to do
with the time of statistical analysis. In fact, the rhythm of
brain waves is related to changes in mental state. *e
nonstationarity of brain waves is caused by certain changes
in the physiological factors that constitute brain waves, and
it has a relatively strong ability to automatically adapt to the
outside world. (3) *e frequency domain characteristics of
EEG are clear, and power spectrum analysis and various
frequency processing technologies decide to occupy a more
important position than other physiological telecommuni-
cations. (4) *ere is very important mutual information
between each read signal. *is is because EEG generally uses
multichannel signals obtained by a multielectrode mea-
suring device [7].

2.3. Emotional Classification of EEG Signals. Emotional
brainwave signals are generated by test subjects under
specific emotional stimuli. Compared with sleep-related
brain wave analysis tasks, the brain wave signal generated by
emotional stimulation is longer. All points of the entire brain
wave signal have nothing to do with a specific emotion, and
most of the emotions are generated in local parts [8].

*e Gaussian process is a collection of probability
variables, which are distributed according to the combined
Gaussian. In the Gaussian process regression, these prob-
ability variables represent the values of independent variable
functions. Gaussian process regression assumes that the
average value of the independent variable function distri-
bution is 0, and the correlation between them is represented
by the covariance function. *e commonly used covariance
function is as follows [9]:

Ki,j � K Xi, Xj  � θ0 exp −
1
2
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*e fully connected layer usually uses the Softmax model
to solve multiclassification problems. *e loss function of
Softmax is as follows:
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In the formula, θl
j represents the input of the jth neuron

node of the lth layer (usually the last layer), and keθ
l
k

represents the sum of the inputs of all the neuron nodes of
the entire l layer. In order to prevent the local optimization
of J(θ), the weight attenuation term is introduced. *e
specific expression is as follows:
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Human beings do not recognize things by pixel by pixel
but get local information from a part of the area, collect all
the local information, and finally integrate it into the global
information. In general, in any image, the closer the distance
between two pixels is, the greater the correlation between
them will be, while the correlation between two pixels that
are far away is relatively small [10]. In fact, human neurons
can only capture the local information of a picture and do
not respond to global information. But in the end, the
currently selected attribute is classified according to the
impurity function. If selecting this attribute can reduce the
impurity, then this attribute can separate the data. If the
impurity function is denoted as i(t), the purity gain is
denoted as

Δi(t) � i tp  − E i tc(   � i tp  − Pl i tl(   + Pr i tr(  .

(4)

Dice similarity coefficient calculation formula is as
follows:

DICE �
2|SEG∩GT|

|SEG| +|GT|
, (5)

y � αWy + β1X − Wβ2X + ε, (6)

lngdpit � a0 + a1du
∗dt + 

N

i�1
bjXu + εu. (7)

Video coefficient calculation formula is as follows:

SEN �
|SEG∩GT|

GT
, (8)

lssim � 1 −
2μxμy + C1  2σxy + C2 

μ2x + μ2y + C1  σ2x + σ2y + C2 
, (9)

ψ � 
θ

x�1
Vx � 

ϑ

x�1

Wx


n
1WI
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VOE coefficient calculation formula is as follows:

VOE � 1 −
|SEG∩GT|

|SEG∪GT|
, (11)

U2 �
s − p1 − kx2,

x − p2 − k 1 − x2( .
 (12)

RVD coefficient calculation formula is as follows:

RVD � 100% × 1 −
|SEG| − |GT|

|GT|
 . (13)

Jaccard coefficient calculation formula is as follows:

Jaccard �
|SEG∩GT|

|SEG∪GT|
, (14)

xH �
p2 − p1 + 1

2
. (15)

2.4. Physiological Basis of Music- and Image-Induced EEG.
*ere is a close relationship between emotion and emotion,
which is both difference and connection. *e process of
cognition is accompanied by human emotions and emo-
tions. It comes from the process of cognition and affects the
conduct of cognition and activities.

When we have different emotions such as joy, anger, and
sadness, we usually have emotions first and then emotions.
*e generation of emotion does not need conditioned reflex,
while emotion is gradually acquired and evolved in the
society. Emotions are extremely unstable and emotions are
relatively stable. Generally, the emotion is not stable, which
is situational and temporary. Compared with emotion,
emotion is more stable, which is an embodiment of essence
and will not change at any time. Inducing different emotions
is the most important premise of emotion research. Emotion
can be induced by external stimulation and internal re-
sponse. At present, the common methods of emotion in-
duction can be divided into two types: subjective induction
and event induction. *e subject elicitation is to make the
subjects recall the memory fragments with emotional color
or imagine the scene with a specific emotional state to induce
the specific emotions of the subjects. *e disadvantage of
this method is that it cannot ensure that the participants can
recall the corresponding memory fragments or imagine the
scene of a specific emotional state, so it is difficult to ensure
that the subjects can successfully induce specific emotions;
even if the induction is successful, it is difficult to measure
the duration of the corresponding emotions. Event elicita-
tion is based on the mirror neuron theory, using external
means to induce subjects to produce corresponding emo-
tions. It is the most common event inducing method to
induce the subjects’ different emotions through external
stimuli such as pictures, music, and video, and it is also the
most commonly used emotion-inducing method by re-
searchers. Emotion induction is the precondition of emotion
recognition research. If the subjects’ emotion cannot be

induced successfully, the follow-up research will not be
conducted or the wrong results will be obtained [11, 12].

3. EEG Experiment on Emotional
Cognition under Visual and Auditory
Synergy Stimulation

3.1. Experimental Data Set. *e DEAP data set includes a
preprocessed version of the original EEG signal, and its main
content is shown in Table 1. *is version downsamples the
original signal, and the sampling frequency is after 128Hz.
*e signal is filtered at 4 to 45Hz through a bandpass filter,
and then the traces of the electrical signal are removed by
blind source separation. In this experiment, 32 induced EEG
signals in the data set were set to 5.0, and joy, arousal, and
excitement were classified as low (score <5.0) and high
(score ≥5.0), respectively; in 3 emotional dimensions, two
classifications were made separately [13].

3.2. Experimental Platform. *e experiment uses presenta-
tion to write the experimental stimulation program. Pre-
sentation can interact well with ERP, MEG, fMRI, and so on
and is often used for stimulus presentation and experimental
process control in cognitive experiments. It runs under the
Windows environment and can reach millisecond time
accuracy [14].

3.3. Experimental Process

(1) fMRI data collection was performed using 93 videos as
natural stimuli. *ese videos were divided into eight
large segments and played to three subjects using an
MRi-compatible VR eyewear device, while they were
scanned by fMRI. Parameters were 30-axis slice, matrix
size 64× 64, layer thickness 4mm, 220mmFOV,
TR� 1.5 s, TE� 25ms, and ASSET� 2 [15].

(2) In order to prevent subjects from being stimulated by
strong picture colors during the experiment, the
experiment adopted a black background with a
resolution of 640∗480 and a size equal to half of the
screen. Moreover, the experimental pictures had the
same brightness and contrast. *e pictures were
randomly divided into 5 sections and presented in a
random manner to effectively avoid the practice
effect and fatigue effect. Each image presented 3 s,
and images were continuously presented between
stimuli in each bar. After the end of each section of
the experiment, the subjects could choose whether to
take a rest. *e experiment lasted for 5 minutes [16].

(3) EEG data acquisition: firstly, set the storage path of
EEG data; then the EEG signals recorded on the
screen of the subjects were observed. When the EEG
signals stabilized, the audiovisual stimulation ex-
perimental paradigm was presented on the screen of
the subjects. Finally, in accordance with the designed
experimental paradigm flow, the subjects were in-
duced by emotional pictures and sounds to collect
EEG signals [17].
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3.4. Data Processing

(1) Data format conversion (convert .cnt to .mat for-
mat): since the original data is a .cnt format file
collected by the Scan software, this article uses the
EEGlab toolbox to import it into Matlab and then
process it. *e data saved after processing is in the
.mat format, and the data in the .mat format can be
used. *e data generated by subsequent feature
extraction and other works can also use the .mat
format.

(2) Complete the independent component analysis
processing of the data. Use the ICA algorithm in the
EEGlab toolbox to decompose the data, and remove
the artifact signals such as ocular electricity and
myoelectricity to achieve denoising [18].

4. EEG Analysis of Emotional Cognition under
Visual and Auditory Costimulation Based on
Complex System

4.1. Analysis of Global Feature Difference Results. First, select
the initial value of the weight vector in the convolutional
layer, the learning rate is 1e− 5, and the momentum factor is
0.9. Under the eight probability distribution conditions of
uniform distribution, zero-point distribution, and normal
distribution, the effects of different initialization weight
vectors on the accuracy of emotion recognition are shown in
Figure 1. It can be found from the table that the classification
accuracy is the highest when the initialization weight vector
is uniformly distributed. *e power spectrum entropy of P
area, PT area, and O area does not change significantly with
the level, which also shows that these areas have a small
relationship with emotions.

As shown in Figure 2 and Table 2, the power spectrum
entropy of F zone, AT zone, and C zone fluctuates greatly
with the level change, especially in F zone. And the power
spectrum entropy of the F zone has an upward trend with the
level change.*is may be due to the fact that the brain is in a
highly stressed state when viewing lower-level pictures,
which makes the regularity of the brain waves stronger, so
that the power spectrum entropy is higher.

As shown in Table 3, as the level of the picture increases,
the state of the subjects is more relaxed when watching the

picture, which makes the law of brain waves weaker, and
thus the power spectrum entropy becomes larger. *e im-
portance of emotion to human life is self-evident, and it
affects the individual’s evaluation of external things and
affects the individual’s behavior mode in dealing with ex-
ternal things. *e relationship between emotion and exec-
utive function has also become a research hotspot in recent
years. *rough research on patients with anxiety and de-
pression, people have found that emotions affect individual
working memory, renewal, transformation, and other
abilities [19, 20].

Figure 3 shows the accuracy comparison of the two-
category emotion recognition of the five algorithms. *e
horizontal axis in the figure represents the tester number,
and the vertical axis represents the accuracy rate. It can be
seen from the figure that when using statistical features as
input, two algorithms, RBF-SVM and Linear-SVM, are used
for emotion recognition, and their accuracy is generally
lower than that of the algorithm in this paper.

As shown in Table 4, through the comparison of the
accuracy of the algorithm in this paper and the algorithm in
the literature, it can be found that this paper uses the
preprocessed brain wave signal as input. By adjusting the
parameters of the convolutional neural network, the highest
accuracy rate of the two-class algorithm can reach 98.8%,
and the average accuracy rate is 83.45%; compared to the
emotion recognition algorithm of the convolutional neural
network that uses statistical features as input, it is signifi-
cantly improved [21].

As shown in Figure 4, with the increase in sparsity, the
clustering coefficient C under different sparsity levels in-
creases monotonically, and the clustering coefficient can
measure the clustering characteristics and tightness of the
brain function network. Under high arousal conditions, the
clustering coefficient of the brain network with low pleasure
is smaller than the brain network of high pleasure; under the
condition of low pleasure, the clustering coefficient of low
arousal is greater than the clustering coefficient of high
arousal.

As shown in Figure 5 and Table 5, this may indicate that,
under higher pleasure conditions, the brain nerves are more
excited, local connections between brain regions increase,
and brain function connections are enhanced, and under the
same conditions of low pleasure, the brain function of the
brain with low arousal is higher than the high arousal. *e
brain function of the brain network has more connections
between brain regions, and the local connection function is
stronger. *e research results on local efficiency are con-
sistent with the research results of clustering coefficients.
Both of these two attributes can reflect the differentiation
ability of local brain functions. Together, the two indicate
that high-pleasure emotions promote the local information
processing and processing of the brain [22].

4.2. Analysis of EEG Feature Extraction Results. *e average
accuracy of discrete dimensions is shown in Table 6. As can
be seen from the figure, the average accuracy has improved.
When using the convolutional neural network to solve the

Table 1: Experimental data set.
Number of participants 32
Number of videos 40
Video duration 60 s

Emotional dimension

Pleasure
Arousal

Like degree
Dominance
Familiarity

Value range Familiarity: 1.0 to 5.0
Others: 1.0 to 9.0

Recorded signal Number of channels: 40
Number of participants Sampling frequency: 128Hz
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problem of image classification, the input is unstructured
image data; that is, we do not need to extract all the features
of an image. At the same time, the operation of each layer in
the convolutional neural network is equivalent to extracting
the image features with a feature operator, and the pa-
rameters of the feature operator can be adjusted and updated

continuously during the whole network training process, so
as to optimize the classification results.

As shown in Figure 6, the number of features that can be
extracted in the whole network is closely related to the scale
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Figure 2: Spectral entropy fluctuates greatly with changes in energy level.

Table 2: *e influence of different energy fluctuation forms on the
accuracy of emotion recognition.

Number F AT C Power S-entropy Ele-wave
1 0.16 1.32 0.06 0.36 0.12 0.07
2 1.3 3.05 3.49 2.04 4 1.22
3 2.25 5.25 5.84 3.16 5.89 2.27
4 4.46 3.04 2.33 2.93 5.39 3.08
5 1.98 2.57 3.78 2.65 2.38 3.44
6 2.61 2.23 5.7 6.15 6.13 1.68

Table 3: *e influence of different initialization weight vectors on
the accuracy of emotion recognition.

Data distribution Accuracy Variance
Uniform 0.636827 0.013589
Lecun_uniform 0.601238 0.010331
Normal 0.619266 0.094318
Zero 0.558342 0.024774
Glorot_normal 0.571085 0.043303
Glorot_uniform 0.571985 0.025202
He_normal 0.593892 0.012603
He_uniform 0.590875 0.051937
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Figure 1: *e influence of different distribution forms on the region.
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Figure 3: *e impact of different initialization weight vectors on the accuracy of emotion recognition.

Table 4: *e parameters of the convolutional neural network.

Item Stimulate Neurons Cell membrane Polarization Elimination state
Positive 1.63 1.76 0.8 1.99 1.02
Overlapping 2.65 1.94 3.32 3.68 1.28
Galvanic 4.15 2.18 4.58 3.7 2.83
pF 2.33 3.53 4.26 1.77 5.86
LO 3.42 4.44 3.61 2.12 3.86
PPA 6.32 2.84 3.09 5.63 4.65
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Figure 4: the clustering coefficient of high arousal.
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of the network model. *e larger the scale of the network
model is, the more features can be extracted and the more
types can be effectively distinguished [23]. In addition, since
the convolution kernel parameters are constantly updated
and adjusted throughout the training process, there is no
need to pay special attention to the processing results of each
layer, but to adjust the parameters of each layer within a
reasonable range based on the output error of the network,
and finally complete. From autonomous learning to abstract
feature expression, image classification is realized. Instead,
we use the average intensity of all voxels in the selected brain
area as a benchmark. Such a choice has an advantage over
the same conversion factor in the expansion result.

As shown in Figure 7 and Table 7, compared to the
gray matter intensity calculated separately, it affects the
change in signal percentage. A brain with 35% white
matter is 15% brighter than gray matter, and the average

signal percentage using the whole brain is reduced by 5%
of the baseline using only gray matter. Generally, the
magnitude of this difference is small compared to other
errors. Similarly, the threshold used to cover the whole
brain only has a small effect on the reasonable range of the
threshold [24].

4.3. Synchronous Analysis of EEG Induced by Visual and
Auditory Perception. *e results of the EEG phase syn-
chronization index t-test are shown in Figure 8 and Table 8.
*e results show that there are significant differences be-
tween the EEG synchronicity index of happy emotion
cognition (positive emotion) and anger, sadness, surprise,
disgust, and fear emotion cognition (negative emotion).
When receiving pleasant facial expression pictures and
sound synchronization stimulation, the parietooccipital lobe
and the left frontal lobe have a high EEG phase synchro-
nization; that is, the visual area and the left emotional area
have a synchronized oscillation phenomenon, and the
synchronization of the glume lobe and the left frontal lobe is
not high; that is, the phenomenon of synchronous oscillation
is not obvious.

As shown in Figure 9 and Table 9, it can be inferred that
the visual channel plays a dominant role in the perception of
pleasure. When receiving the stimulus of the sad expression
picture and the sound synchronization, the occipital lobe
and glume lobe have a high EEG phase synchronization with
the right frontal lobe; that is, the visual area and auditory
area have synchronized oscillations with the right emotional
area, but the leaves are displayed. Compared with the
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Figure 5: Comparison of accuracy of two-category emotion recognition of five algorithms.

Table 5: *e influence of different emotional states on brain nerves.

N Sparsity Clustering Coefficient Brain function Internet Pleasure C-coefficient
1 0.21 0.8 1.29 1.24 1.9 1.15 1.13
2 1.77 2.78 2.44 1.59 3.21 3.77 1.73
3 4.34 5.02 3.22 3.66 4.35 5.61 5.88
4 3.4 4.28 4.34 3.08 5.73 4.05 5.57
5 1.28 2.22 4.23 1.57 4.85 4.77 4.25
6 3.76 5.53 5.21 5.63 5.73 6.9 2.54
7 4.28 2.11 2.62 3.27 4.81 2.48 3.51

Table 6: Average accuracy of discrete dimensions.

F B I F+B F+ I B+ I F+B+ I D
28.72 24.36 20.18 17.67 24.86 16.20 21.70 21.04
26.88 40.58 29.49 37.71 46.18 38.23 52.15 31.71
30.38 30.90 45.35 35.69 28.86 57.28 26.90 45.66
40.26 43.93 53.85 32.44 47.60 30.04 30.68 45.14
47.23 56.52 57.87 43.79 46.10 33.78 44.57 45.12
28.54 48.68 26.68 32.22 49.40 47.79 27.04 43.00
27.40 54.36 59.09 34.21 26.55 27.69 58.40 35.42
38.61 58.39 57.08 45.20 59.02 43.64 41.72 60.09
47.44 43.05 26.50 48.31 31.87 57.51 52.14 38.41
53.43 49.12 41.07 30.83 53.13 38.85 45.43 45.77
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synchronization of the right frontal lobe, the synchroniza-
tion between the occipital lobe and the right frontal lobe is
higher. From this, it can be inferred that, in the cognition of
sad emotions, the auditory channel plays a leading role and
the visual channel plays a supporting role.When neurons are
in a resting state, positive and negative charges are evenly

distributed inside and outside the cell membrane, but due to
the overlap of the positive and negative centers, all neurons
neither will exhibit electrical properties on the outside nor
will form galvanic couples [25,26].

As shown in Figure 10 and Table 10, when a neuron is
stimulated, the cell membrane is in a state of polarization
cancellation, the internal and external charge distribution
are uneven, and the centers of positive and negative
charges do not overlap, thus forming a pair of galvanic
couples. Under sound conditions, a similar situation oc-
curs. *e three brain regions pF, LO, and PPA form a
network, but they have nothing to do with STS. STS can
perceive three modal stimuli: single vision, single hearing,
and audiovisual integration, so it is possible that this mode
of sound is only processed in STS and has nothing to do
with the network formed by those three brain regions.
According to the results of multivoxel mode analysis, we
see that the STS brain area is also involved in representing
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Figure 6: Average accuracy of discrete dimensions.
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Figure 7: *e number of features that can be extracted and the size of the network model.

Table 7: Comparison of the effects of gray matter intensity and
white matter on the brain.

N Angle Edge Information gain Area Ridge NLP
1 0.6 0.86 0.29 0.95 0.69 0.14
2 1.62 3.95 3.08 3.27 1.46 3.44
3 5.81 5.38 2.6 5.73 5.52 3.81
4 2.5 3.57 1.03 4.4 4.52 3.61
5 4.21 3.19 3.81 4.7 3.25 3.28
6 6.79 5.39 2.97 4.04 2.16 6.99
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Figure 8: EEG synchronicity index of happy emotion cognition.

Table 8: Synchronized oscillation phenomenon.

Visual channel Pleasure Sound synchronization Glume leaf Right frontal lobe Auditory channel
1.14 0.46 1.46 1.61 1.78 1.69
2.58 1.88 2.08 2.08 3.57 2.1
5.79 4.93 5.46 2.9 3.72 3.98
4.43 4.41 3.59 4.97 4.61 2.26
3.87 1.15 1.19 4.8 1.88 3.27
3.6 4.13 1.75 6.87 3.03 3.77
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the semantic similarity between the scene and the sound,
so we further explored the whole brain that is functionally
connected to the STS under the sound and scene tasks.

As shown in Figure 11, the results found that there are
common parts of the brain areas that are jointly responsible
for processing scenes and sound tasks with STS: perception
related (insular lobes), spatial imagery and memory (middle
occipital region), semantic related (back of middle temporal
gyrus) and object perception related brain area (LOC), and
audiovisual integration. As the number of decomposition
layers increases, the smoother the waveform is, the more the
information is lost; on the contrary, the less the number of
decomposition layers, the more the interference in the
waveform. It can be obtained by plotting the approximation
coefficients and detail coefficients of the above layers, and the
preprocessed EEG signal is subjected to 5-layer wavelet
decomposition, and the obtained waveform has good
smoothness while retaining the details more completely.

*erefore, the wavelet coefficients of the fifth layer are al-
gorithmically reconstructed to extract the P300 character-
istics of evoked EEG in the visual, auditory, and visual and
auditory target stimulation modes. Whether it is visual,
auditory, or visual-auditory joint stimulation mode, the
wavelet transform method can effectively extract the P300
characteristics of the evoked EEG signal, so that the target
stimulus in the three modes can be effectively distinguished
from the nontarget stimulus [27, 28].

As shown in Figure 12 and Table 11, in the ERP induced
by different valence emotion pictures as a stimulus, the
middle component and late component also showed sig-
nificant differences in amplitude. In the right brain, the
negative wave amplitude induced by high-pleasure pictures
is significantly higher than the negative wave amplitude
induced by low pleasure pictures. *is phenomenon can
indicate that positive stimulation can get more cognitive
resources in the right brain, and emotions are in the right

Table 9: Visual channels play a leading role in pleasure.

Item Stimulate Neurons Cell membrane Polarization Elimination state
Positive 1.63 1.76 0.8 1.99 1.02
Overlapping 2.65 1.94 3.32 3.68 1.28
Galvanic 4.15 2.18 4.58 3.7 2.83
pF 2.33 3.53 4.26 1.77 5.86
LO 3.42 4.44 3.61 2.12 3.86
PPA 6.32 2.84 3.09 5.63 4.65
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Figure 10: Network state formed by brain regions.

Table 10: *e effect of charge neuron stimulation on vision.

STS Common part Perceive Island leaf Occiput Middle temporal Brain
1.54 0.84 0.06 1.82 0.17 0.23 0.68
1 3.55 1.8 3.88 2.26 2.06 3.55
3.43 5 3.18 2.39 3.33 2.15 4.6
5.19 2.9 5.23 4.49 4.45 3.83 1.81
4.41 1.8 1.76 3.11 2.24 3.83 2.09
1.88 4.79 3.12 6.06 2.06 5.65 2.1
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brain. Subject to more refined evaluation processing, this
cognitive process involves attention and memory cognitive
processes. Different processing of visual information with
different valence exists in every stage of mental processing.

As shown in Figure 13, whether under high arousal
conditions or low arousal conditions, after 300ms, the left

and right brains have different processing methods for
different valence of visual information, but they are all in-
volved in the emotional processing process, both in the
frontal and central regions. Reflect this difference in pro-
cessing. *e research on the ERP effect of emotional valence
mainly focuses on negative bias, but there is no obvious
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Figure 11: *e effect of the number of decomposition layers on the lost information.
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Figure 12: EEG phase synchronization index t-test results.

Table 11: *e emotional effect of ERP fluctuations.

Emotional processing Emotional price ERP role Up negative Negative stimulus
Left brain 1.42 0.55 1.43 1.21 0.46
Right brain 1.44 2.1 1.24 2.79 3.82
Vi-info 5.7 4.51 4.05 5.71 5.76
Fron-lobe 4.28 3.9 3.46 2.72 5.03
Cent-area 1.7 3.75 3.58 2.43 3.79
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negative bias in this experiment.*is is because negative bias
mainly occurs when attention resources are relatively
lacking, and negative stimuli are allocated to more psy-
chological resources. When psychological resources are
sufficient, there is no difference in advantage between
positive and negative emotional information processing.

5. Conclusions

*is paper mainly studies the changes of EEG under the
synergy of music and image visual and auditory stimuli
based on complex systems. *e event-related potential
technology is used to analyze and study the rules of visual
emotion cognition. *e brain activity analysis method based
on emotional valence and the brain activity analysis method
based on emotional arousal are used to compare the tester’s
emotions on the two indicators of valence and arousal.
Marking as a label, by selecting music videos as the tester’s
emotional inducing material, it effectively induces the tester
to produce obvious emotional changes. Let the tester watch
the video intermittently, collect the physiological signals
generated by the body during the viewing process, pre-
process the collected human physiological signals to con-
struct a new data set, and finally use the data set for the
algorithm test.

Feature extraction is performed on the preprocessed
visual, auditory, and visual-auditory joint evoked EEG
signals. When a single channel (visual or auditory) stimu-
lation is given to complete positive emotional cognition, the
right frontal lobe has a higher synchronization with the
visual or auditory areas of the brain, which is related to the
brain receiving visual or auditory stimuli; while completing
the negative during emotional cognition, the left frontal lobe
and other functional areas did not show synchronized ac-
tivities. *e results of this study show that when receiving a
single channel (visual or auditory) stimulation to complete
emotional cognition, positive emotions can cause

synchronized electrical activity in related areas of the brain
more than negative emotions.

*e body’s emotional state affects the pattern of atten-
tion distribution. If the body is in a positive emotional state,
it is more likely to adopt a top-down approach to infor-
mation processing, which relies on the body’s already
formed knowledge and experience structure. On the con-
trary, the organism in a negative emotional state is more
likely to adopt a more systematic information processing
strategy, which is a bottom-up information processing
method, which does not depend on the knowledge and
experience of the body. Meanwhile, the organism adopting
this method will pay more attention to the details of the
current stimulus.
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[26] R. Zink, Hunyadi, Borbála, and S. V. Huffel, “Mobile EEG on
the bike: disentangling attentional and physical contributions
to auditory attention tasks,” Journal of Neural Engineering,
vol. 13, no. 4, pp. 46017–46019, 2016.

[27] C. Cheng, X. Wei, and Z. Jian, “Emotion recognition algo-
rithm based on convolution neural network,” in Proceedings
of 2017 12th International Conference on Intelligent Systems
and Knowledge Engineering (ISKE), IEEE, Kuala Lumpur,
Malaysia, November 2017.

[28] D. G. Dessavre, J. E. Ramirez-Marquez, and K. Barker,
“Multidimensional approach to complex system resilience
analysis,” Reliability Engineering and System Safety, vol. 149,
no. 5, pp. 34–43, 2016.

14 Complexity



Research Article
Collaborative Intelligent Environment Perception and Mission
Control of Scientific Researchers in Semantic Knowledge
Framework Based on Complex Theory

Jingfeng Zhao and Yan Li

College of Management and Economic, North China University of Water Resources and Electric Power, Zhengzhou 450000,
Henan, China

Correspondence should be addressed to Yan Li; b2018120118@stu.ncwu.edu.cn

Received 23 October 2020; Revised 20 November 2020; Accepted 11 December 2020; Published 30 December 2020

Academic Editor: Zhihan Lv

Copyright © 2020 Jingfeng Zhao and Yan Li. +is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

In the traditional scientific research and production activities, due to the lack of sufficient communication and communication
between researchers, the phenomenon of waste of scientific research resources occurs from time to time, which hinders the
efficiency of scientific research output. Based on the design principle of the semantic knowledge framework, this paper puts
forward the definition of ontology and semantic relationship of the collaborative system of scientific researchers. In this paper, a
framework of collaborative semantic knowledge among researchers is established through decentralized semantic information
exchange architecture. In this article, the simulation is verified by experiments and compared with other exchange architectures.
+e results of the experiment confirmed the semantic information exchange architecture based on semantic knowledge proposed
in this paper is 10.39% faster than the traditional centralized method in terms of data volume; the construction speed under the
data node perspective is 12.84% higher than that of the traditional centralized construction method; the subject query speed is
36.84% higher than that of the traditional centralization method; the predicate query speed is 31.58% higher than that of the
traditional centralizationmethod.+e experimental results confirm that the semantic information exchange architecture based on
the semantic knowledge framework is feasible, and it has excellent performance in terms of construction speed and query speed.
Under the background that researchers rely more and more on collaborative technology to interact with other members, this
paper has a certain reference value and exploration value and proposes a new idea of group collaboration system under the
framework of semantic knowledge.

1. Introduction

With the advent of the information age, especially the de-
velopment of web technology and computer-supported
collaborative technology, the academic environment of
modern science and technology has changed. +e inter-
disciplinary and interpenetration between disciplines is a
remarkable feature of modern science and also the main
direction of scientific research. Due to the complexity and
specialization of scientific research tasks, it is more difficult
for researchers to complete scientific research tasks relying
on personal knowledge reserves [1]. +e tasks in the field of
scientific research should be based on team cooperation. As a

high-efficiency organization form of scientific research,
collaborative research will become an effective way to im-
prove scientific research efficiency, reduce research costs,
strengthen academic exchanges, and stimulate academic
innovation. At the same time, it hinders the rapid devel-
opment of information for users. As a special kind of users,
researchers’ information behavior is different from other
information users. +e essence of scientific research per-
sonnel is not to obtain a large amount of information but to
obtain information that can solve problems. In traditional
scientific research and production activities, due to the lack
of sufficient communication and communication between
researchers, the phenomenon of waste of scientific research
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resources occurs from time to time, which hinders the ef-
ficiency of scientific research output. In terms of an isolated
scientific research environment, collaborative scientific re-
search cooperation has become necessary [2].

Allen et al.’s research shows that collaborative research has
become the pillar of knowledge production in many scientific
fields and has been promoted as a method to improve the
quality of scientific research, resource utilization, and influence.
But he did not do more in-depth research, leading to the
conclusion is not comprehensive [3]. In terms of the moti-
vation of collaborative research, Botsford et al. analyzed the
difference between the experimental research and the theo-
retical research and concluded that the difference of profes-
sional division was the main factor that promoted the
collaborative research. In the process of research projects, it is
easier to obtain knowledge and experience of new partners than
to master new knowledge by themselves. Knowledge resources
obtained from collaborative partners can improve scientific
research efficiency and output. Due to the lack of comparison
objects selected in the research project, the conclusion cannot
be used as a reference basis [4]. At the same time, scholars have
also noticed the impact of scenario factors on collaborative
research and development. Berbegal’s impact on collaborative
research and cooperation shows that regional, cultural, eco-
nomic, and political factors are the main factors affecting
collaborative research, while the degree of collaboration de-
creases with the increase of space and geography among re-
search partners. However, he did not list the detailed data,
resulting in his research conclusion is not rigorous [5]. In
addition, transportation and communication technology is also
one of the factors affecting collaborative research. +e con-
venient traffic conditions and convenient communication
technology eliminate the collaborative obstacles brought by the
region and also greatly reduce the cost of scientific research,
which provides favorable conditions for the collaborative co-
operation and academic exchange between scientific research
studies.

+is research breaks through the pure theory behavior
discussion, based on the theoretical analysis, supplemented by
the investigation and analysis of practical application, combines
the theory and practice, focuses on the collaborative infor-
mation behavior of users in the collaborative research envi-
ronment, and takes the collaborative research environment as
the background, based on the semantic knowledge framework,
the language of the environment perception system, the col-
laborative architecture, and the knowledge framework of the
researchers. Finally, the feasibility of the semantic knowledge
framework is verified by simulation experiments.

2. Theoretical Basis of Group Collaboration
Architecture, Intelligent Environment
Awareness, and Semantic
Knowledge Framework

2.1. Intelligent Environment Awareness

2.1.1. Convolution Neural Network. CNN is an important
model in-depth algorithm. It is a nonlinear and adaptive
mathematical model for processing information, and it

consists of a large number of independent computing nodes.
It is suitable for processing data with grid structure (such as
image composed of two-dimensional pixel grid). CNN
structure is similar to ANN, which is mainly divided into
three parts: the input layer receives the signals and data
outside the model and receives the original image infor-
mation as input in CNN; the hidden layer performs non-
linear mapping on the input data to form the characteristics
of different levels of data; and the output layer outputs
discrete or continuous data processing results [6, 7]. Based
on ANN, CNN introduces sparse connection, weight
sharing, and downsampling technology to realize hierar-
chical processing of visual information.

As shown in Figure 1, CNN model has a variety of
structures, including convolution layer, downsampling
layer, and activation layer. Convolution layer, pooling layer,
and activation layer are three basic structures to form
function modules to realize feature coding and nonlinear
mapping. Multiple functional modules form the deep model
to realize the abstract expression of features. Finally, class
labels and probability are output through full connection
layer and loss layer [8, 9].

(1) Convolution and Activation. Convolution operation can
be regarded as a linear operation process of weighted sum of
two-dimensional images. At this time, the weight matrix
used is called convolution kernel. Unlike the dense con-
nection of neurons in ANN, the convolution kernel of CNN
is associated with a certain region in the two-dimensional
image, and the value after weighted sum is activated as the
corresponding pixel value of the new feature map [10]. +e
convolution operation in CNN is as follows:

x
l
j � f 

i∈Mi

x
l− 1
i ∗ k

l
ij + b

l
j

⎛⎝ ⎞⎠, (1)

where f is the layer index; x is the feature graph, which is a
two-dimensional matrix; i and j represent the input and
output feature map indexes, respectively. Specifically, xl

j is
the j-th output characteristic graph of this layer; xl− 1

i ∗ kl
ij is

the convolution operation of the output characteristic graph
of the upper layer through kernel kl

ij; i ∈Mi is the traversal
operation of all input characteristic graph; ∗ is the con-
volution operation; bl

j is the offset direction; and f is the
activation function.

+e main function of the activation layer is to realize the
nonlinear transformation of CNN. Activation functions
have many variations, such as sigmoid function, tanh
function, and relu function. Currently, relu activation
function is commonly used, which has the advantages of
stable error propagation for different input sizes and
avoiding gradient explosion or dispersion. Moreover, the
activation function has zero response to negative input and
can realize the sparse connection of the network [11].

(2) Pooling. Pooling layer is also known as the lower sam-
pling layer, and the common ones are Max pooling, average
pooling, and min pooling. +e pooling layer can reduce the
spatial resolution of the feature map, so as to reduce the
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network scale, accelerate the network training, reduce the
overfitting, and make the features have strong translation
and scaling invariance for different inputs [12]. +e general
expression of pooling operation is as follows:

x
l
j � f βl

jdown x
l− 1
j  + b

l
j . (2)

Down(·) is the partition calculation operation of the
feature graph, such as dividing the feature graph into n× n
grids and calculating the sum, maximum value, and mini-
mum value of each part. βl

j is the weight parameter of grid
elements; 1 is taken for maximum pooling; 1/S is taken for
average pooling (s� w × h, where w and h are pool kernel
sizes, respectively); and f is the activation function.

2.1.2. MobileNet. MobileNet is a lightweight CNN model
designed for embedded hardware platform. By introducing a
depth separable convolution layer, the standard convolution
is decomposed into a combination of depth convolution
which only extracts features from a single channel and point
convolution that fuses all channel information, thus greatly
reducing the amount of parameters and realizing model
acceleration [13].+e number of input channels is ni, and the
size of the input characteristic graph is wi and hi. +e
corresponding output channel number and characteristic
layer sizes are ni+1, and wi+1 and hi+1, respectively. If the size
of the convolution kernel is ki × ki × ni, the number of
standard convolution multiplication operations is given by

ki × ki × ni × ni+1 × hi × wi. (3)

Deep convolution is a special case in which the number
of blocks is equal to the number of channels in block
convolution:

ki × ki × ni × hi × wi. (4)

Deep convolution is independent in different channels,
so there is a problem that information does not flow between
channels. In MobileNet, different channel information is
combined in the form of point convolution between
channels:

1 × 1 × ni × ni+1 × hi × wi. (5)

When the standard convolution is replaced by separable
convolution, the compression ratio of the model is given by

ki × ki × ni × hi × wi + ni × ni+1 × hi × wi

ki × ki × ni × ni+1 × hi × wi

�
1

ni+1
+

1
k
2
i

. (6)

Generally, the convolution kernel size of CNN structure
is 3× 3, and the number of output characteristic layers ni+1 is
often large. According to formula (6), when the standard
convolution operation is replaced by separable convolution,
the compression ratio of model parameters and multipli-
cation operation is 1/8∼1/9.

+e design of theMobileNet grid structure is very similar
to VGGNet. +e spatial resolution of the feature map de-
creases monotonously, and the number of channels in-
creases monotonously. When the resolution is reduced by

half, the number of feature layers is doubled. +e differences
are as follows:

(1) MobileNet replaces the standard convolution with
deep separable convolution in VGGNet

(2) MobileNet does not set the pooling layer but reduces
the spatial resolution of the feature map by the
convolution step size of 2

(3) MobileNet replaces the two full link layers of
VGGNet 4096× 4096 and 4096×1000 with 7× 7
average pooling layer, realizing further compression
of the model [14]

2.2. Principle Design of Semantic Knowledge Framework

2.2.1. Semantic Knowledge Framework. Semantic knowledge
framework can be considered as an analysis method in
philosophy. +e analysis method has one basic element and
two cores. +e basic element is concept. +e first core is the
relationship between concepts. +e second core is to realize
reasoning function through the relationship between con-
cepts. Second, the semantic knowledge framework can be a
form of computer knowledge storage and representation and
concept. Finally, the semantic knowledge framework can
also be used for knowledge processing, such as identification,
reasoning, query, knowledge consistency maintenance,
scenario calculus, and planning so as to achieve knowledge
fusion, knowledge extraction, knowledge discovery, natural
language generation, and other functions [15, 16].

Semantic knowledge framework can be used to describe
any complex relationship between anything, but this de-
scription is based on a series of basic semantic relations.
Basic semantic relations are the basic elements of complex
semantic knowledge framework. +e basic semantic rela-
tions are various and flexible. As shown in Figure 2, here are
some commonly used relations.

(1) Semantic Relation. Semantic relation generally describes
the generic relationship between things, including IS-A,
A-Kind-Of, and Instance-Of.

Is-A means that one thing is an instance of another. It
can be expressed as “. . . It’s an example of.” For example, if a
geological researcher is regarded as a class and a geological

Convolution layer

CNN model Lower sampling
layer 

Activation layer

Figure 1: CNN mode structure.
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exploration technician is a member of the class, then the
geological exploration technician is an example of a geo-
logical researcher.

A-Kind-Of means that one thing is a type of another “It’s
a kind of . . ..” AKO represents a larger range than IS-A. It
usually does not represent the relationship between specific
individuals but represents the relationship between classes.
AKO is generally used to establish the relationship between
subclasses and superclasses. For example, geological re-
searchers are a subclass, scientific researchers are a parent
class, and the semantic relationship between geological re-
searchers and researchers can be represented by AKO.

+e Instance-Of relation is the opposite of IS-A relation,
which means that one instance of something is another.

(2) Attribute Relation. Attribute relationship usually refers to
the relationship between things and their attributes. Any
object in any class has one or more properties, and each
property corresponds to a value. +erefore, there will be a
corresponding combination of properties and values. +e
commonly used attribute relation is the predicate or verb of a
sentence. For example, Have, Can, and Is.

Have means that things have a certain attribute rela-
tionship, which is expressed as “have.”

Can means the relationship between certain attributes of
things, which can be expressed as “can” or “will.”

Is has no specific representation and can be understood
as a variety of relationships. If something has multiple re-
lationships with other things or attributes, they can be
connected through is.

(3) Other Relationships. +e relationship in the real world is
very complex. In addition to the above semantic relations
and attribute relations, there are many kinds of relationships
between things and between things and attributes. +e other
main relationships are inclusion relationship, time rela-
tionship, location relationship, and similarity relationship
[17].

+e inclusion relation represents the relationship be-
tween the whole and the part. +e difference between in-
clusion relation and attribute relation is that inclusion
relation can be inherited and part of it belongs to whole, but
it has all attributes of whole. Inclusion relationships can be
described as Part-of or Composed-of.

+e time relation represents the sequence of events in
time. For example, Before means that an event must occur
before a specific event occurs; At means that an event occurs
at the same time as another event; and After means that an
event can only occur after a specific event occurs.

Positional relations represent the relationship between
things in space. If the position of one thing is in front of
another, it can be represented by Location-front; if some-
thing is behind another, it can be expressed by Location-
behind.

2.2.2. Knowledge Graph. Knowledge map is actually a se-
mantic network, which can form reasoning semantic
knowledge network from the connection of different se-
mantic entities according to the change (relationship). +e
representation form is a graphical structure. In fact, the
construction process of knowledge map includes the fol-
lowing: integrating the form of semantic knowledge and data
cleaning form into heterogeneous data sources, establishing
the relationship model through relation extraction, and fi-
nally establishing a directed graph structure database, which
can reflect the semantic relationship between entities [18].
+e query of the knowledge map is based on visual query.
+e knowledge obtained through input information is not a
large number of web pages obtained by string matching, but
the structured knowledge that users really need.

2.3. Swarm Intelligence Algorithm

2.3.1. Cuckoo Search Algorithm

(1) Lévy Flight. Lévy distribution is a kind of continuous
probability distribution. +e letters δ, α, µ, and β represent
the scale, characteristic index, displacement, and skewness
parameters, respectively:

Pα,β(κ; μ, σ) � F Pα,β(x; μ, σ)  � 
∞
dxe

ikx
Pα,β(x; μ, σ)

� exp iuk − σα|k|
α 1 − iβ

k

|k|
ω(k, α)  ,

ω(k, α) �

tan
πα
2

, if α≠ 1, 0< α< 2,

−
2
π
ln|k|, if α � 1.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(7)

+e probability density function of the Lévy distribution
is related to α characteristic index and β skewness parameter.
When α and β take different values, they can be expressed by
different distribution functions (such as Gaussian distri-
bution, Cauchy distribution, and Lévy distribution).

Semantic knowledge 
framework

Attribute relationSemantic relation

Instance-of Have CanA-kind-ofIS-A Is

Other relationships

Inclusion relation Time relation Location relationship

Figure 2: Framework diagram of the semantic knowledge framework.
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When α� 2, the following Gaussian distribution func-
tion is used:

p2(x) �
1
���
4π

√ exp −
x
2

4
 . (8)

When α� 1 and β� 0, it is expressed by the Cauchy
distribution function:

p1,0(x) �
1

π 1 + x
2

 
. (9)

When α� 1/2 and β� 1, it is expressed by the Lévy
distribution function:

p1/2,1(x) �

1
���
2π

√ x
− (3/2) exp −

1
2x

 , x≥ 0,

0, x< 0.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(10)

+e waiting time of Lévy flight jump length obeys the
power law distribution function:

Lévy(β) ∼ μ � t− 1− β
, 0< β≤ 2. (11)

+ere are two main elements in Lévy flight, which are
moving direction and jumping step size s. In Mantegana’s
law, the definition of step length s is as follows:

s �
u × ε
|v|

1/β, (12)

where μ and ] obey the standard normal distribution, β� 1.5.

ε �
Γ(1 + β) × sin(π × β/2)

Γ ((1 ± β)/2) × β × 2(β− 1)/2( 
 

1/β

. (13)

2.3.2. Clustering Algorithm. In K-means algorithm, the sum
of squares of errors is used as the partition criterion:

E(C) � 
K

i�1


xj ∈ Ci

xj − μi

�����

�����
2

. (14)

K-mediods clustering algorithm uses the actual data
points as the clustering center and takes the absolute error as
the division:

E � 
k

j�1


x∈Nj

x − Cj



. (15)

2.3.3. Fast Search Algorithm of Density Peak. For each data
point I, the DPC algorithm needs to calculate its local density
ρi and its distance δi. When the set of data points is large, the
local density ρi of data point i is calculated by the following
formula:

ρi �  χ dij − dc , (16)

where X (x) is given by

χ(x) �
1, x< 0,

0, x> 0.
 (17)

When the set of data points is small, the local density of
data points is calculated by the exponential kernel:

ρi � 
j

e
− dij/dc( 

2

. (18)

+e formula for calculating the distance of data point I is
as follows:

δi � min
j: ρj > ρi

dij . (19)

For local density maximum data point i, the distance
formula is as follows:

δi � max
j

dij . (20)

3. Design of Simulation Experiment

3.1. Group Collaboration Architecture

(1) Introduction: the design of group architecture is
related to the level and function division of each unit
in the system and is the basis of each unit structure
design [19]. +e structure of the unit determines the
assignment of tasks, the content of information flow,
and the specific stage of task execution.+e design of
group architecture should follow the following
principles:

(a) Clear hierarchy: hierarchical relationship in-
cludes two parts: group level and internal op-
eration level. A clear hierarchical relationship
helps to plan and integrate each unit into the
system independently; the hierarchical structure
of internal functional units is conducive to the
standardization and design of the system and is
convenient to adjust and expand the system
[20, 21].

(b) Reasonable function distribution: it is necessary
to make logical planning for the functions of
different levels in the system, so as to avoid some
functions being too complex and others rela-
tively single. Otherwise, it will not only affect the
overall performance of the system but also re-
duce the execution efficiency due to the large
amount of data processing, leading to the pa-
ralysis of some system units.

(c) Efficient information transmission: the content
and form of information transmission between
units and operation modules should be fully
considered in the design of system structure. In
the unit, the standardization of information and
the design of the summary process are of great
significance to improve the execution efficiency
and reduce the cost of the system.
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(2) As shown in Figure 3, the organizational forms of
group collaboration can be divided into centralized,
decentralized, and distributed.

3.1.1. Centralized Control Structure System. +e system is
controlled by a main control unit, which is a top-down
hierarchical control structure for planning and decision-
making. +e number and complexity of the main control
units determine the time required to respond to the system
and the quality of decision-making behavior [22]. +e main
control unit is responsible for the dynamic allocation of tasks
and the potential planning of resources and coordinates the
competition and cooperation among various posts. +e
system is easy to manage, control, and program.

3.1.2. Decentralized Control Structure System. Each indi-
vidual in the system has an equal relationship, has a high
degree of intelligent autonomy, independently processes
information, design, and decision-making, performs its own
tasks, and communicates with other units to coordinate their
behavior without a central control unit [23]. +e structure
has good flexibility, scalability, and reliability, but the
communication requirements are high and the efficiency of
multilateral negotiation is low. +erefore, it is difficult or
unable to guarantee the realization of the global goal.

3.1.3. Distributed Control Structure System. +is structure is
the product of the combination of decentralized horizontal
interaction and centralized vertical control. It is composed of
a group of independent, completely equal, no logical master-
slave relationship and self-discipline. According to the
predefined protocol, according to the system goal, state, and
its own state, ability, resources, and knowledge, each unit
uses the communication network to consult and negotiate
with each other to determine their respective tasks, coor-
dinate their own activities, realize the sharing of resources,
knowledge, information, and functions, and cooperate to
complete common tasks to achieve the overall goal. In this
kind of system, each unit is independent of each other in
structure and function, and they all communicate with each
other through the network in the same way, with good
encapsulation, so the system has good fault tolerance,
openness, and scalability [24, 25].

3.2. Experimental Dataset. In this paper, we build a
decentralized system of 6 nodes in win10 environment. +e
protocol includes Hypertext Transfer Protocol and Peer-to-
Peer. +e ArchiveHub dataset is used in the experiment. +e
size of the dataset is 72m, the quantity of the substance is
107219, the number of subjects is 51385, the number of
unique predicates is 143, the quantity of unique objects is
104389, and the number of triples is 432142. In this article,
the data collection is carved up into six parts, named X1∼X6,
construct a respective knowledge map for each data col-
lection and save it in six nodes.

Table 1 shows the essential information of the six
datasets. In the subsequent comparative experiments, the
trend of construction time and query time is related to the
trend of the number of unique entities. It can more directly
reflect the series ring in the process of physical connection
building the global knowledge map, and a copy of the se-
lected node information is copied in XL–X6.

3.3. Verification Test. Building module verification experi-
ment: Several entity modules are randomly selected for
construction. In this process, we can explore and verify the
construction effect of the semantic information exchange
system by viewing the connection period between the entity
modules. With physical resources self3810 as an example,
self3810 points to dataset X2 (port number 8002) in the
connection information table of the node where dataset X1
(port number is 8001) is located and in the connection
information table of the node where dataset X2 (port
number 8002) points to dataset X3 (port number 8003).
Dataset X3 (connection information table with port number
80031) points to dataset X1 (port number 8001). From the
above results, the entity resource self3810 forms a link cycle
in the three nodes of the system, and the link cycle trend is as
follows: the next largest node is the next node pointed to by
the current node.

4. Comparison of Test Results of
Different Methods

+is article mainly conducts experiments from two aspects:
the construction speed of the semantic knowledge frame-
work and the query speed.

4.1. Construction Rate Comparison (Data Volume
Perspective). +e contrast experiment design of construc-
tion rate is compared with the centralized construction
system from two dimensions of data size and node number
size.

As shown in Figure 4 and Table 2, from the perspective of
data volume, the construction rate of other methods and the
semantic knowledge framework system proposed in this
paper is compared. Taking three nodes as a group, the
amount of data gradually increases to observe the respective
performance of the centralized system and decentralized
system. It can be concluded from the figure that

(1) With the increase of data volume, the construction
time of both centralized and decentralized knowl-
edge maps will show a slow upward trend. A very
important part of the construction process of the
knowledge map is the data transmission and con-
nection, and the construction time is mainly in-
creased in the data transmission connection part.
+erefore, because of the growth of data volume, the
construction time of both the centralized system and
the decentralized system will increase
correspondingly.
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(2) According to Figure 1, when the size of the dataset is
small, the construction speed of the proposed se-
mantic knowledge framework system is lower than
that of the traditional construction method. But,
with the increase of datasets, the semantic knowledge
framework system gradually shows its advantages.
+e reason is that the system constructed by the
traditional method needs to transmit all datasets, but
in order to protect the information of each node, the
system only transmits the unique entity set. +e
reason why the rate of early construction of the
system proposed in this paper is slower than that of
the traditional method is that the empty node needs
to send the generated information back to each node,
which takes a lot of time.

4.2. Construction Rate Comparison (Data Node Perspective).
As shown in Table 3 and Figure 5, this paper compares the
construction rate of traditional methods with that of the
semantic knowledge framework system proposed in this
paper. With the increasing number of nodes, the perfor-
mance of the centralized system and decentralized system is
observed. It can be concluded from the figure that

(1) From the overall trend, with the increase in the
number of nodes, the construction time of both
centralized and decentralized semantic knowledge
framework will show an upward trend. Since the
construction of the semantic knowledge framework
requires the connection between nodes and data
transmission, with the increase in the number of
nodes, the construction time of both centralized and
decentralized systems will increase correspondingly.

(2) As shown in Figure 5, we can see that the con-
struction rate of the semantic information exchange

architecture in this paper is lower than that of the
traditional semantic information exchange archi-
tecture in the case of a small number of nodes.
However, with the increasing number of nodes, the
construction speed of the decentralized semantic
information exchange architecture proposed in this
paper is gradually higher than that of the traditional
semantic information exchange architecture con-
struction. +e reason is that the traditional method
of transmitting information only needs to protect
part of the dataset. +e reason for the slow con-
struction speed of the system proposed in this paper
is that the empty node needs to return the generated
connection information to each node, which takes
part of the time.

4.3. Comparison of the Number of Subject-Predicate Word
Number Queries. As shown in Table 4 and Figure 6, the
query time of the two types of systems under different
subjects is shown.

As shown in Table 5 and Figure 7, the query time of the
two systems under different predicates is shown. It can be
concluded from Figure 4 that

(1) With the increasing number of subject-predicate
words, the query time will also increase. +is is
because the number of query levels in the query
mode is determined by the number of subject-
predicate words. If the number of subject-predicate
words increases, the number of query connection
levels will increase.

(2) In terms of the same subject or predicate word
number, the query speed of the decentralized query
mode is faster than that of the centralized query
mode. +is is because in the decentralized query

Table 1: Basic information of experimental data collection.

Data collection File size Quantity of unique substance Quantity of triplet Quantity of unique subjects Unique predicate quantity
X1 5.8 16875 29746 6971 14082
X2 6.9 21538 39910 9285 13369
X3 9.4 20364 54189 2614 20871
X4 15.7 29483 79852 4536 27259
X5 16.1 40576 101987 12857 30364
X6 18.9 43295 123948 14921 30428

Organizational form of group
collaboration

DistributedDecentralizedCentralized

Figure 3: Organization form chart of group collaboration.
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mode, queries are parallel, and the connection be-
tween tables is based on the connection information
part of each node dataset; in the centralized system,
the table join during query is the self-join of the
whole large dataset.

(3) In terms of the overall trend, the increase of query
time in the decentralized query mode is gradually
decreasing, while that in the centralized query mode
is unchanged. +is shows that with the increase of
subject-predicate words, the advantage of the
decentralized query mode will become more and

more obvious. +is is because each table join of a
centralized query queries the semantic knowledge
framework, so the increase is not changed, and each
connection of the distributed query is based on the
connection information part of each node dataset. In
summary, the performance of decentralized se-
mantic information exchange query mode based on
the semantic knowledge framework of group col-
laborative intelligent environment and mission
control is better than that of the traditional cen-
tralized query mode.

Centralization
Decentralization 1
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Figure 4: Rate comparison (data volume).

Table 2: Rate comparison (data volume).

AH1,2,3 AH2,3,4 AH3,4,5 AH4,5,6
Decentralized 2784 3129 3926 4089
Centralized 1 3632 3775 3851 3967
Centralized 2 2564 2941 3472 3845

Table 3: Rate comparison (data node).

Build time 1 2 3 4 5
Decentralized 516 524 1418 1895 2654
Centralized 1 1136 957 1594 2015 1720
Centralized 2 1306 1274 1453 1801 1651

Table 4: Query rate comparison (subject).

Query time 1 2 3 4
Decentralized 58 102 167 194
Centralized 1 103 181 253 328
Centralized 2 109 196 261 341
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5. Conclusions

+e main research content of this paper is based on the
semantic knowledge framework of collaborative intelligent
environment perception and mission control. In this paper,
the concept of environmental awareness system, group
collaboration, and semantic knowledge framework is in-
troduced and analyzed in detail. In this paper, through the
establishment of temporary space-time nodes with the same
level as other nodes in the network, the interconnection and
interaction between nodes can be realized, and the self-
determination mechanism can realize the knowledge con-
nection between nodes on the basis of maintaining their own
knowledge. On the basis of the interaction mechanism of
Unicom, we design and implement the decentralized Iter-
ative Incremental Construction Scheme of the semantic
knowledge framework and the corresponding query mode.
On the premise that knowledge is not acquired, the con-
nection construction and query between nodes are realized.

Experiments show that the semantic information ex-
change system structure constructed in this paper is feasible
and effective. +e integrity of the global semantic knowledge
framework and the centralized semantic knowledge
framework is the same, and the global semantic knowledge
framework constructed in this paper has better performance
than the middle school system in the construction speed and
query rate.

At present, there are few research studies on the semantic
knowledge framework, and there are still many deficiencies
in this paper due to the limitation of time, specialty, and
technical level, for example, lack of rule layer, only realize the
sharing of data rather than rules; need to further improve the

algorithm to improve the query efficiency; and do not
discuss the specific factors and influence coefficient of
collaborative information in the collaborative research en-
vironment. +e above shortcomings will be the next step of
this project.

Data Availability

No data were used to support this study.
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With the development of the globalization of science and technology, innovation has become an important driving force for
regional economic development. As a core element of regional innovation, financial R&D resources have also become a key
element to enhance national innovation capabilities and national economic competitiveness. National and regional innovation
capabilities have a direct impact. +ere are also many deep-seated problems behind the world-renowned achievements, such as
irrational industrial structure, insufficient independent innovation capabilities, low resource utilization efficiency, and the service
quality and efficiency of financial institutions for the transformation of total factor productivity.+ese problems extremely restrict
the efficiency upgrade and further development of our country’s total factor productivity. +is study uses the DEA-Malmquist
index model to measure the efficiency of fiscal R&D resource allocation in 28 provinces and regions in China in the past 10 years
and uses Mapinfo12.0 software to analyze regional differences in the efficiency of fiscal R&D resource allocation in China from a
spatial perspective. During the year, the overall R&D resource allocation efficiency of 28 provinces and autonomous regions in
China has shown an upward trend.+e efficiency of fiscal R&D resource allocation and the concentration of financial factors have
had a positive impact on total factor productivity, transform and upgrade factors, increase total factor productivity, and provide
empirical evidence for building a strong country.

1. Introduction

1.1. Background and Significance. In recent years, China has
been steadily increasing R&D investment to improve its own
level of innovation, but R&D varies greatly between different
regions. +erefore, studying the efficiency of our country’s
R&D resource allocation and its regional differences is of
great significance for reducing the differences in the effi-
ciency of R&D resource allocation among regions, im-
proving total factor productivity, enhancing regional
innovation capabilities, and promoting the coordinated
development of regional economies. As the main force of
innovation resources, the effective allocation of R&D re-
sources is playing an increasingly important role in the

process of economic development [1]. Total productivity and
economic growth are the two main driving forces of modern
economic growth and are important indicators of the quality
of economic growth in a country or region. In order to cope
with the long-term imbalance of our country’s economic
growth, the overall productivity level of each region has
become an important basis for measuring economic effi-
ciency and economic growth [2].

1.2. Related Work Research. Domestic research on the ef-
ficiency of fiscal R&D resource allocation is mainly carried
out by different regions, different industries, and different
R&D entities. +e stochastic boundary analysis method is
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used to measure the effectiveness of R&D resources in 28
provinces and regions. +e factors affecting the effectiveness
of regional R&D in our country from 2014 to 2019 are
analyzed. DEA model and SFA model are mainly used to
study the efficiency of R&D resource allocation in various
regions of our country. +e conclusions are basically the
same. It can be considered that in the eastern, central, and
western regions of our country, the allocation efficiency of
R&D resources is significantly different. In regions with
better economic growth, the allocation efficiency of R&D
resources may not be high. +e efficiency of allocating R&D
resources to economically underdeveloped regions is not
necessarily low, and DEA is effective or ineffective [3].

As early as the 1960s, scholars began to pay attention to
the efficiency of R&D resource allocation, using the Cobb-
Douglas production function to measure the efficiency of
R&D resource allocation, using only R&D stock as an input
indicator, select data from 40 countries and regions from
1960 to 2000 to study the effectiveness of R&D resource
allocation in each country, and analyze its influencing
factors. +e survey results show that per capita GDP has the
greatest impact on the efficiency of R&D resource allocation,
and they also have a positive impact on the efficiency of R&D
allocation [4, 5].

Liu G used nonparametric production frontier methods
to study the components of our country’s total factor
productivity growth from two different perspectives: tech-
nological contribution and factor contribution. By com-
bining two-year environmental technology and nonradiative
directional distance functions, he developed a biennial. +e
nonradiation direction distance function measurement can
overcome the well-known infeasibility problem, incorporate
the total slack of the variable, and explore the driving factors
of our country’s TFP. Although this growth rate has slowed
down recently, our country’s TFP is still growing at an
annual rate of 2.02%. Secondly, from the perspective of
technological contribution, technological progress is the
main driving force of total factor productivity [6]. Tugcu CT
studied the causal relationship between energy consumption
and TFP growth in the BRIC countries. Using panel
bootstrapping Granger causality test, there is no significant
causal relationship between renewable energy consumption
and TFP growth in BRIC countries. Concerning nonre-
newable energy, there is a two-way causal relationship be-
tween Brazil and South Africa’s total factor productivity
growth [7].

1.3. Innovation. Based on the New Economic Development
+eory, Resource Allocation +eory, New Economic Ge-
ography +eory, etc., this article examines the effectiveness
of our country’s R&D resource allocation and its spatial
differences from the perspective of time and space and
combines them organically. Economy and geography make
it more intuitive and clear to reflect the geographical and
spatial arrangement of our country’s R&D activities and
their temporal and spatial evolution.

In this study, the DEA-Malmquist index model and
factor analysis method are used to conduct an in-depth study

of the regional differences in the effectiveness of R&D re-
source allocation and environmental impact factors in our
country.+e effectiveness of R&D allocation is broken down
into technical performance and pace of technological
progress, as well as regions and regions. We conduct a more
thorough and specific analysis of the differences in R&D
efficiency within R&D distribution and try innovative re-
search methods.

+is article is based on endogenous development theory
and mathematical statistics. When estimating total factor
productivity, this article uses the Cobb-Douglas production
function and Malmquist index methods to cover the
weaknesses of a single model in the calculation process. +e
overall growth rate of factors calculated by these methods is
basically the same.

+is paper separates the fiscal market from the financial
market. When analyzing the impact of the resource allo-
cation efficiency of the tax market on total factor produc-
tivity, it combines theoretical research with practical
research, enriching the current domestic and foreign
scholars’ research on the impact of fiscal R&D resource
allocation efficiency on total factor productivity and theo-
retical research on the mechanism of factor productivity.

2. Impact of Total Factor Productivity under
Complex Systems

2.1. Complex System. +e definition of a complex system
first appeared in the American journal “Science” magazine
“Complexity Album.” +e two authors gave the following
definition: by understanding the system’s subsystems, it is
impossible to fully explain the nature of the system. In other
words, for a complex system, its total performance is not a
simple superposition of partial performance, and there is a
complex nonlinear relationship between total performance
and partial performance [8].

Complex systems are the main research object of
complexity science, and the synchronization phenomenon
of complex systems is the current research focus. When
studying complex systems, complex networks are considered
to be important mathematical models, and their related
theories are of great significance to the study of complex
systems. Durability is a key attribute of dynamic systems and
is usually used to describe the dynamic behavior of spaced
systems. A retrospective graph is a visualization tool based
on robustness. Quantitative robustness analysis is a measure
of quantitative robustness analysis [9]. As a new method of
studying complex systems, retrospective graphs and quan-
titative reduction analysis have been widely used in many
complex system problems. +e logical relationship between
the theories used in this article is shown in Figures 1–3.

+e concept of a complex system is realized based on the
critical inheritance of reductionism. +e theory of complex
systems is not just a refusal to restore. Reductionism is valid
and logical within a certain range, because in addition to
complex systems, there are other types of systems in the
world. Generally, there are three types of systems in the
world: simple systems, random systems, and complex sys-
tems [10].
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A complex network is a mathematical model of a
complex system. Its main purpose is to explain the existing
phenomena and complexity of the network. +e research
object is the network [11]. +e Internet is ubiquitous in
nature and human society and has a profound impact on
human development. Graph theory is an important tool for
studying complex networks. Generally, a network is con-
sidered a graph, which contains a series of nodes and the
ends that connect these nodes.

2.2. VRTechnology andMachine Learning. VR technology is
a virtual reality technology that uses computers to simulate
real and unreal 3D scenes. Virtual reality technology is the
highest level of current simulation and virtual reality, and it
has integrated a variety of technologies, such as multimedia
technology, digital image processing, sensor technology, and
computer graphics [12]. VR technology can create 3D visual
and sound effects. Since human-computer interaction is a
friendly and harmonious state based on physical skills, 3D
virtual reality technology can change the passive and boring
state between man and machine. Virtual reality technology

combines computer technology, multimedia technology,
image technology, simulation technology, and various
electronic technologies to create new technology in the
computer field, as shown in Figure 4.

Virtual reality technology is a computer simulation
system that can build and experience the virtual world.
Virtual reality technology is a very challenging interactive
technology, which is gradually being widely used in the field
of scientific research [13, 14]. At present, in the fields of
military, medicine, film, and television, virtual reality
technology has gradually become an important technology,
and the development of virtual reality technology in the field
of education is gradually deepening. Virtual reality tech-
nology is a cutting-edge technology in the computer field,
which combines human-computer interaction technology,
sensor technology, network technology, graphics technol-
ogy, simulation technology, and stereo display technology.
Virtual reality technology has three main characteristics, as
shown in Figure 5.

Machine learning enables computers to learn and deal
with human-like problems.+erefore, it is very important to
focus on how to apply machine learning algorithms to solve
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practical problems. Machine learning has a wide range of
research scenarios and applications. It is a multidisciplinary
field, including artificial intelligence, information theory,
statistical probability, government, and other academic
achievements [15, 16]. +e machine learning algorithms
involved in this research are Bayesian statistical conclusions,
EM algorithms, and ADMM algorithms, as shown in
Figure 6.

According to historical data, with the help of the dy-
namic grouping method, the indirect correlation between
parameters is determined through the EM algorithm, which
aims to realize the dynamic vector grouping support algo-
rithm, which is beneficial to reduce the risk of information
decision-making [17]. +e specific technology application
path is shown in Figure 7.

Machine learning uses detailed methods in statistics,
evidence theory, neural networks, fuzzy sets, primitive sets,
evolutionary computing, and other fields to complete data
summarization, concept description, classification rule ex-
traction, grouping analysis, data analysis, analysis and se-
quence pattern discovery, and other types of work [18, 19].
Compared with data mining, machine learning tends to
provide different algorithms, while data mining tends to use
these algorithms to solve problems. Common machine
learning algorithms include the following categories:

(1) Classification algorithm: representative algorithms
are decision tree algorithm and a naive Bayes
algorithm

(2) Clustering algorithm: representative algorithms are
K-means algorithm and EM algorithm

(3) Association rule extraction algorithm: the repre-
sentative algorithm is the Apriori algorithm

(4) Support vector machine, namely, SVM algorithm
(5) Neural Networks
(6) Genetic algorithm

Logistic regression (LR) is a machine learning algorithm
with low model complexity and a classic statistical

classification algorithm. Its advantages are low computa-
tional complexity, easy to understand and apply, and can be
used for large-scale machine learning and online learning
tasks [17]. +e conditional probability distribution formula
of the binomial logistic regression model is

P(A � 1|x) �
exp(mx + n)

1 + exp(mx + n)
,

P(A � 0|x) �
1

1 + exp(mx + n)
.

(1)

2.3. Fiscal R&D Resource Allocation Efficiency. R&D (Re-
search and Development) refers to the human, material, and
financial resources required to participate in scientific re-
search and experimental development activities. R&D ex-
penditure and its proportion in GDP reflect the important
content of our country’s independent innovation capability
and the process of building an innovative country. It is an
important indicator to measure the scale of a country’s
scientific and technological activities and the level of sci-
entific and technological investment, and it is also an im-
portant indicator to improve our country’s innovation
potential and enhance the competitiveness of the national
economy. UNESCO believes that R&D is a systematic
creative activity that uses new knowledge to create new
applications. OECD (Organization for Economic Cooper-
ation and Development) believes that R&D is a more sys-
tematic and creative activity. +is type of activity is based on
increasing the total amount of knowledge and using that
knowledge to create new applications [20].

Resource allocation was first proposed by the classical
economy. It emphasized the role of the market in the al-
location of resources and believed that the market was the
most important way to allocate resources. However, in fact,
due to the shortcomings of the market itself, especially the
failed market, it seriously wasted resources. Adam Smith
believes that due to a lack of resources, the market uses

Image

Immersion

Presence

BehaviorInteractive

Figure 4: VR technology elements and characteristics.
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profit-driven methods to achieve effective resource alloca-
tion. Tables 1 and 2 list the average fiscal R&D resource
allocation efficiency of countries and regions.

2.4. TFP. Total factor productivity (TFP) refers to factors
other than capital and labor income that contribute to
economic growth. It is an important indicator to measure
the quality of economic growth. Our country has a lot of
research on total factor productivity. Total factor produc-
tivity is proposed relative to the concept of single-factor
productivity. After excluding the increase in input rate, the
remaining contribution of production improvement sources
is attributed to the improvement of technology and effi-
ciency.+is part is total factor productivity, that is, the rest of
the economic growth that cannot be explained by input
factors. Fundamentally speaking, total factor productivity
measures the influence of factors such as technological in-
novation, process improvement, management level, and
efficiency. +e role of industrial organization in economic
development reflects the quality of economic development
and represents the overall efficiency of the use of input
factors [21].

Comparing the differences in total factor productivity
between different countries, the scale of total factor pro-
ductivity will directly affect the level of economic growth.
+ere are several methods for calculating TFP in empirical
research. Solow residual algorithm will be used, and its
approximate algorithm is as follows:

TFP growth �
L
•

L
�

M
•

M
− β

N
•

N
− (1 − β)

O
•

O
, (2)

where L is the technology input, M is the output, N is the
capital input, O is the labor input, and β is the proportion of
capital input to output. According to the above Solow
formula, if we want to be able to accurately calculate the
growth of TFP, we must adopt the function of neoclassical
production. +e factor market is fiercely competitive, and
the growth rate of various inputs must be accurate. In ad-
dition, many papers have adopted the following methods,
but the basic idea is the same as the above formula:

TFP �
M

N
β

× O
1− β. (3)

In order to calculate total factor productivity, some
documents divide the calculation methods into two
categories: trend estimation method and production
function method. Trend estimation methods include
parametric, semiparametric, and nonparametric
methods. It uses total factor productivity as the default
variable and uses long-term statistical information to
estimate total factor productivity based on a set of as-
sumptions. +e production function method is mainly
based on the basic form of the Cobb-Douglas production
function in the neoclassical development theory. It uses
mathematical transformations to discover the number of
factors affecting economic growth, such as technological
level and technical performance, in addition to capital
and labor. +erefore, the productivity of all factors can
also be called the residual value of the production
function [22].

+is article will choose the SFAmethod and use the prior
logarithmic function to calculate our country’s interpro-
vincial total factor productivity.+e production function has
the following form:

ln Sa,b � α0 + α1 lnMab + α2 lnNab + β1b

+
1
2
β2ln

2
Nab +

1
2
β3ln

2
Mab

+
1
2
β4b

2
+ β5 lnNabMab + β6b lnMab

+ β7b lnNab + xa,b − ya,b.

(4)

When all β is 0, the model will become a technically
neutral Cobb-Douglas production function. In addition, the
model also considers static and dynamic technological
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Figure 6: Flow chart of the EM algorithm.
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progress and the dynamic interaction of labor and capital
input into production. By organization, we get

IHKab � IJab + IKab +(JF − 1) λN λN + λM( N + λM λN + λM( M( , (5)

and decomposing it, the production efficiency change rate is

IJa � J exp − ya( |xa − ya . (6)

+e technical progress rate is

IKab �
z ln Sab

z
� β1 + β4b + β6 lnmab + β7 ln nab. (7)

+e rate of change of scale efficiency is

FJC � (JF − 1)
μN

μN + μM

× N + μN + μM( M . (8)

Among them, μN and μM, respectively, represent the
output elasticity of capital and labor relative to the overall
return to scale:

μN � αN + β7b + β5 lnMab + β2 lnNab,

μM � αM + β6b + β5 lnNab + β3 lnMab.
(9)

2.5. Model Building. In this study, the DEA-Malmquist
index model was used to measure the effectiveness of R&D
allocation in our country. In the DEA empirical research, in
order to reflect the evolution of production unit efficiency in
different periods, the most widely used production efficiency
index is the Malmquist index [23]. Caves proposed that
under multiple inputs and outputs, the total productivity
based on the input data can be expressed by the Malmquist
index. In order to obtain the Malmquist efficiency value, the
distance function Sa(xa

0 , ya
0) needs to be input, which is the

inverse of the input efficiency, namely,

S
a

x
a
0 , y

a
0(  �

1
T

a
y

a
0 , x

a
0( 

. (10)

+is function is the smallest degree where xa
0 can be

reduced under a given ya
0. When

S
a

x
a
0 , y

a
0(  � 1, (11)

(xa
0 , ya

0) on the frontier of production,

S
a

x
a
0, y

a
0( > 1 (12)

indicates that the technology is invalid, and the per-
formance value can be expressed by the Malmquist index:

T
a

�
S

a
x

a
0, y

a
0( 

S
a

x
a+1
0 , y

a+1
0 

,

T
a+1

�
S

a+1
x

a
0 , y

a
0( 

S
a+1

x
a+1
0 , y

a+1
0 

.

(13)

+ese two indicators are the Malmquist index in the
period a and period a+ 1, respectively. We use the geometric
mean of these twoMalmquist indices to calculate the change
in productivity, namely,

TI �
S

a
x

a
0, y

a
0( 

S
a+1

x
a+1
0 , y

a+1
0 

Sa+1 xa+1
0 , ya+1

0( 

Sa xa+1
0 , ya+1

0( 
×

Sa+1 xa
0 , ya

0( 

Sa xa
0 , ya

0( 
 

1/2

� EF × AC.

(14)

TI> 1 shows that the productivity of the period t + 1 is
higher than the productivity of period a. Malmquist index
can be decomposed into technical performance index and
technological progress rate index. EF and AC are greater
than, equal to, and less than 1, respectively, indicating that
the technical performance and technological progress rate
remain unchanged or decline, and the technical efficiency is

Table 1: Average allocation efficiency of our country’s fiscal R&D resources.

Year Technical efficiency Technological progress rate Pure technical efficiency Scale efficiency Allocation efficiency
2014 1.041 0.967 1.021 1.018 0.999
2015 0.988 1.030 0.977 1.021 1.003
2016 1.032 0.944 1.016 1.017 0.956
2017 0.999 0.947 0.966 1.052 0.955
2018 1.011 1.069 0.996 1.032 1.095
2019 1.036 0.981 1.021 1.025 1.008
Average value 1.018 0.990 1.000 1.028 1.010

Table 2: Average allocation efficiency of financial R&D resources in each region.

Year Technical efficiency Technological progress rate Pure technical efficiency Scale efficiency Allocation efficiency
East 0.996 1.016 0.996 1.001 1.015
Central 1.003 1.000 0.998 1.005 1.001
West 1.020 0.986 1.018 1.002 1.007
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decomposed into pure technical efficiency index and index
scale efficiency. +e survey is used to measure the changes in
the effectiveness of R&D allocation in 28 provinces and
regions in our country from 2014 to 2019 [24].

A general method of estimating capital stock and current
capital is the sum of current new capital investment and
previous capital minus capital depreciation. +e basic types
of calculations are

Rx �
Ax

Bx

+(1 − μ)Rx− 1. (15)

Among them, R, A, and B are the capital stock, in-
vestment, and fixed asset investment price index, μ is the
annual depreciation rate of capital, and the subscript x
represents the period [25].

3. Experiment on the Influence of Total Factor
Productivity under Complex Systems

A large number of research results show that the efficiency of
fiscal R&D resource allocation is a key factor in promoting
overall productivity and economic growth. Comparing the
results of different empirical methods, we can conclude that
the massive influx of R&D funds based on international
trade has greatly increased the overall factor productivity of
our country’s industry, while the low efficiency of domestic
fiscal R&D resource allocation has restricted its growth.
+erefore, it is recommended to improve the efficiency of
fiscal R&D resource allocation and strengthen trade with
developed countries.

3.1. Test Subject. +e empirical part of this article first ex-
amines the direct impact of R&D resource allocation effi-
ciency on improving the overall productivity of participants.
In addition, in order to further determine the impact
mechanism, this article decomposes the overall productivity
of agents into changes in technical progress (TE) and
technical efficiency (EF). Conversely, as explained by the
variables, it empirically examines the impact of R&D re-
source allocation efficiency on technological progress and
technical efficiency. +erefore, this paper constructs the
following model with total factor productivity (TFP) as a
variable explanation:

TFPab � ω + λ1TFPab− 1 + λ2FAab− 1 + λ3RNDab + λ4HCab

+ λ5GIab + λ6FDIab + λ7OPENab + λ8DARab + zab.

(16)

3.2. Test Design. Total factor productivity is the main in-
dicator to measure the impact of resource allocation effi-
ciency and technological innovation level on economic
growth. In order to be able to estimate total factor pro-
ductivity, we introduced the Cobb-Douglas (CD) produc-
tion function into the analysis process based on the practice
of other scholars. +e production function is as follows:

Sab � LabM
α
abN

β
ab, (17)

where Sab represents the GDP of province a in year b, Lab

represents the total factor productivity of province a in year
b, and MabNab represents the capital stock and labor force of
province a in year b. α and β, respectively, represent the
output elasticity of the two production factors of capital and
labor. Taking the logarithm of both sides of the formula
equation at the same time, you can get

ln Sab � ln Lab + lnMab + lnNab. (18)

Doing further transformation, you can get

ln Lab � ln Sab − lnMab − lnNab, (19)

where ln Lab is the logarithm of the total factor productivity
of each province over the years. Taking the physical indi-
cators on the left and right sides of the equation at the same
time, we can get the final expression of total factor
productivity:

ln Lab � exp ln Sab + lnMab + lnNab( . (20)

We use the Solow residual method to decompose and
measure total factor productivity and set the total produc-
tion function as the C-D production function:

Ga � Xe
λa

Y
α
aZ

β
a. (21)

Among them, Ga is the actual output, Za is the labor
input, Ya is the capital stock, and α, β are the average labor
output share and the average capital output share,
respectively.

Now, we make the following assumptions: constant
returns to scale; if the input quantity increases by the same
percentage, the output also increases by the same percentage;
the neutral technology assumes that labor productivity and
capital productivity increase by the same percentage; the
natural logarithm of the two sides is as follows:

ln Ga(  � ln(X) + λa + α ln Ya(  + β ln Za( . (22)

+e growth rate of total factor productivity is derived as
ΔX
X

�
ΔG

G − (1 − α)
×
ΔZ
Z

− α ×
ΔY
Y

. (23)

Under the constraint condition α + β � 1 of constant
return to scale, we have

ln
Ga

Za

  � ln(X) + λa + α ln
Ya

Za

 . (24)

After estimating the average share of capital pro-
duction and labor productivity, the growth rate of total
factor productivity can be obtained by introducing
equations. We judge α � 0.7, β � 0.3 according to the
empirical method and bring the total factor productivity
table.
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4. Impact on Total Factor Productivity

4.1. Time Series Changes in the Efficiency of Fiscal R&D Re-
sourceAllocation. As shown in Figure 8, the TFP growth rate
of the entire industry from 2014 to 2019 was 8.4%, the
average growth rate of technical performance was − 1.4%,
and the average growth rate of technological progress was
9.9%. Technological progress plays a leading role in changes
in total factor productivity. +e contribution of techno-
logical progress to the overall productivity growth of the
industry is far greater than changes in technological per-
formance. Further analysis of the net changes in technical
performance and scale performance changes of EF de-
composition elements shows that my country as a whole has
reduced the return to scale (− 2.4%). +e speed of techno-
logical progress is a key factor that affects the efficiency of
R&D resource allocation. On this basis, the factor analysis
method is used to analyze the environmental factors that
affect the efficiency of R&D resource allocation.+e research
results show the government support, economic develop-
ment level, and foreign investment level. It plays an im-
portant role in promoting my country’s total factor
productivity and is also an important reason for regional
differences, as shown in Table 3.

As shown in Figure 9, the change in the efficiency of my
country’s fiscal R&D resource allocation is almost the same
as the change in the pace of technological progress, while
pure technical efficiency and scale performance have little
effect on the efficiency of R&D allocation, indicating that
technological progress at this pace directly affects the allo-
cation of R&D resources. +e overall efficiency of efficiency,
the level of research, and development need to be improved.
+e efficiency of resource allocation must be based on the
perspective of technological progress. As shown in Table 4,
the rapid improvement of technological level, the renewal of
technical equipment, technological innovation, and the
introduction of advanced technology have a greater impact
on improving the efficiency of my country’s R&D resource
allocation.

As shown in Figure 10, from 2014 to 2019, my country’s
overall resource allocation for fiscal research and develop-
ment showed a slow growth trend, with an average rate of
return of 1.01, but the growth rate was very slow. During
these 7 years, the average growth rate of my country’s R&D
resource allocation efficiency was only 0.5%, which was
mainly attributed to the slight increase in the rate of
technological progress during the research period. In ad-
dition, the resource allocation efficiency of R&D reached the
highest level in 2018, mainly due to the greatly improved
technical level and the acceleration of technological prog-
ress. As shown in the figure, the slowing rate of technological
progress has led to a decrease in the efficiency of R&D
distribution, which is different in 2015 and 2018. +e growth
rate in 2016 has slightly decreased, as shown in Table 5.

4.2. Regional Differences in the Efficiency of Fiscal R&D Re-
source Allocation. As shown in Figure 11, in order to fa-
cilitate the analysis of regional differences in the efficiency of

my country’s fiscal R&D resource allocation, this study
divides my country’s 30 provinces into eastern, central, and
western regions. +e R&D resource cost-sharing rate and
national change coefficient of 30 provinces in eastern,
central, and western regions of my country from 2000 to
2012 are given. +e distribution efficiency of R&D resources
in the eastern and central regions has shown a downward
trend, while the western region has shown an upward trend.

As shown in Table 6, from the overall level, the efficiency
of R&D resource allocation in each region is characterized by
the highest in the east, the second in the west, and the lowest
in the middle. +e average efficiency is 1.014, 1.004, and
1.000 in order. +e R&D distribution efficiency in the
eastern region is 1.005 higher than the national average, and
the central and western regions are lower than the national
average. +e coefficient of variation of the national average
rate of return on R&D resources shows a downward trend,
indicating that the regional differences in the efficiency of
R&D resource allocation in my country are generally
shrinking, as shown in Figure 12.

4.3. Overall Situation of Total Factor Productivity. As shown
in Figure 13, total factor productivity decreased signifi-
cantly from 2000 to 2016, and total factor productivity
increased significantly from 2013 to 2014.+is fully shows
that my country’s deepening reform and opening-up have
led to economic growth and total factor productivity.
Total factor productivity reached its peak in almost every
city in 2014 and then declined every year. +is shows that
reform and opening-up can indeed bring technological
progress and increase overall factor productivity, but
with the past of reform and opening-up, this impact will
continue to weaken, as shown in Table 7.

As shown in Figure 14, from a national level, the overall
factor productivity generally declined. From 2010 to 2019,
the growth rate of the total factor productivity in most cities
was less than zero in most years. +is shows that my
country’s economic growth is highly dependent on capital
and labor, and my country’s technological progress is not
obvious. On average, my country’s major cities have shrunk
by 5.78%. During these years, the total factor productivity of
41% of the cities increased in 2010, which was the best year
for total factor productivity. However, the overall factor
productivity in 2015, 2018, and 2019 showed an overall
downward trend. Almost 95% of cities showed negative
growth in all factors.

4.4. TFP and Decomposition Index. As shown in Figure 15,
using DEAP2.1 software, we select the input-oriented fixed
income statement model and use table data from 30
provinces to obtain the results of the Malmquist index
method. +e Malmquist index decomposition model pro-
vides a comprehensive performance index for the total factor
productivity of each province in my country. +e index can
be decomposed into the rate of scale efficiency change and
the net change of technical performance according to the
rate of change of technical performance, the rate of tech-
nological progress, and the rate of change of technical
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Table 3: 2014–2019 total factor productivity index.

Year Technical efficiency changes Technological progress changes Scale efficiency changes TFP
2014 1.101 0.987 1.070 1.086
2015 0.925 1.236 0.945 1.142
2016 0.886 1.135 0.905 1.006
2017 1.014 1.041 1.001 1.055
2018 0.988 1.038 0.999 1.025
2019 1.005 1.028 1.002 1.032
Average 0.987 1.078 0.987 1.058
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Table 4: R&D resource allocation efficiency has a greater impact.

Item Resource-efficiency Innovation Skill Introduction Equipment Pure
Tech-level 1.55 0.78 0.45 1.81 1.86 1.81
In and exp 3.35 2.9 3.84 3.34 1.33 2.67
Optimization 2.58 3.38 2.76 5.3 3.03 3.7
P-forces 5.47 4.37 5.58 5.78 2.35 4.32
El-update 3.8 1.02 1.47 1.44 3.89 1.49
R&D level 4.49 6.55 5.27 1.01 4.79 5.43
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Figure 10: +e efficiency of financial resource allocation in recent years.

Table 5: Decreased rate of technological progress leads to lower R&D distribution efficiency.

Item Technical efficiency Scale efficiency Allocation efficiency Growth index Financial indicators Growth rate
2014 1.041 1.018 0.999 0.362 0.403 0.708
2015 0.988 0.977 1.003 1.081 0.454 0.849
2016 1.032 1.016 0.956 0.796 0.743 0.651
2017 0.999 0.966 0.955 0.827 0.666 0.41
2018 1.011 0.996 1.095 0.348 0.999 0.354
2019 1.036 1.021 1.008 0.488 0.566 0.313
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performance rate. As shown in Table 8, from 2014 to 2019,
my country’s total factor productivity increased by 4.02%
annually, net efficiency changed (− 0.37%), net technological
progress changed (3.91%), scale efficiency changed
(− 0.08%), and technology scale changed (− 0.37%).

Technological progress is the main factor leading to the
increase in green total factor productivity. +e regional
differences in my country’s green factor productivity growth
are very obvious. From east to west, there is a gradual
downward trend. From 2014 to 2019, the average annual

Table 6: R&D resource allocation efficiency in various regions.

Distribution rate Allocation efficiency Response rate Mean efficiency R&D rate Factors of production
East 1.84 0.34 1.88 0.94 1.84 0.67
West 1.52 2.79 3.84 3.19 3.57 2.7
Central 2.96 4 3.36 5.07 4.46 3.53
South 2.25 2.66 2.74 4.66 1.51 4.75
North 2.98 1.64 1.78 1.58 1.58 2.49
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growth rate of total factor productivity in the eastern region
was 5.56%, the central region was 3.60%, and the western
region was 2.79%, as shown in Table 9.

4.5. Calculation and Analysis of TFP in the East, Middle, and
West. As shown in Figure 16, in order to avoid dupli-
cation of the work of this article when analyzing the TFP
differences in the three main regions of eastern, central,
and western regions, this article studies the differences in
these three regions based on the results of the Malmquist
index calculation method. In order to visually see the

changes in total factor productivity in the three main
regions, the average total factor productivity value of each
region and province is used. In the case of subregional
levels, the overall growth rate of agents in the eastern
region is the fastest. Secondly, the overall growth rate of
agents in the central region is usually higher than that in
the western region.

As shown in Figure 17, the development of total factor
productivity in these three regions from 2004 to 2009 was
mainly attributed to technological progress. After 2009, this
is the result of the comprehensive influence of technological

Table 7: +e influence of total factor productivity.

E-Item E-develop New kinetic Knowledge Economic Innovation Network Transformation
Office 0.75 1.02 0.35 0.73 1.01 0.56 0.81
Shopping 3.92 3.15 3.25 3.94 3 1.81 3.9
Education 2.21 5.97 3.37 4.68 5.96 4.61 3.57
Me-treatment 4.25 3.29 4.57 4.89 3.48 5.15 4.96
Online 1.95 2.37 2.26 1.15 2.94 1.92 3.01
Service 5.71 1.55 1.63 2.63 3.76 4.72 2.72
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Figure 14: Proportion of cities with total factor productivity growth in each region.
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progress and technical efficiency, making total factor pro-
ductivity an annual trend. After 2000, the macroeconomy
entered a stage of improvement. +e technological progress
in the eastern region has always been higher than that in the
central and western regions, followed by the technological
progress in the central region, and the lowest in the western
region. +is is the result of the spread of technological

progress. While taking advantage of the geographical ad-
vantages of the neighboring eastern region, the central re-
gion of my country must introduce advanced technologies,
maintain technological progress, and at the same time pay
attention to improving technical efficiency to more effec-
tively promote the development of total factor productivity,
as shown in Table 10.

Table 8: +e index is based on the rate of change of technical performance.

Item Efficiency change rate Net efficiency Skill improved Scale efficiency Main element
Mining 1.01 0.56 0.81 1.61 0.63
Natural gas 3 1.81 3.9 3.67 2.53
Oil 5.96 4.61 3.57 5.08 3.62
M-industry 3.48 5.15 4.96 5.16 5.04
Capacity 2.94 1.92 3.01 2.25 4.18
Bulk 3.76 4.72 2.72 1.18 4.5

Table 9: Economic implications of TFP and its breakdown indicators.

Index Economic implications >0 <0

TFP Total factor productivity after deducting environmental
costs

Total factor productivity
growth

Green total factor
productivity decline

Pure efficiency change Management innovation, system innovation
Induced productivity changes

Pure efficiency
improvement Pure efficiency deterioration

Pure technological
progress

Technological innovation, process improvement
Induced productivity changes

Pure technological
progress Pure technology regression

Scale efficiency
changes

Productivity changes caused by economies of scale
brought about by scale expansion Increased scale efficiency Scale efficiency decline

Technological scale
changes

It only represents the technical meaning of DEA, not the
economic meaning

Technology deviation
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Technology deviation from
VRS
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5. Conclusion

In the short term, the efficiency of fiscal R&D resource
allocation promotes the development of total factor pro-
ductivity, but as time goes by, its effect weakens. TFP limits
the quality of economic growth in the short term, and the
long-term effect of promoting the quality of economic
growth tends to increase; during the inspection period, the
economic growth rate is restricted. Among the three eco-
nomic growth variables studied, the speed of economic
growth has the greatest impact on the quality of economic
growth. +erefore, at this stage, our country should control
the rate of economic growth, improve the rationality of the
allocation of R&D resources, promote the growth of total
factor productivity, and achieve a slowdown in economic
growth and high-quality growth.

Improving the quality of total factor productivity and
economic growth will in turn help the rational allocation of
fiscal R&D resources. +e impact of economic growth on
this has changed from positive to negative, which indicates
that the excessive pursuit of economic growth will be ig-
nored.+is shows that excessive pursuit of economic growth
will be ignored and to a certain extent will lead to waste of
resources. +e quality of economic growth has a deterrent
effect on total factor productivity in the short term, but in the
long run, it has an increasingly stronger role in promoting
total factor productivity. Among these three variables, the

quality of economic growth has an effect on total factor
productivity, which is the greatest contribution. +erefore,
our country’s pursuit of low-speed, high-quality economic
growth can feedback the rational allocation of fiscal R&D
resources and the development of total factor productivity,
which forms a virtuous circle of economic activities.

If our country blindly pursues economic growth at the
expense of the environment and resource waste, it will lead
to a shortage of various social and natural resources, which
will lead to a financial crisis, inflation, weak economic
growth, and even serious problems. Excessive pursuit of the
quality of economic growth requires increasing welfare
benefits, increasing the cost of controlling environmental
pollution, and shutting down a large number of seriously
polluting enterprises. +is poses a huge challenge to our
country’s fiscal expenditure capacity and leads to a slow-
down in economic growth. +erefore, the relationship be-
tween the two must be properly handled to ensure healthy
and stable economic growth.
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With the development of office forms, the space form of super high-rise office buildings changed from the unitary efficient office
space to a complex space that integrated office, communication, and experience, which also diversified the design of typical floors
in the office zone. However, from the perspective of fire prevention, the placement of shared space changed the form of the plane
in typical floors in the office zone, affecting the smoke spreading of fire and paths of personnel evacuation. Hence, the subject on
the planar relationship among high-rise office buildings based on fire prevention analysis, which optimizes space design, is worthy
of discussion. After collecting many cases of super high-rise office buildings in China, this study categorized them into six typical
planes and adopted the software PyroSim for comparative simulation of the smoke spreading of fire. By comparing the visibility of
different zones in fires, this study analyzed the effects of the area of the office zone, the location of the atrium, and the form of the
plane on the fire visibility on the typical floor and put forth the key factors that influence fire visibility, thus optimizing the plane
design of the typical floor of super high-rise buildings. )e findings show that in the six fire scenes, the area of the office zone is
between 1136m2 and 1736m2.)e peak of duration for visibility decline at 1.5m appeared in Scene 3. Its office zone is 1536m2, and
the duration of visibility decline is greater than 1000 s. In other fire scenes, the duration of visibility decline is less than 300 s. By
comparing the plane arrangement features of the fire scenes, the paper concludes that in a given fire scene, establishing an atrium
in the office zone, expanding the length of the adjacent edge between the atrium and the office zone, and building an evacuation
corridor between the atrium and the core tube can greatly extend the effective evacuation time. )is can serve as reference for the
plane design of super high-rise office buildings.

1. Introduction

Super high-rise office buildings shoulder the important
mission of multilayered optimization and development.
Advancements in structural engineering have arisen to make
possible the increase in height size and complexity, the
reduction of cost and carbon footprint, and architectural
imagination and economic versatility of these buildings [1].
As the modern office model becomes increasingly inte-
grated, open, and smart, the plane design of typical floors, on
the one hand, has increased the utilization value of the
building space. But on the other hand, it has caused new fire
safety problems to the buildings and resulted in greater
difficulty in the fire safety design of the typical floor of
buildings (Torero et al. [2]).

From both functional and structural perspectives, the
typical floor plane of super high-rise office buildings, in
general, can be roughly divided into two parts—the service
part featuring core tubes and the service-receiving part
characterized by frameworks. Judging from the development
trend of existing structural techniques and the area of the
typical floor, the upper limit of the ideal area of a typical floor
can be lifted to 4000m2 in a predictable future. After an-
alyzing and investigating into the plane design drawings of
super high-rise office buildings in recent years, this study has
found that the floor space of an open and integrated office
model needs to be as large as possible and continuous.
Maximizing the plane area of the typical floor and exploring
open office compartments are the two trends in the plane
design of these buildings in modern times. For an office
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space, a greater pillar spacing provides a broader view. As a
design principle followed by the buildings of this kind in
modern times, the pillar-free design indicates that in a
designated office space, all bearing pillars are located near
the curtain walls on all sides of the space to create a pillar-
free space to provide a more flexible and efficient office zone.
)e correct definition of the design fire for open plan
compartments is identified as the critical knowledge gap that
must be addressed in order to achieve tall building per-
formance objectives and to provide truly innovative, robust
fire safety for these unique structures [1].

We have seen how classic prescriptive solutions failed to
manage smoke (Cook Country Building (USA) [3] and
Camberwell fire (UK)) [4] and how modern buildings using
state-of-the-art fire engineering failed to contain the full
propagation of a fire (TVCC, China) [5]. Analyses of several
failures and current design practices reveal that fire safety
codes are no longer capable of providing implicit safety for
the rapidly evolving needs of modern tall buildings and are
being extensively substituted by nonvalidated performance-
based design methods [1, 6].)erefore, how to maximize the
office zone on the typical floor and the space utilization
efficiency while meeting the technical requirements on fire
safety is a difficulty in typical floor design (Xing et al. [7]).

1.1. Fire Load of Super High-Rise Office Buildings.
Usually, massive office equipment, materials, papers, and
archives are placed in an office. All these are highly com-
bustible objects, thus imposing a heavy fire load on the office
zone. Fire load (Qf ) refers to both the heat of combustion of
all combustible objects in the office zone and within the
regional space. It is directly proportional to fire risks and the
difficulty of firefighting (Yao et al. [8]).)e total fire load of a
unit area is fire load density (q), which shows the severity of
fire. Table 1 demonstrates the statistics on the average levels
of fire load density in various functional space types of
accredited buildings.

)e computational analysis of the fire growth model
effectively controlled smoke spread and emission. t2 model,
MRFC model, and FFB model are the mathematical models
of fire growth [10]. According to the results of numerous
experiments and experience, the t2 model is used to describe
the early stages of fire development in a specific space.
Equation (1) is according to NFPA204M (2002):

Qf � αt
2
, (1)

where Qf is the heat release rate(HRR), kW, and α is the fire
increasing modulus, kW/s2.

Table 2 shows the t2 model of different fire growth
coefficients (α) adopted by various building designs and the
maximum heat release rate and time of different materials.

1.2. Smoke Discharge of Office Zone in Super High-Rise
Buildings. According to the plane features and development
trend of super high-rise office buildings, the demand for a
pillar-free, open space has exceeded the maximum for a fire
safety zone as required in the standards, which makes it

impossible to achieve the fire safety zoning according to the
traditional fire safety design. A higher office zone has a
higher wind speed which will accelerate fire spreading on the
typical floor in case of fire. Worse still, the absence of di-
vision in the interior lateral space would speed up the
spreading of smoke [11].

According to the Code for Fire Protection Design of
Building (GB50016-2014), “Mechanical smoke exhaust fa-
cilities should be installed and sites with interior net story
height less than 6m should include smoke control zones; the
area of structure in each smoke control zone should not
exceed 500m2; and the smoke control zone should not cross
beyond the fire protection zone. )e smoke control zone
should be separated by structural beams of partitions and
ceilings with downward bulges no less than 500m, or in-
combustible components of ceilings and canopies with
downward bulges no less than 500m.” )e smoke exhaust
volume of mechanical smoke exhaust devices is demon-
strated in Table 3.

Hence, it can be concluded that the area (S) of each outlet
is obtained with the following equation:

S �
S1 × 60m3/h

n × 3600 × 5m/s
, (2)

where S is the area of the smoke discharge outlet, S1 is the
area of the smoke safety zone, and n is the number of smoke
discharge outlets.

)e area (s) of each outlet was calculated according to
the volume of the atrium through the following equation:

S �
V×6

n×3600 × 10m/s
, (3)

where S the area of the smoke discharge outlet, V is the
volume of the atrium, and n is the number of smoke dis-
charge outlets.

1.3. Crowd Evacuation of Super High-Rise Buildings.
Crowd evacuation in super high-rise buildings is a major
safety concern [12]. According to the standards (GB50016-
2014), the typical floor must provide two evacuation routes
in case of fire, so that those trapped in fire can take the other
if either of the routes is blocked (Wang and Liu [13]). For a
more spacious typical floor, evacuation routes are longer
present, and the choice of routes is blurrier, which would
affect evacuation (Rodrigo and Marshall [14]). A subsafety
zone can be established in the atrium to alleviate the pressure
of evacuation (Liu [15]). But, the fire danger of the atrium is
special, so if the subsafety zone is established in an inap-
propriate way, it will not reduce the pressure of evacuation
and will even accelerate the vertical spreading of smoke.

Table 1: Fire load density of different types of buildings [9].

Space function Density of combustible material

Office

General 30
Design 50

Administration 60
Research 60
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Compared with CO mass fraction and temperature,
visibility was a more influential factor in determining the
critical time required for fire to become a hazard, and smoke
affected the adjacent open area in approximately 60 s [12].
When a fire hazard is occurring, office zone visibility can
directly affect the velocity of walking. In the irritating state
and nonirritating state, the velocity of walking declines as the
obscuration coefficient increases. In the irritating state, the
velocity of walking showed sudden decline. Hence, the
visibility of the horizontal section (1.5m of interface) at the
height of sight of crowd evacuation is one of the effective
evaluation criteria about whether a certain area fits the
condition of evacuation. In simulated calculations, the
critical time of a dangerous situation is time T4 for visibility
to decline to 10m [16].

2. Materials and Methods

)is research uses the software PyroSim to simulate the
smoke spreading of fire [17]. )e simulation process in-
cludes the following steps: (1) Building geometric models;
(2) Establishing fire scenarios, including location and load of
combustion source, simulation scope and boundary con-
dition, different types of combustible materials, performance
of firefighting equipment, duration and accuracy of simu-
lation; and (3) conducting simulated calculation through
FDS/smokeview for posttreatment of results [18]. In this
process, by building the models, the simulation results could
indicate the distribution graph of visibility of fire smoke in
the model [19].

2.1. Establishment of an Abstract Model. After the investi-
gation and the analysis of the existing super high-rise office
buildings in China, this study confined the research subjects
to those with a height of at least 150m, a typical floor plane

of less than 3,000m2, and a tube-in-tube structure. To carry
out a comparative simulation experiment, the plane pro-
totype of the typical floor of an office building was made.)e
plane was a 45m× 45m square plane, with an area of
2,475m2. In the center of the plane was a 17m× 17m core
tube.)e space beyond the core tube was an integrated office
area of 2,186m2, whose story height was 4.2 meters and net
height was 2.9 meters.

In most of the super high-rise office building designs, the
atrium is the primary spatial element of plane design. )e
position and form of atrium is the main factor leading to
different typical floor planes. Hence, by incorporating an
atrium into the plane prototype, it can be deformed and
derived. )e approach and logic of incorporating the atrium
have two aspects worth discussion: (1) In a fire hazard, the
impact of the atrium area on visibility of the office zone; (2)
in a fire hazard, the influence of position of atrium space in
the office floor plane on visibility of office space. Responding
to the above questions, (3) by gradually increasing the area of
the atrium in the plane prototype, the derivative plane is
obtained, which is shown in Figure 1. (4) By changing the
position of the atrium in the plane prototype, the derivative
plane is obtained, which is shown in Figure 2. Lastly, six
typical floor planes (plane A–plane F) are concluded to serve
as the typical floors and planes in this research.

In the above six typical planes, other than the core tube,
all areas of plane A are the office zone, which is distributed in
the way similar to the character shape “回.” It has the highest
efficiency and stable structure for office utilization. However,
due to the excessive spatial continuity, the horizontal smoke
spreading rate is rather high. )ere is no atrium space to
contain the excessive depth of the office zone, so the smoke
exhaust efficiency is low, and crowd evacuation is difficult to
be carried out. In plane B/C, plane D, and plane E/F, when
the atrium space ratio increased, the office zone area de-
creased, and the smoke exhaust efficiency increased as well.

Table 2: Fire growth coefficient (NFPA204M(2002)).

Fire categories α (kW/s2) Qf � the time of 1000 kW/s Functions
Slow fire 0.0029 600 Art gallery

Medium fire 0.012 300 Dwelling, apartment, construction room,
hotel reception, hotel bedroom

Fast fire 0.047 145 Store
Superfast fire 0.187 75 —

Table 3: Minimum smoke exhaust volume of the mechanical system.

Conditions and parts Unit smoke exhaust
volume (m3(h))

Ventilation
(time/h) Notes

One section of smoke control zone 60 —
)e smoke exhaust volume of each draught fan should

not be less than 7200m3/h
Areas with no smoke control zone
and interior net story height
greater than 6m

Two or more smoke control zones 120 — Determined according to the maximum area of smoke
control zone

Atrium

Volume less than or equal
to 17000m3 — 6 Volume greater than 17000m3, smoke exhaust volume

should be no less than 102000m3/hVolume greater than
17000m3 — 4

Complexity 3



However, when the area of the office zone became smaller,
the time for smoke to sink declines, which may negatively
influence visibility. Moreover, smaller office zone reduced
the service efficiency and structural stability of buildings.
Plane B/C and plane E/F are the typical floor planes with the
same atrium area.)e atrium positions of the two planes are,
respectively, in the single-sided area and corner area of the
“回”-shaped office zone. It significantly improved the plane
modality of the office area and affected the routes of smoke

spreading. )e contrast and analysis of plane features of the
six typical floors are shown in Table 4.

In the comparative simulation experience, a piece of
virtual land was chosen for a single super high-rise building
with a 45m× 45m base.)e six typical planes were modeled
according to the same rules, and their planes were initially
designed according to the existing standards to ensure that
all the six buildings were a super high-rise office building
294m high. Besides, there was no atrium in Model A, while
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Figure 1: Different area proportions of the same atrium position in the plane prototype.
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there was a 42meter-high atrium for every ten floors in
Models B to F. )e comparative models are shown in
Figure 3, where light pink indicates the scope of simulation
and dark red represents the floor with fire. Geometric
models of simulation scope are shown in Figure 4.

2.2. Design of Fire Scenes. According to the standards,
geometric models were established based on the hypothe-
sized comparative simulation schemes, and the fire scenes
were designed. In all the six fire scenes, the t2 fire was
regarded as the source of fire, and the heat release rate was
medium.

To ensure that people on the typical floor of super high-
rise office buildings could evacuate in two different direc-
tions, the planes were optimized in the geometric model
designs: a 2-meter-wide corridor was created adjacent to the
core tube for the two office areas separated by the atrium in
the planes equipped with an atrium, so that the office areas
always encircle the core tube. As the whole typical floor was
an integrated office space, the office area was not furnished
with a fire shield. However, the fire shield was utilized to
separate the atrium from the office area, and the atrium was
established as a separate fire safety zone. An adequate
number of smoke safety zones were established in all the six
scenes. )e largest smoke safety zone was 434m2, smaller
than the maximum of 500m2 as specified in the standards.
)e height of all the antismoke boards was 0.6m, higher than
the maximum of 0.5m as specified in the standards.

As for the layout of the firefighting facilities, the sensing
temperature of all the automatic sprinklers was 68°C, and the
wind speed of the smoke discharge outlets was 5m/s, and the
outlets would stop working if the temperature reached
280°C. At least two smoke discharge outlets were installed in
each smoke safety zone in the office area, and the distance
between outlets was shorter than 60m. )e specification of
smoke discharge outlet was determined according to the area
of the smoke safety zone. According to previously men-
tioned standard requirements and formulas，ten
0.6m× 0.9m outlets were installed. )e lower parts around
the office area were equipped with five air supplies, and the
wind speed was 5m/s. Besides, the air supply amount met
the minimum value (no less than 50% of smoke discharge
amount) as specified in the national standards. In the atrium
area, the atrium worked as a separate fire safety zone. As the
height of the atrium was over 12 meters, the mechanical
smoke discharge was adopted. All the smoke discharge
outlets were installed on the top of the atrium and on the
sides of each structural floor. Smoke shields were installed
between the atrium and the office area and would be shut
30 s after the smoke alarm went off. A hole sharing the same

size with mesh was used to simulate a crack. A controlling
device was installed on the curtain wall closest to the burner.
If the temperature reached 500°C (flash burning), the
window would be broken (vanish). Horizontal slices were
installed 1.5m above the ground to collect data of visibility
[20].

)e floor plans of the geometric models and the fire-
fighting facilities are shown in Figure 5. )e parameters of
each fire scene are shown in Table 5.

3. Results and Discussion

Multiple slices were installed for measurement. Holes
sharing the same size with a mesh cell were distributed
evenly around the model to simulate the cracks between a
normal curtain wall and the floor slab and simulate a real
scene. A comparative experiment on the six models was
carried out. In a fire, the basic logic of smoke control was as
follows. In Models A to F, the burner started to burn from
second 0, and the first sprinkler was initiated at a different
time, and the HRR curve was kept constant; at this moment,
the fire continued to burn but stopped spreading (for specific
data, see Figure 6). After the first smoke alarm was initiated,
the exhaust system was initiated, and the smoke shield was
shut 30 seconds later. In Models B to F, thermocouples were
placed near the window closest to the burner and beside the
glass in the atrium garden. )e controlling device was in-
stalled, and when the temperature reached 500°C (flash
burning), the window would be broken (vanished). None of
the Models B to F reached 500°C.

3.1. Results of Visibility Simulation. Sections at different
temporal points of the horizontal plane 1.5m (average
practical height) above the ground were taken to observe the
changes of the visibility graph, in order to obtain the results
of simulation in six fire scenes (Table 6).

)e results of visibility simulation show the change to
visibility of all the typical planes under the same fire con-
dition.① In Fire Scene 1, there was no atrium, and the office
area encircled the core tube. In a fire, the visibility in the fire
safety zone of the fire source was reduced to below 10m 120 s
after the fire started. )en, smoke spread to both sides at the
same time, and the visibility of two adjacent fire safety zones
began to decline and then went down to less than 10m 174 s
after the fire started. When the smoke spread for 230 s, the
visibility of the whole office area was less than 10m. ② In
Fire Scene 2, there was an atrium on the typical floor. As the
atrium was located at one corner of the plane, the core tube
was still encircled by the office area. In a fire, the visibility in
the fire safety zone of the fire source declined to less than

Table 4: Contrast of spatial elements in the six typical floor planes.

Typical planes Plane A Plane B Plane C Plane D Plane E Plane F
Atrium area ratio 0 1/9 1/9 2/9 1/3 1/3
Atrium position — Corner area Single-sided area — Corner area Single-sided area
Inner side of the atrium — 2 planes 3 planes 3 planes 4 planes 3 planes
Utilization efficiency of office space High Medium Low
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10m 96 s after the fire started. )en, smoke spread to both
sides at the same time. As the size of two openings between
the fire area and the two adjacent areas was different, there
was a noticeable asymmetric distribution of the reduction
rates of visibility: the visibility of the area with the larger
opening was reduced significantly, while that with the
smaller opening dropped slower. When the smoke spread
for 255 s, the visibility of the whole office area was less than
10m.③ In Fire Scene 3, there was an atrium on the typical
floor.)e atrium covered one-fourth of the circumference of
the core tube, and the office area covered three-fourths of the
circumference. In a fire, the visibility in the fire safety zone of
the fire source was reduced to less than 10m 78 s after the fire
started. )en, smoke spread to both sides at the same time.
As the size of two openings between the fire area and the two
adjacent areas was different, there was a noticeable

asymmetric distribution of the reduction rates of visibility:
the visibility of the area with the larger opening was reduced
significantly, while that with the smaller opening dropped
slower; besides, a visual corridor with high visibility was
formed between the atrium and the core tube. )e visibility
of the whole office zone was below 10m 1000 s after the fire
started. ④ Fire Scene 4 had a similar process of visibility
reduction with Fire Scene 3. )e atrium still covered one-
fourth of the circumference of the core tube. But, as the
atrium area was larger and the office area was smaller in Fire
Scene 4 than Fire Scene 3, it took a shorter time (260 s) for
the visibility of Fire Scene 4 to drop to less than 10m.⑤ In
Fire Scene 5, the atrium on the typical floor continued to
become larger, and the office area continued to shrink to
1,136m2, and both the atrium and the office area covered
half of the circumference of the core tube, respectively. In a

Model A Model B Model C Model D Model E Model F

Figure 3: Architectural models of the typical planes.

Model A Model B Model C

Model D Model E Model F

Figure 4: Geometric models.
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fire, the visibility in the fire safety zone of the fire source was
reduced to less than 10m 85 s after the fire started. As the
size of two openings between the fire area and the two
adjacent areas was different, there was a noticeable asym-
metric distribution of the reduction rates of visibility: the
visibility of the area with the larger opening was reduced
significantly, while that with the smaller opening dropped
slower; besides, a visual corridor with high visibility was
formed between the atrium and the core tube. When the
smoke spread for 230 s, the visibility of the whole office area
was less than 10m. ⑥ Fire Scene 6 shared the same area of

the office zone (1,136m2) with Fire Scene 5. )e atrium took
the shape of “—,” covering one-fourth of the circumference
of the core tube. In a fire, the visibility in the fire safety zone
of the fire source was reduced to less than 10m 85 s after the
fire started. As the size of two openings between the fire area
and the two adjacent areas was different, there was a no-
ticeable asymmetric distribution of the reduction rates of
visibility: the visibility of the area with the larger opening was
reduced significantly, while that with the smaller opening
dropped slower; besides, a visual corridor with high visibility
was formed between the atrium and the core tube. When the
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Figure 5: Floor plans of the comparative models.

Table 5: Parameters of the fire scene design.

A B C D E F
Office area (m2) 1736 1536 1536 1336 1136 1136
Atrium area (m) 0 200 200 400 600 600
)e amount of smoke discharged from the office area (m3/s) 28.9 25.6 25.6 22.3 22.3 22.3
)e amount of smoke discharged from the atrium area (m3/s) 0 4 4 7 10 10
Height of smoke shield (mm) 600

Fuel type Built-in POLYURETHANE-PyroSim C� 6.3, H� 7.1, O� 2.1, and
N� 1.0; common data for simulating office fire

Soot yield, y 0.07 kg/kg fuel
CO yield, yCO 0.04 kg/kg fuel
Heat of combustion, ΔHc 1.3×104 kJ/kg, O2
Radioactive fraction 35%
Burner height (mm) 500
Fire growth rate Q� 0.017 t2 medium fire
HRRPUA 1000 kw/m2 (FDS), burner size of 5m× 4m
Peak heat release rate 20MW or HRR controlled by spray

Fire sprinkler Standard sprinkler head: RTI 135, temperature 68°C, C factor
−0.85, spacing of 3.6m, referring to the Chinese standard for office

Smoke detection parameters Photoelectric type, spacing 5.8m, referring to Chinese standard.
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Figure 6: Comparison of data about smoke control.

Table 6: Visibility distribution graph of different temporal points in six fire scenes.
Scene 1

t� 120 s, h� 1.5m t� 174 s, h� 1.5m

t� 230 s, h� 1.5m
Scene 2

t� 96 s, h� 1.5m t� 164 s, h� 1.5m
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Table 6: Continued.

t� 226 s, h� 1.5m t� 255 s, h� 1.5m
Scene 3

t� 78 s, h� 1.5m t� 161 s, h� 1.5m

t� 304 s, h� 1.5m t� 1000 s, h� 1.5m
Scene 4

t� 86 s, h� 1.5m t� 106 s, h� 1.5m

t� 161 s, h� 1.5m t� 260 s, h� 1.5m
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smoke spread for 232 s, the visibility of the whole office area
was less than 10m.

3.2. Visibility Comparison Analysis

3.2.1. Overall Visibility Comparison Analysis. When the area
of the typical floor and the height of the floor remained

unchanged, the area (volume) of the office zone gradually
became smaller with the increasing single-floor area of the
atrium from Fire Scene 1 to Fire Scene 6, but the time for the
visibility to drop to 1.5m due to the spreading of smoke did
not show any sign of becoming shorter. )e duration of
visibility reduction reached a peak value in Fire Scene 3. In
other words, when the office area was 1,536m2 and the
atrium was established on one side of the core tube, the

Table 6: Continued.
Scene 5

t� 85 s, h� 1.5m t� 101 s, h� 1.5m

t� 168 s, h� 1.5m t� 230 s, h� 1.5m
Scene 6

t� 85 s, h� 1.5m t� 134 s, h� 1.5m

t� 232 s, h� 1.5m
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duration of visibility reduction was the longest. Under other
circumstances, the area (volume) of the office zone, the area
of the atrium, and the location of the atrium all had influence
on the duration of overall visibility reduction of the office
area. )erefore, a comparative research on the six models
under two circumstances “when the area (volume) of the
office zone was different” and “when the area (volume) of the
office zone was the same but the location of the atrium was
different” was carried out.

(1) When the area (volume) of the office zone was
different but the location of the atrium was the same.

In the comparison among Fire Scenes 1, 2, and 4,
the office area of Models A, B, and D decreased
progressively with a tolerance of 200m2, and the
spreading rate of smoke showed a trend of in-
creasing progressively (VA>VB>VD). But, as
there was a great difference in the plane of the office
area of the three models, there was some difference
in the smoke spreading path. According to the
abstract plane of the office area (Table 7), the smoke
in Model A spread to both sides in a symmetric
way, so its smoke spreading path was counted as
“2L.” )e smoke spreading path of Model B and
Model D was a one-way path which was counted as
“4L.” )e relationship among the three smoke
spreading paths of the three models was
“LA< LB� LC.” According to the simulation re-
sults, the total duration of visibility reduction of the
three fire scenes was almost the same. )is dem-
onstrates that the establishment of the atrium re-
duced the area of the office zone, but this improved
the smoke spreading path, and a one-way smoke
spreading path had greater impact on overall vis-
ibility than the area (volume) of the office zone.

(2) When the area (volume) of the office zone was the
same but the location of the atrium was different.

In the comparison between Fire Scene 2 and Fire
Scene 3, the office area (volume) and smoke
spreading rate of Models B and C were the same.
According to the abstract plane of the office area
(Table 7), the smoke spreading path of Model B was
“4L” and that of Model C was “5L.” )e simulation

results show that the duration of visibility reduction
in Fire Scene 3 was remarkably longer than that in
Fire Scene 2.
In the comparison between Fire Scene 5 and Fire
Scene 6, the office area (volume) and smoke
spreading rate of Models E and F were the same.
According to the abstract plane of the office area
(Table 7), the smoke spreading path of Model E was
“4L” and that of Model F was “3L.” )e simulation
results show that the duration of visibility reduction
in Fire Scene 5 was longer than that in Fire Scene 6.
It is obvious that the smoke spreading path had
greater influence on the overall visibility of the
office than smoke spreading rate. In other words,
the location of the atrium had greater influence on
the duration of overall visibility reduction than the
area (volume) of the office zone.

3.2.2. Corridor Visibility Comparison. According to the
standards, an evacuation exit was set on one side of the office
area adjacent to the atrium to ensure that each fire safety
zone was equipped with two evacuation exits, and the exit
must be as close to the core tube as possible. )erefore,
evacuation corridors of different lengths between the atrium
and the core tube were established according to different
floor planes. As there was no atrium in Model A, there was
no evacuation corridor. In Model B, the atrium was
established at one corner of the plane, so an L-shaped
corridor (represented as “I”) was formed between the atrium
and the core tube. In Model C, a corridor with the length of
“L” was formed between the atrium and the core tube. )e
two ends of the corridor were connected with two fire safety
zones. In Model D, a corridor with the length of “L” was
formed between the atrium and the core tube. One end of the
corridor was connected with the fire safety zone, and the
other end was linked with the L-shaped corner of the fire
safety zone. In Model E, a corridor with the length of “2L”
was formed between the atrium and the core tube. )e two
ends of the corridor were connected with two fire safety
zones. In Model F, a corridor with the length of “L” was
formed between the atrium and the core tube. One end of the
corridor was connected with the fire safety zone, and the
other end was linked with the L-shaped corner of the fire

Table 7: Comparison of visibility data among different fire scenes.

Scene 1 Scene 2 Scene 3 Scene 4 Scene 5 Scene 6
Office area (m2) 1736 1536 1536 1336 1136 1136
Smoke spreading path 2L 4L 5L 4L 4L 3L
Duration of overall visibility reduction 230 s 226 s >1000 s 260 s 230 s 232 s

Plane shape

L/2

L/2

L

L
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safety zone. Table 8 shows the length and end of different
evacuation corridors as well as the duration of corridor
visibility reduction.

In the comparison between Fire Scene 2 and Fire Scene 4,
there was no evacuation corridor in Fire Scene 2, and the two
fire safety zones were connected through the corner only. In
Fire Scene 4, there was an evacuation corridor with a length of
“L,” and a corner was set on one end. According to the results,
the visibility on one end of the corridor began to decline nearly
at the same time in both fire scenes, but the duration of
visibility reduction in Fire Scene 4 was noticeably longer than
that in Fire Scene 2. In the comparison among Fire Scenes 3, 4,
and 6, no corner was set on either end of the corridor in fire
scene with the corridor length in all the three fire scenes being
“L.” But, there were smoke discharge outlets in Fire Scene 3, a
corner was set on one end of the corridor in Fire Scene 4, and
there were corners on both ends of the corridor in Fire Scene 5.
According to the results, there was marked difference in the
duration of visibility reduction among the three fire scenes,
and the area with a corner effectively lengthened the duration
of visibility reduction on the ends of the corridor and in the
corridor. Compared with a corner, a smoke discharge outlet in
the corridor was more effective in slowing down the visibility
reduction rate and saving more effective evacuation time for
the people in the corridor.

4. Conclusion

(1) )e location of the atrium on the typical floor has a
direct effect on the duration of visibility reduction.

)e area (volume) of the office zone is an influ-
encing factor to the smoke spreading rate in a fire.
But, when the area of the office zone is the same or
almost the same, the duration of visibility reduction
in the area is, to a larger extent, influenced by the
smoke spreading path. In the floor plan of a typical
floor, changing the location or the plane of the
atrium would effectively change the smoke
spreading path in the office area. If the plane area of
the typical floor is the same, more diverse and
longer smoke spreading paths will lengthen the
overall duration of visibility reduction on the
typical floor and thus make it easier for people to
evacuate.
Given the structure of super high-rise office
buildings, a typical floor without atriums tends to
take a symmetric form. In a fire, the smoke
spreading path is the same as the evacuation path,
and the fire would spread towards both ends of the
fire safety zone where the fire started. )is will
impede evacuation. An atrium can change the
smoke spreading path to ensure that the evacuation
path is different from the smoke spreading path,
which will facilitate the evacuation.
A longer edge shared by the atrium and the office
area will lengthen the smoke spreading path and
expand the duration of visibility reduction, which
will lengthen the evacuation time.

In summary, establishing an atrium on the typical
floor of super high-rise office buildings and
lengthening the edge shared by the atrium and the
office area will effectively lengthen the evacuation
time in a fire.

(2) Establishing evacuation corridors around core tubes
can hinder the duration of visibility reduction.

Establishing an evacuation corridor can effectively
stop smoke spreading, change the smoke spreading
path in the whole office area, and effectively sep-
arate the evacuation path from the smoke spreading
path. A longer evacuation corridor will lengthen the
duration of visibility reduction in the evacuation
corridor and will thus facilitate evacuation. Setting
corners on both ends of the evacuation corridor can
effectively slow down the visibility reduction on
both ends and inside the evacuation corridor. But, a
corner on the evacuation path would impede the
evacuation and is against the design principles of an
evacuation corridor. )erefore, corners are not
recommended. It is suggested that smoke discharge
outlets should be installed in the evacuation
corridor.
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*e integration of event-related potential (ERP) and functional magnetic resonance imaging (fMRI) helps to obtain and study
neural networks with high temporal and spatial resolution. EEG/fMRI data proves that in the visual tristimulus oddball paradigm,
two P300 potentials (P3a and P3b) induced by target stimulation and novel stimulation are detected at the frontal-middle (Fz),
center (Cz), and mid-apical (Pz) electrodes. Previous studies have shown that P3a and P3b have different spatial distributions of
brain activation, but it is unclear whether they have the same neural mechanism. *e purpose of this study is to determine the
neuropsychological mechanisms of P3a and P3b, as well as the spatiotemporal differences in neurodynamics between the two ERP
subcomponents. In a group of 25 subjects, P300 ERP induced by target stimulation and novel stimulation can be detected at the Fz,
Cz, and Pz electrodes. At Cz and Fz, compared with P3b related to the target stimulus, the P3a related to the novel stimulus has a
higher amplitude and the waveform declines more slowly. But at Pz, P3b has a higher amplitude than P3a. P3a appeared earlier
than P3b at Cz and Fz, but the opposite phenomenon was observed at the Pz electrode.*e activated brain regions of P3a included
the left frontal-parietal lobe region, left anterior wedge lobe region, and right insula, while the target-driven P3b was significantly
associated with BOLD changes in the bilateral fusiform gyrus, the left frontal region, and the bilateral insula. *e results showed
that the integration of the spatial and temporal information of the two imaging modes, namely, ERP and fMRI, proves the
existence of the different brain function processes of the two P300 subcomponents. *rough the analysis of the composition of
P300, the results further proved that the top-down and bottom-up processing processes have played a role in the occurrence of
attention capture. It is just that the modulation effects of the two processing mechanisms are different in different tasks.*erefore,
it should be noted that the captured neural mechanism is not a single top-down or bottom-up processing process but should be the
result of the interaction between the two.

1. Introduction

For the human, rapidly distinguishing the relevant targets
from distracting stimuli is one of the critical ability to ex-
ecute an appropriate response according to the environ-
mental requirement. One widely used task to assess this
cognitive ability is oddball paradigms. In a three-stimulus
oddball, it presents infrequent target stimuli in a background

of frequent standard stimuli and infrequent novel stimuli,
and the subject is instructed to respond mentally or phys-
ically to the target stimuli as quickly and accurately as
possible, but not to others [1].

*e brain activity related to this ability has been widely
studied with electrical recordings using ERP. Previous ERP
research has shown that the P300 is the characteristic en-
dogenous positive wave, arising between 260 and 500ms
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after the onset of each rare stimulus, which is more
prominent over the centroparietal region of the scalp [2].
*e oddball tasks can typically evoke two highly charac-
teristic P300 ERPs, the target-related P3b and the novel-
related P3a. *e P3b is seen as a long positive slow wave
occurring after a button press, which is affected by the
expected versus actual action effects [3]. And the scalp
distribution is defined as the amplitude change over the
three midline electrodes (Fz, Cz, and Pz), which typically
increases from the frontal to parietal sites and is the largest
over parietal areas [4]. An infrequent novel stimulation,
presented in a series of frequent standard stimuli without a
target stimulation, can produce a positive-going waveform
with a frontoparietal maximum amplitude distribution and
relatively short peak latency and was dubbed the P3a to
distinguish it from the target-related P3b potential [5, 6].
Many studies have found that P3a and P3b have different
topographic amplitude distributions and peak latency. P3a
and P3b data, using a difficult target/standard discrimina-
tion task in a three-stimulus paradigm from 120 healthy
young adults, have shown that P3a has a central maximum,
whereas P3b has a parietal maximum, and the peak latency
for both was shorter over the frontal and longer over the
parietal sites [7]. *e topographic variation suggested that
there may be overlapping neural activation patterns, which
are functionally distinct [8, 9].

However, EEG traceability positioning is a relatively
complicated problem, and there are infinitely many solu-
tions that satisfy the EEG signal recorded by the scalp.
*erefore, we need a priori assumption to constrain the
solution space to obtain a unique solution. Functional
magnetic imaging (fMRI) can be used to study the source
localization of P300; many studies have identified brain
activation evoked by detecting targets and novels in oddball
tasks, which have shown different neuronal networks acti-
vated by targets (right temporoparietal junction and inferior
frontal gyrus) and by novels (intraparietal sulcus and left
inferior frontal sulcus) [10–13]. *e relationship between
abnormal ERP components and dysfunctional fMRI acti-
vation during oddball tasks in patients has also been ex-
tensively studied. Patients with frontal lobe lesions
demonstrated diminution of P3a amplitude, whereas the
same patients demonstrated a parietal maximum for the
P3b, which suggested that frontal lobe integrity is necessary
for P3a generation [14]. For the patients with comorbid
depressive and anxiety disorders, findings showed an ab-
normal frontal-greater-than-parietal P3b topography in the
right hemisphere and the highest P3a amplitude at frontal
and central sites at the scalp midline [15]. It is proposed that
P300 amplitude is affected by temporal-parietal junction
integrity for its absence greatly reduces component size over
the parietal area [16, 17]. *is connection implies that the
P3a and P3b indicate a circuit pathway between frontal and
temporal/parietal brain areas [18, 19].

Event-related potential (ERP) and functional magnetic
resonance (fMRI) are two advanced functional detection
techniques for nondamaging brains today. EEG signal is a
biological electrical activity spontaneously generated by the
central nervous system, contains a wealth of information on

the state and changes of the nervous system, and can reflect
the brain’s skin reflection on stimulation. EEG signals are
easier to obtain, and it is easier to establish interfaces with
external devices (such as computers) to achieve direct in-
teraction between the human brain and computers. *is
interaction is realized through brain-computer interface
technology and then realizes a system to control the brain.
EEG/ERP has a high temporal resolution and can track the
processing of brain information, but the spatial resolution is
low. fMRI can repeatedly observe and study the human brain
function (language, cognition, exercise, etc.). It can not only
observe the structure and shape of the brain but also get real-
time information about blood flow functional images and
metabolism. However, fMRI has a high spatial resolution,
but a low temporal resolution. Combining EEG and fMRI
signals and using information fusion theory to find the
relationship between them may become a new and very
effective method for scientific analysis and processing of
brain function data.

Brain function modeling has always been a big problem
that puzzled scholars from various countries. Due to the
complexity of brain structure and function, it is difficult to
model brain function alone. Internationally, the research on
brain function modeling in recent years has mainly focused
on the detection of EEG and fMRI signals. In order to
improve the sensitivity and accuracy of detection, foreign
researchers in recent years have vigorously improved
measurement equipment and measurement methods; for
example, improving the field strength of fMRI is very high.
And some new methods in the extraction of useful signals
and noise filtering, feature extraction, and data classification
improve the signal quality of EEG and fMRI and the ef-
fectiveness of feature extraction, but this progress is slow. A
new trend is that brain function detection is developing in
conjunction with multiple technologies. For example, MRI
and PET use image fusion or registration technology to
obtain more information on brain functional activities; at
the same time, EEG and MRI signals are obtained for in-
formation fusion can get more comprehensive features of
brain function and improve resolution. Research in this area
has been carried out in Germany, Canada, Japan, and other
countries and a few domestic units. *e representative of the
Charlotte Hospital in Germany scans fMRI images while
acquiring EEG signals for pathological research and pattern
recognition and localization of brain function when the
brain receives different stimuli from the body. But their
research has just begun, and the correlation between EEG
and fMRI signals is lacking.

Obtaining high imaging resolution and correct inter-
pretation, analysis and processing of brain activity features
have become the frontier of current research. *e use of
brain functional imaging technology to model, classify, and
recognize the pattern of human brain nerve response can not
only provide a more accurate and rich basis for the diagnosis
of certain diseases but alsomore objectively study the human
brain in psychology and intelligence. *is aspect of the
activity lays the foundation and is a crucial step in further
understanding the function of the brain and the connections
between the peripheral nerves and the brain. Due to the high
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cost and difficulty of using a single method to improve
resolution and improve the analysis of brain functional
characteristics, and the fact that any single method has its
own advantages and disadvantages, no modern medical
imaging technology is perfect and can be suitable for all
experiments or clinical applications. It is precisely because of
the incompleteness of a single imaging method that more
and more researchers begin to consider the fusion of
multiple modalities of medical images, so it is an effective
technical approach to use multiple technical means to obtain
composite signals and perform information fusion.

In the present simultaneous ERP/fMRI experiment, 25
healthy participants were confronted with a visual three-
stimulus oddball (standard, target, and novel stimuli). *e
present study aimed to explore the differences of the spa-
tiotemporal neural dynamics between the P3a and P3b and
the neuropsychological origins underlying these two ERPs.

*e main purpose of this study is to accurately locate the
brain activation status of the target recognition process. One
of the methods is to use the EEG data collected by the scalp
to calculate the activation status in the brain. However, due
to the low spatial resolution of the EEG data, the EEG ac-
curate calculation of dipole data also requires certain as-
sumptions, so it is very difficult to accurately obtain the
position of the brain source. With the development of
modern brain imaging technology, especially the application
of functional magnetic resonance technology, it has made an
accurate determination of brain activity and location be-
comes possible.*e spatial resolution of functional magnetic
resonance technology is very high, but the temporal reso-
lution is limited. In order to further study the brain acti-
vation of P300 operation, we combined high-resolution EEG
with high-spatial-resolution functional magnetic resonance
technology in this process.

To show the novelty of our research, in fMRI acquisition
and analysis, we added combined ERP/fMRI analyses to test
for significant BOLD changes of each deviant stimulus
(target, novel) with covariates defined using the P300 am-
plitude or latency. Given that both P300 amplitude and
latency are informative to analyze the fMRI data, which
suggest that measures of ERPs’ amplitude may reflect the
intensity of responses whereas measures of latency may
reflect time duration of responses [20, 21], therefore, we used
these two parameters as covariates to constrain fMRI data in
the General Linear Model. In this way, we have found other
forms of specific brain activation associated with P3a and
P3b, such as hippocampal gyrus, bilateral fusiform gyrus,
and insula, which extends prior studies.

*e mainstream view is that selective attention is con-
trolled by the combined brain area of the parietal and frontal
lobes (e.g., SPL of the parietal lobe, FEP of the frontal eye
area, SEP of the auxiliary eye area, etc.), which is perceived
through top-down neural connections analysis [22, 23].
However, recent studies on time orientation have shown that
attention control and attention regulation involve several
other different neural mechanisms. Some researchers believe
that the neural mechanisms of temporal and spatial ex-
pectations are independent. Spatial expectations affect early
perception components, such as P1 and starvation time

expectations, which affect the late selection or response-
related components, such as P300 components [24, 25].
Other researchers believe that the neural mechanisms of
temporal and spatial expectations are partially independent
and partially overlapping. *ey also admit that spatial ex-
pectations affect early perception components, but they
believe that, according to different mission requirements,
temporal expectations affect different stages of stimulus
processing, including the early perception stage and late
response selection stage [26, 28]. Coull and Nobre [27] used
functional nuclear magnetic resonance imaging (fMRI)
technology to find that there is a partial overlap between the
neural mechanisms of spatial and temporal attention toward
the task. Spatial and temporal attention showed hemi-
spherical asymmetric activation on the right and left parietal
lobe, respectively. And when paying attention to both time
and space information, both parietal lobes are activated.

2. Methods

2.1. Subjects. Twenty-five healthy volunteers (average
age� 22± 3 years, range� 20–31 years, 22 men and 3
women), with no history of neurological or psychiatric
diseases, participated in this study. All participants were
carefully screened to ensure that they met the inclusion and
exclusion criteria.*ey were all right-handed with normal or
corrected to normal visual acuity. Finally, all participants
provided written informed consent after the experimental
procedures were fully explained.

2.2. Study Procedure. All participants completed the visual
oddball task inside the scanner under a typical fMRI
scanning environment with an MR-shielded EEG cap on.
During this experiment, a visual three-stimulus oddball task
was presented via the E-Prime software (Psychology Soft-
ware Tools, Pittsburgh, USA). *e novels were large colorful
checkerboard squares (never repeated), and the targets were
blue discs which were slightly larger than the standard blue
discs. Within each task, a total of 128 stimuli were shown:
103 standard stimuli (85%), 15 target stimuli (12%), and 10
novel stimuli (8%). All stimuli were presented for 30ms with
an interstimulus interval of 1800ms. All stimuli were in a
pseudorandom sequence both within and between 25
subjects. Each participant laid inside the fMRI scanner with a
button press box placed in the right hand, and they were
instructed to press with their thumb when a larger blue disc
was presented.

*e radiology laboratory of Xijing Hospital uses a direct
rear projection visual stimulation device.*e projection system
is completely nonmagnetic radio frequency shielding, which
can be placed in the magnetic resonance scanning room and
has an air-cooled heat dissipation device to ensure the stability
of the projection. Compared with the general placement of
projectors in the scanning control room, the rear projection
method can avoid brightness attenuation and visual signal
attenuation, maintain uniform brightness, ensure high-reso-
lution visual signals, ensure the consistency of the experimental
environment, and can easily be compared with others.
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Magnetic resonance imaging brain functional audio visual
stimulation system ismainly used in fMRI experiments to carry
out visual and auditory stimulation. *e system has good
magnetic compatibility, can work normally in 3T MRI envi-
ronment, and provides clear visual and auditory information to
the subjects in the experimental process. According to the need,
the experimenter can send the specific text, image, sound, and
other experimental stimulus information materials to the
subjects. At the same time, the feedback information of the
subjects can be recorded in real time through key operation.
*ere is also a clear voice communication between the ex-
perimenter and the subjects.*e experimental stimulation task
is synchronized with MRI scan, which ensures the time syn-
chronization of brain function data and visual visual stimu-
lation task. *e system consists of visual stimulus host, data
acquisition system, projection system, auditory stimulation
module, stimulus feedback component, etc. (Figure 1).

*e radiofrequency buttonless response control box
designed according to ergonomics transmits the response of
the subject directly to the computer through the CREATOR
optical fiber transmission system. Event-related design can be
used to statistically compare different types of cognitive tasks.
CREATOR fiber optic synchronization system can send
pulses to trigger the start of E-Prime stimulation program
when the magnetic resonance scanning system starts scan-
ning, so that the scanning and stimulation are strictly syn-
chronized, providing a guarantee for accurate data analysis.

MRI examinations used the GE 3.0 T MRI scanner
produced by the American General Medical Company and a
32-channel phased-array surface coil on the head. Conven-
tional structural MRI examinations include T1W1 (TSE, TR/
TE/TI 2510/9.6/1038ms; flip angle 130°; layer thickness 3mm;
layer interval 0.3mm; FOV 180mm× 180mm; matrix
256× 256), T2WI (TSE, TR/TE 5000/93ms, other scanning
parameters are the same as before), and T2WI-FLAIR (TR/
TE/TI� 9000/93/2500ms; layer thickness 3.0mm; layer in-
terval 0.3mm). In addition, in order to obtain a good gray-
white contrast image, the scanning scheme also includes
transversal IR sequence (TR/TE/TI� 1500/13/499ms, layer
thickness 4mm, layer spacing 0.6mm, flip angle 150°).

EEG data acquisition adopts 32-lead MR-compatible
EEG system of German Brain Products company. *e
electrode is an antimagnetic material electrode. *e elec-
trode placement: the elastic electrode cap international
10–20 system is used to place the electrode. At the same time,
the ECG is placed to record the heart rate change of the
subject and identify electrocardiography traces. *is study
specifies that the scalp resistance is less than 10 kΩ and the
acquisition frequency is 5000Hz.

2.3. EEG Acquisition and Analysis. *is laboratory uses a
direct rear projection visual stimulation device. *e pro-
jection system is completely nonmagnetic radio frequency
shielding, which can be placed in the magnetic resonance
scanning room, and there is an air-cooled heat dissipation
device to ensure the stability of the projection. Compared
with the general placement of projectors in the scanning
control room, the rear projection method can avoid

brightness attenuation, visual signal attenuation, maintain
uniform brightness, ensure high-resolution visual signals,
ensure the consistency of the experimental environment,
and can easily be compared with other *e stimulation
device is matched.

*e CREATOR optical fiber synchronization system can
send pulses to trigger the start of the E-Prime stimulation
program when the magnetic resonance scanning system
starts scanning, so that the scanning and stimulation are
strictly synchronized, providing a guarantee for accurate
data analysis.

*e radiofrequency buttonless response control box
designed according to ergonomics transmits the response of
the subject directly to the computer through the CREATOR
optical fiber transmission system. Event-related design can be
used to statistically compare different types of cognitive tasks,

because it will generate a strong magnetic field when
used in MRI work. According to the characteristics of
magnetic resonance imaging (MRI), if the traditional VGA
transmission cable is used, it will be interfered with by a large
and strong magnetic field and cannot transmit signals
normally. At the same time, the traditional VGA trans-
mission cable will generate electrical and electromagnetic
signals that will interfere with the normal operation of MRI.
*erefore, CREATOR fiber transmission has become a wise
choice. *e biggest advantage of optical fiber transmission is
the following. (1) It solves the long-distance or ultralong
distance (tens of kilometers) VGA signal transmission and is
the lossless transmission. (2) In many specific occasions,
such as the electromagnetic environment, optical fiber
transmission is very bad. *e antijamming feature of the
system can be brought into full play, expanding the range of
VGA signal transmission applications. (3) Compared with
the traditional analog cable mode, the thinking mode of all-
digital and all-fibers is self-evident, and it will certainly bring
a lot of new opportunities and growth points, which has been
confirmed. (4) On many occasions, the comprehensive cost
of digital fiber mode can be compared with analog and cable
modes andmay even be lower, which provides the possibility
for a large number of future applications.

VGA signal transmission system uses CREATORVGA-
F500 T/RVGA optical fiber transceiver, computer output,
uses its VGA port to lead analog signals to VGA-F500TVGA
optical fiber transceiver, and converts VGA signal to optical
signal transmission. VGA-F500 R is responsible for optical
revert to VGA signal. *e signal quality after digital
transmission can be greatly improved, and problems such as
smearing, blurring, and ghosting, which were common in
analog transmission in the past, will not occur.

Electroencephalogram (EEG) data was recorded si-
multaneously with fMRI data using a BrainAmp MR-
compatible EEG system (BrainProducts GmbH, Munich,
Germany), which includes a 32-channel MR-compatible
amplifier and an MR-compatible EEG cap. *e EEG cap
included 30 scalp electrodes, one electrooculogram (EOG),
and one electrocardiogram (ECG). *e EOG electrode was
placed beneath the subject’s left eye to monitor the eye blink,
and the ECG electrode was placed over the subject’s back.
*e common recording reference was referenced online to

4 Complexity



the frontocentral midline electrode. Impedance for the
electrodes was kept below 5 kΩ by using the electrode paste.
*e EEG signals were digitally sampled at 5000Hz.

Next, the EEG data were analyzed by BrainVision An-
alyzer software (Brain Products GmbH, Gilching, Ger-
many). First, scanner gradient artifacts and pulse-related
artifacts were removed using an adaptive average subtrac-
tion method [20] and an algorithm based on a constrained
independent component analysis (ICA) method [21];
meanwhile, the EEG signals were dow-sampled at 250Hz.
Second, EEG signals, rereferenced to right and left mastoids
(M1 M2), were low-pass filtered (between 0.01 and 35Hz).
Finally, eye blinks were manually detected and then
regressed from the EEG signal.

*e ERPs were computed for the target, novel, and
standard stimuli, respectively.*e P3a (novel effect) and P3b
(target effect) components were separately defined as the
largest positive deflection during the time window between
−200 and 800msec. *e grand average ERP waveforms for
the target and novel stimuli at typical three midline elec-
trodes were all used to acquire our results in the study.

2.4. fMRI Acquisition and Analysis. fMRI data were ac-
quired by a GE 3T MR scanner (GE Health Care, Mil-
waukee, WI) at the Department of Radiology of Xijing
Hospital, Xi’an, China. *e functional images were col-
lected using a gradient-echo planar imaging sequence with
the following parameters: TR� 2000ms, TE � 30ms,
FOV � 240mm ∗ 240mm, data matrix � 64 ∗ 64, flip
angle � 90′, slices� 45, and 150 volumes. *e anatomical
images were also obtained (TR/TE: 8.2ms/3.18ms, field of
view: 256× 256mm2, matrix size: 512 × 512, flip angle � 9°,
in-plane resolution: 0.5 × 0.5mm2, slice thickness � 1mm,
196 sagittal slices).

Preprocessing and data analysis were both performed
with the SPM8 software (Wellcome Department of Cog-
nitive Neurology, London) implemented in MATLAB. First,
in order to ensure the stability of the radial magnetic field, we
discard the first four volumes of whole-brain images. Sec-
ond, images were corrected for the acquisition delay between
the slices and were realigned to the first volume. After the
adjustment for movement-related effects, functional and

anatomical data were coregistered, spatially normalized into
the standard stereotactic MNI space, and spatially smoothed
with a 6mm full width half maximum (FWHM) Gaussian
kernel.

*e event-related design (e-fMRI) was reported to be
highly sensitive to the oddball task-related. A conventional
analysis was conducted to assess the related activation in
BOLD response associated with the processing of three
stimuli. Each stimulus type (target, standard, and novel) was
used as a regressor in the GLM after convolution with the
hemodynamic response function. And the six movement
parameters were used as regressors of noninterest. Target
and novel functional activation was discriminated from
baseline activation through the regression analysis. Regions
that are significantly more activated by the targets relative to
the novels were also given using a fixed-effect analysis
(p< 0.001 uncorrected and the cluster size >50 voxels).

3. Results

3.1. Behavioral Data. Based on the statistical data, for the
target stimuli in the task, all subjects responded correctly to
97.6% (SD: 5.7%) with a response time of 408ms (SD:
48ms), which indicated that they were able to concentrate
on their tasks during the EEG recording and MRI scans.

3.2. ERP Data. Figure 2 shows the ERP results computed
across 25 subjects for three electrodes (Fz, Cz, and Pz) and
three stimuli (standard, target, and novel). *e figure il-
lustrates that P300 ERPs could be detected at the fronto-
central (Fz), central (Cz), and centroparietal (Pz) electrodes
for targets and novels. Using paired t-test, the novel-related
P300 ERP (P3a) had a higher amplitude and decreased more
slowly than the target-related P300 ERP (P3b), at Cz and Fz
(all p< 0.01), but for Pz, the P3b ERP had a significantly
higher amplitude (p< 0.01). P3a arose earlier than P3b at Cz
and Fz (all p< 0.01), but the opposite phenomenon was
observed for Pz (p< 0.01). Figure 2 demonstrates that P3a
and P3b have distinct topographic amplitude distributions.
*e P3b activated frontal areas, while P3a activated fron-
toparietal areas. *ese topographic variations may be in-
duced by different functional areas.
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Figure 1: Study procedure.
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3.3. fMRIData. Figure 3(a) and Table 1 illustrate the activation
for the novel stimuli.*e novels activated the left frontopartietal
areas, left precuneus areas, and the right insula. Figure 3(b) and
Table 2 illustrate the activation for the target stimuli. *e targets
activated the bilateral fusiform gyrus, left frontal areas, and

bilateral insula. Figure 3(c) and Table 3 illustrate the activation
for the novel-target contrast. *ese included the left fronto-
parietal areas, the left postcentral, and the left fusiform.

Gray reflects the background baseline state of the ce-
rebral cortex; the darker the color, the closer to orange-red,
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Figure 2: (a) Grand-averaged waveforms (mean across the 25 participants and 3 types of stimuli) on Pz, Cz, and Fz electrodes: target stimuli
(red), standard (blue), and novels (green). (b) Topography distributions for the mean target (A), standard (B), and novel (C) amplitude.
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Figure 3: Functional activation 3Dmaps of left and right brain obtained for the novel (a), target (b), and target-novel contrast (c). (a) Brain
regions showing activity to the novel stimuli. (b) Brain regions showing activity to the target stimuli. (c) Brain regions showing activity to the
novel-target contrast. Reported activation became all thresholds at p< 0.001 uncorrected. Gray reflects the background baseline state of the
cerebral cortex; the darker the color, the closer to orange-red, indicating that the increased rate of blood oxygen concentration in the brain
area is more significant, indicating that the area is being activated. *e lighter the color, the closer to blue, which means that the rate of
decrease in blood oxygen concentration in this brain area is more significant, indicating that this area is negatively activated. a1: in the new
heterostimulus task state, the activation area of the left brain 3Dmodel; a2: in the new heterostimulus task state, the activation area of the 2D
model of the left cerebral cortex; a3: in the new heterostimulus task state, the activation area of the right brain 3D model; a4: in the new
heterostimulus task state, the activation area of the 2D model of the right cerebral cortex; b1: in the target stimulation task state, the
activation area of the left brain 3D model; b2: in the target stimulation task state, the activation area of the 2D model of the left cerebral
cortex expanded; b3: in the target stimulation task state, the activation area of the right brain 3D model; b4: in the target stimulation task
state, the activation area of the 2D model of the right cerebral cortex; c1: for fMRI image data, using target stimulation-new stimulation, the
activation area of the left brain 3Dmodel; c2: for fMRI image data, using target stimulation-differential stimulation, the activation area of the
2Dmodel of the left cerebral cortex; c3: for fMRI image data, use target stimulation-new stimulation, the activation area of the right brain 3D
model; c4: for fMRI image data, using target stimulation-differential stimulation, the activation area of the 2D model of the right cerebral
cortex.
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indicating that the increased rate of blood oxygen con-
centration in the brain area is more significant, indicating
that the area is being activated. *e lighter the color, the
closer to blue, which means that the rate of decrease in blood
oxygen concentration in this brain area is more significant,
indicating that this area is negatively activated.

4. Discussion

*e current study used the simultaneous ERP/fMRI data
collected in a visual three-stimulus oddball task to examine
the differences of spatiotemporal neural dynamics between
the P3a and P3b and the neuropsychological origins un-
derlying these two ERPS.

*e results obtained from the electrical recording, as
shown in Figure 2, showed that P3a and P3b have different
topographic amplitude distributions, which were in line with
previous studies [29, 30]. As expected, two P300 ERPs were
observed at middle sites (Fz, Cz, Pz, C3, and C4) for the
novel and target conditions, and statistical differences in
amplitudes between targets and novels were found [30, 31].
P3a and P3b data, using a difficult target/standard dis-
crimination task in a three-stimulus paradigm from 120
healthy young adults, have shown that P3a has a central
maximum, whereas P3b has a parietal maximum, and the

peak latency for both was shorter over the frontal and longer
over the parietal sites [7, 19, 32].

Simultaneous fMRI and ERP findings demonstrated
different brain regions related to different stimuli. P3a and
P3b generation is assumed to stem from frontal and tem-
poral/parietal activation. In the present study, P3a was re-
lated to the frontal lobe. It is proposed that P3a may be
generated when rare or novel stimuli are processed if suf-
ficient attentional focus is engaged (see Figure 3 and
Tables 1–3) [33]. Many studies suggest that a frontal at-
tention mechanism governs neural responsivity to novels
[34] and then implies top-down control [35]. Attentional
resources used to maintain memory items in parietal regions
may result from response organization produced by bottom-
up processing [7]. P3b was associated with parietal regions,
prefrontal cortex, and medial temporal regions [36]. Evi-
dence suggested that P3b appears when subsequent atten-
tional resource activation promotes memory operations in
temporal-parietal areas [37, 38]. *us, the simultaneous
ERP/fMRI findings extended the proposed model which
suggested that P300 comprises an early attention process
stemming from a frontal working memory representational
change to produce the P3a, and the attention-driven
stimulus signal is then transmitted to temporal and parietal
structures, which were related to P3b [36, 39–41].

Table 1: Regions of P300 FMRI activation to the novels.

Peak MNI coordinate Anatomical area K (cluster extent) Peak Z score
−27 18 51 Frontal_Mid_L (aal) 107 5.0358
0 −60 36 Precuneus_L (aal) 69 4.1338
−39 −3 12 Insula_R (aal) 53 4.254
−51 −36 39 Parietal_Inf_L(aal) 57 4.0481
*e coordinates x, y, and z (mm) are all given in the Montreal Neurological Institute (MNI) standard stereotactic space. *e results are all significant at the
voxel level p< 0.001 uncorrected and for the least cluster extent of 50 voxels. Overall z score: z� (X−μ)/σ where X−μ is the deviation from the mean and σ
represents the standard deviation. Sample z score.

Table 2: Regions of P300 FMRI activation to the targets.

Peak MNI coordinate Anatomical area K (cluster extent) Peak Z score
−27 −75 −9 Fusiform_L (aal) 162 4.6535
−48 21 21 Frontal_Inf_Tri_L (aal) 101 4.0602
−27 −27 54 Precentral_L (aal) 92 3.85
−36 12 54 Frontal_Mid_L (aal) 107 4.3317
14 −80 −8 Fusiform_R (aal) 147 4.7589
32 8 14 Insula_R (aal) 63 3.7151
−34 0 12 Insula_L (aal) 54 3.5945
*e coordinates x, y, and z (mm) are all given in the Montreal Neurological Institute (MNI) standard stereotactic space. *e results are all significant at the
voxel level p< 0.001 uncorrected and for the least cluster extent of 50 voxels.

Table 3: Regions of P300 FMRI activation to novels-targets contrast.

Peak MNI coordinate Anatomical area K (cluster extent) Peak Z score
−33 −48 −18 Fusiform_L (aal) 92 4.0206
−27 −45 72 Postcentral_L (aal) 212 4.1919
−24 −60 48 Parietal_Sup_L (aal) 69 3.5715
−51 33 21 Frontal_Inf_Tri_L (aal) 72 4.18
*e coordinates x, y, and z (mm) are all given in the Montreal Neurological Institute (MNI) standard stereotactic space. *e results are all significant at the
voxel level p< 0.001 uncorrected and for the least cluster extent of 50 voxels.

8 Complexity



*e limitations of this study should also be mentioned.
First, 19 of the 25 subjects, from the Fourth Military Medical
University, showed higher scores (128± 5) in the intelligence
tests, which may have affected the result. *e subsequent
research can explore the potential impact of intelligence on
ERP. Second, ERP analysis was restricted to only 3 electrodes
without taking into account the full amount of the tem-
porospatial information included in the ERP data. *ird,
gender has been shown to modulate the P300 component in
emotional oddball tasks [42], but our sample included both
female and male participants. Consequently, it is unknown
whether our results were affected by the gender effect.

Furthermore, in order to better promote the fusion
research of EEG-fMRI, there are still some deficiencies in the
research of this article; the specific improvements are as
follows.

Offline antialiasing processing is performed on the three
artifact components of pulse artifact, gradient artifact, and
electrocardiographic artifact. Due to the tedious experiment
of synchronously collecting EEG signals in the magnetic
resonance scanner, the limb movement or Mental state, etc.
may introduce many unknown artifacts. *erefore, how to
simplify the collection steps and minimize the generation of
unknown artifacts is a problem to be improved in the future.

*e amount of experimental calculation data of the
synchronous EEG-fMRI brain-computer interface system in
this article is large. In order to have a better real-time effect
and reduce the amount of calculation, we only conducted the
lead of the specific brain area where the P300 signal is active
and analyze and ignore the information that other leads may
reflect. *erefore, this topic should continue to improve the
research. In addition, only 32-lead amplifiers were used in
this experiment. In order to observe EEG signals more
accurately, it may be considered to introduce 64-lead or 128-
lead amplifiers for acquisition to obtain more detailed EEG
information.

Because this experiment is designed for the P300 signal,
but the research methods are universal, the next step should
consider applying the synchronous EEG-fMRI brain-com-
puter interface system to more experimental paradigms,
such as emotion recognition and SSVEP.

Since this article only focuses on the EEG signals in the
magnetic resonance scanning environment, most of the
introduced artifacts are eliminated through real-time artifact
removal processing. *erefore, in future research, the fMRI
signal should be processed and the electroencephalogram
signal and the fMRI signal should be fused to develop a brain
signal that can observe multimodalities in real time, thus
laying a foundation for humans to understand the brain
from multiple angles and promote the development of brain
science.

5. Conclusion

*e integration of event-related potential (ERP) and func-
tional magnetic resonance imaging (fMRI) can be used as a
bridge between the well-established field of evoked cognitive
potentials and the fast-growing field of fMRI. *e simul-
taneous EEG/fMRI data provided further insight into

processes underlying the functional brain activation. In the
oddball task, our results showed that P300 ERP induced by
target stimulation and novel stimulation can be detected at
the Fz, Cz, and Pz electrodes. At Cz and Fz, compared with
P3b related to the target stimulus, the P3a related to the
novel stimulus has a higher amplitude and the waveform
declines more slowly. But at Pz, P3b has a higher amplitude
than P3a. P3a appeared earlier than P3b at Cz and Fz, but the
opposite phenomenon was observed at the Pz electrode. *e
activated brain regions of P3a included the left frontal-pa-
rietal lobe region, left anterior wedge lobe region, and right
insula, while the target-driven P3b was significantly asso-
ciated with BOLD changes in the bilateral fusiform gyrus,
the left frontal region, and the bilateral insula. In summary,
the current study replicates and extends prior studies.
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-e amazing rise of digital currency is not only favored by investors but also attractive to lawbreakers for its anonymity and
decentralization.-is paper mainly discusses the intelligent digital currency and dynamic coding service system based on Internet
of-ings technology. In this paper, the RDCAR algorithm is used to realize the routing discovery process of the wireless network.
When the intermediate node receives the RREQmessage, first of all, to avoid the loop, it checks whether the same RREQmessage
has been introduced. If it has received it, it will discard it. Otherwise, it will cache the message and attach its own neighbor node list
to the signal-to-noise ratio of the channel link, update the RREQmessage, and broadcast it.-e payment cipher is managed by the
bank. When the user opens an account, the bank registers and sends it to the user. -e key is generated by the algorithm chip, and
the public key is kept in the bank background server. When the bill is delivered to the bank, the bank inputs all the elements on the
bill on the counter terminal and transmits it to the verification machine for verification through the bank network. If the
verification is correct, it indicates that the bill is indeed issued by the customer, and all bill elements are correct, and payment can
be made.-e node operation protocol of public chain and alliance chain maintains the operation of the Internet of-ings system.
-e nodes of alliance chain generate new blocks according to the interval of 30 s. When the node fails to complete the block
generation within 30 s, it will rotate to the next node. -e mkfile command is used to generate 16b, 1 KB, 1MB, and 1GB files as
input. -e peak speed of the encoding service system is about 370mb/s. -e results show that the system designed in this study is
robust and suitable for complex trading environment.

1. Introduction

With the rise of the wave of digital currency in recent years,
some underlying technologies related to it, such as block-
chain technology and distributed accounting methods, also
show broad application prospects. Digital currency is
moving from theory to reality, and its feasibility and security
are being tested. As a typical application of the Internet of
-ings in the financial economy, the Bitcoin system has
attracted much attention due to its decentralized, open, and
transparent characteristics. Various cryptocurrencies such
as Monero coins and dark coins emerge in endlessly. In
addition, central banks and commercial banks in various
countries have also used the underlying advanced tech-
nology of Bitcoin as a reference, planning to carry out

research on legal digital currency, so as to improve the
national digital financial system. -is shows that the future
development of digital currency has broad prospects, but the
accompanying digital currency security and privacy issues
have become increasingly prominent.

-e amazing growth of encrypted digital currency is not
only favored by investors but its anonymity and decen-
tralization are also quite attractive to criminals. Although
some countries have considered introducing digital currency
regulatory policies, the attitudes of different countries are
different. Facing the diversified needs of people’s life and
work, research and deployment of legal digital currency are
urgently needed. However, unlike Bitcoin’s non-real-time,
lightweight transaction information, small transaction vol-
ume, and low sensitivity, legal digital currency is circulated

Hindawi
Complexity
Volume 2020, Article ID 6647039, 16 pages
https://doi.org/10.1155/2020/6647039

mailto:jingxin@163.sufe.edu.cn
https://orcid.org/0000-0001-6526-4152
https://orcid.org/0000-0002-8631-6115
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/6647039


throughout the country and the world, and its security and
privacy issues are more prominent, and legal digital currency
and its related applications should be suitable for more
complex international environments. -erefore, how to
strengthen the robustness of the legal digital currency system
and build a harmonious credit society by learning from the
security and privacy protection measures of the Bitcoin
system and Bitcoin wallet is the research direction of our
future work. Digital currency is backed by national credit,
which can synchronize online and offline to the greatest
extent, and maximizes the convenience and security of
transactions.

Utilizing the advantages of distributed architecture and
proximity to end users, fog/edge computing can provide
faster response and higher quality of service for IoT ap-
plications. Lin et al. believed that the Internet of -ings
based on fog/edge computing will become the future in-
frastructure for the development of the Internet of -ings.
In order to develop the IoT infrastructure based on fog/
edge computing, they first studied the architecture related
to the IoT, supporting technologies and issues, and then
explored the integration of fog/edge computing and the
IoT. -ey gave a comprehensive overview of the Internet of
-ings in terms of system architecture, supporting tech-
nology, security, and privacy issues and studied the inte-
gration of fog/edge computing with the Internet of -ings
and applications. -eir research lacks data [1]. In order to
overcome the scalability problem of the traditional IoT
architecture, Sun et al. proposed a novel method for mobile
edge computing. At the same time, they proposed a layered
fog computing architecture in each fog node to provide
flexible IoT services while maintaining user privacy; each
user’s IoT device is associated with the proxy VM (located
in the fog node), and proxy VM collects, classifies, and
analyzes the raw data stream of the device, converts it into
metadata, and then transmits the metadata to the corre-
sponding application VM (owned by the IoT service
provider). Each application VM receives corresponding
metadata from a different proxy VM. -eir research lacks
practice [2]. Yang et al. believed that the Internet of -ings
(IoT) is ubiquitous in our daily lives. In order to protect the
security of IoT devices, they have conducted a lot of re-
search work to deal with these problems and find better
ways to eliminate these risks, or at least minimize its impact
on user privacy and security requirements. -eir investi-
gation consists of four parts. -e most relevant limitations
of IoT devices and their solutions will be discussed first.
-en, the classification of IoT attacks will be introduced.
Secondly, it will focus on the mechanism and architecture
of authentication and access control. Finally, the security
issues in different layers will be analyzed. -eir research
process is too complicated [3]. Yaqoob et al. discussed the
architecture of the Internet of -ings. In this case, first of
all, they investigate, focus on, and report on the recent
major research progress in the IoT architecture and then
classify the IoT architecture and design a taxonomy based
on important parameters (such as applications, supporting
technologies, business goals, architecture requirements,
network topology, and IoT platform architecture types).

-ey identified and outlined the key requirements of the
future IoT architecture and discovered and introduced
some outstanding case studies on the Internet of -ings.
Finally, they listed and outlined the future research chal-
lenges. -eir research has no practical significance [4].

-is research mainly discusses the intelligent digital
currency and dynamic coding service system based on the
Internet of -ings technology. -is research is mainly based
on the RDCAR algorithm to realize the route discovery
process of the wireless network. When the intermediate
node receives the RREQ message, first, to avoid loops, check
whether the same RREQmessage has been introduced. If it is
received, discard it. Otherwise, buffer the message and
append its own neighbor node list, corresponding to the
signal-to-noise ratio of the channel link, and update RREQ
message and broadcast it.-e payment cipher is managed by
the bank. When the user opens an account, the bank reg-
isters and sends it to the user, and the key is generated by the
algorithm chip, and the public key is stored in the bank’s
back-end server. When the bill is delivered to the bank, the
bank enters the various elements of the bill on the counter
terminal and transmits it to the verification machine
through the bank network for verification. If the verification
is correct, it indicates that the bill is indeed issued by the
customer, and the bill elements are correct, so you can make
payment. -e public chain and alliance chain node opera-
tion agreement maintains the operation of the Internet of
-ings system.-e alliance chain node generates new blocks
at a time interval of 30 s.When the node cannot complete the
block generation within 30 s, it will rotate to the next node.

2. Dynamic Coding Service System

2.1. Internet of +ings. -e IoT paradigm is expected to
completely change the way we live and work through a
large number of new services based on the seamless in-
teraction between a large number of heterogeneous devices.
After decades of creation of the concept of the Internet of
-ings, in recent years, various communication technol-
ogies have gradually emerged, reflecting the diversity of
application fields and communication requirements. At
present, this heterogeneity and fragmentation of the
connectivity landscape hinder the full realization of the
vision of the Internet of -ings by posing some complex
integration challenges. In this case, the emergence of 5G
cellular systems with truly ubiquitous, reliable, scalable,
and cost-effective connection technologies is considered to
be a potential key driver of the yet-to-be-emerging global
Internet of-ings. Similar to how humans use the Internet,
devices will become the main users of the Internet of-ings
(IoT) ecosystem. -erefore, device-to-device (D2D)
communication is expected to become an inherent part of
the Internet of -ings. Devices will automatically com-
municate with each other without any centralized control
and cooperate in a multihop manner to collect, share, and
forward information. -e ability to collect relevant in-
formation in real time is the key to leveraging the value of
the Internet of -ings because such information will be
transformed into intelligence, which will help create a
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smart environment. Ultimately, the quality of the infor-
mation collected depends on the intelligence of the device.
In addition, these communication devices will operate with
different networking standards and may encounter inter-
mittent connections with each other, andmany of themwill
be limited by resources. -ese features bring some net-
working challenges that traditional routing protocols
cannot solve. -erefore, devices will need intelligent
routing protocols to be intelligent. Nowadays, the devel-
opment of traditional business models has become more
and more mature, and people use them to guide various
e-commerce activities [5, 6]. -e Internet of -ings (IoT) is
an innovative revolution on the Internet and has become a
new platform for e-commerce [7].-e flow of static timing
constraints is shown in Figure 1.

2.2. Positive Impact of Digital Currency. For many people,
the concept of digital currency is abstract and confusing.
Having confidence in intangible assets without government
or precious metal support is a daunting task. However, the
rapid spread of smartphones and tablets, the rapid trans-
formation of cross-border banking, and the emergence of
non-card real-time payments have made digital payments
commonplace. First of all, it has a positive impact. Digital
currency creates a relatively novel concept and model, which
can improve transaction convenience and reduce transac-
tion costs, promotes the progress and development of shared
finance, and decentralizes the digital currency embedded
payment system mainly from its own; the system allows
users to directly carry out peer-to-peer transactions without
resorting to financial units, which can improve transaction
efficiency and reduce transaction costs. At the same time, its
lower transaction costs will have an impact on traditional
payment systems and promote banks and other financial
institutions to continuously improve their service quality
and reduce transaction costs. Secondly, digital currency can
allow people who have not created an account in a financial
unit to carry out noncash payments, and the speed is very
fast, and the cost is low. -erefore, digital currency has a
positive impact on the popularization of finance, especially
for those who are relatively backward in finance. In regions
and countries, the benefits it brings are also very large [8, 9].
Digital currency can realize network transfer with the help of
mobile phones and so on, and the recipient only needs to
obtain digital currency to exchange activities with it [10].
When there is no code perception, it is shown in Figure 2,
and when there is code perception, it is shown in Figure 3.

2.3. Verify Algorithm. -e Verify algorithm uses a layered
verification mechanism to verify whether the hidden
transaction amount is correct [11, 12]. Specifically, it will be
stated in Verify-I that the payer has enough bitcoins; that is,
the payeemust be convinced that the input of the transaction

is greater than the output.-en, the recipient verifies that the
transaction amount promised by the wallet is equal to the
actual transaction amount in Verify-II. In the commitment
phase, the wallet will make a commitment to both the bitcoin
deposit amount b1 and the bitcoin transaction amount b2
(b< 2≤ b1). In addition, the wallet will also promise the
difference between b1 and b2. In the verification phase, the
correctness of the commitment value is checked in two steps:
(1) the difference between the input amount b1 and the
output amount b2 is always positive and (2) the promise
made by the payee to the correct transaction amount is
always the same as the promise value c of the wallet [13].
Online wallet calculates F1 and F2 and sends (F2, F3) to the
payee:

F1 � h
m−a
1 h2 mod n,

u(t) � ui(t − Δt)RL
(Δt) + ui(t) 

n

i�1
(t + Δt)(t − Δt),

e0(λ, T) �
5πHC
λ6

1
e

(hc/λKT)
−

hc

e
.

(1)

Recipient calculation is as follows:

U �
h1
F3

� h
β
1h

−rα2−q1α−q2
2 mod n,

F2 �
1
Q


ω∈Q

exp −
U(z)

T
 δ(z − ω),

M � T[x, y, p(x, y), f(x, y)].

(2)

If the check passes, the recipient can trust m≥ α. At this
stage, my country’s main basis for this supervision is only
this notice, and there is no other effective document [14, 15].
Moreover, the measures of my country’s regulatory au-
thorities are mainly aimed at preventing financial risks and
money laundering crimes. -e protection of financial
consumers is mainly based on the principle of “risk your-
self.” -e overall rules are relatively rough. -e filing system
for trading platforms is not a licensing system.-is has led to
the obligation of financial institutions and digital crypto-
currency trading platforms to be limited to popularizing
industry knowledge and risk disclosure, accepting irregular
administrative inspections, and so on [16] and make sub-
stantive requirements for deeper content such as the entry
barriers of the trading platform, network security, infor-
mation disclosure, and fund management. As a result, the
chaos in the digital cryptocurrency market has not been
curbed, and even with the emergence of ICOs, lawsuits for
digital cryptocurrency continue to increase [17, 18]. Re-
cipient calculation is as follows:
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c �
c1

c2′
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2
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2
 .

(3)

Verify that c is equal to c′. If there is any error in the
verification process, the payee returns 0 and rejects the
transaction [19]. If the verification is successful, the payee
returns 1, and then the online wallet broadcasts the
encrypted transaction and sends the digital currency amount
to the payee account [20, 21].

2.4. Code-Aware Routing Algorithm. In wireless networks,
the quality of the channel is the key to the successful
transmission of data, which is generally measured by the
signal-to-noise ratio [22]. -e channel quality has great

differences in different links of the actual network
[23, 24].

h � 
n

i�1
coihmin + 

n

i�1
coi,

D
K
1 � P xi ∈ xk, yi � 1(  � 

i

x ∈ xk(i),

D
K
−1 � P xi ∈ xk, yi � −1(  � 

i

x ∈ xkD−1.

(4)

-e final strong classifier is as follows:

H(x) � sing 
T

t�1
ht(x) − threshold⎛⎝ ⎞⎠. (5)

If you want to transmit under poor channel quality, you
must choose a relatively low transmission rate. -ere are
many broadcasting situations in network coding. When
broadcasting to various downstream nodes, the signal-to-
noise ratio of each single link in the broadcasting link is
different [25]. Choosing a suitable broadcasting transmis-
sion rate can make the throughput efficiency reach during
this broadcast maximum. -e coding-aware routing algo-
rithm based on rate selection is expressed as follows:

M � min
l∈L

Ml|Ml �
Hl ∗Hl
′

Rl

 ,

MIQs(c) � MQs(c) + 
t∈c

MQs(i),

MIQd(c) � MQd(c) + 
t∈c

MQ(l),

CRMJ �
1 + MIQd(l)

1 − Pt

.

(6)

Among them, M is a unicast or broadcast link on the
entire link L for data packet transmission. When the data
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link layer successfully transmits a data packet, the routing
layer initiates a transmission [26].

Angle(a, r) � arc cos
a•r

|a|∗ |r|
 ,

min E
2

  � 
N

k�1
y′(k) − y(k) 

2
,

s � x1, y1 , x2, y2( , ..., xN, yN( .

(7)

-e probability of successful data packet transmission on
the data link layer is as follows:

p
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-at is, the probability of starting a routing layer
transmission is p

j
i . -e process of the Verify algorithm

generating code is shown in Figure 4.

3. Dynamic Coding Service System Experiment

3.1. System Framework Design. -e system is divided into
four parts: the background server, the foreground man-
agement system, the foreground business system, and the
cipher. -e back-end server is equivalent to a certification
authority CA, which stores the user’s certificate information
and completes the actual verification process. It is generally
the server of the head office. -e front-end management
system is the management program on the front-end
computer of the branch, which manages the user account
information, the issuance and management of the user
password, the management of the operator and the log
query, and so on. -e front desk business system is a
business management program on the front-end computer
of the branch. It uses the information on the check and the
payment password to verify the authenticity of the check and
generally provides services for the bank transfer system. -e
cipher is a handheld device used by the user, which is issued
to the user by the bank to implement the user-side algorithm
in hardware, including the generation of the key and the
generation of the payment password. -e system framework
is shown in Figure 5.

3.2. Cipher. -e encryption chip integrates RSA and SHA-1
algorithms and saves the user’s key. -ere are two types of
chips: A slice is mainly a public key algorithm, which is used

in the payment password verification subsystem, and B slice
is mainly a private key algorithm, which is used in the
payment cipher used by the account opening unit. -e
payment cipher adopts the B-chip arithmetic chip to make a
handheld device to manage the user’s account and key and
generate payment password.-e payment cipher is managed
by the bank. When the user opens an account, the bank
registers and sends it to the user, and the key is generated by
the algorithm chip, and the public key is stored in the bank’s
back-end server.

3.3. PasswordManagement. -e payment cipher is issued by
the bank to the customer who opens an account with the
bank and downloads the account number of the customer
with the bank and the corresponding account key in it.
When the customer uses the account to issue a bill, enter the
bill number, bill type, amount, and other information on the
payment cipher and use the payment cipher to automatically
calculate a string of numbers. -is number is closely related
to the payer account number, receiver account number, bill
type, bill number, amount, and date of signing and is called
the payment password. -e customer fills in the number on
the bill as the digital seal of the bill. When the bill is delivered
to the bank, the bank enters the various elements of the bill
on the counter terminal and transmits it to the verification
machine through the bank network for verification. If the
verification is correct, it indicates that the bill is indeed
issued by the customer, and the bill elements are correct, so
you can make payment.

3.4. Calculate the Plaintext Format of Payment Password.
-e format of the 48-byte plaintext data PLAIN_TXT input
to the B slice when the payment password is generated is
shown in Table 1. After the chip output is converted, it is a
19-digit integer plus 1 identification bit to form a 20-digit
payment password output. -e plaintext format of the
payment password is shown in Table 1.

3.5. Design of the Alliance Chain. System initialization
completes the generation of system parameters and the
initial state of the blockchain; transaction verification and
forwarding are the process of sharing information among
alliance chain members, ensuring that nodes reach con-
sensus on the same basis; the consensus process includes the
specific process of node interaction in CPBFT; transaction
confusion is responsible for after the transaction is con-
firmed, and the transaction is processed before being sent to
the public chain node to remove the transaction relationship
information to protect transaction privacy; the final trans-
action traceability is the process of internal supervision of
the system. -e communication between nodes in the al-
liance chain uses encrypted channels to prevent information
leakage when the communication transmits the plaintext
and completes transactions.

3.6. Choice ofAlgorithm. -eVerify algorithm aims to check
that the difference b1 − b2 between the input amount and the
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output amount of the transaction is always positive, and the
output amount b2 is the transaction amount specified by the
payee. -e algorithm first confirms that the promised secret
value is always positive. To this end, the payer commits to the
difference between the input amount and the output amount
of the transaction. -en, use the range proof method to
convince the payee to believe that the promised secret value
is always positive. Secondly, because the recipient knows the
correct transaction amount b2 in advance, he also needs to
use the correct transaction amount and some auxiliary
evidence c1 and r2 to verify that the final commitment value
is equal to the commitment value c made by the wallet. We
call this two-step verification method a layered verification
mechanism. If the algorithm returns 1, the protocol goes to
the next step.

3.7. Operation Process Design. -e peer relationship between
public chain nodes and alliance chain nodes in the system is
just different in processing messages. Together, these two

parts can be regarded as servers. -e user’s wallet is the client
and sends operation requests to the server. After each part of
the system starts running, it performs related functions
according to the protocol designed in chapter 4.When there is
no user to send a transaction, the blockchain node auto-
matically runs the consensus process in a loop to maintain the
consistency of the system and waits to process the sent
transaction information. After the user sends the transaction,
it is collected and processed by the alliance chain nodes,
including verification transactions, packaged transactions,
and transaction confusion, and finally the confirmed trans-
actions are confused and broadcasted to the public chain
nodes to complete the complete transaction confirmation and
recording process. When the system initiates the traceability,
the entire process only occurs between the alliance chain
nodes. -e traceability initiating node initiates a request to
other alliance chain nodes including the supervision node.
-e other alliance chain nodes in the figure include more than
one node, and the request is judged separately, and the su-
pervised node obtains the user identity after recovering the

Table 1: Plaintext format of the payment password.

ACCU 16 Account, compressed BCD code
Service 4 Business type, 0× 31–0× 35
Date 4 Date, compressed BCD code
Ticket_ num 8 Voucher number, compressed BCD code
Balance 9 Amount, in minutes, compressed BCD code
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Figure 4: -e process of the Verify algorithm to generate code.
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key.-e design values of running nodes are shown in Table 2.
-e running process is shown in Figure 6.

3.8. Implementation of Routing Algorithm. -e route dis-
covery process of RDCAR is as follows:

(1) -e source node initiates the route discovery process
of the wireless network by broadcasting a route
request (RREQ) message . In our algorithm, the
routing request message needs to include the fol-
lowing messages: neighbor nodes within the range of
the source node, high channel quality signal-to-noise
ratio, and the path that has been transmitted.

(2) -e intermediate node receives the RREQ message;
first to avoid loops, check whether the same RREQ
message has been introduced and discard it if it is
received; otherwise, it will buffer the message and
attach its own neighbor node list, corresponding to
the signal noise of the channel link, and then update
the RREQ message and broadcast it.

(3) When the RREQ arrives at the destination node, the
destination node sends a route reply request (RREP)
message to the source node.-is is a unicast message
that contains information on this unicast path.

(4) When the intermediate node receives the RREP
message, it selects a value from the set of rates sup-
ported in the 802.11 protocol, calculates the expected
number of transmissions based on the stored signal-
to-noise ratio information, selects the appropriate
rate, updates the neighbor node list, and finally cal-
culates the smallest metric value. -en, add this in-
formation to RREP. Take out the RREQ path in the
cache and compare it with the upstreampath set in the
RREP. Use the conditions of the encoding node above
to check whether there is an encoding opportunity for
the new stream. If it exists, calculate the metric value
of the broadcast link. Add the minimum metric value
to RREP, and continue forwarding the cached path
until it reaches each source node.

(5) Maintain routing regularly, update routing mes-
sages, and reselect the most appropriate path for the
current distributed flow. -e realization of the
routing algorithm is shown in Figure 7.

3.9. IoTNodeOperation. -e public chain and alliance chain
node operation agreement maintains the operation of the
Internet of -ings system. -e alliance chain node generates
new blocks at a time interval of 30 s. When the node cannot
complete the block generation within 30 s, it will rotate to the
next node. Similar rules are also used in the public chain to
generate block rights maintenance system operation.

3.10. Realization of User Transfer Process. -e transfer be-
havior takes place in the user’s wallet, and the user first
verifies his identity using the wallet. -e user’s login name
and corresponding password are stored locally, and the

password retains the value afterMD5 calculation. During the
login process, compare whether it is the same as the pre-
viously saved record. After the user logs in, the wallet will
check whether the user has an identity certificate issued by
the authentication server in the system. Only transactions
sent by users registered in the system will be received by the
alliance chain node. When the user does not store the
identity certificate in the node, the wallet will prompt user
complete the authentication. Users can use the wallet to
initiate transfers, and they can also query the status of the
account. Transfers between users need to use the public key
as the address to receive the transfer. In fact, the public key is
associated with the payment transaction so that the currency
obtained in the payment transaction is used. Whenmaking a
payment, you can prove your ownership of the currency
through the private key corresponding to the public key and
pass the cryptographic algorithm without the need to pass a
centralized credit institution. -e generated payment ad-
dress will be displayed, and the corresponding private key
will be stored in the file by the wallet and used in the
transaction. -e payment address can be sent to other users
in the digital currency system by means of communication
outside the system.

After sending the transaction, the user needs to wait for
the alliance chain node and the public chain node to perform
a series of operations and finally store the relevant transfer-
in and transfer-out transactions in the public chain block.
-e wallet has stored the label and content of the complete
transaction for a period of time. By comparing the data
stored in the public chain, you can check whether the
transaction you initiated has been written to the block and
confirmed by multiple blocks. To initiate a transfer, users
need to use their USOTas the payment method, provide the
corresponding private key, send currency to the public key
provided by the other party, and provide one or more public
key addresses of their own as the change address. -e total
amount of currency in the USOTprovided by the transaction
initiator cannot be less than the payment amount. If the
balance cannot be exactly equal, the excess amount will be
sent to the change address and returned to the payer.

3.11. Traceability and Transaction Disclosure. Traceability is
initiated and completed internally by the alliance chain, and
the result of the transaction traceability can be seen in the end.
-e goal of retroactive transactions is generally a transfer-out
transaction because the initiator of a complete transaction on
the transfer-out exchange is the owner of the transfer-out
transaction address, and the identity of the initiator can be
queried. If no one spends it for a transfer-in transaction, it
cannot get the owner of the transaction.When searching for a
transaction, according to the query transaction serial number,
it traverses the plaintext of transaction information saved in
the block, finds the block containing the same serial number,
decrypts the transaction, finally finds the transaction, and
displays the complete record in the transaction.

3.12. System Test and Implementation. -is system runs
under Windows and uses Java language for programming.
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-e machine configuration for system testing is shown in
Table 3. -is system uses the JPBC (Java Pairing-Based
Cryptography ) library. JPBC is a Java package based on the
paired cryptography library function (PBC). JPBC com-
pletely breaks away from the dependence of PBC, realizes the
pair operation completely based on Java, and puts aside the
limitations of the platform itself. -is system uses it as the
basic support library for cryptography. In addition to the
basic upload and download function files, this systemmainly
includes the following types of files that generate user keys,
generate keyword ciphertexts and secret doors, and im-
plement keyword encryption and search. CLPEKS.java is
used to implement various algorithms. CLPEKS Pub Par-
ams.java is used to store public parameters, Service and
Client Key Interface java is an interface class for client and

server keys, CLPEKS Secret Key.java and CLPEKS Client
Key java store server and client keys, respectively, and
CLPEKS Cipher text.java and CLPEKS Trap door.java store
ciphertext and secret door, respectively.

4. Analysis of Dynamic Coding Service System

4.1. Algorithm Performance Analysis. -e performance test
mainly includes two aspects. On the one hand, the algorithm
performance changes under different matrix sizes, that is,
when N is different; on the other hand, the performance
differs between the test algorithm and the SM2 algorithm.
First, test the performance of the algorithm when different
matrix sizes are different, that is, when N is different. When
the testN is 4, 8, 16, 32, and 64, the number of signatures and
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maintenance

Return data

Retrieve data

Download data

Return data

Figure 7: Implementation of the routing algorithm.

Table 2: Design values of operating nodes.

Constraint content Settings (ns)
Input delay 3.1
Output delay 3.0
Clock jitter and skew 3.2
Drive capability 3.2
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Figure 6: Running process.
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verifications per second by the algorithm and the experi-
mental results retain two significant digits. -e performance
of the algorithm at differentmatrix sizes is shown in Table 4. It
can be seen from Table 4 that with the increase in the matrix
size, the performance of algorithm signature and verification
is gradually decreasing.-e reason is that the larger thematrix
size, the more cycles in the GeneratePrivateKey and Public
Key Derivation GeneratePublicKey methods. At the same
time, the performance of the verification algorithm drops
faster because the loop of the GeneratePublicKey method in
the verification process contains the accumulation of elliptic
curve points which takes longer. However, although the
performance of the algorithm decreases as the matrix size N
increases, the security of the algorithm will increase as N
increases. Next, test the performance difference between this
algorithm and the standard SM2 signature algorithm. When
the test matrix size N� 64, the number of signatures and
verifications per second of this algorithm and the SM2 al-
gorithm are the same. -e initialization of the private key
matrix SKM and the public key matrix PKM will only be
performed once, so this part of the time is not calculated.
From an algorithm perspective, the performance difference
between the two algorithm signatures (or signature verifi-
cation) is the time it takes to derive the key from the matrix.
-e performance difference of the signature of the two al-
gorithms is greater than the performance of the verification.
-is is because the calculation of the private key corre-
sponding to the public key in the private key derivation al-
gorithm (the private key class contains the public key) will
involve the elliptic curve dot product operation. -e dot
multiplication operation takes a long time. It can be seen from
Table 4 that when the matrix size is N� 64, the signature and
verification efficiency of this algorithm are both close to half of
the efficiency of the SM2 algorithm, and the performance
difference is due to the secret key of the proxy signature
private key and the proxy verification public key derived from
overhead. On the whole, performance has been lost, but
according to the safety analysis of this algorithm, the overall
safety limit of the system has been increased from 1 to 33.
After that, the SM2 hash algorithm and this research algo-
rithm are tested for performance comparison. Use the mkfile
command to generate 16B, 1KB, 1MB, and 1GB files in
sequence as input. After 10 tests, according to the test results,
as the length of the input message increases, the computa-
tional efficiency of SM2 and this research show an upward
trend first and then reach a peak.-e peak algorithm speed of
SM2 is around 100MB/s, and the peak algorithm speed of
RDCAR is around 370MB/s. On the whole, the efficiency of
the algorithm in this study is higher than that of SM2. -is is

not because of the gap in the algorithm itself but because the
bottom layer of the Go algorithm is implemented in assembly,
which is more efficient. -e performance analysis of the al-
gorithm at different matrix sizes is shown in Figure 8. Before
the simulation is carried out, it is necessary to specify specific
voltage values for the power signal and ground as shown in
Table 5.

4.2. Dynamic Coding Analysis. Use simulation tools to
simulate the RDCAR routing algorithm. We take the net-
work model of the grid graph and distribute 25 nodes in the
range of 100×100m2, and the communication range of each
node is 20m. 11 streams are randomly generated in the
network. -e purpose of our experiment is to compare
RDCAR, DCAR protocol, and COPE coding protocol. Since
there is no DCAR protocol and COPE coding protocol, there
is no rate-aware algorithm, so the rate of DCAR and COPE
cannot be automatically adjusted. Let’s take a look at the
coding opportunities and throughput. Under different
speeds and signal-to-noise ratios, compare the coding op-
portunities and throughput of RDCAR. -e rates of COPE
and DCAR we used here are the same, so the difference in
coding opportunities is enough to reflect the difference in
throughput. At the same time, the increase in coding op-
portunities will lead to the increase in throughput, so the
number of coding opportunities can reflect the size of
throughput.-e simulation shows the comparison of coding
opportunities at different rates in a low channel capacity
environment. We can see that in the actual situation of about
5 to 10 dB, the channel quality is very poor and the packet
loss rate is quite high. DCAR and COPE use a minimum of
12mbps, and DCAR and COPE use 24mbps for coding
opportunities. Our RDCAR uses a rate selection algorithm,
so it will use a lower transmission rate to ensure the number
of successes on a poor link and use a higher transmission rate
on a better link to increase throughput. We found that
DCAR adopts coding-aware routing scheme and can actively
discover coding opportunities. -erefore, under the same
circumstances, no matter what transmission rate is used, it is
better than COPE. When the channel environment of 5 to
10 dB is poor, compared with the two cases of 12mbps and
24mbps, using 12mbps to guarantee the transmission rate,
the coding opportunity and throughput are better than those
of 24mbps. -e medium quality channel ranges from 10 to
20 dB. Since under medium channel quality, a certain
transmission success rate can be guaranteed even when
48mbps is used again, and we can see that as the trans-
mission rate increases, under the premise of ensuring a

Table 3: Machine configuration during the system test.

Project Value
Operating system Microsoft Windows 7 Ultimate
Version 6.1.7601 Service Pack1 internal version 7601
System type x64-based PC
Processor Intel8CoreTM i3-2310M
CPU 2.10GHz
RAM capacity 8GB
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certain transmission probability, the coding of COPE and
DCAR opportunities and throughput gradually approach
RDCAR. Due to the high channel quality, the success rate of
information transmission is very high, and the main factor
that affects coding opportunities and throughput is the
transmission rate. -erefore, we can see that in Figure 9,
when DCAR and COPE only use low-speed channels, the
low transmission rate guarantees success rate is no longer
applicable but greatly affects the transmission efficiency,
making the coding opportunity and throughput smaller.
DCAR and COPE use medium-speed channels. It can be
seen that the coding efficiency of RDCAR is still far behind
when using 24mbps. -e transmission rate of RDCAR in
our actual simulation is about 48mbps. -erefore, we found
in subsequent experiments that if 48mbps high-speed
transmission is used, the coding opportunities of DCAR and
RDCAR are quite close, and there is a certain gap between
COPE and DCAR. -e coding situation monitored by
different transmission rates is shown in Table 6.-e learning
step length of the RDCAR algorithm is shown in Table 7.-e
original high-frequency coded signal collected by using the
oscilloscope is shown in Figure 10.

4.3. FunctionAnalysis. -emodel proposed in this study not
only includes the antitampering, traceability, and decen-
tralization characteristics of transactions in the existing
digital currency system but also adds supervisable attributes
to the system to enhance the system’s ability to protect user
privacy.-e performance test is divided into two aspects. On
the one hand, it tests the performance changes of the al-
gorithm under different matrix sizes, that is, N; on the other
hand, it tests the performance comparison between this
algorithm and the standard SM2 signature algorithm.
During the test, first create a plaintext byte array and assign
values, then create a key byte array and assign values, create
an encryption instance by calling sm4.NewCipher (key), and
then call c.Encrypt to calculate the encryption result. -en,
call c.Decrypt to calculate the decryption result. -e per-
formance of the algorithm changes when the test matrix size
N is different. When the test N is 8, 16, 32, and 64, calculate
the number of signature tests and verification times of the
algorithm per second. -e result of functional analysis is
shown in Figure 11. Since authorization generation and
authorization verification will only occur once when the
system is initialized, this part of the time is not calculated. In
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Figure 8: Algorithm performance analysis at different matrix sizes.

Table 5: Before the simulation, you need to specify specific voltage values for the power signal and ground.

Net name Voltage value (V)
AWCC1V8 1.8
DD RYTT 075
GND 1.2
YCC1V2 1.8
YCC1V8 33

Table 4: Algorithm performance at different matrix sizes.

Algorithm N� 4 N� 8 N� 16 N� 32 N� 64
Signature 221.72 262.47 251.89 239.81 219.78
Check 245.10 227.27 224.72 189.39 155.28
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terms of privacy protection, the complete transaction rec-
ords are encrypted and stored. Only after initiating the
traceability of the transaction and voting by the members of
the alliance chain, can the transaction plaintext be viewed by
the special members of the alliance chain. After completing a
consensus, the alliance chain broadcasts a batch of transfer-
in and transfer-out transactions, hiding multiple pieces of
information belonging to the same complete transaction in a
large amount of similar information and avoiding the
leakage of user privacy in the process of information in-
teraction.-e public transaction records stored in the public
chain for query, because of truncation and confusion, lose
the traceable transaction relationship information and have
the unlinkability of the transaction output required by the
digital currency public chain data. -e data stored in the
alliance chain node have the most restrictive restrictions on
access rights. During the normal operation, the alliance
chain node only has the write permission, and the verifi-
cation function in the system is completed by the data in the

public chain block. In terms of supervisable attributes, when
there is a need for the system to trace the transaction, the
alliance chain node initiates a transaction traceability ap-
plication, and the nodes can understand the reason for
initiating the traceability outside the system, and then the
supervisory authority node is responsible for restoring the
key and decrypting the traceability. Transaction records
finally obtain the identities of relevant transaction partici-
pants through the identity verification server. But, only after
a USOT is spent, the consortium chain can obtain its owner’s
identity signature through a transaction request from a
public chain user. If a USOT has not been spent, its owner
cannot be known. In order to increase the supervisable
properties of the system, this research adds three parts of the
supervision agency, identity authentication server, and
encrypted storage to the Internet of -ings system. When
there is no need to initiate traceability, the supervisory
agency only participates in the consensus process as a
participant in the alliance chain, and only when it needs to

Table 7: Learning step size of the RDCAR algorithm.

Number of learning samples Number of test samples Number of hidden nodes Learning step
100 50 8 0.005, 0.005
100 50 8 0. 005, 0. 005
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Figure 9: Comparison of encoding opportunities at different rates.

Table 6: Coding situation monitored by different transmission rates.

Project Infeasible area Feasible region Near real POF
5 dB (0.10, 0.20) (0.40, 0.55) (0.30, 0.45)
10 dB (0.10, 0.10) (0.70, 0. 70) (0.60, 0.64)
12mbps (0.10, 0.20) (0.40, 0. 50) (0.24, 0.27)
24mbps (0. 10, 0.20, 0.10) (30, 0.7, 0.25) (0.12, 0.31, 0. 67)
36mbps (0.20, 0.50, 0 60) (70, 0.7, 0. 50) (0.50, 0.77, 0.37)
48mbps (0.20, 0.50, 0.60) (70, 0.7, 0.50) (0.50, 0.77, 0.37)
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trace the transaction, can it act as a trusted secret shared
share collector to decrypt data. -e identity authentication
server issues identity certificates to registered users, which
can trace the transaction to a clear user and achieve thor-
ough supervision. -e addition of supervisory attributes
reduces the degree of decentralization of the system, but it
does not damage the Internet of -ings from the user’s
perspective. -e original intention of the design is that the
members and data of the alliance chain and the public chain
do not rely on centralized credit, and it can also achieve
better protection for users. When a user loses an account or
transaction certification document such as an identity cer-
tificate, he can protect his account through the identity
authentication server and the system. Encrypted storage is to
prevent consortium chain members from leaking transac-
tion information after being attacked. -e function of the
regulatory agency has affected the decentralized structure,
and it has also become a security weakness that the system
may be attacked. -e use of secret sharing to a certain extent
prevents the possibility of stealing transaction data with the
regulatory agency as the target, and only alliance chain
members agree to restore only when the key is the super-
visory authority which has the ability to decrypt data. -e
test results after changing the maximum number of learning
times are shown in Table 8. -e regulatory error is shown in
Table 9.

4.4. Security Analysis. -e issuance of legal digital currency
requires the transformation of the payment system infra-
structure. As a digital form of currency, legal digital currency
needs to adopt extremely high technology in any link of
circulation to reduce the degree of operational risk. Once the
legal digital currency infrastructure is destroyed, it will cause
the entire financial system to suffer losses. -e system se-
curity results are shown in Figure 12. -e analysis of legal
digital currency has to deal with a large number of trans-
actions, and the most mature distributed ledger technology
cannot fully meet the requirements of the central bank’s

payment system. In its fiat digital currency project, the Bank
of Canada uses distributed ledger technology (DLT) to build
a payment system, but the performance of distributed ledger
technology is not optimistic. According to the report, it is
difficult to use distributed ledger technology for transaction
systems to process a large amount of instantaneous trans-
action data. After the official issuance of legal digital cur-
rency, it faces far more requirements than Bitcoin in terms of
importance and transaction scale. -e payment infrastruc-
ture established by the central bank must meet the trans-
action needs of the society. -e issuance of legal digital
currency will have a profound impact on the payment
system of the entire country. -erefore, the construction of
the payment system must consider the requirements of
scalability, compatibility, and transaction throughput. -is
article divides the attacks faced by the supervisable digital
currency model into three types according to their sources:
attacks from outside the system, attacks from alliance chain
nodes, and attacks from public chain nodes. In terms of the
most basic security of digital currency transactions, the
system uses identity certificates and signatures to ensure that
attackers cannot forge identities to steal other people’s assets;
transactions in the system are based on USOT and use a
unique public key as an address. -e corresponding private
key can be unlocked for payment. -e purpose of the attack
from outside the system is to destroy the function of the
system and make the digital currency system unable to
operate normally. -e target of the attack may be a node in
the system or a communication network. Due to the dis-
tributed nature of the blockchain, attacking a node in the
system will not affect the operation of the system, but when
an attacker has the ability to attack multiple nodes, the
alliance chain as the core of the system must ensure that the
node that stops working cannot exceed 1/3 of the system.
Since the public chain uses DPoS as a consensus mechanism,
during the election cycle, those nodes that are made public
due to the operation of the system are likely to become
targets for system attackers. -erefore, in order to ensure
that the system does not stop running, it is necessary to
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Figure 10: -e original high-frequency coded signal collected by using an oscilloscope.
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Figure 12: System security results.
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Figure 11: Functional analysis results.

Table 8: Test results after changing the maximum number of learning.

Maximum number of studies Best accuracy rate (%) Worst accuracy rate (%) Average accuracy (%)
10000 66 56 60
20000 66 60 62

Table 9: Regulatory errors.

Target location Right in front Upper left Top right Right rear
Maximum positioning error of X-axis (cm) 1 1 1 1
Maximum positioning error of Y-axis (cm) 2 1 1 2
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ensure that the system attackers are all before destroying the
current witness node, complete a new round of witness node
voting. Attacks from within the system are generally through
the creation of system inconsistencies such as the fork of the
Internet of-ings to achieve double-spending by tampering or
canceling transaction records. -e CPBFT consensus mecha-
nism adopted by the alliance chain does not have the possibility
of forks of the Internet of -ings. When the number of col-
luding attackers does not exceed the threshold, it can prevent
double-spending attacks. Although there may be forks in the
public chain, only attackers account for more than 50% of the
total number of nodes to ensure the success of the attack. -e
real-name registration mechanism in the background also
reduces the possibility of launching and succeeding from inside
the system. Digital currency can record and check transaction
information and information of both parties, can accurately
reflect the implementation of monetary policy, and can
strengthen financial management. -e transaction record of
digital currency cannot be tampered with, can completely
record the transactions of each participant, and can form a
unified distributed ledger in the entire digital currency system.
-rough the review of transaction information and the su-
pervision of digital currency circulation, the national regulatory
agency can accurately grasp the monetary policy and credit
policy in real time, and then scientifically and comprehensively
calculate the policy implementation status, and adjust relevant
policies in time according to changes in the situation; It can
promote the publicity, openness, and integrity of digital cur-
rency transactions as a whole by establishing an overlying
public credit system.

4.5. Efficiency Analysis. Intermediaries such as digital
currency trading platforms or traditional financial insti-
tutions and certain nonfinancial industries which are likely
to participate in the flow of digital currency transactions
should keep records and report suspicious transactions.

-e specific methods include conducting due diligence on
customer identity and storing customer identity infor-
mation. -e public key address, account, transaction na-
ture, date, and amount involved in the transaction are
helpful for monitoring transactions, recording suspicious
transaction information, and combining the information
on the blockchain ledger for more accurate recording. In
order to prevent unqualified financial institutions from
participating in the payment and settlement system, the
access system sets specific conditions so that only payment
and settlement participants who meet the corresponding
conditions are allowed to be the counterparty of payment
and settlement. -e efficiency analysis result is shown in
Figure 13. As the transparency and intensity of supervision
have been greatly improved and the legal digital currency
relies on advanced Internet technology, it can better
identify the relevant conditions of financial institutions
involved in payment and settlement and strengthen pru-
dential supervision. -e consensus mechanism used in the
public chain part of the system is DPoS, and the consortium
chain part uses CPBFT. Both consensus mechanisms are
based on voting. -e system state is determined according
to the choice of the majority of nodes in the system, without
the need for additional proof of work. -e computational
overhead of the system mainly occurs in the verification
and encryption of transactions. In the process of verifying
the block, each alliance chain node needs to encrypt and
compare the transactions packaged into the block. -is
process uses a public key cryptographic algorithm, which
has a high time complexity. Each node has basically the
same demand for computing power, and there will be no
system security problems and decentralized performance
caused by the concentration of computing power. To
achieve consistency within the alliance chain, nodes need to
broadcast multiple times to achieve information interac-
tion between the two. -e communication complexity is
O(n), where n is the number of nodes. -e system is
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Figure 13: Efficiency analysis results.
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designed so that each participant can control multiple
nodes proportionally. -e more the number of nodes, the
stronger the antiattack ability of the system, but the
communication overhead will also increase. -e system
maintains two blockchains at the same time. Compared
with a single chain system, the communication between
some nodes of different systems is increased. If the nodes of
the alliance chain and the public chain communicate with
each other, the complexity of the communication is
O(n, m), where n is the number of nodes in the alliance
chain, mm is the number of nodes in the public chain, and
m may be multiples of n, so the pair can be appropriately
relaxed. -e communication requirements between two
blockchain nodes can reduce the communication com-
plexity to O(m). -e supervisable digital currency system
uses CPBFT and DPoS improved in this research. -e
characteristics of these two consensus mechanisms are that
the block generation interval is short and the system
transaction throughput is high, so there is no system
bottleneck caused by increasing the system scale in the
consensus mechanism.-e correlation coefficient matrix of
the independent variables is shown in Table 10. -e unit
root test results of the time series are shown in Table 11.

5. Conclusion

-is research mainly discusses the intelligent digital cur-
rency and dynamic coding service system based on the
Internet of -ings technology. To a certain extent, digital
currency can help save currency issuance and circulation
costs, improve the effectiveness of monetary policy, accel-
erate the pace of development to a cashless society, and
adopt effective methods for promotion and application. It is
expected that digital currency will be widely used by all
people, thereby contributing to building a robust and effi-
cient new financial system. At the same time, the current

status of the use of digital currencies at home and abroad is
also analyzed. -e digital currency market is frequently
traded. According to the traditional trading market, digital
currency is an active market, but the currency value stability
of digital currency is poor.

-is research is mainly based on the RDCAR algorithm
to realize the traceability of the route discovery process of the
wireless network initiated and completed within the alliance
chain, and finally the results of the transaction traceability
can be seen.-e goal of retroactive transactions is generally a
transfer-out transaction because the initiator of a complete
transaction on the transfer-out exchange is the owner of the
transfer-out transaction address, and the identity of the
initiator can be queried. If no one spends it for a transfer-in
transaction, it cannot get the owner of the transaction.When
searching for a transaction, according to the query trans-
action serial number, it traverses the plaintext of transaction
information saved in the block, finds the block containing
the same serial number, decrypts the transaction, finally
finds the transaction, and displays the complete record in the
transaction.

When the intermediate node receives the RREQ mes-
sage, first, to avoid loops, check whether the same RREQ
message has been introduced. If it is received, discard it.
Otherwise, buffer the message and append its own neighbor
node list, corresponding to the signal-to-noise ratio of the
channel link, and update RREQ message and broadcast it.
-e payment cipher is managed by the bank. When the user
opens an account, the bank registers and sends it to the user,
and the key is generated by the algorithm chip, and the
public key is stored in the bank’s back-end server. When the
bill is delivered to the bank, the bank enters the various
elements of the bill on the counter terminal and transmits it
to the verification machine through the bank network for
verification. If the verification is correct, it indicates that the
bill is indeed issued by the customer, and the bill elements
are correct, so you can make payment. -e public chain and
alliance chain node operation agreement maintains the
operation of the Internet of -ings system. -e alliance
chain node generates new blocks at a time interval of 30 s.
When the node cannot complete the block generation within
30 s, it will rotate to the next node.
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Table 10: -e correlation coefficient matrix of the independent
variables.

X variable
Y variable INF LNC LNY R P V

INF 1.000 −0.129 −0.132 0.730 0.180 −0.470
LNC −0.129 1.000 0.999 −0.473 −0.363 0.876
LNY −0.132 0.999 1.000 −0.473 −0.352 0.878.
R 0.730 −0.473 −0.473 1.000 0.707 −0.670
P 0.180 −0.363 −0352 0.707 1.000 −0.287
V 0.470 0.876 0.878 −0.670 −0.287 1.000

Table 11: Time series unit root test results.

Variable (c, t, n) ADF inspection
value

Critical
value Conclusion

lny (0, 0, 0) 6.962 −1.966 Smooth
Δ lny (c, 0, 0) −2.998 −1.956 Nonstationary
Inf (c, 0, 0) −1.627 −1.956 Nonstationary
Δinf (c, 0, 0) −3.809 −1.956 Smooth
p (c, 0, 0) −0.182 −1.956 Nonstationary
Δp (c, 0, 0) −3.898 −1.956 Smooth
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Lung nodules are an early symptom of lung cancer. ,e earlier they are found, the more beneficial it is for treatment. However, in
practice, Chinese doctors are likely to cause misdiagnosis. ,erefore, deep learning is introduced, an improved target detection
network is used, and public datasets are used to diagnose and identify lung nodules. ,is paper selects the Mask-RCNN network
and uses the dense block structure of Densenet and the channel shuffle convolutionmethod to improve theMask-RCNN network.
,e experimental results prove that proposed algorithm is extremely effective.

1. Introduction

Pulmonary nodules [1, 2] are the result of the competition
between unknown antigens and the body’s cellular and
humoral immune functions. It is very harmful to the human
body. It is an early manifestation of lung cancer [3]. It
usually appears as a circle in medical imaging. Shape or
round shape, the lung tissue is complex, and it is difficult to
distinguish lung nodules from blood vessels and bronchus in
chest tissue very accurately based on the experience of
clinicians and film readers. Vascular adhesion type and
subpleural type are even more difficult in the screening of
lung cancer.

In recent years, with the development of computer vision
[4, 5] and artificial intelligence, the application of machine
learning in medical image detection [6, 7] has also increased,
among which machine learning is used in lung nodule
detection the target detection network in deep learning [8, 9]
can accurately locate the location of the region of interest
and return its category. ,e common ones are R-CNN [10]
series, SSD, and YOLO [11] series, among which R-CNN
series mainly include R-CNN, fast R-CNN [12, 13], faster
R-CNN, and Mask R-CNN [14, 15]. ,e advantage of the
R-CNN series of target detection networks is that the

detection accuracy is high, but the disadvantage is that the
detection time is long. ,e later SSD and YOLO series
networks have fast detection speeds, but the accuracy is low;
the accuracy of the YOLO-V3 network [16, 17] has been
greatly improved. In terms of comprehensive detection
speed and detection accuracy, YOLO-V3 network is often
used.

In this paper, the YOLO-V3 target detection network in
deep learning is selected and the network is improved. ,e
reference network in the YOLO-V3 network is replaced with
the SEnet network [18, 19], and the LIDC-IDRI public tu-
berculosis dataset [20] is used as the training dataset of the
network. ,e trained network surpasses other target de-
tection models and the unimproved YOLO-V3 network in
many performances.

,e rest of the paper is organized as follows. In Section 2,
we introduce R-CNN network. In Section 3, an example is
given to demonstrate the effectiveness of our method. In
Section 4, the conclusions and future directions are given.

2. Network Improvement

,is paper selects the mask R-CNN network, which has a
higher accuracy rate in the field of medical imaging among
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many models. ,e following introduces the Mask R-CNN
network and its specific improvement methods.

2.1. Introduction to theDataset. ,is paper selects the LIDC-
IDRI public tuberculosis dataset as the training set of the
network. ,e dataset is composed of chest medical image
files (such as CT and X-ray film) and corresponding diag-
nosis result lesion labels. ,e data was collected by the
National Cancer Institute (National Cancer Institute) in
order to study early cancer detection in high-risk pop-
ulations. ,is dataset contains a total of 1018 research ex-
amples. For the images in each example, four experienced
thoracic radiologists performed a two-stage diagnosis and
annotation. In the first stage, each physician independently
diagnosed and marked the location of the patient. ,ree
categories were marked: (1) ≥3mm nodules, (2) <3mm
nodules, and (3) ≥3mm nonnodules. In the subsequent
second stage, each physician independently reviewed the
labels of the other three physicians and gave their final
diagnosis results. Such two-stage labeling can label all results
as completely as possible while avoiding forced consensus.
,e image file is in Dicom format, which is a standard format
for medical images. In addition to image pixels, there are
some auxiliary metadata such as image type, image time, and
other information. A CT image has 512× 512 pixels. Figure 1
is two randomly selected CT images.

2.2.Mask R-CNNNetwork. ,e detection of medical images
pays more attention to the model performance. When the
speed can meet the requirements, a network with higher
detection accuracy should be selected as far as possible. ,e
Mask R-CNN network is a highly accurate network, and its
specific structure is shown in Figure 2.

Among them, CNN represents the benchmark network
of theMask R-CNN network, RPN represents the generation
of the suggestion window network, ROIAlign represents the
use of bilinear interpolation to obtain the region in the
feature map corresponding to the ROI in the original image,
the correspondence between the coordinates is preserved,
and the mask branch represents FCN Internet.

It can be seen from the network structure that the mask
R-CNN network finally outputs the results through two
branches, the first branch outputs the background and object
segmentation results, and the second branch outputs the
classification and coordinate results. However, the bench-
mark network of the mask R-CNN network is the residual
network, and it is not the best.

2.3. ImproveMask R-CNNNetwork. Densenet network is an
improvement of residual network, which is a convolutional
neural network with dense connections. In this network,
there is a direct connection between any two layers, that is,
the input of each layer of the network is the union of the
outputs of all previous layers, and the feature map learned by
this layer will also be directly passed to all subsequent layers
are used as input. Figure 3 is a schematic diagram of
Densenet’s dense block.,e structure of a block is as follows,
which is the same as bottleneck in the residual.

,e Densenet network is made up of dense blocks, and
its specific structure is shown in Figure 4.

,is paper selects the Densenet network as the reference
network of the Mask R-CNN network, but the convolution
method of the Densenet network will cause a lot of waste,
and the experiment in this article is run on 3 GPUs, using the
packet convolution method, in the packet volume. It is
difficult to realize the information exchange between groups
in the product. At the same time, the convolution method of
the Densenet network will also cause a large amount of
parameters. ,erefore, this article uses the channel shuffle
convolution method to reduce the amount of Densenet
network parameters while also solving the grouping volume.
,ere are many ways of product defects.

,e convolution method in channel shuffle convolution
is not the same as the convolution of the Densenet network.
In the convolution of the Densenet network, a set of con-
volution kernels is responsible for a set of feature maps,
while in the channel shuffle convolution, a convolution
kernel is responsible for a feature map, which can greatly
reduce the amount of parameters, but this will cause the loss
of information between the same group of data. ,e shuffle
operation can solve the problem of noncommunication of
information in the group, and the shuffle operation can solve
the problem of group and group convolution., the defect of
not communicating information between groups. Figure 5 is
a schematic diagram of channel shuffle, where input rep-
resents the input, GConv represents a grouped convolu-
tional layer, Feature represents the feature map, and Output
represents output.

Figure 5(a) represents a grouped convolution, and three
colors represent three groups. It can be seen that there is no
information exchange between each group of grouped
convolution, and Figure 5(b) is the application of shuffle
process, and it can be seen that there is an order to exchange
information. Figure 5(c) is after shuffle is applied, and it can
be seen that there are other groups of information between
each group.

Change the convolution mode in the Densenet network
to the channel shuffle convolution mode to get an improved
network D-ShuffleNet network. In this paper, the D-Shuf-
fleNet network is used as the reference network of the Mask
R-CNN network to obtain the Per-T Mask R-CNN-II
network.

To verify that the improvements made in this article are
correct, four groups of networks are used to verify on the
same small dataset. ,e four networks are Pre-T +Mask
R-CNN-II improved by adding D-ShuffleNet network. ,e
Pre +Mask R-CNN-II improved by the Densenet network,
Mask R-CNN-II, and Mask R-CNN networks that only use
the channel shuffle convolution method; the results are
shown in Figure 6.

2.4. Network Training Strategy

2.4.1. Activation Function. Common activation functions
include sigmoid, TANH, and Relu. ,e sigmoid function
formula is as follows:

2 Complexity
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f(x) �
1

1 − e
− x, (1)

in which x represents the input and represents output.
,e output range from formula (1) is (0, 1), which is not a
0-centralized distraibution. During backpropagation, it is
completely positive, so it will cause the weight parameter
to update. ,e updated value is completely positive or
completely negative. When the gradient is in the second
or fourth quadrant, it will be difficult to find the optimal
gradient. At the same time, since the gradient is close to 0,
when the absolute value of the output value is large, the
problem of gradient disappearance will be caused, and the
sigmoid function will not be considered in general.

Equation (2) is the TANH function, which is better than
the SIGMOID function:

f(x) �
1 − e

− 2x

1 + e
−2x

. (2)

It can be concluded from the formula that the output
range of the tanh function is (−1, 1), which solves the
problem that the sigmoid function cannot be distributed
with 0 centralization, but it still does not solve the problem of
vanishing gradient.

Equation (3) is the Relu function, which solves the
problem

f(x) �
x, x> 0,

0, x≤ 0.
 (3)

It can be concluded that when the input is greater than 0,
the gradient is always 1, which solves the problem of gradient
disappearance. However, some parameters with input less
than 0 are all dead, and the output is 0.

To solve the shortcomings of the Relu function, im-
provements were subsequently made. LReLU, PReLU,
RReLU, and ELU appeared successively. ,e core idea of
these four functions is to make the output not 0 when the
output is less than 0 and then solve the parameter less than 0.
For the death problem, this article uses the ELU transfer
function:

f(x) �
α e

x
− 1( , x< 0,

x, x> 0.
 (4)

2.4.2. Learning Rate. ,e initial value of the learning rate is
usually set to 0.01, and it should be determined according to
the actual situation. ,e usual practice is to set it to 0.01, and
then initially iterate for about 10 epochs, generally checking
the loss function and the transformation trend of accuracy if
the loss can be reduced as well as increasing the accuracy
rate; it means that the initial learning rate is generally
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Figure 5: Schematic diagram of channel shuffle. (a) Grouped convolution. (b) Apply shuffle. (c) shuffle effect.
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appropriate. We can try several times to choose a good initial
learning rate.

,e most common learning method is the step
learning method. ,e learning rate is attenuated to one-
tenth of the original every certain step size, which gen-
erally meets the requirements of a large learning rate in
the early stage of training and a small learning rate in the
later stage of training. As the gradient reaches a plateau,
the training loss will be more difficult to improve. A
saddle point is a point where the derivative of the
function is zero but is not a local extremum on the axis.
,e difficulty of reducing loss comes from the saddle
point, not the local minimum. If the training does not
improve the loss, we can change the learning rate of each
iteration according to some periodic function.

,is article chooses the Warm Restart (Warm Restart)
proposed by Loshchilov and Hutter and improves it
accordingly. ,is method uses a cosine function as a
periodic function and restarts the learning rate at the
maximum value of each period. ,e improvement of this
paper is to change the learning rate every certain step size
so that the learning rate changes in a decreasing cosine
manner. ,is improvement has a better application in the
later stage of training.

2.4.3. Loss Function and Regularization. Loss functions
generally include mean square error, maximum likeli-
hood error, maximum posterior probability, cross-en-
tropy loss function, cross-entropy function, and mean
square error is an earlier loss function definition method,
which measures the corresponding dimensions of the two
distributions the sum of differences, the maximum
likelihood error is from the perspective of probability, the
model parameter theta that can perfectly fit the training
example is solved, so that the probability p (y|x, theta) is
maximized and the posterior probability is maximized,
that is, ,e maximum probability p (theta|x, y) is actually
equivalent to the maximum likelihood probability with a
regularization term. It considers prior information and
prevents “overfitting” by constraining the size of pa-
rameter values and the cross-entropy loss function
measuring the similarity of two distributions p and q.

,is paper chooses a relatively good cross-entropy loss
function; formula (5) is the cross-entropy loss function
formula:

C � −
1
n


x

[y ln a +(1 − y)ln(1 − a)], (5)

in which, y is the expected output and a is the actual output
of the neuron.

Regularization is added in this article to prevent overfitting.
Common regularizations include L1 regularization terms and
L2 regularization term. In this paper, L2 regularization term is
selected. Equation (6) is the objective function formed by
adding L2 regularization term, which is the weight attenuation,
and set to 0.9:

L � C +
λ
2n


w

w
2
. (6)

2.4.4. Optimizer. Common optimizers include SGD, Mo-
mentum, Nesterov, RMSprop, and Adam. Among them,
SGD is the earliest optimization method, but SGD is easy to
converge to the local optimum, and in some cases may be
trapped at the saddle point. Momentum can determine the
relevant direction, accelerates SGD, suppresses oscillation,
and speeds up the convergence, but it cannot improve the
sensitivity adaptively. Nesterov and RMSprop also have
certain shortcomings. ,e best optimization method now is
the Adam optimization method. ,is article selects the
Adam optimization method.

Adam is essentially RMSprop with a momentum term,
which uses the first-order moment estimation and second-
order moment estimation of the gradient to dynamically
adjust the learning rate of each parameter. ,e main ad-
vantage of Adam is that, after bias correction, each iteration
of the learning rate has a certain range, making the pa-
rameters more stable.

,is article chooses the Adam optimizer, which uses the
first-order moment estimation and the second-order mo-
ment estimation of the gradient to dynamically adjust the
learning rate of each parameter. ,e main advantage of
Adam is that, after bias correction, each iteration of the
learning rate has a certain range, which makes the param-
eters relatively stable. ,e update formula is as follows:

mt � β1 ∗mt−1 + 1 − β1( ∗gt,

vt � β2 ∗ vt−1 + 1 − β2( ∗g
2
t ,

mt �
mt

1 − βt
1
,

vt �
vt

1 − βt
2
,

θt+1 � θt −
η

��
vt


+ ε
∗ mt.

(7)

3. Experimental Results

Practice is carried out using the Pytorch framework; training
is carried out using the Adam optimizer and selecting the
ELU function for the activation function. ,e convolution
method in the Densenet network is changed to the channel
shuffle convolution method, and the network D-ShuffleNet
is improved.

,is article conducted 7 sets of comparative experi-
ments, namely, Pre-T +Mask R-CNN-II improved by
adding D-ShuffleNet network and Pre +Mask R-CNN-II
improved only by Densenet network, using only channel
shuffle convolutionMask R-CNN-II, Mask R-CNNnetwork,
YOLO-V3 network, Fast R-CNN network, and SSD net-
work, it uses the same dataset for training. After training, the
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experimental results of 7 sets of experiments are obtained. In
this paper, mAP and ROC curves are used as evaluation
criteria to analyze and evaluate the network results. AP in
mAP refers to the area of the P-R curve of each class, mAP is
the average of all APs, P in the P-R curve refers to precision,
which is accuracy, and R refers to recall, which is the recall
rate. ,e above concepts can be derived from the concept of
confusion matrix. ,e confusion matrix table of classifica-
tion results is shown in Table 1.

,e formulas of recall rate and accuracy rate are shown
in equations (8) and (9):

R �
TP

TP + FN
, (8)

P �
TP

TP + FP
. (9)

Table 2 shows the specific values of the seven groups of
models after training, including the AP value andmAP value
of each category.

,e order of mAP size in Table 2 is Pre-T +Mask
R-CNN-II, Pre +Mask R-CNN-II, Mask R-CNN-II, Mask
R-CNN, YOLO-V3, Faster R-CNN, and SSD.

It can be seen from Table 2 that the training effect of the
Pre-T +Mask R-CNN-II model is the best, indicating that
the network proposed in this paper is suitable for lung
nodule target detection.

Regarding model evaluation criteria, in addition to the
most commonly used ones, it is often necessary to evaluate
the model through the ROC curve. ROC space defines the
false positive rate (False Positive Rate, FPR) as the X-axis,
and the true positive rate (True Positive Rate) Rate, TPR for
short) is defined as the Y-axis. ,ese two values are cal-
culated from the four values in Table 1.

For TPR, in all samples that are actually positive, the
ratio of correctly judged positive is

TPR �
TP

TP + FN
. (10)

For FPR, among all samples that are actually negative
examples, the ratio of falsely judged positive examples is

FPR �
FP

FP + TN
. (11)

,e ROC curve can reflect the performance of the model
well, and its area is AUC. ,e larger the AUC value, the
better the performance of the model. Figure 7 is the ROC
curve .

After calculation, the area of Pre-T +Mask R-CNN-II,
Pre +Mask R-CNN-II, Mask R-CNN-II, Mask R-CNN,
YOLO-V3, Faster R-CNN, and SSD is 0.942, 0.935, 0.916,

0.902, 0.893, 0.882, and 0.877, which are consistent with the
results obtained by the mAP evaluation system.

4. Conclusions

,is paper proposes a new network D-ShuffleNet network,
by combining the Densenet network and channel shuffle
convolution method, and then proposes a new target de-
tection network. ,rough the last seven sets of comparative
experiments, it is proved that the network proposed in this
paper has better performance than other networks. All are
good, but the network still has room for improvement. ,e
next step is to improve the network performance and im-
prove the recognition accuracy.

Data Availability

,e data used to support the findings of this study are in-
cluded within the article.
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Table 1: Confusion matrix of classification results.

,e true situation
Forecast result

Positive example (P) Counterexample (N)
Positive example (P) TP (real case) FN (false counterexample)
Counterexample (N) FP (false positive) TN (true negative example)

Table 2: Results of each model.

mAP
Pre-T +Mask R-CNN-II 0.927
Pre +Mask R-CNN-II 0.921
Mask R-CNN-II 0.907
Mask R-CNN 0.893
YOLO-V3 0.881
Faster R-CNN 0.871
SSD 0.865
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In the complex environment, the suddenly changing structural parameters and abrupt actuator failures are often encountered, and
the negligence or unproper handling method may induce undesired or unacceptable results. In this paper, taking the suddenly
changing structural parameters and abrupt actuator failures into consideration, we focus on the robust adaptive control design for
a class of heterogeneous Takagi–Sugeno (T-S) fuzzy nonlinear systems subjected to discontinuous multiple uncertainties. -e key
point is that the switch modes not only vary with the system time but also vary with the system states, and the intrinsic
heterogeneous characteristics make it difficult to design stable controllers. Firstly, the concepts of differential inclusion are
introduced to describe the heterogeneous fuzzy systems. Meanwhile, a fundamental lemma is provided to demonstrate the criteria
of the boundness for a Filippov solution. -en, by using the set-valued Lie derivative of the Lyapunov function and introducing a
vector of specific continuous functions, the closed-loop T-S fuzzy differential inclusion systems are proved to be ultimately
bounded. -e sufficient conditions for system stability are derived in term of linear matrix inequalities (LMIs), which can be
solved directly. Finally, a numerical example is provided to illustrate the effectiveness of the proposed control algorithm.

1. Introduction

As it is well-known, the T-S fuzzy model is a powerful tool
for the analysis and control design of nonlinear systems
[1–4]. -erefore, a great wealthy of results has been achieved
for T-S fuzzy systems in the past decades. In [5], the pa-
rameterized linear matrix inequality technique has been
investigated for T-S fuzzy control systems. In [6], by using
the LMIs and sum-of-squares-based approach, an output
regulator has been constructed for the polynomial fuzzy
control systems. In [7, 8], two fuzzy sliding mode control
methods have been developed for the T-S fuzzy systems
suffering from both matched and unmatched uncertainties.
-e fault-tolerant control approaches for T-S fuzzy non-
linear systems have been investigated in [9, 10]. As a further

development, a finite-time fault-tolerant control structure of
T-S fuzzy nonlinear systems has been synthesized in [11].
-e event-triggered control structures for T-S fuzzy non-
linear systems can be found in [12, 13]. In [14, 15], the robust
filters have been constructed for continuous and discrete-
time T-S fuzzy systems, respectively. For the delayed T-S
fuzzy systems with and without stochastic perturbations, the
stability analysis and stabilization methods have been pro-
vided in [16, 17]. Chang et al. [18] focused on the robust
adaptive control design for a class of heterogeneous T-S
fuzzy nonlinear systems subjected to discontinuous multiple
uncertainties.

It is also well-known that the uncertainties and distur-
bances are often encountered in many practical systems. In
[19, 20], the active disturbance rejection control methods
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have been reported for the nonlinear systems with uncer-
tainties. In [21–24], several antidisturbance controllers have
been synthesized by constructing the disturbance observers.
-e composite antidisturbance controllers can be found in
[25–29]. Aiming at the uncertainties existing in the quan-
tized control systems, several robust and adaptive controllers
have been proposed in [30–32]. For the unknown nonlin-
earities existing in the control systems, fruitful results have
been reported. In [33], a fuzzy adaptive output feedback
controller has been proposed for the multi-input and
multioutput nonlinear systems with completely unknown
nonlinear functions. For a class of switched stochastic
nonlinear systems in a pure-feedback form, a fuzzy observer
is constructed to approximate unmeasurable states in
[34, 35]. In [36], an adaptive fuzzy tracking control problem
has been investigated for a class of nonstrict-feedback sys-
tems with unmeasured states and unknown nonlinearities.
For the state constrained control systems with unknown
nonlinear functions, two adaptive control results have been
reported in [37, 38]. In [39], the problem of adaptive neural
finite-time tracking control for uncertain nonstrict-feedback
nonlinear systems with input saturation has been studied.

In spite of the progress, in the aforementioned control
results, a vital problem on heterogeneous uncertainties, in
the sense that the parameters and the structures of the
uncertainties keep switching with both the system time and
the system states, was omitted.-is kind of uncertainties and
system nonlinearities are often encountered in many
physical systems [40,41], and it is of significant importance
to develop an effective controller for the heterogeneous
uncertain nonlinear systems. When system-state-based
switching uncertainties and system structures are taken into
consideration, the traditional analysis and control methods
become invalid. Furthermore, the control approaches of
conventional switched systems cannot be applied neither
because most of the switched systems are required to be

purely time-based [42–44]. Moreover, when the fuzzy
modeling methods and fuzzy control strategies are intro-
duced in the heterogeneous uncertain system, the control
design problem becomes more challenging and interesting.
As far as the authors know, no results have been reported for
the T-S fuzzy systems subjected to heterogeneous uncer-
tainties and system structures. For the purpose of improving
the practicability of the proposed algorithm, the abruptly
changing actuator faults are also considered. Motivated by
the above considerations, this paper is committed to develop
an effective control structure for the T-S fuzzy heteroge-
neous systems with discontinuous multiple uncertainties
and abruptly changing actuator faults. Compared to the
existing literature, the main contributions of this paper are as
follows:

(i) To the best of the authors’ knowledge, it is the first
control solution for the T-S fuzzy systems subjected
to heterogeneous uncertainties and system struc-
tures, which keep switching with both the system
time and the system states.

(ii) A fundamental lemma is provided to demonstrate
the criteria of the boundness for a Filippov solution,
establishing the mathematical fundamentals for the
adaptive control of differential inclusion systems.

(iii) By proposing a specific vector of continuous
functions, the closed-loop multivariable T-S fuzzy
differential inclusion systems are proved to be ul-
timately bounded for the first time.

2. Problem Formulation and Preliminaries

2.1. Problem Statement. Consider the following T-S fuzzy
nonlinear systems.

Plant Rule: IF θi,1(t) is μi,1, θi,2(t) is μi,2, . . . and θi,p(t) is
μi,p, THEN

_x(t) �

f
1
i ( t, x( t ) ) + A

1
i x + Biu, if ( t, x( t ) ) ∈ G1,

f
2
i ( t, x( t ) ) + A

2
i x + ΔAi( t )x + Bi( u + d( t ) ), if ( t, x( t ) ) ∈ G2,

f
3
i ( t, x( t ) ) + A

3
i x + ΔAi( t )x + Bi(Λ( t )u + εu( t ) + d( t ) ), if ( t, x( t ) ) ∈ G3,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(1)

where u(t) ∈ Rm is the input signal of the system and
x(t) ∈ Rn are the system state vector.
θ(t) � [θ1(t), θ2(t), . . . , θp(t)] are the premise variables.
μi,1, μi,2, . . . , μi,p, i ∈ Υ � 1, 2, . . . , r{ } are the fuzzy sets. r is
the number of IF-THEN rules. Gk, k � 1, 2, 3 are the open
connected sets satisfying that ∪ 3k�1Gk � R+ × Rn and
Gk1
∩Gk2

� ∅, ∀k1, k2 ∈ 1, 2, 3{ }, k1 ≠ k2. S � ∪ 3k�1zGk is
of Lebesgue measure zero, where zΩ represents the
boundary set of a set Ω. For
∀i ∈ Υ, k � 1, 2, 3, Ak

i ∈ R
n×n, Bi ∈ Rn×m, andD ∈ Rn×p3 are

all known matrices. fk
i (t, x(t)) is a vector of unknown

nonlinear functions. ΔAi(t) ∈ Rn×n is an unknown matrix
varying with the time.Λ(t) is a time-varying diagonal matrix
of remanent actuator effectiveness and εu(t) is a vector of

actuator deviations when the actuator failure occurs. d(t)

represents the external disturbance. -e symbols used in the
paper can be found in Table 1.

Remark 1. It should be highlighted that system model (1)
can reflect the actual situation of many practical engineering
systems and possesses important research significance. If
(t, x(t)) stays in G1, the system is under a normal condition.
When (t, x(t)) enters G2 from G1, the system uncertainties
ΔAi(t) suddenly appear and external disturbances d(t) grow
rapidly. Finally, if the system states travel into G3, the ac-
tuator faults abruptly come out. Accompanied by (t, x(t))

entering into different regions, the system matrix and the
nonlinear function vector will change.
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It is supposed that θi(t) never depends on u(t), ε(t), and
d(t). Define

hi(θ(t)) �


p

j�1 μi,j θj(t) 


r
i�1

p
j�1 μi,j θj(t) .

(2)

∀i ∈ Υ, j � 1, 2, . . . , p, μi,j(θj(t)) denote the degree of
membership θj(t) in μi,j. hi(θ(t)) is the fuzzy basis function.
Clearly, for any i ∈ Υ, hi(θ(t))≥ 0 and 

r
i�1 hi(θ(t)) � 1.

-erefore, the dynamics of system (1) can be rewritten as
follows:

_x(t) � g(t, x(t)),

g(t, x(t)) �



r

i�1
hi(θ(t))g

1
i (t, x(t)) if (t, x(t)) ∈ G1,



r

i�1
hi(θ(t))g

2
i (t, x(t)) if (t, x(t)) ∈ G2,



r

i�1
hi(θ(t))g

3
i (t, x(t)) if (t, x(t)) ∈ G3,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)

where

g
1
i (t, x(t)) � f

1
i (t, x(t)) + A

1
i x + Biu,

g
2
i (t, x(t)) � f

2
i (t, x(t)) + A

2
i x, +ΔAi(t)x + Bi(u + d(t)),

g
3
i (t, x(t)) � f

3
i (t, x(t)) + A

3
i x + ΔAi(t)x + Bi Λ(t)u(

+ εu(t) + d(t).

(4)

Our control objective is to design an adaptive controller
such that system states x(t) can converge into a desired
compact set in the presence of the discontinuous multiple
uncertainties and abruptly changing actuator faults.

To achieve the control objective, the following as-
sumptions are necessary.

Assumption 1. For any i ∈ Υ, k � 1, 2, 3, fk
i (t, x(t)) satisfy

fk
i (0, x(0)) � 0 and

f
k
i t, x1(t)(  − f

k
i t, x2(t)( 

�����

�����≤ U
k
i x1(t) − x2(t)( 

�����

�����. (5)

Assumption 2. For any i ∈ Υ,

ΔAi(t) � MiΞi(t)Ni, (6)

where Ξi(t) are unknown time-varying matrices satisfying
ΞTi (t)Ξi(t)≤ I and Mi and Ni are known matrices.

Assumption 3. -e discontinuous disturbances di(t) are
Lebesgue measurable and locally bounded, i.e., ‖di(t)‖≤Di,
where Di is an unknown positive constant.

Assumption 4. It is supposed that Λ(t) and εu(t) are both
Lebesgue measurable, and there exist lower and upper bounds
for Λ(t) and εu(t), respectively. In other words, λmin[Λ(t)]

> εΛ > 0, ‖εu(t)‖≤Du. εΛ and Du are positive constants.

2.2. Preliminaries. Consider a nonlinear system:

_x � g(x(t)), (7)

where x ∈ R, g: R × [0,∞)⟶ R is Lebesgue measurable,
essentially locally bounded and uniformly in t. Moreover,
there exist discontinuities in g(x(t)).

Definition 1. A vector x(t) is called a Filippov solution of
differential equation (7) over [0,∞) if x(t) is absolutely
continuous, and for almost everywhere t ∈ [ 0,∞ ),

_x ∈ F[g](x(t)), (8)

where F[g](x(t)) is a upper semicontinuous set-valued
map defined by

F[g](x(t))
Δ
� ∩

ρ>0
∩

μ(N)�0
co
−

g
B(x(t), ρ)

N
 , (9)

where ∩
μ(N)�0

denotes the intersection over sets of Lebesgue

measure zero, co
−

represents the convex closure, and
B(x(t), ρ) � z ∈ Rn|‖x(t) − z‖< ρ 

Definition 2 (see [45]). Given a locally Lipschitz function
V(x(t)), the generalized gradient of V(x(t)) is defined by

zV(x(t)) � co
−

lim∇V x
∗
(t)( |x

∗
(t)⟶ x(t), x

∗
(t) ∉ ΩV ,

(10)

where Ωv is the set of measure zero and ∇V is not defined.
Moreover, the set-valued Lie derivative of a V(x(t)) is
defined as

DV(x(t))
Δ
� ∩
ξ∈zV(x(t))

ξT
F[g](x(t)). (11)

Definition 3. In this paper, the generalized sections for
variables, vectors, and matrices are defined. For a, b ∈ R,
a< b, define ⌊b, a⌋ � ⌊a, b⌋ � [min a, b{ }, max a, b{ }]. For
a, b ∈ Rn, define ⌊a, b⌋ � ⌊b, a⌋ � (⌊ai, bi⌋)n, where ai is the
ith component of a. For A, B ∈ Rm×n, define
⌊A, B⌋ � ⌊B, A⌋ � (⌊Aij, Bij⌋)m×n.

Lemma 1. Consider nonlinear system (7). Suppose g(·) is
Lebesgue measurable and x⟶ g(x(t)) is bounded. Let

Table 1: -e symbols used in the paper.

Variable Implication
θ(t) Premise variables
Gk Open connected sets
zGk Lebesgue measure zero
zΩ Boundary set of a set Ω
fk

i (t, x(t)) Unknown nonlinear functions
Ak

i , Bi, D Known matrices
ΔAi(t) Unknown matrix varying with time
Λ(t) Matrix of remanent actuator effectiveness
εu(t) Vector of actuator deviations
d(t) External disturbance
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V: R × [ 0,∞ )⟶ R be locally Lipschitz and regular such
that

α1(x(t))≤V(x(t)) ≤ α2(x(t)), ∀t≥ 0,

DV(x(t))≤ − c1V(x(t)) + c2,
(12)

where α1(· · ·) and α2(· · ·) are K∞ functions, c1 > 0 and c2 > 0
are constants, x(t) is a Filippov solution of (7) with initial
value x(t0) ∈ Ω2 � x ∈ Rn|‖x‖< r, α2(x)≤ ρ , and r> 0
and ρ> 0 are constants satisfying that
c2/c1 < ρ<min‖x(t)‖�rα1(x(t)). 9en, x(t) is bounded and
converges to a compact set:

Ωf � x ∈ Rn
|V(x)≤

c2

c1
 . (13)

Proof. Define ΩV � x ∈ Rn|‖x‖< r, V(x)≤ ρ . Since
α2(x)≤ ρ⟹V(x)≤ ρ, it is obvious that Ω2 ⊂ ΩV. On the
contrary, with the aid of V(x)≤ ρ⟹ α1(x)≤ ρ, we can
easily get that ΩV ⊂ Ω1. Moreover, considering ρ<
min‖x(t)‖�rα1 (x(t)), we know that Ω1 � x ∈ Rn|α1(x)≤ ρ 

is an interior set of Br � x ∈ Rn|‖x‖< r{ }. Hence,

Ω2 ⊂ ΩV ⊂ Ω1 ⊂ Br. (14)

If V(x(t)) ≤ c2/c1, it is clear that x(t) stays inΩf, which
is x(t) ∈ Ωf ⊂ ΩV ⊂ Br. On the contrary, for any x(t) ∉ Ωf,
we can obtain that V(x(t)) > c2/c1 and _V< a.e.0. Hence,
V(x(t)) is nonincreasing. Furthermore, for any x(t0) ∈ Ω2,
the solution of (7) stays in ΩV, which is x(t) ∈ ΩV ⊂ Br.
-erefore, it can be concluded that the solution of system (7)
is bounded for all t≥ t0. Furthermore, it follows from (12)
that


t

t0

− c1V(x(τ)) + c2 dτ ≤ 
t

t0

_V(x(τ))dτ � V x t0( ( 

− V(x(t))≤V x t0( ( .

(15)

-erefore, 
t

t0
[− c1V(x(τ)) + c2]dτ is bounded for all

t≥ t0. It should be noted that the existence of


t

t0
[− c1V(x(τ)) + c2]dτ can be guaranteed because

− c1V(x(t)) + c2 is locally Lipschitz and regular by defini-
tion. According to Barbalat’s Lemma [46], it can be obtained
that − c1V(x(t)) + c2⟶ 0 as t⟶∞. -erefore, we know
that x(t) will converge into Ωf finally. -e proof is
complete. □

Lemma 2. Given any constant ε> 0 and any vector ξ ∈ Rn,
the following inequality holds:

‖ξ‖<
ξTξ

�������

ξTξ + ε2
 + ε. (16)

Proof. Since ε> 0 and
�������

ξTξ + ε2


> 0, it can be easily get that

ξTξ + ε
�������

ξTξ + ε2


 
2

− ‖ξ‖

�������

ξTξ + ε2


 
2

� 2εξTξ
�������

ξTξ + ε2


+ ε4 > 0.

(17)

Hence, we know that

‖ξ‖

�������

ξTξ + ε2


< ξTξ + ε
�������

ξTξ + ε2


. (18)

By dividing
�������

ξTξ + ε2


in both sides of (18), inequality
(16) can be obtained. -e proof is completed. □

3. Main Results

3.1.ControlDesign. In the following text, the robust adaptive
control problem for the concerned T-S fuzzy discontinuous
nonlinear systems will be addressed.

In view of (3), according to Definition 1, we can get the
following differential inclusion:

_x ∈ 
r

i�1
hi(θ(t)) F fi (t, x(t)) + F Ai x(t)

+ F ΔAi(t) x(t) + BiF[Λ(t)]u(t) + BiF[d(t)],

(19)

where

fi � f
k
i (t, x(t)) if (t, x(t)) ∈ Gk, k � 1, 2, 3,

Ai � A
k
i if (t, x(t)) ∈ Gk, k � 1, 2, 3,

ΔAi(t) �
0 if (t, x(t)) ∈ G1,

ΔAi(t) if (t, x(t)) ∈ G2 ∪G3,

⎧⎨

⎩

Λ(t) �
I if (t, x(t)) ∈ G1 ∪G2,

Λ(t) if (t, x(t)) ∈ G3,

⎧⎨

⎩

d(t) �

0 if (t, x(t)) ∈ G1,

d(t) if (t, x(t)) ∈ G2,

εu(t) + d(t) if (t, x(t)) ∈ G3.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(20)

Define
D � supt≥0‖εu(t) + d(t)‖, ϑ � 1/inf t≥0[λmin(Λ(t))]. Consid-
ering system (19), the control law is designed as follows.

Controller RuleRp,i: IF θ1(t) is μi,1, θ2(t) is μi,2 and . . .

and θp(t) is μi,p, THEN

u(t) � − ϑφϑ(x(t), v(t)),

v(t) � Kix(t) − DφD(x(t)),
(21)

where Ki is the control gain matrix to be designed and ϑ and
D are the estimations of ϑ and D, respectively. -e con-
tinuous functions φϑ(x(t), v(t)) and φD(x(t)) are defined as
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φϑ(x(t), v(t)) � φϑ,1(t), φϑ,2(t), . . . ,φϑ,m(t) 
T
,

φϑ,l(x(t), v(t)) �
vl(t) zl(t)ϑvl(t) 
���������������

zl(t)ϑvl(t) 
2

+ ε2v
 , l � 1, 2, . . . , m,

φD(x(t)) �
B

T
Px(t)

������������������

x
T
(t)PBB

T
Px(t) + ε2D

 ,

(22)

where

B � 
r

i�1
hi(θ(t))Bi, (23)

P ∈ Rn×n is a symmetric positive matrix. εv, εD > 0 are
design constants. zl(t) is the lth component of
z(t) � [xT(t)PB]T.-e adaptive parameters are updated by

_D � ηDx
T
(t)PBφD(x(t)) − ηDσD

D,

_ϑ � − ηϑx
T
(t)PBv(t) − ηϑσϑϑ,

(24)

where ηD, ηϑ > 0 are the gains of adaptive laws and σD, σϑ > 0
are design constants.

Remark 2. Note that it is improper to separately design the
control laws for each Gk, k � 1, 2, 3, and a universal con-
troller has to be developed for all the three modes. In
practical, the condition of multiple uncertainties suddenly
changes or actuator failure abruptly occurs which cannot be
determined easily. Moreover, the condition is concerned not
only with the system time but also with the system states,
which makes this problem more complex. Since the
boundaries of Gk are unknown in practical, the separately
design methods cannot be applied and a universal control
law which is applicable for all the three modes is necessary.
In this paper, Gk, k � 1, 2, 3, are only used for analysis, but
are not used in control design.

Remark 3. -e considered system cannot be controlled by
using the controllers of conventional switched systems pos-
sessing switching signals those only vary with time. -e three
modes of the concerned system are distinguished by using the
conditions concerned with both the system time and the
system states. In this paper, the switchings among the three
modes are more intrinsic and are difficult to be dealt with. In
fact, the proposed controller can degrade into an asynchro-
nous control law ifGk, k � 1, 2, 3 is only concerned with time.
For the consideredGk, the proposed controller can be thought
of as a deep asynchronous controller.

3.2. Stability Analysis. Define ϑ(t) � ϑ(t) − ϑ(t), D(t) �
D(t) − D(t). Combining (19)–(21) yields

_x ∈ 
r

i�1
hi(θ(t)) 

r

j�1
hj(θ(t)) F fi (x(t)) + F Ai + BiKj 

· x(t)) + F ΔAi(t) (x(t)) + BiF[d(t)] − Bi
DφD

· x(t)) + BiF[Λ(t)](u(t)) − Biv(t)( .

(25)

Theorem 1. Consider the closed-loop fuzzy differential in-
clusion (25) under Assumptions 1–4. 9e fuzzy controller is
designed as (21) and the adaptive parameters are updated by
(24). Given scalars α, λ> 0. For any i, j ∈ Υ and k ∈ 1, 2, 3{ },
if there exist matrices P, K such that

Πk
i,j < 0, i � 1, 2, . . . , r,

Πk
i,j +Πk

i,j < 0, 1≤ i< j≤ r,
(26)

where

Πk
i,j �

Πk
i,j,11 P

P −
1
λ2

I

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Πk
i,j,11 � P A

k
i + BiKj  + A

k
i + BiKj 

T
P

+
1
λ2

U
k
i 

T
U

k
i + PMiM

T
i P + N

T
i Ni + αP,

(27)

then, for any initial conditions, the Filippov solution of closed-
loop fuzzy differential inclusion (25) is bounded and converge
to a compact set:

Ωf � x ∈ Rn
|V(x)≤ εf/β , (28)

where

εf �
σDD

2

2
+
σϑϑ
2

+ DεD +
mεv

ϑ
,

β � min α, ηDσD, ηϑ, σϑ .

(29)

Proof. Select a Lyapunov functional candidate as follows:

V(x(t)) �
1
2
x

T
(t)Px(t) +

1
2ηD

D
2

+
1
2ηϑ

ϑ
2
, (30)

where P is a positive definite matrix. According to Definition
2, the set-valued Lie derivative of a V(x(t)) can be taken as

DV(x(t)) � ∩
ξ∈zV(x(t))

ξT
[ψ(x(t), D, v(t)), _D,

_ϑ]
T
, (31)

where
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ψ(x(t), D, v(t)) � 
r

i�1
hi(θ(t)) 

r

j�1
hj(θ(t)) F fi (x(t))

+ F Ai + BiKj x(t) + F ΔAi(t) x(t)

+ F[d(t)] − Bi
DφD(x(t))

+ BiF[Λ(t)]u(t) − Biv(t).

(32)

By defining πfi
, πAij

, πΔAi
, πΛ, and πd such that

πfi
∈

f
k
i if (t, x(t)) ∈ Gk,

⌊fk1
i f

k2
i ⌋ if (t, x(t)) ∈zGk1

∩ zGk2
,

⎧⎪⎨

⎪⎩

πAij
∈

A
k
i + BiKj if (t, x(t)) ∈ Gk,

⌊Ak1
i + BiKj, A

k2
i + BiKj⌋ if (t, x(t)) ∈zGk1

∩ zGk2
,

⎧⎪⎨

⎪⎩

πΔAi
∈

0 if (t, x(t)) ∈ G1,

ΔAi if (t, x(t)) ∈ G2 ∪G3,

⌊0,ΔAi⌋ if (t, x(t)) ∈zG1 ∩ z G2 ∪G3 ,

⎧⎪⎪⎨

⎪⎪⎩

πΛ ∈

I if (t, x(t)) ∈ G1 ∪G2,

Λ(t) if (t, x(t)) ∈ G3,

⌊Λ(t), I⌋ if (t, x(t)) ∈z G1 ∪G2 ∩ zG3,

⎧⎪⎪⎨

⎪⎪⎩

πd ∈

0 if (t, x(t)) ∈ G1,

d if (t, x(t)) ∈ G2,

εu + d if (t, x(t)) ∈ G3,

⌊0, d⌋ if (t, x(t)) ∈zG1 ∩ zG2,

⌊d, εu + d⌋ if (t, x(t)) ∈zG2 ∩ zG3,

⌊0, εu + d⌋ if (t, x(t)) ∈zG1 ∩ zG3,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(33)

we can rewrite (30) as

DV(x(t)) � D1V(x(t)) + D2V(x(t)), (34)

where

D1V(x(t)) � 
r

i�1
hi(θ(t)) 

r

j�1
hj(θ(t)) x

T
(t)Pπfi

+ x
T
(t)PπAij

x(t) + x
T
(t)PπΔAi

x(t) , (35)

D2V(x(t)) � 

r

i�1
hi(θ(t)) x

T
(t)PBiπd − x

T
(t)PBi

DφD(x(t)) + x
T
(t)PBiπΛu(t) − x

T
(t)PBiv(t)  +

1
ηD

D
_D +

1
ηϑ

ϑ _ϑ. (36)

Firstly, the analysis of D1V(x(t)) are given. Since P is
nonsingular, it can be proved that PπΔAi

∈ ⌊0, PΔAi⌋ holds
for all (t, x(t)). Hence, based on Assumption 2, it can be
known that, for any (t, x(t)), xT(t)PπΔAi

x(t) ∈
⌊0, xT(t)PΔAix(t)⌋ and

x
T
(t)PπΔAi

x(t)≤
1
2
x

T
(t)PMiM

T
i Px(t) +

1
2
x

T
(t)N

T
i Nix(t).

(37)

For ( t, x(t) ) ∈ Gk, k � 1, 2, 3, it follows from Assump-
tion 1 that
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πT
fi
πfi
≤ x

T
(t) U

k
i 

T
U

k
i x(t),

PπAij
�
1
2

P A
k
i + BiKj  + A

k
i + BiKj 

T
P .

(38)

By combining (35), (37), and (38), we know that, for
( t, x(t) ) ∈ Gk, k � 1, 2, 3, the following inequality holds:

D1V(x(t)) ≤
1
2



r

i�1
hi(θ(t)) 

r

j�1
hj(θ(t))

x(t)

πfi

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦

T

Φk
i,j

x(t)

πfi

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦,

(39)

where

Φk
i,j �

Φk
i,j,11 P

P −
1
λ2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Φk
i,j,11 � P A

k
i + BiKj  + A

k
i + BiKj 

T
P +

1
λ2

U
k
i 

T
U

k
i

+ PMiM
T
i P + N

T
i Ni.

(40)

By using (26), it can be checked that, for
( t, x(t) ) ∈ Gk, k � 1, 2, 3,

D1V(x(t)) ≤ −
α
2

x
T
(t)Px(t). (41)

On the contrary, for
( t, x(t) ) ∈ zGk1

∩ zGk2
, k1, k2 ∈ 1, 2, 3{ }, it can be proved

that

x
T
(t)PπAij

x(t) ∈ ⌊xT
(t)P A

k1
i + BiKj x(t), x

T
(t)P A

k2
i + BiKj x(t)⌋,

πT
fi
πfi
∈ ⌊ f

k1
i 

T
f

k1
i , f

k2
i 

T
f

k2
i ⌋ ∈ ⌊x

T
(t) U

k1
i 

T
U

k1
i x(t), x

T
(t) U

k2
i 

T
U

k2
i x(t)⌋.

(42)

Accordingly, the following inequalities can be obtained:

x
T
(t)PπAij

x(t)≤maxk∈ 1,2,3{ }x
T
(t)P A

k
i + BiKj x(t),

πT
fi
πfi
≤maxk∈ 1,2,3{ }x

T
(t) U

k2
i 

T
U

k2
i x(t).

(43)

By combining (35), (37), and (43), we know that, for
( t, x(t) ) ∈zGk1

∩ zGk2
, k1, k2 ∈ 1, 2, 3{ },

D1V(x(t)) ≤
1
2



r

i�1
hi(θ(t)) 

r

j�1
hj(θ(t))

x(t)

πfi

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦

T

Ψk
i,j

x(t)

πfi

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦,

(44)

where

Ψk
i,j �

Ψk
i,j,11 P

P −
1
λ2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Ψk
i,j,11 � maxk∈ 1,2,3{ } P A

k
i + BiKj  + A

k
i + BiKj 

T
P

+
1
λ2

U
k
i 

T
U

k
i  + PMiM

T
i P + N

T
i Ni.

(45)

Since (26) holds for any k ∈ 1, 2, 3{ }, we know that, for
( t, x(t) ) ∈zGk1

∩ zGk2
, k1, k2 ∈ 1, 2, 3{ },

D1V(x(t))≤ − α/2xT(t)Px(t) also holds. -en, by con-
sidering (41), it can be concluded that, for any (t, x(t)),

D1V(x(t))≤ −
α
2

x
T
(t)Px(t). (46)

Next texts provide the analysis ofD2V(x(t)). From (33),
we know that, for (t, x(t)),

πd ∈ ⌊0, εu + d⌋,

πΛ,i ∈ ⌊Λi(t), 1⌋,
(47)

where πΛ,i and Λi(t) represent the ith component of πΛ and
Λ(t) on the diagonal line, respectively. Hence, it can be
obtained that, for any (t, x(t)),



r

i�1
hi(θ(t))x

T
(t)PBiπd ∈ ⌊0, x

T
(t)PB εu + d( ⌋,



r

i�1
hi(θ(t))x

T
(t)PBiπΛu(t) ∈ ⌊xT

(t)PBΛ(t)u(t), x
T

(t)PBu(t)⌋.

(48)

From Lemma 2, it is easy to know that
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r

i�1
hi(θ(t)) x

T
(t)PBiπd − x

T
(t)PBi

DφD(x(t)) 

≤D x
T
(t)PB

����
���� − x

T
(t)PB DφD(x(t))

≤D
x

T
(t)PB x

T
(t)PB 

T

���������������������

x
T
(t)PB x

T
(t)PB 

T
+ ε2D

 − x
T
(t)PB DφD(x(t)) + DεD

≤ − Dx
T
(t)PBφD(x(t)) + DεD.

(49)

Meanwhile, simple computation shows that



r

i�1
hi(θ(t)) x

T
(t)PBiπΛu(t) − x

T
(t)PBiv(t) 

� − ϑ
m

l�1
zlπΛ,lφϑ,l(x(t), v(t)) − x

T
(t)PBv(t).

(50)

Since 0< 1/ϑ≤ πΛ,i ∈ ⌊Λi(t), 1⌋, we can get that

− ϑzlπΛ,lφϑ,l(x(t), v(t))

� −
zlπΛ,lϑvl(t) zl(t)ϑvl(t) 

���������������

zl(t)ϑvl(t) 
2

+ ε2v


≤ −
1
ϑ

zl(t)ϑvl(t) 
2

���������������

zl(t)ϑvl(t) 
2

+ ε2v
 .

(51)

Hence, it follows from Lemma 2 that

− ϑ
m

l�1
zlπΛ,lφϑ,l(x(t), v(t)) − x

T
(t)PBv(t)

≤ 
m

l�1
−
1
ϑ

zl(t)ϑvl(t) 
2

���������������

zl(t)ϑvl(t) 
2

+ ε2v
 − zl(t)vl(t)

⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦

≤ 
m

l�1

1
ϑ

− zl(t)ϑvl(t)
����

���� + εv  − zl(t)vl(t) 

≤ 
m

l�1

ϑ
ϑ
zl(t)vl(t) − zl(t)vl(t) +

εv

ϑ
 

≤
ϑ
ϑ
x

T
(t)PBv(t) +

mεv

ϑ
.

(52)

By combining (36) and (49)–(52), it can be obtained that

D2V(x(t)) ≤ − Dx
T
(t)PBφD(x(t)) +

ϑ
ϑ
x

T
(t)PBv(t)

+
1
ηD

D _D +
1
ηϑϑ

ϑ _ϑ + DεD +
mεv

ϑ
,

(53)

where m is the dimension of the system input signal u(t).
Substituting (24) into (53) yields

D2V(x(t)) ≤ − σD
D D −

σϑϑϑ
ϑ

+ DεD +
mεv

ϑ
. (54)

By using the following inequalities,

2 D D≤ − D
2

+ D
2
,

ϑϑ≤ − ϑ
2

+ ϑ2.
(55)

We know that

D2V(x(t)) ≤ −
σD

2
D
2

−
σϑϑ

2

2ϑ
+ εf. (56)

By combining (34), (46), and (56), we know that

DV(x(t))≤ −
α
2

x
T
(t)Px(t) −

σD

2
D
2

−
σϑϑ

2

2ϑ
+ εf, (57)

which means

DV(x(t))≤ − βV(x(t)) + εf, (58)

where β and εf are defined in (29). According to Lemma 1, it
can be proved that the Filippov solution of closed-loop fuzzy
differential inclusion (25) is bounded and converge to Ωf.
-e proof is complete. □

Remark 4. It should be noted that the final compact setΩf can
be an arbitrarily small neighborhood of the origin by adjusting
the control gains and adaptive parameters. Moreover, in most
of the adaptive control results, the ultimate boundness of the
closed-loop control system is finally ensured. However, for the
differential inclusion systems, the criteria of ultimately
boundness have never been provided. Hence, it can be con-
cluded that Lemma 1 lays the mathematical fundamentals for
the adaptive control of differential inclusion systems.

Next, we will provide the computationmethod of control
gain K and matrix P which is necessary in adaptive laws.

Theorem 2. Consider the closed-loop fuzzy differential in-
clusion (25) under Assumptions 1–4. 9e fuzzy controller is
designed as (20), and the adaptive parameters are updated by
(24). Given scalars α, λ> 0. For any i, j ∈ Υ and k ∈ 1, 2, 3{ }, if
there exist matrices Q, Rj such that

Γki,j < 0, i � 1, 2, . . . , r,

Γki,j + Γki,j < 0, 1≤ i< j≤ r,
(59)
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where

Γki,j �

Γki,j,11 Q U
k
i 

T
QN

T
i I

∗ − λ2I 0 0

∗ ∗ − I 0

∗ ∗ ∗ −
1
λ2

I

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

Γki,j,11 � A
k
i Q + QA

k
i + BiRj + R

T
j B

T
i + αQ + MiM

T
i ,

(60)

then, for any initial conditions, the Filippov solution of closed-
loop fuzzy differential inclusion (25) is bounded and converges
to the compact set Ωf. Moreover, if condition (59) is feasible,
it can be obtained that

Kj � RjQ
− 1

,

P � Q
− 1

.
(61)

Proof. Define Q � P− 1 andRj � KjP
− 1. By performing a

congruence transformation to with Πk
i,j, we can get the

following matrix:

Π
⌢ k

i,j �

Π
⌢ k

i,j,11 I

I −
1
λ2

I

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (62)

where

Π
⌢ k

i,j,11 � A
k
i Q + QA

k
i + BiRj + R

T
j B

T
i + αQ +

1
λ2

Q U
k
i 

T
U

k
i Q

+ MiM
T
i + QN

T
i NiQ.

(63)

By performing a Schur complement transformation to
(61), Γki,j can be obtained. Since

Γki,j < 0⇔Π
⌢ k

i,j < 0⇔Π
k
i,j < 0, (64)

we know that (26) is satisfied by using (58). According to
-eorem 1, the boundedness and convergence of the Fili-
ppov solution can be guaranteed.-e proof is complete. □

Remark 5. System who involves state-based switching
usually has more complex dynamic behaviors which mo-
tivates various useful applications, while the construction of
rigorous stability for these systems is challenging. Different
to classic analysis methods in switching systems such as
average dwell time (ADT), differential-inclusion-based ap-
proaches provide feasible alternative solutions to the stability
analysis of stated-based switching systems. Instead of

analyzing the value of the vector field at individual points,
differential-inclusion-based methods focus on the behavior
of vector field at the neighborhood of each point. -is idea is
at the core of constructing continuous Filippov solution
which is a general solution to the original differential
equations, where the discontinuities is covered by set-valued
mapping which is a convex combination of vector field
around them. As a result, rigorous stability result can be
established for discontinuous vector field as long as the
Lebesgue measure of the discontinuities is zero. From the
illustration above, it is clear that, for state-based switching
systems, the superiority of utilizing differential inclusion is
significant.

4. Simulation Study

In this section, we will present a numerical example with two
fuzzy subsystems to demonstrate the effectiveness of the
proposed control method. -e switching regions Gi of
system (1) are defined as

G1 � x ∈ R2
|‖x‖t≥ n1 ,

G2 � x ∈ R2
|0.5t≤ n‖x‖q< h1 ,

G3 � x ∈ R2
|‖x‖t< n0.5 .

(65)

-e system-related matrices are given as follows:

A1
1 �

− 2.7 1.5

0.5 1.2
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,

A1
2 �

− 2.1 0.6

0.2 1.8
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,

A2
1 �

− 1.9 2.3

1.5 2.8
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,

A2
2 �

− 3.6 2.7

0.1 1.5
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,

A3
1 �

− 1.2 0.7

2.1 0.5
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,

A3
2 �

− 2.8 1.7

3.5 1.9
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,

B1 �
− 1.9

3.6
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,

B2 �
− 1.5

2.3
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦.

(66)

-e unknown nonlinear functions are set as
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f
1
1 �

0.016 cos 2x1x2( 

0.022 sin x1 + x2( 

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦,

f
1
2 �

0.018 sin x
2
1 

0.02 cos x
2
2 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

f
2
1 �

0.06 sin x1( cos x2( 

0.025 sin x1
����

���� 

⎡⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎦,

f
2
2 �

0.028 cos x1( cos x2( 

0.025 cos x2
����

���� 

⎡⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎦,

f
3
1 �

0.024 sin x1( cos x2( 

0.025 cos x1
����

���� + x2
����

���� 

⎡⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎦,

f
3
2 �

0.01 sin x1x2( 

0.05 cos x1
����

����x2 

⎡⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎦.

(67)

To compute the control gains, we take

M1 �
0.012 0

0 0.08
⎡⎣ ⎤⎦,

M2 �
0.015 0

0 0.06
⎡⎣ ⎤⎦,

N1 �
0.069 0

0 0.087
⎡⎣ ⎤⎦,

N2 �
0.055 0

0 0.072
⎡⎣ ⎤⎦,

U
1
1 � U

2
1 � U

3
1 �

0.25 0

0 0.25
⎡⎣ ⎤⎦,

U
1
2 � U

2
2 � U

3
2 �

0.3 0

0 0.3
⎡⎣ ⎤⎦.

(68)

By letting α � 2 and λ � 1, we can solve (59) and obtain
that

P �
4.0590 6.9122

6.9122 14.0675
 ,

K1 �
− 5.6326 − 10.8441 ,

K2 � − 9.0548 − 17.6541 .

(69)

3.5
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0
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0 0.5 1 1.5 2 2.5 3 3.5 4
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x1

NN-AC
DOBC
�e proposed method

Figure 1: -e trajectories of the system state x1(t) under NN-AC, DOBC, and proposed method.
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Figure 3: -e trajectories of the adaptive parameters under the proposed method.
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Figure 2: -e trajectories of the system state x2(t) under NN-AC, DOBC, and proposed method.
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In the simulation, the initial values of the system states
and adaptive parameters are set as
x1(0) � 1.2, x2(0) � − 0.5, D(0) � 0, and ϑ(0) � 1. -e cor-
responding adaptive gains and constants are selected as
ηD � ηϑ � 5, σD � σϑ � 2, and εD � εv � 0.001. -e distur-
bance is taken as

d(t) � 20 sin 2πt −
π
6

  + 0.5. (70)

-e actuator-related settings are

Λ(t) � 0.7 + 0.1 sin
t

2
+
π
3

 ; εu � 0.001. (71)

Moreover, to reveal the advantages of the proposed
method, the advanced neural network based adaptive
control method (NN-AC) and the disturbance observer
based control method (DOBC) have been employed in the
simulation experiments. -e parameters of the NN-AC
method are set as ηΘ � 5 and σΘ � 2. -e disturbance ob-
servation gain of the DOBC method is selected as
L � [1.2, 0; 0, 1.2]. -e control gains of the NN-AC and
DOBC methods are set as the same as the proposed method.

-e simulation results are provided in Figures 1–3. It is
obvious that the proposed method can force both x1(t) and
x2(t) to converge towards zero under switching between Gi

Table 2: -e parameters of the three simulation cases.

∖ Switching regions Fault parameters Disturbance parameters

Case 1
G1 � x(t) ∈ R2

|‖x‖≥ 1 

G2 � x(t) ∈ R2
|0.5≤ ‖x‖≤ 1 

G3 � x(t) ∈ R2
|‖x‖≤ 0.5 

Λ(t) � 0.7 + 0.1 sin(t/2 + tπ/3) d(t) � 20 sin(2πt − π/6) + 0.5

Case 2
G1 � x(t) ∈ R2

|‖x‖≥ 1.2 

G2 � x(t) ∈ R2
|0.5≤ ‖x‖≤ 1.2 

G3 � x(t) ∈ R2
|‖x‖≤ 0.5 

Λ(t) � 0.5 + 0.1 sin(t/2 + tπ/3) d(t) � 30 sin(2πt − π/6) + 0.5

Case 3
G1 � x(t) ∈ R2

|‖x‖≥ 1.2 

G2 � x(t) ∈ R2
|0.8≤ ‖x‖≤ 1.2 

G3 � x(t) ∈ R2
|‖x‖≤ 0.8 

Λ(t) � 0.3 + 0.1 sin(t/2 + tπ/3) d(t) � 50 sin(2πt − π/6) + 0.5
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Figure 4: -e trajectories of the system state x1(t) of the proposed method under three cases.
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Figure 6: -e trajectories of the system state D(t) of the proposed method under three cases.
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and finally stay inside a small region near the equilibrium
point. Differently, the NN-AC and the DOBC method will
cause violent shock, demonstrating that these two methods
may possess worse adaptability for the state-dependent
switching regions compared with the proposed method.
Moreover, it can be found that, by using the proposed
method, the adaptive parameters D(t) and ϑ(t) also con-
verge to a stable value after the initial transient. It can be
concluded that, using the proposed method, the closed-loop
stability can be guaranteed even under the worst situations
(where disturbances and actuator faults both occur). -e
advantages of the proposed method can be revealed
therefore.

Furthermore, to show the robustness of the proposed
method, three cases are considered. -e parameters of the
three cases are given by Table 2.

Under the three cases, the simulation results using the
proposed method are given in Figures 4–7. It can be found
that although the switching regions, the fault parameters,
and the disturbance parameters have changed, the proposed
method can still achieve desired control performance.

5. Conclusions

A novel robust adaptive controller is given in this paper for
solving one of the motivating problems in nonlinear fuzzy
systems, that is, to appropriately describe the behavior of the
system and to guarantee the stability of the system under
discontinuous multiple uncertainties and state-based
switching. -e proposed differential-inclusion-based

method provides a constructive procedure for the con-
troller design and analysis of a class of heterogeneous T-S
fuzzy nonlinear systems with suddenly changing struc-
tural parameters and abrupt actuator failures where
switching of system dynamics is related with both time
and system states. -e stability of the resulting closed-
loop differential inclusion system is rigorously discussed
by virtue of introducing a new fundamental stability
lemma for adaptive discontinuous systems, and our re-
sults are validated by carefully designed simulations. It
should be noted that our control scheme can be easily
extended to other T-S fuzzy nonlinear systems with
discontinuities and state-based switching, which may
provide useful insights for further future research.
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Based on the event study method, this paper conducts the analysis on the short-term performance of 1302 major mergers and
acquisitions (M&A) in China from 2006 to 2019 and takes the cumulative abnormal return (CAR) as the measurement index.
After comparing the five abnormal return (AR) calculation models, it is found that the commonly used market model method and
the market adjustment method have statistical defects while the Elman feedback neural network model is capable of good
nonlinear prediction ability. ,e study shows that M&A can create considerable short-term performance for Chinese listed
company shareholders. ,e CAR in window period reached 14.45% with a downward trend, which is the win-win result achieved
through the cooperation between multiple parties and individuals driven by their respective rights and interests in the current
macro-microeconomic environment in China.

1. Introduction

Before 2005, the problem of tradable shares and nontradable
shares existed in China’s stock market. ,e controlling
shareholders who held nontradable shares were not concerned
about the rise and fall of stock price; therefore, the interests of
shareholders holding tradable shares cannot be guaranteed.
,e share-trading reform, launched in 2005 and completed in
2006, made nontradable shares traded, and all shareholders pay
more attention to stock prices. 2006 is known as “the year of
M&A” [1] because listed companies began to improve the stock
price and trading activity through M&A activities.

In 2008, China Securities Regulatory Commission
promulgated “Administrative Measures for M&A of Listed
Companies,” which marked the coming of the era of loose
policies of M&A. Since then, a series of policies has been put
forward to make the M&A activities more market-oriented.

In the following 10 years, M&A activities of listed com-
panies play an important role in different stages of China’s
economic development, structural adjustment, transformation,
and upgrading. However, the volume and amount of M&A
transactions of listed companies increased substantially and
attracted the investors to pursue and hype. In 2019, China
Securities Regulatory Commission revised “Administrative
Measures for M&A of Listed Companies” to strengthen the
supervision, prevent arbitrage through M&A, and promote
M&A rationality. According to the statistics of Wind, the
average amount and number of M&A transactions in China in
2006–2019 were 4.42 trillion Yuan and 5,182, and the number
ofM&A transactions in the past 3 years exceeded 15,000.M&A
has been one of themost important ways of resource allocation
for a long time in China’s capital market [2].

Since the completion of the share-trading reform in
2006, the discussion about whether M&A can produce
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performance and whether it can be used for market value
management have never stopped.

2. Literature Review

2.1. M&A Short-Term Performance Literature

2.1.1. Synergy Effects 0eory. ,e synergy effects theory was
first proposed by Hermann Haken in 1971 and systemati-
cally elaborated in 1976. Since then, it has been applied to the
study ofM&Amotivation theory. According to the efficiency
theory proposed by Jensen and Ruback, the important
motivation of M&A is that the acquirer and acquiree hope to
achieve synergy effects through integration [3], including
management, operation, finance, diversification, and other
types of synergy [4–7]. M&A gains created by synergy effects
will be redistributed among stakeholders, most of which will
be transferred to shareholders of both parties during the
M&A implementation process [8, 9]. In academic research,
the concept of M&A performance is proposed for measuring
the synergy effect, and it is divided into long-term perfor-
mance based on financial index method and short-term
performance in view of the event study method [10, 11]. ,e
research object of this paper is the short-term M&A per-
formance of the acquirer. Namely, the CAR on stocks of
listed companies in the window period before and after the
announcement date is applied as a measure [12].

2.1.2. Research on Short-Term Performance of Foreign M&A.
,e empirical study on the short-term performance of M&A
in foreign academics started early (Table 1), and there is no
consensus on whether M&A can create short-term perfor-
mance. Some scholars believe that M&A brings significant
positive or negative short-term gains to the acquirer, while
others hold that M&A are uncontrollable, which is im-
possible to bring definite short-term performance to the
acquirer.

,is paper argues that the inability to reach a consensus
conclusion is related to five waves of M&A experienced by
Western countries represented by the United States.
Scholars have sufficient M&A samples, and the differences in
sample scope and time span lead to inconsistent conclusions.

2.1.3. Research on Short-Term Performance of Chinese M&A.
,e empirical research on short-term performance of
Chinese M&A started late (Table 2). Due to the speculation
and pursue of M&A related stocks by China’s stock market
for many years, most of the research conclusions focused on
the positive short-term performance, and a small number of
studies draw different conclusions.

,e common feature of short-term M&A performance
research in China is that the sample size is small, the cov-
erage period is short, so the sample representativeness and
conclusion accuracy are affected, which is related to the
objective fact that China’s M&A market develops late and
the sample of M&A events is small. Zhang empirically
analyzed 1,326 M&A events in 1993–2002 based on event
study method and concluded that the M&A had a negative

impact on the acquirer with −16.76% CAR during the
window period. ,is literature is rare M&A performance
research based on larger sample sizes. However, all the event
samples occurred before 2005’s share-trading reform, and
most of them have no exact M&A announcement date. Chen
et al. (2017) found that the share-trading reform had a
positive impact on China’s M&A performance [34], because
the improvement of stock liquidity enhanced the reaction
speed of stock prices to major decisions of company
managers [35]. ,erefore, it is necessary to make further
researches on the short-term performance of China’s M&A
after share-trading reform.

2.2. Literatures of M&A Short-Term Performance
Measurement

2.2.1. Event Study Method. Bruner proposed four mea-
surement methods of M&A performance as follows: the
event study method, the financial index method, the case-
study method, and the management personnel interview
method. Among those, the event study method is one of the
most important methods for scholars to study M&A per-
formance. ,e event study method is a general term for a
series of methods for measuring the degree of influence of an
event on the price of a particular financial asset [36] and has
been widely accepted by scholars after improved by Ball and
Brown [37] and Fama et al. in the study of market effec-
tiveness [38].

,e calculation of the impact of M&A events on stock
prices by abnormal return (AR) has become the mainstream
method for M&A performance research at home and abroad
[39]. AR refers to the return difference between the stock’s
actual return rate and the normal (predicted) return rate
under the assumption without the M&A transactions. ,e
primary task in the calculation of AR is how to design a
model to predict normal return.

2.2.2. Algorithms of AR. ,e AR algorithms commonly
applied by scholars include the market adjustment method
and the market model method [40].,e former assumes that
the normal return is the market index return rate, while the
latter calculates the normal return based on the capital asset
pricing model (CAPM). In addition to utilizing the above
traditional methods, foreign scholars have tried other
methods to improve the accuracy of AR. For instance,
Gregory [41] adopted the market model method, risk- and
size-adjusted model, simple size-adjusted model, and value-
weighted three-factor model proposed by Fama and French
to calculate AR in M&A, finding significant differences in
different AR algorithms. Besides, in the study of 1,164 M&A
events in the United States from 1955 to 1987, Agrawal et al.
[15] utilized the AR algorithms from the studies of Dimson
and Marsh [42], Lakonishok and Vermaelen [43], and
Ibbotson [44].

Almost all of Chinese scholars adopt the market ad-
justment method or the market model method, lacking the
attempt and exploration of the AR algorithm. Zhang
compared the market adjustment method with the market
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Table 1: Overview of short-term performance research on foreign M&A.

Conclusion category Author Time
published

Number of
samples

Sample
year Research conclusion

Positive short-term
performance

Madden Gerald 1981 86 1997–1979

One day before and after the M&A announcement,
the CAR was significantly positive, but when the

window period was extended, the CAR was
significantly reduced [13]

Healy and Palepu 1992 50 1979–1984

Enterprises with highly similar products obtained
more positive M&A performance and are the

acquirees’ capital productivity was raised significantly
[14]

Agrawal et al. 1992 1,164 1955–1987

About half of the acquirer shareholders were able to
obtain a positive CAR, and the CAR gradually

decreased with the extension of the window period
[15]

Humphery-
Jenner and
Powell

2014 17,647 1996–2008

M&A samples from 45 countries showed that the
acquirer created positive short-term performance,
which decreased with the increasing national

governance intensity [16]

Negative short-term
performance

Dodd 1980 172 1973–1976
,e CAR of the acquirer in about half of the sample
during the 2-day window period before and after the
M&A announcement was significantly negative [17]

Higson and
Elliott 1998 830 1975–1990 ,e CAR of the acquirer in window period was

significantly negative [18]

Hans 2006 110 1993–2001
M&A not only brought negative cumulative returns
to the acquirer but also continued to decline as the

window period increased [19]

Uncontrollability

Jarrell. 1988 663 1962–1985

According to the time of M&A announcement, the
samples were divided into three groups; the CAR of
the acquirer was inconsistent among the three groups,

and there was no significant difference [20]

Bruner 2002 N/A 1971–2001
After the summary of 130 classics from 1971 to 2001,
it was concluded that there was uncertainty in the

short-term M&A performance [21]

Yook 2004 75 1989–1993
,e short-term performance for acquirer was not

significant due to the influence of the premium of the
acquisition target [22]

Uddin 2009 373 1994–2003 M&A did not bring significant short-term
performance to the acquirer [23]

Table 2: Overview of short-term performance research on Chinese M&A.

Conclusion category Author Time
published

Number of
samples

Sample
year Research conclusion

Positive short-term
performance

Li and
Chen 2002 349 1999–2000

M&A brought significant wealth increase to the acquirer
shareholders, especially the acquirer shareholders with

larger proportion of national or legal person shares [24].

Liu et al. 2009 749 1998–2004
During the window period, acquirer shareholders received
an average of 1.39% CAR, explaining the conclusion based

on the industry cycle theory [25]

Deng et al. 2011 312 1997–2000
Non-associated M&A created significant returns for the
acquirers, and the associated M&A did not create wealth

for shareholders [26]

Zhang and
Sheng 2016 55 2010–2016

M&A in the Internet finance industry brought significant
positive short-term performance, and mixed M&A

performance was better than horizontal and vertical M&A
performance [27]

Li and
Song 2017 333 2010–2013 M&A created significant short-term M&A gain and

increased as risk investor participation grows [28]
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model method, finding the same conclusion in measuring
M&A performance. In addition to adopting the above two
methods, Cong made an attempted to utilize the listed
company’s return on net assets per share to minus the
market interest rate to calculate the AR [45], which has
become a rare Chinese literature on the AR algorithm
research.

,e market adjustment method and the market model
method have distinct advantages and disadvantages. ,e
former is simple in calculation but lacks theoretical and
statistical basis. ,e latter possesses theoretical basis, but its
hypothesis testing results were rarely discussed systemati-
cally in previous literatures.,e empirical study of this paper
shows that the regression equation coefficients cannot pass
the significance T test, which is related to the nonlinear
characteristics of the stock price series and is ignored usually
due to the passing of F test with the regression equation. In
order to solve the nonlinear problem, this paper designs
another two traditional regression models and one artificial
intelligence model to calculate AR and compares the fitting
effect, prediction accuracy, and significant difference be-
tween the five models, which fills in the literature blank
about AR algorithm. ,e accuracy of AR calculation is the
basis of all the literatures on the application of event study
method, which directly affects the results of events.
,erefore, it is necessary and meaningful to carry out the
research of AR algorithm.

2.2.3. Artificial Neural Network Algorithm. With the con-
tinuous improvement of chaos and fractal theory, consid-
erable studies have proved that the stock price series owns
nonlinear characteristics [46–50], and scholars have begun
to utilize some data mining techniques to solve complex
nonlinear problems [51]. Artificial neural network (ANN) is

an adaptive nonlinear dynamic system composed of a large
number of neurons through extremely flexible and extensive
connections [52], with self-learning, self-organization, and
self-adaption functions, which can reveal the complexities
contained in data samples [53, 54], and has been widely
applied in financial time series studies since the 1990s [55].
Moreover, it has proven to be more suitable for stock
forecasting than traditional linear models [56]. Ican and
Çelik [57] compared 25 literatures based on neural network
predicting stock prices, holding that selecting the appro-
priate stock data (input information) and neural network
structure have an important influence on the fitting effect.
According to the topology of neuron connections, neural
networks can be divided into forward networks (such as BP
neural networks) and feedback networks (such as Elman
neural networks). In contrast to forward network, feedback
networks can achieve information feedback and have as-
sociative memory functions. Weng and Lin [58] compared
the short-term prediction effects from stock prices of three
neural networks (RBF, BP, and Elman).,e empirical results
revealed that the prediction ability of Elman feedback neural
network was higher than that of the other two forward
neural networks.

,e core idea of Elman feedback neural network orig-
inates from the simple recurrent neural network model
proposed by Jeffrey Locke Elman in 1990, consisting of input
layer (L1), hidden layer (L2), connection layer (L3), and
output layer (L4) (Figure 1), which is frequently applied for
dynamic modeling or time series prediction [59]. ,e input
information (XN) enters the hidden layer neurons through
the input layer neurons, and the output information of the
hidden layer is calculated and stored by the connected layer
neurons and then enters the hidden layer as input infor-
mation again, repeating iteratively until the error function
and the weight reach a stable balance state (Figure 2).

Table 2: Continued.

Conclusion category Author Time
published

Number of
samples

Sample
year Research conclusion

Negative short-term
performance

Zhang and
Lei 2003 216 1999–2001

,e wealth of the acquirer shareholders did not increase
due to M&A activity, and the CAR rose first and then
decreased, and the reduction was greater than the increase

[29]

Zhang 2003 1,326 1993–2002 M&A had a negative impact on the acquirer with−16.76%
CAR during the window period [12]

Zhu and
Chen 2016 517 2011–2013

Technology M&A brought significant negative short-term
performance to the acquirer, but the company’s

establishment period and equity concentration were
conducive to improving M&A performance [30]

Uncontrollability

Chen and
Zhang 1999 95 1997

Due to the immature capital market in China, the main
M&A stocks did not show significant fluctuations, and the
stock market did not respond significantly to M&A [31]

Yu and
Yang 2000 18 1993–1995

In the M&A, the enterprise value of the acquirer did not
rise, and the shareholders were not able to obtain returns,
which did not benefit the development of the enterprise

[32]

Yu and Liu 2004 55 2002

,e M&A performance of the acquirer was not significant,
and lacked continuity. From the perspectives of M&A

motives and methods, the causes for the high failure rate of
M&A in China were analyzed [33]
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Among these, the activation functions of the output layer
and the connection layer are linear functions, and the ac-
tivation function of the hidden layer is a nonlinear function
[60].

Since the beginning of this century, Elman neural net-
work has been widely applied in the research on stock
trading strategy and trading timing. Sitte and Sitte dem-
onstrated that the S&P500 index can be predicted, through
applying the Elman neural network [61]; Huang et al. uti-
lized the Elman neural network to forecast the direction of
the stock market and achieved better predictions [62]. Hyun
and Kyung introduced the idea of the genetic algorithm
based on Elman neural network for financial time series
prediction, and the prediction accuracy was further im-
proved [63]. Chinese research on Elman neural network for
stock forecasting started late, and scholars have modified the
structure or parameters of Elman neural network to study
different financial time series predictions. It is agreed that
Elman neural network has better nonlinear prediction ability
[64–66].

3. Data and Methodology

3.1. 0e Innovation of 0is Paper. Scholars inside and
outside China mainly adopt the market adjustment method
and market model method to calculate AR. ,is paper

applies another three models, including the Elman neural
network model, to compare and improve the rigor and
accuracy of AR calculation, which is the first academic at-
tempt. In addition, this paper takes the Chinese share-
trading reform as the starting point and selects almost all
M&A events with trading suspension and resumption as
research sample to study the changes of M&A performance
over the past 14 years, which makes up for the shortcomings
of the small coverage period of Chinese M&A samples.

3.2. Sample Selection. ,is paper collects 2,358 major M&A
events of listed companies from 2006 to 2019 from the Wind
M&A database. ,e remaining 1,302 M&A events are the
total sample, after eliminating 1,056 events failed, unfin-
ished, or in which listed companies as acquiree, or no exact
M&A announcement date due to the small transaction
volume.

3.3. Research Model. ,e short-term M&A performance
indicator adopts the cumulative abnormal return (CAR) of
the window period, which is 21 days around M&A an-
nouncement, marked as (−10, 10) with 0 being the an-
nouncement day. In this paper, five models are applied to
predict the normal return and then calculate the AR. ,e
merits and demerits are compared by three factors: the
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Figure 1: Elman neural network structure diagram.
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determinable coefficient (R2), the root mean-squared error
(RMSE), and the significant difference test. ,e model de-
sign adopts Matlab math software [67].

3.3.1. Market Adjustment Method. Under the market ad-
justment method, it is not necessary to determine the ob-
servation period. ,e market index yield is directly
subtracted from the stock actual return to calculate the AR.
Due to its simple calculation, it is widely applied. As a matter
of fact, this model is to assume the constant term and the risk
coefficient in the CAPM model as 0 and 1, respectively. ,is
assumption is neither theoretical nor consistent with the
reality.

3.3.2. Market Model Method. ,e market model method
equation is given as follows:

Ri � βim ∗Rm + α + ε. (1)

,emarket model method is a unary linear model based
on CAPM theory (equation (1)). It is necessary to predict the
constant term α and the risk coefficient βim according to the
linear relationship between stock return and the market
yield in the observation period. ,is paper makes the im-
provements as follows: first, the observation period of each
M&A event is selected by finding trading day range with
highest correlation coefficient between the stock return and
the market yield before the window period, so as to improve
the goodness of fit. ,e average value of the highest cor-
relation coefficient of all samples in the observation period is
0.6444. If the observation period is set as fixed interval of 50
days before the window period, the average value is 0.5566,
which shows that the linear relationship in the observation
period is significantly improved. Secondly, on the basis of
the first fitting, the noise outliers outside the two standard
deviations near the fitted line are eliminated (Figure 3(d)),
and then the second fitting is performed. ,e confidence
interval (Figure 3(b)) after eliminating abnormal value is
more concentrated than before (Figure 3(a)).

After excluding the outliers, there are only 224 events
whose constant term α and risk coefficient βim both pass the
significance test (0.05), and the average coefficient R2 is
0.5479, indicating that the explanation and prediction ability
of market yield to stock return is weak under the unitary
linear model, which is consistent with the doubts about the
CAPM theory in the previous literature [68]. In this case, this
paper attempts the unary nonlinear model.

3.3.3. Unary Nonlinear Model. ,e unary nonlinear model
equation is given as follows:

yi � β1e
β2/ xi+β3( )( ) + εi, εi ∼ N 0, δ2 . (2)

Considering that the distribution of AR is dense with a
large fluctuation, the negative exponential function (equa-
tion (2)) with the trend of steepness first and then slowness is
selected as the unary nonlinear regression model. ,is paper
makes the improvements as follows: First, in order to cover

the stock return history as much as possible and avoid the
long-term observation period to damage the goodness of
fitting, we take 5 trading days as the step value for each event.
From 30 days before the window period, the observation
period will be gradually expanded forward for fitting. ,e
observation period with the smallest root mean-squared
error (RMSE) is selected as the optimal observation period,
and the average observation period of all samples is 51 days.
Secondly, the second time fitting is eliminated on the basis of
the first fitting, and the improvement effect of the goodness
of fit is significant (Figure 4).

After the elimination of the outliers, there are only 83
events whose all the three parameters β1, β2, and β3 pass the
significance test (0.05), and the determination coefficient R2

is 0.5472, which is mainly due to the fact that it is difficult to
predict the specific analytical formulae of the nonlinear
relationship in practice. In this case, a one-dimensional
polynomial model can be tried to gradually fit the measured
points.

3.3.4. Unary Polynomial Model. Any function can theo-
retically be approximated by a polynomial model by seg-
mentation (equation (3)). Hence, this paper is fitted from
low order to high order, and the improvements are made as
follows: first, each observation period of each M&A event is
performed to fit from the first order to the tenth order.
Secondly, 80 kinds of observation period are selected for
each M&A event, which are 21 days, 22 days . . . 100 days
before the window period. Each event is fitted for 800 times
based on the 1–10 order and 80 observation periods, and the
equation with the smallest RMSE is selected as the optimal
order and the optimal observation period:

yi � p1x
n
i + p2x

n−1
i + · · · + pnxi + pn+1 + εi, εi ∼ N 0, δ2 .

(3)

,e optimal order of all samples is 10, the optimal
observation period is 33 days, and the average coefficient of
R2 is 0.6790. ,e fitting effect is greatly improved. However,
when the model is utilized to predict AR in the window
period, the unreasonable extreme value accounts for 16.70%.
,e high-order polynomial model can only fit the limited
data in observation period, and when data that cannot be
covered in observation period appear in window period, the
amplification function of the high-order items in the model
will destroy the prediction ability. Figure 5(a) illustrates a
better approximation fitting of the fitted curve to the limited
data in the observation period. When the Y-axis display
range is expanded to show the overall trend of the fitted
curve, Figure 5(b) reflects the excessive fluctuation char-
acteristics of the high-order fitting curve. ,erefore, when
the order is limited to the 4th order or less, the extreme value
is basically eliminated. However, the coefficient R2 is re-
duced to 0.0163.

3.3.5. Elman Neural Network Model. ,e purpose of tra-
ditional regression analysis is to find the mapping rela-
tionship between independent variables and dependent
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variables. ,e results of the above four models show that it is
difficult to find analytical expressions that satisfy both the
hypothesis test condition and the predictive ability in
practice. ,e main cause is that the complex relationship in
financial time series is difficult to determine with the
function of the analytical expression. As one of the data
mining techniques, Elman neural network is widely applied
in autonomous learning, associative storage, and high-speed
optimization. ,eoretically, it can handle arbitrary complex
causal relationships, which is suitable for stock return
forecasting.

,e improvements are made in the Elman model as
follows: first, the stock normal return is predicted by input
information with individual stock’s historical returns (E1)
and market yields (E2), respectively. Secondly, the Elman
model memory function is fully applied to cover the stock
return history as much as possible with the observation

period selected from 2 months after listing to before the
window period. ,e average observation period of all
samples is 1,940 days; the maximum number of iterations is
2,000, and the error tolerance is 0.00001. ,e iteration
process is stopped when the mean-squared error (MSE)
reaches the error tolerance. If the error tolerance is not
reached after 2,000 iterations, then the parameters, such as
the weight and activation function corresponding to the
minimum MSE, are taken as the optimal solution. Figure 6
illustrates the process of reducing the MSE to 0.0005 after
2,000 iterations in one of the M&A events.

,e R2 of the Elman model’s fitting with individual stock
return or market yield is 0.9859 and 0.9958, respectively.,e
latter is better than the former. ,is conclusion can also be
obtained from the fluctuation of the residual plot (Figures 7
and 8), indicating that the linkage between individual stock
return and the market yield is stronger than that between
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individual stock return and their own historical return. ,e
fitting effect is shown in Figure 9.

4. Results and Discussions

,e five models have different window yields (Table 3).
When studying the AR in window period, the following
important issues are rarely demonstrated or mentioned: (1)
whether the yield rate during the observation period meets
the assumptions of the classical theory and the regression
model; (2) whether the mean of the AR in the window period
is representative; (3) whether there is a significant difference
between the window period’s AR time series calculated by
the five models; (4) whether the overall trend of the AR in
each year is significant.

4.1. Normality Test of the Yield Rate in Observation Period.
,e financial time series is supposed to obey the normal
distribution, which is almost the common assumption of all
classical theories (such as CAPM theory) and the traditional
regression model because the normal distribution possesses

good additivity. Based on the central limit theorem, the
totality can be considered to obey the normal distribution
when the sample size is greater than 30. In this case, the
hypothesis that the stock yield rate series obeys a normal
distribution is widely dictated with its verification ignored.
Considering the advantages as well as disadvantages of
various methods, this paper utilizes six common normal
distribution test methods (Table 4).

,e data period of yield rate series was taken 50 days
before the window period.,e normality test was carried out
for each individual stock and themarket yield rate series.,e
mean skewness of individual stock and the market was
−0.0242 and −0.8370, respectively. ,e mean kurtosis was
4.6782 and 6.6067 respectively, indicating that the sequence
has a peak fat tail characteristic, which was verified through
utilizing the other four methods. Although the results of JB,
χ2, and Lilliefors are slightly different, the conclusions are
basically the same. Namely, the yield series of large pro-
portion (up to 45.16%) does not obey the normal distri-
bution, and the assumptions of the classical theory and the
regression model are not true. ,erefore, the statistical
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model without normality requirements for the data should
be selected and applied.

,e K-S test results are quite different from other
methods because this paper replaces the population pa-
rameters with sample mean and standard deviation like
other related literature practices. In essence, it has change
the K-S test to Lilliefor test. However, the statistical software
(such as Matlab and SPSS) defaults and utilizes the K-S test
threshold table, and the mismatch between Lilliefor statistic
and K-S test threshold table results in an incorrect con-
clusion [69].

4.2. Representative Test for Abnormal Return Mean. After the
representative test, for each model, all the average ARs of
every day in the window period (the abnormal return in
Table 3) pass the significance test of the 0.005 level.

4.3. Significant Difference Test between the AR of the 5Models.
Although the average daily ARs in the window period under
the five models are representative, the comparison between
average daily ARs cannot infer whether there is a significant
difference between AR series under different models. Since
AR series do not have normality and homogeneity of var-
iance, the Friedman test (two-factor rank variance analysis)
of the nonparametric test method is applied to demonstrate
significant differences between AR series of any two models
on the same day.

,e Friedman test results (Table 5) can be concluded in
three aspects as follows: (1) there are 17 days(80.95%) with
significant differences in 21 days’ window period in AR series
between the market adjustment method and the market
model method, which means that the substitution of the
former for the latter in some literatures is not rigorous and
affects accuracy of AR. (2) Because the low-order polynomial
method is too gentle and can only reflect the overall trend,
there are 0 day with significant differences with the market
adjustment method. (3) ,ere are 20 or 21 days’ significant
difference between Elman model and other four models,
which means Elman model is totally different from other
models.

4.4. Significance Test of AR Series’ Change in Window Period
under ElmanModel. ,e Friedman test is carried out on the
significant difference of AR series in two adjacent days in the
window period under the Elman model. ,e results show
that there are significant differences in AR series between 2
days before and 3 days after the announcement date. In
Figure 10, the 21 horizontal lines represent the rank and
mean confidence intervals (0.05) of the daily AR series, and
the vertical axis 11 represents the announcement day. ,ere
is no overlap in the projection of adjacent horizontal lines of
the ordinate 9–14 in horizontal axis, indicating a significant
difference in AR series between the two adjacent days.

,e settlement results of the Elman model is shown as
follows: (1) M&A news has been transmitted to the stock
market at least 2 days before the announcement date, which
causes the stock price to fluctuate significantly within 6 days
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around the announcement date. After that, the AR gradually
decreases and creates a CAR of 14.45% in the window
period; (2) after the announcement day, the AR, which is

significantly different from the previous day, can still con-
tinue for 4 consecutive days. ,e impact of M&A disclosure
on the stock market does not disappear immediately, and

Table 3: ,e AR in window period and fitting result of the five models.

Window
period

Actual return
(%)

Abnormal return
Market adjustment

method (%)
Market model
method (%)

Unary nonlinear
model (%)

Unary polynomial
model l (%)

Elman
(%)

−10 0.20 0.05 0.11 −0.01 −0.02 0.01
−9 0.43 0.26 0.30 0.44 0.15 0.14
−8 0.26 0.25 0.33 0.52 0.08 0.17
−7 0.07 0.09 0.15 0.28 −0.15 −0.04
−6 0.35 0.17 0.21 0.35 0.05 0.05
−5 0.15 0.20 0.33 0.10 0.03 0.03
−4 0.32 0.18 0.27 −0.40 0.08 0.04
−3 0.36 0.35 0.43 0.56 0.20 0.27
−2 0.36 0.33 0.45 0.42 0.10 0.30
−1 1.39 1.19 1.27 1.36 1.11 1.15
0 4.15 3.94 4.00 1.27 3.80 3.86
1 3.14 3.14 3.30 3.36 2.91 3.08
2 2.46 2.25 2.35 2.50 2.14 2.06
3 1.52 1.37 1.42 1.60 1.25 1.15
4 0.89 0.79 0.86 1.07 0.60 0.64
5 0.76 0.65 0.75 0.08 0.38 0.59
6 0.62 0.50 0.58 0.71 0.31 0.49
7 0.08 0.19 0.28 0.34 −0.04 0.13
8 0.33 0.23 0.34 0.26 0.01 0.26
9 0.13 0.11 0.22 0.05 −0.10 0.08
10 0.10 0.05 0.11 −0.21 −0.06 −0.01
CAR 18.07 16.28 18.03 14.65 12.84 14.45
R2 — 0.2813 0.5346 0.5459 0.0163 0.9950

Table 4: Advantages and disadvantages of the normality test method and the events failed.

Testing method Characteristics Individual
stock Market

Skewness test
(mean) Simple but not comprehensive, susceptible to extreme peak values −0.0242 −0.8370

Kurtosis test
(mean) Simple but not comprehensive, susceptible to extreme peak values 4.6782 6.6067

J-B test Susceptible to outliers based on skewness and kurtosis 493 (37.86%) 588
(45.16%)

χ2 goodness of fit
test First grouping and posttesting, suitable for category data, easy to make false errors 275 (21.12%) 302

(23.20%)

Lilliefors test Suitable for the unknown overall parameter, applying the sample statistic instead of
the overall parameter 376 (28.88%) 588

(45.16%)

K-S test Suitable for continuous quantitative data with units of measurement and test of full
observation points 11 (1.90%) 14 (1.08%)

Table 5: ,e days with significant difference in the window period between 5 models.

Model combination Market adjustment Market model Unary nonlinearity Polynomial (low-order) Elman
Market adjustment method — 17 (80.95%) 9 (42.86%) 0 21 (100%)
Market model 17 (80.95%) — 7 (33.33%) 13 (61.90%) 21 (100%)
Unary nonlinearity 9 (42.86%) 7 (33.33%) — 11 (52.38%) 20 (95.24%)
Polynomial (low-order) 0 13 (61.90%) 11 (52.38%) — 20 (95.24%)
Elman 21 (100%) 21 (100%) 20 (95.24%) 20 (95.24%) —
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China’s stock market has not yet reached the semistrong
position according to the semistrong effective judgment
standard.

4.5. Significance Test for the Change Trend of AR in Each Year.
,e average CAR in window period for each year (Table 6)
was calculated by the announcement date of every M&A
event based on the Elman model. ,e Friedman test results
(P value of significance test is 0.0008) showed significant
differences among the AR series in the 14 years, indicating
that the M&A short-term performance had a significant
downward trend and tended to be more reasonable. ,e low
CAR in 2016–2018 was related to the stock market overall

downturn and the regulatory measures to crack down on the
speculation ofM&A in the past years, andM&A transactions
of listed companies tend to be rational.

5. Conclusions

5.1.ComparisonofAlgorithms forAR. ,e stock return series
does not have normality, and the assumptions of the tra-
ditional regression model cannot be established. In the past
research, the algorithm for AR mainly adopted the market
adjustment method and the market model method. ,e
former lacked theoretical basis, and the latter was short of
statistical basis, affecting the calculation accuracy of AR. To
achieve the minimum variance, the market model method
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Table 6: Annual distribution of research samples (1302) and cumulative average abnormal return.

Year 2006–2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 06–19
Number 18 25 32 34 56 99 183 299 237 151 131 37 1302
CAR (%) 45.21 31.02 26.90 13.91 8.88 24.30 26.18 28.25 8.84 −3.51 −3.45 12.36 14.45
Announcement day (%) 5.49 6.91 7.15 4.03 3.54 7.86 7.43 4.39 3.12 0.15 −0.27 3.84 3.86
Next day of announcement (%) 4.36 2.67 1.59 1.99 1.07 1.35 1.02 0.86 1.59 0.74 0.64 3.05 3.08

Table 7: Comparison of advantages and disadvantages of five AR models.

Model
Market

adjustment
method

Market model Unary nonlinearity Unary polynomial Elman model

Advantage Easy
calculation

Simple calculation
with theoretical basis Simple calculation

Infinite fitting can be realized
theoretically by increasing

the order

Can solve complicated
nonlinear causality

problem

Disadvantage
Lack of

theoretical
basis

Difficult to pass
equation parameters’

significance test

Difficult to pass
equation parameters’

significance test

Low-order: Poor fitting;
high-order: Poor predictive

ability

,e program is
complicated; the output
layer information is

underutilized

Innovation
attempt None

Take maximum
correlation

coefficient’s interval as
observation period;
eliminate the outliers

Selecting the best
observation period by

step progressive
method; eliminate the

outliers

Selecting the best
observation period by the
step progressive method;
comparison of low-order
and high-order fitting/

prediction results

Keep the observation
period as much as

possible; comparison of
closing price and yield rate

as input information
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has to take the average value of returns in observation period
as the fitting result, and the market adjustment method is an
extreme case under this rule, which can be reflected from the
empirical result of R2 0.5346 and 0.2813, respectively.
,erefore, the smaller the fitting result, the better the fitting
effect, which leads to the predicted normal return under-
estimated and the CAR overestimated. ,ese two methods
have CAR 16.28% and 18.03%, respectively, and significantly
greater than other three method’s CAR.

In the first four traditional regression models, the unary
nonlinear model has the best fitting effect with R2 0.5459,
higher than other three models, because it can deal with
nonlinear problems in stock yield time series to some extent,
which can also be confirmed by the result that its CAR
14.65% is closest to Elman model’ CAR 14.45%.

Besides this, the fitting effect of unary polynomial model
is inversely proportional to its prediction ability. With the
increase of order, the fitting effect is gradually optimized
with R2 rising from 0.0163 in 4th order to 0.6790 in 10th
order, while the higher order unary polynomial model’
ability to predict is lost due to its huge volatility because the
unary polynomial model cannot deal with the data distri-
bution that stock yield time series fluctuates intensively in
narrow numerical range.

,e empirical results show that Elman neural network
model is capable of solving nonlinear complex problems. It
can fit the observation period data as well as predict the AR
in window period with R2 0.9950 and CAR 14.45%, which is
significantly different from another 4 traditional regression
models. However, Elman neural network model has
shortcomings. Only the feedback of hidden layer informa-
tion is considered in the structure, and the output layer
information is not relearned [70]. In addition, although the
neural network calculation logic is reasonable and easy to
understand, the computer operating process is more like a
black box, and few researchers have the ability to analyze the
model code to explain why the fitting effect is so good.

,e advantages and disadvantages among five calcula-
tion models for AR are revealed in Table 7.

5.2. Short-Term M&A Performance. ,e M&A short-term
performance in the past 14 years has generally declined,
which is related with the effectiveness of China’s regulatory
measures for M&A hype and speculation, leading to M&A
short-term performance tending to be reasonable. ,eM&A
of listed companies can create a 14.45% CAR of considerable
short-term performance during the window period, indi-
cating that the stock market is generally in recognition of
listed companies’ M&A activities and the expectations of the
company’s value is raised and reflected in stock price.
However, in the process of stock price fluctuation, there was
hype and speculation behavior onM&A, which was reflected
in the fact that the M&A news was transmitted to the stock
market at least 2 days before the announcement date,
causing the stock price to rise significantly in advance. In
addition, the significant change of AR has been prominent
for 3 consecutive days after the announcement day. ,e
long-term trading suspension (1302 M&A events were

suspended for 111 days on average) did not digest the
centralized or excessive response of the stock market to
M&A news.

In addition, the AR is significant for 3 consecutive days
after the announcement day, and investors can make use of
the public information to obtain excess returns, which
proves that China’s stock market has not reached the
semistrong form of efficiency.

5.3. Explanation of Chinese Short-Term M&A Performance.
Chinese short-term M&A performance is highly related to
the characteristics of China’s stock markets. In the process of
developing the real economy, China endows M&A great
potential and space for value creation, which is reflected
either in the economic structural adjustment at the mac-
rolevel or in the industrial transformation-upgrading at the
microlevel. ,e China Securities Regulatory Commission,
undertaking the economic management functions as a
government department [71], have formulated a series of
supportive policies for M&A transactions since 2006, which
gives M&A activities the crucial role in capital resource
allocation. Besides, different from the western stock markets,
which are dominated by institutional investors, China’s
stock market has 160 million individual investors, ac-
counting for 99.76%, who are more likely to interpret M&A
as a good signal and chase the stock, which leads to Chinese
listed companies more willing to carry out M&A activities.

5.4. Enlightenments andRecommendations. For the majority
of researchers, it is recommended to make full use of ar-
tificial intelligence method to explore nonlinear problems
and compare innovation research with previous research in
accordance with statistical principles, which will contribute
to improving the rigorism of research modeling and the
accuracy of the research conclusion.

Data Availability

Some or all data, models, or code generated or used during
the study are available in a repository or online in accor-
dance with funder data retention policies. All M&A events of
listed companies between 2006 and 2019 are from the Wind
M&A database, and all stock prices come from CITIC Se-
curities Stock Trading Software.
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At present, the Chinese government is trying to resolve various social contradictions, such as people’s ever-growing need for a
better life and unbalanced and inadequate development. To do so, urban governance practices including holistic governance,
decentralized and interconnected governance, multiple participatory governance, and smart governance have been developed in
China. Urban smart governance supported by mobile Internet, the Internet of .ings, quantum computing, big data, artificial
intelligence, and other information technologies has also entered the field of vision of academics and administrators. However, the
research and practice on the integration of organizational structure and smart governance technology for urban governance in
China are still insufficient. Hence, this paper proposes the design of the organizational structure of an urban smart governance
platform and presents the “1 +N” integrated smart information platform and the “power-sharing linkage, one-center and dual-
track” platform construction command system. In this system, the functional module of the information platform for smart urban
governance is elaborated. .is paper contributes to promoting the modernization of China’s urban governance capacity, which
can enhance social equity and social order, promote social democracy and rule of law, and enhance the efficiency of
urban governance.

1. Introduction

On April 19, 2016, Chinese President Xi Jinping stated “In
the process of promoting the modernization of the national
governance system and governance capacity through in-
formation technology, we need to coordinate the develop-
ment of e-government and build an integrated online service
platform to perceive social trends, smooth communication
channels and assist scientific decision-making” [1]. Since
then, the informatization of urban governance has boomed
in China. In addition to the government’s active promotion,
the rapid development of and changes in Chinese cities and
the promotion of information technology have accelerated
the informatization of urban governance. .is paper aims to
identify the trends of China’s urban governance transfor-
mation to design a governance organization structure and to
elaborate on the structure’s basic operational logic according

to the information platform of urban smart governance.
“1 + n” smart city takes “wisdom, wisdom and efficiency” as
the construction concept, relying on the core technologies
such as artificial intelligence, blockchain, and cloud com-
puting, to build a “1 + n” smart city platform system, with a
set of “smart city cloud” platform to strongly support n
smart city plates, including smart life, government affairs,
transportation, education, health, hospital, food safety, port,
environmental protection, pension, law, and community.

2. Research Background and Literature Review

At present, many countries have begun to build smart cities,
mainly in the United States, Sweden, Ireland, Germany,
France in Europe, and China, Singapore, Japan, and South
Korea in Asia. .e construction of smart cities in most
countries is in the stage of limited scale and small-scale
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exploration. As the world’s fourth largest manufacturer of
electronic products, South Korea is one of the leading
countries in the formulation of international standards for
the Internet of .ings, cultivating new industries through
the construction of smart city. .e United States has raised
the construction of smart city to the height of national
strategy and made key investment and construction in in-
frastructure and smart grid. Singapore is recognized as the
country with the best government service. Information and
communication technology promotes economic growth and
social progress. .e construction of smart city focuses on
serving the public [2].

China’s smart city construction has just started, and the
urban informatization construction is in an important
structural transformation period, that is, from the stage of
information technology popularization and application to
the stage of information resources development and utili-
zation. China is actively making use of the latest technologies
such as the Internet of .ings and cloud computing to
promote the construction of smart city through the strategic
deployment of “integration of industrialization and indus-
trialization,” “simultaneous development of five moderni-
zations,” and “integration of three networks.” At present,
there are three construction modes of smart city con-
struction in China, which are the construction mode driven
by the development of Internet of .ings industry, such as
Wuxi; the construction mode guided by the construction of
information infrastructure, such as Wuhan; and the con-
struction mode with social service and management ap-
plication as the breakthrough, such as Beijing and
Chongqing.

Analyzing the connotation of the word “smart” is the
premise of understanding the concept of “urban smart
governance.” .e word “smart” has different origins and
meanings. In Chinese, “smart” [3] means “the ability to
distinguish right from wrong and to invent something.” In
English, it refers to “having or showing a high degree of
mental ability” or “witty, clever” [4]. .ese two definitions
convey two meanings: the ability to perceive things and the
ability to manage things, respectively. Smartness is the key to
government reform strategies worldwide [5].

Smart governance can be defined as “a deployment of the
creative mix of emerging technologies and innovation in the
public sector” [6] that can cope with complex and difficult
challenges to promote innovation, sustainability, and
competitiveness in society [7]. In recent years, smart gov-
ernance has attracted increasing attention.

A team of researchers led by Giffinger of the Technical
University of Vienna began a comprehensive assessment of
the development of smart cities in Europe in 2007 [8]. .e
level of smart governance in cities was seen as one of the
most important aspects of the assessment, which focused on
public participation in decision-making, transparency, and
public services. Alenezi et al. [9] regarded smart governance
as a governance model based on e-government innovation.
Rochet et al. [10] believed that smart governance is business
processing and information communication based on in-
formation and communication technologies (ICT), with the
aim to improve service quality. Some researchers [11–14]

agreed that ICT plays an important role in urban gover-
nance. Information technology and many disciplinary ap-
proaches, for example, have been adopted to help cities
improve the use of services and infrastructure and balance
the sustainability of social, economic, and environmental
impacts. In addition, Ronan [15] noted that smart gover-
nance is a government service that is guided by public
services and makes full use of various data, information, and
advanced ICT to provide smarter and higher-quality services
to the public. Nada et al. [16] defined smart urban gover-
nance as smart, intelligent urban public service management
and public participation. Lv et al. [17] illustrated that ICT
has been used by the government to facilitate interdepart-
mental data sharing and achieve more open and sustainable
government services.

With the implementation of the urbanization strategy,
increasing attention has been paid to the level of smart
governance in China. Related theoretical research and
practice have increased simultaneously. According to Cui
and Guo [18], urban smart governance takes the whole
urban system as the governance object and constructs a
smart decision-making mechanism through information
technology to make urban public services more standard-
ized, transparent, and efficient through open interaction
between the government, markets, and society. Wang [19]
reported that urban smart governance covers both man-
agement and service, with an emphasis on smart manage-
ment and control and smart service. Nie [20] emphasized
that the government has made full use of big data, mobilized
social forces, and formed a pluralistic cogovernance pattern.
Gao [21] believed that the use of modern information
technology by the government transforms the relationship
among the government, citizens, and society and that var-
ious departments within the government can realize power
sharing, innovative communication, and supervision
methods and shape an efficient modern governance model.

In light of the above literature review, this paper defines
urban smart governance as the elimination of information
islands between government departments, the full use of
advanced ICT to collect data in real time, and data sharing
and intercommunication between government departments.
By processing and analyzing big data through cloud com-
puting and artificial intelligence, we can offer more accurate,
smarter, more efficient, and higher-quality government
services oriented to public services and ultimately promote
harmonious and sustainable urban development.

Academia generally believes that information platforms
of urban smart governance are the key to bridging the gap
between technology and governance [22, 23]. However, the
unreasonable design of existing information platforms for
urban governance leads to a gap between data collection and
application [24]. Urban smart governance is not the function
of a single department but involves many departments. If the
government relied on the promotion of one department
alone, it would not be able to succeed. However, the dis-
orderly participation of all departments would lead to dif-
ficult coordination. .erefore, a unified deployment of the
city government is needed [25]. In the management of the
Chinese government’s data resources, there are two main
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problems: the isomorphism of responsibilities and the highly
fragmented and segmentary system. .e independence and
estrangement between the upper and lower levels of gov-
ernment departments, as well as the conflicts and contra-
dictions between municipal departments at the same level,
lead to a situation in which horizontal data can be neither
aggregated nor shared and vertical data can be shared
neither upward nor downward [26].

At present, the research on urban smart governance is
still in the stage of theoretical exploration, and there are
relatively few studies and practices related to smart gover-
nance considering the characteristics of China’s urban
governance system. Urban smart governance is a systematic
project, and it is urgent to integrate information technology
and governance systems, improve the existing governance
system through the construction of urban smart governance
information platforms, and form an organizational structure
and governance model of urban smart governance with clear
rights and responsibilities.

3. The Trend of Urban Governance
Transformation in China

In the academic field, “smart governance” is a concept that
has been widely discussed and spread in recent years. It is
generally discussed in the context of governance capacity
and systems. .erefore, the discussion on urban smart
governance must be based on the practical problems of
urban governance; otherwise, the academic discussion will
lose a practical basis. It not only relates to technical problems
but also includes the concept, values, and behavioral process
of urban governance.

Correspondingly, the current situation and trend of
urban governance in application need to be analyzed in
advance in order to clarify the real demand for urban
governance and further solve problems.

3.1. Trend One: Holistic Governance. .e purpose of China’s
“comprehensive urban management” system is to transform
urban governance from decentralized to comprehensive
governance. .e main characteristics of a comprehensive
urban management system are embodied in the functions of
“centralization” and “linkage.” Centralization aims to pro-
vide good services, improve management, enhance law
enforcement, and centralize the management and punish-
ment power involved in urban management into one
functional department in order to integrate urban man-
agement and administrative law enforcement and to im-
prove administrative and service efficiency. Linkage refers to
the implementation of interdepartmental joint law en-
forcement for some urban management law enforcement
matters that are temporarily difficult to concentrate on in the
process of urban management operation, which is embodied
in the linkage between similar or related departments.
However, the comprehensive urban management system is
only a transitional measure in urban governance. To realize
the goal of refined management of diversified subjects in a
city, government departments must achieve seamless

professional coordination and smooth information trans-
mission. .erefore, the government should embrace the
concept of holistic management guided by the needs of
citizens, use information technology as the governance
means, and choose coordination, integration, and respon-
sibility as the governance mechanisms to carry out organic
coordination and integration of governance levels, func-
tions, public-private relationships, and information systems
and to address other fragmentation issues [27].

Urban governance system reform based on the concept
of holistic governance will ultimately establish an admin-
istrative system coordinated by integrating service, man-
agement, and law enforcement [28]. Configuration of power
among local government departments should become into
notice, and relevant rights and responsibilities need to be
clarified to establish a mechanism for information com-
munication among various functional departments. In ad-
dition, a multidepartmental coordinated urban governance
pattern should be adopted to strengthen the evaluation of
and feedback on the effectiveness of urban governance in
order to ensure that urban governance meets the needs of all
parties. With the development of information technology,
holistic management is not only characterized by “con-
centration” and “linkage” but also emphasizes governance
by means of the full use of information technology and the
concept of serving the public. Moreover, it coordinates the
function and accountability mechanisms of information
systems, governance classes, and public and private sectors
to promote collaboration among public service subjects and
provide seamless public services to the public [29]. .ere-
fore, holistic governance will inevitably facilitate the de-
velopment of participatory governance and smart
governance in practice.

3.2. Trend Two: Decentralized and Interconnected
Governance. Since the beginning of the 21st century, the
central government of China has gradually transferred its
power to lower levels. “New affairs” generated in the process
of urban development have also enabled local governments to
naturally acquire power. .us, city governments have ac-
quired the dominant position of urban governance power.
.e governance of China’s city-level government long used
management as its main means, and it has long been featured
by comprehensive law enforcement. Local urban manage-
ment and law enforcement departments belong only to in-
stitutions under the jurisdiction of local governments, and
even if the government sets up branches, they are basically
only at the district level. .e function of urban governance of
streets and communities, especially their position in the
governance system, has not received enough attention. A
governance system of decentralization with a unified vertical
linkage of “city government-district-street-community” has
not been established.

With the development of modern information tech-
nology, government reform campaigns have been triggered
by the data-opening movement in China. .e introduction
of information technology has changed the organizational
system of the government, thus requiring government
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management to change from the previous bureaucratic
system to a new organizational framework based on net-
works and technology [30]. Driven by information tech-
nology and the rapid development of cities, the change in the
organizational structure is profound; it involves pushing the
external boundary of the power structure.

.rough our long-term study, we found that in recent
years, many city governments have defined the scope of
urban management authority because Chinese cities have a
principal position in the power of urban governance. City
governments have clarified the governance rights and re-
sponsibilities of cities, districts, streets, and communities,
and the decentralized and interconnected governance model
is gradually taking shape in Chinese cities. .e reform of
urban governance in all parts of China has highlighted the
difference in the division of functions between decentralized
governance and governments at different levels, with the aim
to achieve good coordination between municipal govern-
ments and governments at various levels within their ju-
risdictions based on the division of functions (ref).
Municipal governments have systematic plans to promote
urban governance within the scope of cities. District gov-
ernments, street departments, and communities, in accor-
dance with their hierarchical differences, exercise their
functions and powers in urban governance within their
jurisdiction and cooperate with each other to promote the
continuous improvement of urban governance.

3.3. Trend .ree: Multiple Participatory Governance.
Urban refined management needs to be coordinated by sci-
entific and effective governance systems and mechanisms.
.ere are three typical models of urban governance [31]:
government-centered, market-centered, and user-centered.
.e purpose of urban smart governance is to break the pre-
vious single-center, hierarchical, and inefficient governance
mechanism and build a new system of collaborative gover-
nance that includes intergovernmental governance, public-
private governance, and government-society governance.

With the advancement of China’s urbanization devel-
opment and the formation of the social multiplication pattern,
the demands of different group interests are expressed more
strongly, which has prompted the adjustment of government
decision-making to meet the demands of the public interest
and responses. .e concept of participatory governance en-
courages the public to participate in urban governance [32].
As the public is the owner of a city, the development and
change occurring in the city are closely related to public life.
Encouraging the public to participate in urban governance is
the meaning of reforming urban management and improving
the level of urban governance in the new era. To attract public
participation, the first step is to stimulate the public’s will-
ingness to participate, and the second step is to smooth the
channels of public participation and innovate the ways of
public participation. At the same time, it is necessary to es-
tablish and improve the feedback mechanism and establish a
long-term mechanism of public participation. An urban
smart governance information platform is undoubtedly the
best way to meet the above demands.

3.4. Trend Four: Smart Governance. As mentioned above,
urban smart governance refers to integrating urban gov-
ernance resources by constantly innovating digital urban
management information platforms; making full use of
technologies such as the Internet of .ings, big data, cloud
computing, and mobile Internet to build smart governance
platforms; and constructing appropriate systems to improve
the service capability of platforms. Smart governance not
only emphasizes the management method of digitization but
also focuses on expanding the visual and controllable scope
of urban governance by means of informatization and
digitalization to provide better urban public services, en-
hance public participation, and realize public value through
coordination from management to service. In terms of the
governance system, smart governance emphasizes the
combination of the government’s instrumental rationality
and governance’s value rationality and pays attention to the
transformation of the urban social economy and environ-
ment in overall planning to optimize the urban environment
and create more suitable living spaces for citizens [33].

.e rapid development of information technology in
China has affected all aspects of social life and laid the
foundation for the practical application of urban smart
governance. China is in the information technology era,
accompanied by rapid development. Urban governance
systems should actively introduce technologies such as big
data, cloud computing, and the Internet of .ings. With the
support of modern information technology, the government
can collect and analyze data to grasp the dynamic change
process of urban governance for decision-makers in order to
better summarize the development and governance rules of
urban problems, clarify the follow-up effects of each urban
governance measure, and grasp urban development trends.
In addition, it is convenient for the government to find
problems at the microlevel to improve the wisdom and
refinement of urban governance means [34].

3.5. Disadvantages of Current Urban Governance. At
present, it is difficult for the data mastered by various de-
partments of the city government to be “open as the normal
and confidentiality as the exception.” Problems such as lack
of data, data closure, and repeated construction of smart
platforms are common. .is includes not only the external
factors such as the lag of the overall urban informatization
construction, technical barriers, poor organization, and
coordination, but also the internal problems such as the lack
of power of the department informatization construction,
the data as “private property,” and the source of rights. For
example, the management foundation of information ac-
counts of a large number of key work such as dismantling
illegal and scattered pollution enterprises is weak, the data
items and data standards are not unified enough, and the
task of multidepartment data aggregation and work stan-
dardization is a long way to go; some types of data con-
struction are in the bottleneck position, for example, the
existing population signaling data and public security work
residence permit data need to be integrated and analyzed to
reflect the population characteristics, but there is no
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relatively formed solution; a large number of urban and rural
planning data need to be integrated into space, but the
problem of different base map standards needs to be solved
first; some departments, including the development and
reform, have done a lot of work in the collection of urban
operation data and have strong demands for the cross-
sectoral application of data and system. However, there is
still a large gap between the barrier-free application of data
and the linkage of indicators due to the completion of
massive data docking.

3.6. Coordinated Operation Embodies the Advantages of New
Smart City. “Serving enterprises, government, and citizens”
is the original intention of smart city. It can be said that
“cooperative operation” is the biggest feature of the new
smart city, and the “1 + n” platform architecture is the
biggest logic of the new-type city intelligent governance.
Whether it is government affairs, medical treatment, edu-
cation, environmental protection, law, pension, community
and urban construction, and other more subdivided fields,
the new urban intelligent governance has been deeply cul-
tivated for a long time. It is worth mentioning that the new
type of urban intelligent governance not only focuses on
helping to improve the level of urban intelligence, but also
makes continuous investment in smart poverty alleviation,
contributing to winning the battle of poverty alleviation in
rural areas. .e new smart city has improved the end-to-end
solutionmatrix including intelligent medical quality control,
intelligent disease prediction, intelligent triage guidance,
intelligent medical imaging screening, intelligent auxiliary
diagnosis and treatment, intelligent ICU critical manage-
ment, and intelligent follow-up patient education. It has
covered 700 + intelligent disease auxiliary diagnosis and
treatment models of common diseases, about 800 million
patients, and has a complete medical knowledge map in-
cluding drugs, diseases, prescriptions, and risk factors.

4. The Design of the Information Platform of
Urban Smart Governance

Based on the previous analysis, the current reform and
transformation of urban governance in China are embodied
in the framework of decentralized and interconnected
governance, where overall governance, participatory gov-
ernance, and intelligent governance resonate at the same
frequency. Such a framework is gradually taking shape. .e
design of the governance organization structure of an in-
formation platform of urban smart governance that meets
the actual needs of cities should respond to the transfor-
mation trend of urban governance.

4.1. “1 +N” Integrated Intelligent Information Platform.
.e methodologies of holistic governance and decentralized
interconnected governance are adopted to build an infor-
mation platform for urban smart governance with the basic
characteristics of intelligence, informatization, networking,
and precision to realize the goal of a multigoverning model
of urban governance.

Rónán et al. [15] pointed out that the connotation of
smart government governance includes intelligent public
services, intelligent social management, and citizen group
participation. .e “1 +N” integrated intelligent information
platform aims to build “1” big data resource center and “N”
urban governance platforms. .is platform covers the
content of smart governance and is an open system that
expands and reduces its content according to the actual
needs of cities (Figure 1).

.e platform includes one center, namely, one big data
resource center. .e big data center is constructed based on
cloud computing technology, which combines virtualiza-
tion, distributed storage, distributed computing, and other
technologies with government affairs to ensure the adap-
tation of advanced technology and government affair ap-
plications. Computing, storage, networks, and other basic
resources facilitate capacity expansion according to the
needs of the application workload. .e overall architecture
adopts an open design that is compatible with common
equipment, mainstream operating systems, virtualization
software, and applications in the industry and reduces de-
velopment, operation, and maintenance costs. .e key point
of openness is that the function platform can be increased or
decreased with changes in the urban governance function.
.e platform aims to support multiple users and multiple
services to ensure that basic resources can be automatically
and dynamically scheduled among different applications
and users according to their needs. Meanwhile, different
businesses can be isolated from each other to ensure the
smooth operation of various businesses. .e technology and
equipment selected for the construction of the big data
resource center are advanced, expandable, mature, open,
compatible, reliable, safe, and able to control intellectual
property. As the infrastructure and supporting platform of
urban smart governance, the big data center integrates urban
data resources and enhances governance perception. Its
most important task is to serve holistic governance.

In the process of constructing this “1N” comprehensive
intelligent information platform, in order to better study the
distribution of different types of data information in the
system, themachine learning and neural network combination
model used on this platformwill integrate the characteristics of
different data categories. .e dynamic feature values are at-
tributed to the same data cluster group. When the data feature
values of any two groups in the data are not the same, it means
that the two types of data feature information are extremely
different, and they will be automatically separated into dif-
ferent levels. .e data sets are compared with the eigenvalues
of the next data. .e actual calculation process of the machine
learning model and the neural network algorithm can be
regarded as the iterative process of repeatedly decreasing the
control parameter value (the unique characteristic information
of the data in the database) and performing the machine
learning algorithm, as shown in Figure 2. Among them, c, x, u,
y, and h represent different types of data, and F represents data
processing methods.

In the process of automatically classifying data, the
neural network algorithm converts the data feature infor-
mation predicted by the network traffic into the data
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information (such as vector group or matrix) that can be
recognized by the computer through the feedback link in the
automatic analysis process. Realize the adverse effect of
output on input, and then achieve automatic high-precision
classification based on feedback control. .e network traffic
prediction model based on the neural network algorithm,
under normal circumstances, will automatically analyze and
process the data classification that needs to be queried based
on multiple feedback links. When we perform predictive
analysis on the platform based on the more commonly used
state probability formulas in neural network algorithms, the
specific formulas are as follows:

Pj Tk(  �

��
K3

√
Ck

Ck+1
, (1)

where P represents the prediction result andC represents the
different types of data analysis. .ere is also the influence of
data Tk in data eigenvalues on probability Pi(Tk).

When the Tk is very large, the probability of each state is
almost equal. At this time, the neural network algorithm
began to perform wide-area search, and the Pi(Tk) differ-
ence expanded as the course data predicted by the network
traffic decreased.

Ei �
K

TK

, (2)

where E represents different dimensional data and K rep-
resents different data selection rules at this time:

σθ(x) � 

n

i�1
Pi Tθ( . (3)

.e validity and error of the problems involved in this
study are related to the set error confidence h, and the
correlation with the initial solution is also relatively large. In
order to only examine the numerical method itself, usually
only the stability of the numerical method used to solve the
model equation is tested. .e model equation is given by

y′ � λy,

y(a) � y0.

⎧⎨

⎩ (4)

Among them, λ is a complex number, this equation is
also called the test equation, and its true solution is as
follows:

y(x) � y0e
λ(x− a)

. (5)
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Figure 1: “1 +N” integrated smart information platform.

x u

h1

Ftr

Fsq

1 × 1 × c2 1 × 1 × c2
Fex

Fscaleh2

c1 c2
c2

y

w2

h2

w2w1

Figure 2: Algorithm iteration process in this platform.
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When using the random probability model to solve
different practical problems, the result is

1 − hλβk( yn+k � 

k−1

i�0
αi + hλβi( yn+i. (6)

Let the solution be

yn � r
n
. (7)

.en, there is

1 − hλβk( r
n+k

� 
k−1

i�0
αi + hλβi( r

n+i
. (8)

Its equivalent form is given by

1 − hλβk( r
k

� 
k−1

i�0
αi + hλβi( r

i
. (9)

We call the above formula the feature confidence so-
lution formula based on probability random variables and
their numerical features. Remember

π(r; hλ) � 1 − hλβk( r
k

− 
k−1

i�0
αi + hλβi( r

i
. (10)

And take the above formula as the limit characteristic
error degree in solving the probability distribution model.

.erefore, when the optimal solution of the network traffic
prediction system needs to be solved, the output image of the
function when the parameter θ is 1 and 2 is shown in Figure 3
(using different ST functions for simulation), where the
horizontal axis N represents different sizes in the dataset and
the vertical axis Trepresents the accuracy calculation operator.

.e platform includes N platforms, namely, all platforms
for building smart government affairs platforms, such as the
Smart Government Platform, the Smart Management Plat-
form, the Smart Service Platform, and other platforms required
by holistic governance. For example, (1) the Smart Govern-
ment Platform takes handling documents, meetings, and af-
fairs as the core, and it meets the needs of the Party and
government for coordinating government affairs. Paperless
office and mobile approval support and data visualization
make decision-making more scientific. (2) .rough the Smart
Management Platform, the government adopts the combi-
nation of the Cell Grid Management Method and the Urban
Component and Event Management Method and the tools of
real-time information collection and transmission to recon-
struct the urban management process in order to realize ac-
curate, agile, efficient, and multidimensional urban
management. (3) .e Smart Service Platform, adhering to the
concept of Internet + government services, aims to improve the
level of social governance refinement and comprehensively
promote networked and highly informationized public man-
agement and services from a higher starting point. .is
platform innovates the government management model,
clarifies responsibilities, and integrates resources to achieve
“zero distance in social services, full coverage in social gov-
ernance, and prompt responses to residents” demands. It

realizes the transformation of urban governance from pre-
vention and control to humanized and service-oriented gov-
ernance and from extensive governance to refined governance.

4.2. “Power-Sharing Linkage, One-Center and Dual-Track”
Platform Construction Command System. As shown in
Figure 4, power-sharing linkage refers to the distribution of
jurisdiction according to the functions of different levels and
departments. .e smart governance system can automati-
cally allocate and fully link public affairs notifications and
governance data between different levels and functional
departments within the scope of law. “One center” refers to
the “Urban Smart Control Service Command Center,” and
“dual track” refers to two tracks. .e first track is from the
Municipal Government Command Center to the Municipal
Departments Command Center to the District Departments
Command Center to the Street Departments Command
Center and finally to the Community Service Center, which
serves as the control service command information channel
in ordinary times. .e other track is from the Municipal
Government Command Center to the Street Command
Center and finally to the Community Service Center, which
is mainly used as an emergency joint command information
channel and auxiliary information channel in ordinary
times. Accordingly, a “one-center and dual-track” operation
carrier with high efficiency is formed to ensure a city’s
control and command linkage. .e vertical hierarchy and
horizontal organizations are closely integrated and inte-
grated through information technology [35].

5. Operation Logic of Urban Smart Governance
Information Platform

5.1. Functional Module of Information Platform for Urban
Smart Governance. Urban smart governance is the reform
and innovation of traditional government governance under
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Figure 3: Function output image during simulation.
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the framework of smart city construction. Gil-Garcia et al.
[6] believed that with the help of modern information
technology development, smart governance has made cre-
ative breakthroughs in government strategy and investment
to make governance sustainable and flexible. On this basis,
the Smart Information Platform of Urban Governance aims
to bridge the islands of information formed by the decen-
tralized storage and management of departments and to
form a computer room, a server cluster, a network, and a
data center to realize big data collection, access, integration,
management, application, and release. Based on the data
center, the smart information platform will command and
coordinate administrative affairs and urban operation
monitoring (Table 1).

5.2. Operational Logic of Urban Smart Governance
Information Platform

5.2.1. Data Integration

(1) Data Integration. Driven by the rapid development of
information technology, big data has been integrated into
people’s lives; it has not only profoundly changed the po-
litical-ecological environment of cities but also promoted the
transformation of democratic politics from passive partic-
ipation to active participation. Every governance body is the
source of data, and fairness for actors is based on the deep

integration of networks and data. In view of democracy,
Decker [36] regarded big data as a “disruptive innovation.”
Democratization of data has been quietly taking place, and
government construction will develop towards efficiency,
innovation, and transparency.

As shown in Figure 5, the platform integrates urban
infrastructure, resources, the environment, municipal man-
agement, and commerce into a holistic system through the
analysis and sharing system and the application of intelligent
delivery, communication, Internet, and data processing
technology. In addition, it forms a data center through the
Internet, cloud computing, data discovery and analysis, and
other technical means and constructs subsystems, such as the
urban population, transportation, energy, trade, telecom-
munications, and environmental resources, to perceive,
transmit, process, and share data intelligently in the urban
system. Urban governance can realize the real-time exchange
of data from the system according to different permissions;
this enables the quick coordination and arrangement of re-
sources to make governance decisions that allow a harmo-
nious and sustainable city and enable an effective response to
unexpected urban security issues.

(2) Data Collection. Deutsch [37] explained that information
communication is as important to the government as nerves
are to the human body. .e collection and processing of
social information and data assist the government in making
scientific and efficient decisions, and the exchange of in-
formation inside and outside the system promotes the
sustainable operation of government work. Based on the
current situation of China’s urban governance transfor-
mation, it is recommended that two halls and two centers be
adopted as the concrete means of smart governance. It will
serve administrative examination and approval of items to
achieve the objectives of one window of acceptance, inter-
connection, and information sharing and to carry out two
goals (100% online declaration and 100% online approval).
Similarly, the platform is used to reform the administrative
system (Figure 6).

All-natural persons, legal persons, and other entities
have unique identifiers. .at is, legal persons and other
organizations have a unified national ID code so that
government affairs can be handled with one code, which is
conducive to improving the management level of public
administration, reducing transaction costs, and improving
social work efficiency (Figure 7).

Paperless offices, electronic declarations, and approval
are implemented in the process of providing administrative
services. For example, when a legal person declares matters,
government staff actively search and check the certification
materials through the database of the government service
exchange platform to avoid trouble for the applicant and to
prevent the need for a large amount of paper-version ma-
terials and certificates, as shown in Figure 8. .e further
development of information technology and urban man-
agement models is expected to further expand the coverage
and efficiency of online services. “More data and less public
running” will no longer be a slogan but will be gradually
realized in more fields in the future.
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Figure 4: “Power-sharing linkage, one-center and dual-track”
platform construction command system.
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5.2.2. Allocation Processing of Public Affairs

(1) Basic Framework of Distribution Processing Operation.
Although unprecedented social changes have effectively
promoted the progress of urban development, they have also
created contradictions and challenges at the critical stage of
city transitions. To solve different problems efficiently,
unified scheduling and distribution processing are needed.
.e Smart Allocation Processing Platform, based on the
principle of separation of inspection and treatment, uses
GIS, remote sensing, apps, and other information tech-
nologies to realize smart governance for administrative af-
fairs. As shown in Figure 9, the closed-loop processing

mechanism of “event collection, allocation, disposal, veri-
fication, evaluation, and settlement” is formed to establish
the information support capability for first-time discovery,
first-time disposal, and first-time solutions for urban gov-
ernance events to promote the refined and scientific de-
velopment of social governance. .e whole operation design
combines service classification, spatial information service
chain, workflow, and other technologies to ensure clear
business logic and convenient operation of transaction
processing according to a specific business logic.

(2) Support System for Allocation Processing Operation.
Relying on the Smart Information Platform of Urban
Governance, urban governance areas are divided into
community cell grids according to certain standards to form
grid governance. .rough the inspection and monitoring of
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Figure 6: Transitional government management channels.
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Table 1: .e functional module of information platform for smart urban governance.

Data integration Public affairs allocation processing Urban operation monitoring
(i) Data acquisition
(ii) Real-time data input
(iii) Data integration and
management
(iv) Data applications and
services

(i) Network management and unified distribution and disposal center
(ii) .ree steps: first time to find, first time to deal with, first time to solve
(iii) Two separation: patrol separation and handling separation
(iv) Five systems: comprehensive inspection, diversified participation,
intelligent governance, scientific law enforcement, good credit construction

(i) Government affairs
operation monitoring
(ii) Urban safety operation
monitoring
(iii) Economic operation
monitoring

The district - level data The municipal data

District-level data sharing and
exchange platform

Demographic
data Business subject Geographic

information ... ...Cultural and
education Social security Medical and

health care ... ...

Municipal data sharing and
exchange platform

Superior data integration
platform

The superior government data

Synchronizing Synchronizing

Subject information base Basic information base

Urban big resource center

Technical means Data specification The management system

ETL (extracting/eonversion/loading)

Subscription

Figure 5: Data integration and application logic of the urban smart governance information platform.
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the community cell grid, unified scheduling, allocation, and
disposal, the form of separation of supervision and disposal
is established.

Comprehensive inspection forms a comprehensive and
professional patrol team at the street level. .rough a
comprehensive patrol in which one person is in charge of
one space and a professional patrol in which one person is
responsible for a large patrol network, the whole coverage
patrol is formed to identify problems for the first time. .is
can achieve the target of proactive discovery and timely
treatment to improve governance efficiency and solve urban
problems in the germination stage. Diversified participation
means actively mobilizing the wide participation of society,
such as NPC Members, Party Deputies, CPPCC Members,
retired cadres, volunteers, and residents’ representatives, to
enrich the forces for large-scale inspection and renovation.
Intelligent governance, the “brain” of urban governance,
aims to strengthen the operation and application of digital
management means such as data integration, operation
monitoring, distribution processing, and collaborative
command in the grid management system to integrate all
relevant data on people, events, and objects into the system.
In addition, it will strengthen commands with big data
technology to achieve instantaneous distribution and real-
time processing. Scientific law enforcement, forming strong
synergy through self-inspection by enterprises, government
supervision, and law enforcement investigations to focus on
solving problems at the first line, will continue to improve
and reform the law enforcement mechanism. Good credit
construction, the foundation of management and control,
will strengthen the data application of grid management and
integrate the credit records of enterprises and individuals
into a united credit database and achieve the first correlation
in the application and approval of administrative matters. In

this way, each responsible subject is forced to fulfill its own
responsibilities (Figure 10).

5.2.3. Urban Operation Monitoring. Due to the influence of
multiple factors of physical society and virtual society, cities
in the information age are faced with increasingly complex
unexpected events, and city operation and management are
also facing great challenges. As governments attach in-
creasing importance to data governance, they should con-
sider how to change decentralized data management in
various fields of emergency management into comprehen-
sive data management using a unified structure, organiza-
tion, and process. Accordingly, the management and service
mechanism using data for decision-making, management,
and services will be formed. Urban operation monitoring
and early warning play an important role. .e application of
the Smart Information Platform of Urban Governance in
urban operation monitoring will directly or indirectly affect
the processes and results of emergency management. .e
concept of deep integration of technologies such as the
Internet of .ings, big data, cloud computing, and spatial
geographic information technology with business domains
of comprehensive emergency management has been ac-
cepted and recognized by many municipal governments and
academics in China. As shown in Figure 11, City Operational
Visualization is the exhibition of real-time situational
awareness, collection, sharing, and information about
multidimensional interagency collaboration for emergencies
and responses to events. .is will connect relevant de-
partments, agencies, and command centers at all levels of the
emergency response to realize the communication and
sharing of real-time situation information in order to ensure
joint responses and coordinated emergency responses and to
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realize the sharing of emergency resource information and
visual command.

Two major supports are as follows:

Urban Comprehensive Risk Identification and
Evaluation
.e risk evaluation model and index system of gov-
ernment affairs, city safety, the economy, and other
fields of operation will be established to realize the risk
evaluation and analysis of a single field. Hence, ma-
chine learning and other technologies are used to
continuously learn and train real-time data to realize
the automatic optimization of risk analysis models and

intelligent risk prediction. Finally, risk prevention and
control measures will be generated automatically.
Internet of .ings of Urban Risk Monitoring and
Warning

.e monitoring and early warning system covering all
levels, services, and processes in urban governance through
the Internet of .ings will be constructed. .e most sig-
nificant goal is to strengthen the monitoring areas closely
bound to people’s lives, such as urban lifelines, traffic, the
environment, flood prevention, and fire control and develop
comprehensive application systems for monitoring urban
operational signs, risks and hidden dangers, risk assessment,
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prediction, and early warnings in order to provide appli-
cation support for various subjects of urban governance.

Two functions are as follows:

Urban Operation Risk Prediction and Warning and
Information Release
Artificial intelligence and other information technology
are used to achieve higher government efficiency and
the scientific analysis of disaster development trends,
accident impacts and consequences, economic opera-
tions, and so on. First, the early-warning information
from various departments will be integrated and
strengthen the research and application of precise
early-warning release technology to realize the targeted
release of urban operation. Second, different responses
to early warning persons and the public should be used,
and innovation should be developed in the mechanism
of early warning information release. .e channel of
early warning information release should be unblocked,
and the effectiveness of early warning information
transmission should be improved.
Intelligent Decision Support for Urban Emergency
Management

According to the types and evolution trends of urban
operation emergencies, this paper conducts in-depth mining
and analysis of relevant data under multisource data fusion
technology for event information and relevant cases to in-
telligently provide decision-making support for emergency
event disposal.

5.3. Operational Performance Evaluation Mechanism.
Evaluating the process and results of urban governance
based on the Smart Information Platform for Urban Gov-
ernance is important for promoting the modernization of
urban governance in the new era. .is platform can quickly
process acquired data and realize the sharing and linkage of
real-time data. It provides the possibility for relevant sub-
jects of urban governance to supervise, evaluate, provide
timely feedback, and adjust the content of urban governance.
Moreover, the efficient, scientific, and credible modern
system of urban governance must rely on the establishment
of a performance evaluation mechanism.

On the one hand, the establishment of a sound per-
formance evaluation mechanism can give full play to the
external evaluation and supervision role of society and the
public in urban governance to adjust governance decisions
and to improve government credibility. At the same time, it
can improve the sense of participation of social organiza-
tions and the public as the main body of urban governance
and stimulate the enthusiasm of social organizations and the
public [38].

On the other hand, a perfect performance evaluation
mechanism can improve the scientific level of urban gov-
ernance and guarantee the effectiveness of the platform. Due
to the real-time and rapid characteristics of information
means, policy feedback is timely and convenient for the
timely adjustment of urban governance policies and means
to make decision-making more scientific and accurate. At

the same time, the serious consequences of decision-making
mistakes need to be reduced or prevented.

.erefore, in the era of smart urban governance, it is
necessary to build a scientific and perfect performance
evaluation mechanism and to build a performance evalua-
tion system during the construction of the Smart Infor-
mation Platform for Urban Governance to ensure the
smooth progress of modernization of urban governance and
make urban governance more scientific, more refined, and
smarter. Meanwhile, the data resources of various intelligent
systems are integrated to analyze the occurrence charac-
teristics, trends, and changes in events. Various kinds of data
will be adopted to perform a comprehensive evaluation of
the work efficiency of inspection and rectification, to su-
pervise abnormal situations in specific event handling
processes, and to provide reference data for the evaluation
and evaluation of inspectors.

5.4. ExperimentalResults andAnalysis. Table 2 and Figure 12
show the results of 6 sets of data during the work process of
the platform’s database under the network traffic prediction.
According to Table 2 and Figures 12–15, the horizontal axis
N represents different flow data lengths, and the vertical axis
R represents the calculated complex rate.

We can know that in the 5 sets of data, due to the
different processing speeds of different types of data, the
method based on the combined model of machine learning
and neural network is better in terms of accuracy. In terms of
computational complexity, we propose an optimization
algorithm based on neural network. .e complexity of the
traffic prediction system is lower, and the difficulty of
condition tracking is also lower.

It can be seen from the results that the accuracy of the
model proposed in this paper is 0.984, 0.966, 0.967, and
0.932 in terms of data analysis and information extraction.
Compared with 0.875, the accuracy of this model can be
greatly improved.

On the other hand, in the process of 5 sets of experi-
ments, it can be found that with the different number of
experiments, the error of the experiment also shows a
regular change, that is, the more the number of experiments,
the smaller the prediction error.

6. Research and Analysis

6.1. Suggestions on Application and Construction of Urban
Intelligent Management Platform in China

6.1.1. Realizing Platform Building and Data Sharing from Top
to Bottom. It is the integration of many data chains within
the city that are really concerned about the data links be-
tween different departments. .erefore, the construction of
the whole platform must be led by the city managers, from
top to bottom to strengthen department cooperation, gov-
ernment enterprise cooperation, and government people
interaction. Based on the connotation of urban operation
and development and urban management, the complete
logic chain from macrocontrol to microgovernance is sorted
out, and various complex problems involved in urban
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management are collected to realize intelligent perception
and event response through the platform. .e construction
of the platform is the work of coconstruction and sharing of
multidepartments and social institutions. On the basis of

“data fusion,” the decision-making of each department
needs to comprehensively consider the data and work of
relevant departments, and the multiobjective comprehensive
decision-making across departments can be realized through
data sharing.

6.1.2. Effectively Improving Data Quality through Data
Governance. .e value of data governance lies in stan-
dardizing information transmission between systems, im-
proving data quality, and improving the level of data sharing
and sharing between business and systems. Scientific data
quality rules should be established, and data quality man-
agement should be run through all aspects of platform
construction and use to meet the needs of business operation
and management analysis. Meanwhile, data redundancy and
infrastructure investment in storage, hardware, operation,
and maintenance should be reduced to improve application
system performance and reduce the burden of later main-
tenance. For some sensitive data, the data items should also
be divided into specific sensitive levels, and according to this
level, the data items can be properly protected in the whole
life cycle, and the protection of residents’ privacy data and
key urban infrastructure should be strengthened.

6.1.3. Designing Scientific Urban OperationMonitoring Index
System. .e construction of urban operation monitoring
index system should follow the principles of importance,
guidance, and systematicness. .e selection of indicators
should be in line with the urban development strategy and
social governance objectives and closely related to the scope
of responsibility of urban managers; the construction of the
index system must be based on the accurate understanding
and linkage analysis of urban governance system, de-
partment business, social institutions, and related disci-
plines, so as to achieve effective coordination among

Table 2: 5 sets of experimental data results.

Enterprise Data 1 Data 2 Predicting fit (%)
Enterprise 1 93 97 87.5
Enterprise 2 94 94 93.2
Enterprise 3 89 83 92.1
Enterprise 4 93 98 96.7
Enterprise 5 92 97 96.6
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Figure 12: Image output of 5 sets of experimental data results A.
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departments and minimize the negative effects and external
costs of work.

6.1.4. Building Clear and Practical Application Scenarios.
.e application scenarios of urban intelligent management
platform should be able to quickly show the city operation
status and display the data change trend through the “one
plug to the bottom” data granularity and space-time coor-
dinates, so as to effectively support urban management
decision-making. .e real-time monitoring of abnormal
points should be clear at a glance, and the analysis function
should be provided according to the needs of users to help
them accurately determine the causes of abnormal infor-
mation. .e simulation of urban development scenarios is
also one of the government’s key needs for platform ca-
pability. Supported by the complex background model, it
simulates the development of the city and society, providing
the basis for evaluation and decision-making. On the
premise of meeting the content, the application scenario
design should be clear and concise, the operation function
should be simple and practical, and it can provide appro-
priate personalized customization according to the needs of
users and can be used anytime and anywhere by portable
devices.

6.2. Research Contribution. Technological change and in-
novation promote the full integration of ICT into the system
of political power and urban governance. .e superposition
and combination of technological elements and other ele-
ments are a strong driving force of reform, which has be-
come the catalyst for the development and progress of
modern society in China. Wherever it goes, the original
power structure system will be deeply changed and form a
unique logic of technological governance and development.

Specific technologies and specific governance goals and
trends are closely linked to promote the mutual service and
promotion of urban governance and information technol-
ogy in a new and radical way [39]. In this paper, emerging
Internet technology and urban governance are integrated for
achieving smart urban governance, reengineering business
processes, and transforming institutional advantages into
governance efficiency.

6.2.1. Improving Social Equity and Social Order. .e core
concept of smart governance is people-oriented, and data-
oriented instrumental rationality coexists with humanistic
care. .e transformation of urban governance from ex-
tensive management to precision governance will be pro-
moted by this platform to improve the accurate supply
capacity of various public services. Relying on big data
acquisition and mining technologies, this platform can seize
the demand characteristics of the public, enterprises, and
other organizations and improve the matching, precision,
and validity of governance to satisfy increasingly diversified
and personalized demands and realize the public service of
active response to the supply side. In no way does this paper
propose conducting urban governance through methods
other than science. .e research of this paper is based on the
existing social system, organizational structure, and urban
problems. .e famous scholar Hu [40] once pointed out
sternly, “We do not deserve to reject science under the
background of the chaotic altar monastery, underdeveloped
communications, underdeveloped industry.” .ere is no
reason to reject science and technology in China in the
present study and application, and even in urban gover-
nance, there should not be a one-sided emphasis on the
human elements. Instead, we should construct the con-
temporary value order by means of technology, paying at-
tention to the survival status of all social strata so that the
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Figure 15: Image output of 5 sets of experimental data results D.
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public can truly share the fruits of development and the
problem of social equity can be solved.

6.2.2. Promoting Social Democracy and the Rule of Law.
It is necessary to establish the operation rules of government
data, rebuild the operation rules of government affairs, and
reform government institutions and before applying the
platform to meet the system and business process re-
quirements of smart urban governance. In this way, the
modern urban governance mechanism of adopting data to
make decisions, manage public affairs, and innovate will be
constructed to adapt to the demand of smart urban gov-
ernance. .rough the integration of business, technology,
and data, the government will reshape the government
process, organizational structure, functional positioning,
and responsibilities, break down organizational and infor-
mation barriers, and improve the government’s governance
capacity and public service quality [41]. .e platform will
work with the new system to promote the participation of all
citizens in urban governance to objectively promote the
application of democracy. .e extensive participation of the
public in governance can pool the wisdom of the public to
the greatest extent in order to improve the scientific nature
of urban governance and establish good governance in the
actual urban governance practice that conforms to the
fundamental interests of the public.

6.2.3. Building a Chinese Sample of City Governance. It is
indispensable to improve the efficiency of urban governance
in the information age by ICT. .e application of the urban
smart governance information platform will be conducive to
improving the efficiency of government operations, pro-
moting economic development, social governance, and
cultural development, and enabling all of society to run like
clockwork. .e application of the platform, which conforms
to the transformation trend of urban governance in China,
will set a governance example for Chinese cities.

6.3. Discussion. .e smart governance concept further
promotes the city governance path of innovation. .e urban
smart governance information platform, an effective means
of implementing intelligent management, will constantly
improve the management network at the city, district, street,
and community levels in practice to form a unified intel-
ligent information platform for the governance of the whole
city. Platform governance includes matters in various areas
of urban social life and information on people, places, things,
events, and organizations within the jurisdiction into the
database management. .e establishment of a long-term
mechanism for data updating and the realization of dynamic
monitoring and management should be established to
discover and process problems in a timely manner; this
enables effectively realizing the government’s public man-
agement and services to social units. However, it needs to be
emphasized that the formation of any urban order cannot be
achieved without the participation of people. It is difficult for
the government to form a flexible order by means of strong

administrative regulation or wishful planning. Urban gov-
ernance transformation must be built and operated under
the guidance of a people-oriented concept, gathering diverse
subjects and various social forces and jointly promoting the
modernization of the urban governance capacity.

Data Availability

.e raw/processed data required to reproduce these findings
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ongoing study.
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*e green development level reflected in the green finance index and the evaluation of the degree of green development in smart
cities have important practical effects on economic transformation. For promoting the transformation and upgrading of finance,
we select 2013–2019 data and construct a distributed lag model to analyse the important role played by green finance and financial
technology in the construction of smart cities. In the paper, we find green finance promotes the construction of smart cities, and
only it will not appear until nine months late. Financial technology has an opposite impact on the construction of smart cities, this
is mainly because the research and marketization of financial technology are higher, and the cost is also higher. *is influence will
appear in the next 14months.

1. Introduction

*e severe destruction of the global ecological environment is
accompanied by the rapid development of the global economy.
*erefore,many countries attach great importance to achieving
“green growth” of their economies while vigorously developing
their economies. *e green upgrading of traditional industries
and the growth of strategic green emerging industries require
the effective empowerment of the financial sector, and the
supply of green physical industries by the financial sector is a
significantmanifestation of green finance. Finance is the core of
the modern economy. If we want to promote the economy, we
must develop high-quality finance and use finance to avoid
economic uncertainty. For China’s current development, green
finance is the way to circumvent this uncertainty and is an
important driving force for promoting supply-side structural
reforms. *e green development level reflected in the green
finance index and the evaluation of the degree of green de-
velopment in a region have important practical effects on
economic transformation, reducing investment risks, and

helping traditional enterprises improve their sustainable de-
velopment capabilities.

Fintech refers to financial innovation brought by new
technologies. It can create new business models, applica-
tions, processes, or products, which has a significant impact
on the way financial markets, financial institutions, or fi-
nancial services are provided. *e business scenarios where
technology and finance are combined mainly include fi-
nancial supervision, payment settlement, financing products
and services, insurance, smart investment advisory, and
energy trading. *e underlying technologies include artifi-
cial intelligence, blockchain, cloud computing, big data, and
the Internet of *ings. In the global sustainable financial
development process, financial institutions and fintech
companies in various countries in the world, especially in
Europe, the United States, and China, have tried to integrate
fintech and financial technology by actively using block-
chain, artificial intelligence, big data, and the Internet of
*ings, combining green finance to carry out green finance
technology exploration and practice.
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Smart cities are inseparable from the joint construction
of all sectors of society. In the financial field, the close co-
operation of the banking industry is required. With China’s
rapid economic and social development, the production and
life of urban residents can no longer be separated from fi-
nancial activities, and letting the development of financial
technology benefit each inhabitant is an important part of
the construction of a smart city. Correspondingly, in the era
of the mobile Internet, technological means have funda-
mentally restructured people’s behaviour habits, and banks
must also change the financial services they provide in time.
*e construction of smart cities has been closely integrated
with the development of banks. *e People’s Bank of China
has repeatedly called on commercial banks to continuously
strengthen the innovative use of financial technology to
inject new vitality into urban construction. Local govern-
ments have also actively sought to cooperate with banks.*e
cooperation between the government and the bank hasmade
great progress in various fields such as people’s livelihood,
education, and public utilities.

*e specific contributions of this paper include the
following:

(1) A literature survey about various existing distributed
lag models and analysis of their advantages and
disadvantages.

(2) An effective distributed lag model for green finance
and fintech in the smart city is proposed.

(3) It can be seen that there is a relatively obvious
correlation between the two in the seventh lag and
the twelfth lag, indicating that the two models are
affected to some extent by other common variables.

*e rest of this paper is organized as follows: Section 2
discusses related work, followed by the empirical analysis in
Section 3. Estimation of parameters for smart cities by green
finance is discussed in Section 4. Section 5 shows the dis-
cussion of the distributed lag model empirical results.
Section 6 concludes the paper with a summary and future
research directions.

2. Related Work

In foreign studies, green finance is also known as envi-
ronmental finance, which is a definition of financial greening
derived from environmental issues and the need to promote
sustainable development. From an economic point of view,
environmental issues have significant externality charac-
teristics, which can produce positive externalities and
negative externalities. Related theories include externalities,
Coase’s theorem, government intervention, and Pareto
improvement. *e development of green finance has a
driving role in environmental protection, energy conser-
vation and emission reduction, and sustainable develop-
ment, so it will bring good external effects. However, good
external effects directly lead to higher costs for financial
institutions to implement green finance, which ultimately
leads to a lack of incentives and insufficient effective supply

for the private sector to implement green finance, and it is
almost impossible to achieve Pareto optimal asset allocation.

Green finance is to support sustainable development,
that is, sustainable finance; it is a path of innovation in fi-
nance in environmental protection, and it is a link between
the financial industry and the environmental industry [1].
Green finance is a financial tool based on market research to
improve environmental quality and transfer environmental
risks. As a method and means to promote sustainable de-
velopment, green financial services have become the
mainstream trend of financial development. Although the
concept of green finance is widely recognized, it lacks a
complete evaluation system, which makes it slow to develop.
Some scholars have established evaluation index systems to
analyse the performance problems of bank green service
channels in operations and use real data from well-known
banks. Based on the evaluation and analysis of their sus-
tainable development concept and specific practices, they
constructed a five-dimensional index evaluation system.
*rough a series of studies, it was found that although the
cost of implementing the “equatorial principle” is higher, the
credit risk generated by loans is lower [2–4].

*e international understanding of green finance can be
roughly divided into two categories: the first category
regards green finance as investment and financing activities
that improve the environment, that is, green investment.*e
starting point of this understanding is to “make up the
investment gap” [2]. Another type of understanding directly
incorporates environmental factors into the field of financial
investment, including changes in environmental costs,
changes in risk coefficients, and changes in returns and
returns caused by engaging in business. It is believed that the
development of green finance is based on the mutual
constraints between finance and the environment [5]. For
example, green finance incorporates environmental factors
into financial services, such as bank investment or reception
decisions, postloan monitoring, and participation in envi-
ronmental assessment during risk management [6]. *e
above two categories are both different and related.

Over time, overseas scholars have also elaborated a series
of issues in the development of green finance. Further
analysis shows that the return on investment of such funds is
longer with the cycle, and the overall investment income is
not worse than other mutual funds.

Fintech is a modern concept and so far, no unified
definition has been formed. However, in 1993, the term
“fintech” appeared in the relevant report of Citibank. At-
tempts to enable technology to finance have gradually begun,
and it has been intensified with the increasing enrichment of
Internet financial practices and the continuous upgrading of
the transformation of the financial sector. It can be said that
fintech has quietly integrated into people’s lives before so-
ciety has realized it. *e Financial Stability Board (FSB)
believes that fintech refers to technological innovation that
can significantly affect financial markets, institutions, and
services and is mainly accomplished through innovative
business models, application methods, process methods, and
product types.
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*e definition of fintech has been gradually clarified in
continuous research. Most scholars define fintech as a
technological solution that can realize the transformation of
the financial service industry. *ey believe that fintech is a
new industry that uses technological innovation to improve
the quality of financial services. Science and technology are a
disruptive emerging financial industry. It mainly uses digital
and information technology to achieve innovation in the
existing economicmodel [7, 8]. In summary, fintech refers to
financial innovation driven by technological innovation.
*rough the deep integration of finance and technology, big
data, blockchain, artificial intelligence, and cloud computing
are the main technical support, which has changed financial
business processes. And business models challenge tradi-
tional financial thinking. Fintech has given impetus to
various industries in finance-related fields by expanding the
service boundaries of financial institutions and improving
service methods while increasing financial efficiency and
while minimizing risks [9–11]. However, fintech cannot be
simply understood as the superposition of the two. It is more
a process of gradual integration and deepening of emerging
technologies and financial services to continuously promote
the transformation and upgrading of traditional financial
services.

*e definition of “smart city” comes from the vision of
“Smart Earth.” IBM released the theme report of “Smart
Earth: Next Generation Leadership Agenda” in New York in
2008. *e report mentioned “Smart Earth,” which actually
refers to the full use of IT technology and sensors in various
industries to embed in hospitals, power grids, railways,
bridges, tunnels, highways, buildings, and other objects in
the corners of the world , connect various objects to form the
Internet of*ings, then integrate the Internet of*ings with
the Internet, and finally use supercomputers and cloud
computing to integrate the Internet of *ings.

*e construction of a smart city is not a process with
clear boundaries, so there is no unified interpretation of its
concept.*e concept of early smart cities is mainly related to
the operational functions, management, and planning effi-
ciency of smart technology solutions in energy, trans-
portation, physical infrastructure, distribution and
communication networks, economic development, and
service delivery. With the development of smart cities, more
and more emphasis is placed on the use of information
technology to achieve the purpose of urbanization, and a
definition of a focused and operable smart city is gradually
given. Invest in social capital, traditional, and modern
communications infrastructure to promote sustainable
economic growth and high-quality living, and wise man-
agement of natural resources. Emphasize the role of in-
formation technology. *ink of smart cities as transforming
productivity, to achieve the prosperity of the city and benefit
the people [12–15]. Some scholars have begun to define
smart cities from the perspective of the Internet.*ey believe
that smart cities are a complex system containing multiple
visions [16, 17]. Recently, with the development of infor-
mation technology, more and more foreign scholars have
begun to focus on sustainable development incorporating
into the concept of smart cities, emphasizing the

improvement of environmental issues through technological
development.

In addition, scholars have also made related research on
smart city assessment. From different perspectives, they built
innovative cities, regional green cities, quality of life, digital
government, and so forth as evaluation indicators and
carried out evaluation work on smart cities in different
countries around the world [18] to promote the sustainable
development of smart cities. Later, scholars carried out
evaluations of smart city performance, proposed models for
measuring smart city performance, and conducted empirical
research.

Fintech itself is based on “science and technology,” its
purpose is to promote the transformation and upgrading of
finance, and it is an important force to promote the de-
velopment of green finance [19]. *is study explores the
impact of finance on the construction of smart cities from an
innovation-driven perspective and analyses the important
role played by green finance and financial technology in the
construction of smart cities.

3. Empirical Analysis

3.1. Data Source. *e starting year of the time series data
selected in this article is 2013 because 2013 is called “the first
year of Internet finance.” In the study of green finance,
fintech, and smart cities, this article selected seven-year data
from 2013 to 2019, which can more clearly rely on the latest
year’s data to understand the specific impact between the
three [20]. *e data are constructed through an index
system. Green finance indicators include seven aspects:
green credit, green bonds, green development funds, green
insurance, green stocks, green investment, and carbon fi-
nance. *e city index is constructed from four perspectives:
smart technology, smart economy, smart society, and smart
environment.

3.2. Model Setting and Identification. Since the independent
and explanatory variables involved in this study are time
series data, the structure of a commonly used linear re-
gression model is as follows:

Yt � C + 

k

i�1
βiXit + εt, (1)

in which Yt is the time series of the dependent variable, Xit is
the time series of the i-th independent variable, εt is the
random disturbance term (disturbance term), and C is the
constant term. In order to use the least square method
(ordinary least square) for estimation, it is usually assumed
that the random perturbation term and independent vari-
able are independent of each other, and the random per-
turbation term is independent and identically distributed.
However, the above model itself and the basic assumptions
about the random perturbations have three problems: they
ignore the lag effect of the independent variables, cannot
handle the autocorrelation of the perturbations, and are
misleadingly related [21].
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In view of the above problems, this article considers the
use of the dynamic regression model (dynamic regression)
and introduces the lag term in the initial dynamic regression
model [22]. According to the different representations of the
lag term, there are two kinds of dynamic regression models:
Linear Distributed Lag Model (LDL) and Rational Dis-
tributed Lag Model (RDL) [23]. Since the actual data has
only a limited number of data samples, it is not possible to
directly estimate the parameters of the LDL model. So this
research uses the RDL model; the specific expression is as
follows:

Yt � C +
ω(B)B

b

δ(B)
Xt + εt � C +

ω0 + ω1B + · · · + ωhB
h

 B
b

1 − δ1B − δ2B
2

− · · · − δrB
r
Xt + εt.

(2)

*e RDL model can describe more complex changes in
impulse response weights through the combination of
multiple backshift operators, thereby better fitting the data,
in which Bb is used to reflect the dead time, that is, the time
interval when the independent variable starts to affect the
dependent variable; δ(B) represents the Decay Pattern; and
ω(B) reflects the absence of the impulse response weight.

*is article will use the Box–Jenkins dynamic model
construction strategy, namely, model identification, pa-
rameter estimation, and model diagnosis [24]. When the
Box–Jenkins dynamic model construction strategy is offi-
cially started, according to the actual operation experience,
the following preprocessing tasks will be performed on the
original data in order, which will help the subsequent
modelling process to proceed smoothly [25].

(1) Perform differential processing on the independent
and dependent variable sequences and convert them
into stationary sequences Xt

′  and Yt
′ .

(2) Prewrite independent variable sequence to obtain the
perturbation sequence at  of the autoregressive
moving average model (hereinafter referred to as
ARMAmodel) of the independent variable sequence,
which is a white noise process; its ARMAmodel is as
follows:

at � C +
φ(B)

θ(B)
Xt
′. (3)

(3) Apply the filter expression obtained in (2) to the
dependent variable sequence to obtain another se-
quence of perturbed terms. *e process is as follows:

βt �
φ(B)

θ(B)
Yt
′. (4)

(4) Calculate the cross-correlation function of the se-
quences x and y (hereinafter abbreviated as CCF),
and perform a Ljung–Box population test on the
given number of lag terms k. If the null hypothesis is
rejected, explain the first k lags of the independent

variable sequence. At least one of the terms has a
significant nonzero correlation with the dependent
variable; that is, the independent variable has ex-
planatory power to the dependent variable and
should be added to the RDL model.

Firstly, clarify three key parameters in the polynomial
ratio form of the impulse response function—the molecular
polynomial order h, the dead time b, and the denominator
polynomial order r.

Secondly, the ARIMA model expression of the pertur-
bation term is as follows:

εt �
Θ B

s
( θ(B)

Φ B
s

( φ(B)
∇D

s ∇
d
at, (5)

in which at is a normally distributed white noise with a
mean of 0 [26].

*is paper chooses the linear transfer function method
(the LTF method) to complete the entire model identifi-
cation task. *e LTF method requires the establishment of
the following free-form distribution lag model (the FFDL
model):

Yt � C + v0Xt + v1Xt− 1 + · · · + vkXt− k +
1

1 − φsB
s

(  1 − φ1B( 
at,

(6)

in which k is the number of lag effect terms chosen arbi-
trarily, generally the values that can be considered are − 5, 10,
15, and 20, and k is selected in this paper; for the disturbance
term, this paper chooses a low-order autoregressive model
(the ARmodel) to improve the accuracy of impulse response
weight estimates. In the presence of seasonal effects, the AR
(1) can usually be considered [27].

3.2.1. Model Estimation. After the model recognition task is
completed, the following complete model expression can be
obtained:

Yt � C +
ω(B)B

b

δ(B)
Xt +
Θ B

s
( θ(B)

Φ B
s

( φ(B)
∇D

s ∇
d
at. (7)

3.2.2. Model Diagnosis. *en, perform a maximum natural
estimation on (6). It should be noted that both Xt  and Yt 

are sequences that satisfy weak stationary after performing
the difference.

3.2.3. Model Comparison. In the process of model identi-
fication, there may be multiple candidate models. If multiple
models are diagnosed through the model, they will face the
problem of choosing between multiple models. *ere are
two commonly used criteria for model comparison: Akaike
Information Criterion (AIC) and Bayesian Information
Criterion (BIC). *e definition formula of AIC is as follows:

AIC � nlog σ2  + 2M, (8)
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in which M is the number of parameters in the model, σ2 is
the maximum likelihood estimate of the variance of the
disturbance term, and n is the amount of data.*e definition
formula of BIC is as follows:

BIC � nlog σ2  + log(n)M. (9)

From the above definitions, when the amount of data is
large (n> 10), compared with the AIC criterion, the BIC
criterion will impose a larger penalty term on the amount of
model parameters. According to the Principle of Parsimony
of model selection (Principle of Parsimony), this article will
use BIC as the selection criterion—the model with the lowest
BIC value is optimal.

3.2.4. Construct LTF Model and Specify RDL Model
Parameters. Specify K as 20 and the perturbation term is
approximated by a low-order AR model. Figures 1 and 2
show the changes in the impulse response weights of the two
independent variables.

As can be seen from Figure 1, the three key parameters of
the green financial independent variables in the RDL model
are b � 4, r � 0, h � 0. *e impulse response weight only
slightly exceeds the threshold. As can be seen from Figure 2,
the parameters of the RDL model part of the fintech in-
dependent variable are b � 14, r � 0, h � 0 + 1 − 1 � 0.

Figure 3 shows the residuals SACF and SPACF exhibit
white noise characteristics, so the disturbance term partially
retains the AR (1) model.

4. Results

4.1. Model Estimation

4.1.1. Estimation of Parameters for Smart Cities by Green
Finance. According to the parameters specified in the model
identification stage, the parameters of the RDL model are
estimated based on the maximum likelihood estimation
method. *e results are shown in Table 1.

As can be seen from Table 1, the seasonal part of the
disturbance term is not significant, and the molecular
polynomial parameter of the independent variable part of
RDL is not significant, so try to specify another set of al-
ternative parameters: b� 9, r� 0, h� 1 + 0 –1� 0. *e esti-
mated results of the revised RDLmodel are shown in Table 2.
It can be seen from this that each parameter passed the
significance test.

According to the parameters specified in the model
recognition stage, the parameters of the RDL model are
estimated based on the maximum likelihood estimation
method. *e results are shown in Table 3. As can be seen
from the figure, the seasonal part of the disturbance term
is not significant, and the parameters of the fintech in-
dependent variable part are not significant, so an al-
ternative RDL model is selected. *e estimated results
of the revised RDL model are shown in Table 4,
which shows that each parameter passed the significance
test.

4.2. Model Diagnosis and Analysis. *e first step is to per-
form residual diagnosis on the RDL model. As can be seen
from Figures 4 and 5, the residuals of the modified RDL
model can pass the autocorrelation and normality tests.

*e second step is to perform residual diagnosis on the
independent variable ARIMA model. *e results are shown
in Table 5 and Figure 6. Table 5 shows that each parameter
passed the significance test, and it can be seen from Figure 6
that IACF and PACF show that the residuals pass the au-
tocorrelation test, but they are not white noise.

In the third step, a Ljung–Box test is performed on the
two residual sequences CCF, and the result is shown in
Figure 7. It can be seen that there is a relatively obvious
correlation between the two in the seventh lag and the
twelfth lag, indicating that the two models are affected to
some extent by other common variables.

From the model estimation and diagnosis results, we can
know that green finance has a significant positive impact on
the construction of smart cities, and this impact will occur
after nine months. Fintech has a significant negative impact
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Figure 1: Impulse response weights for green finance.
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Figure 2: Impulse response weight map of fintech.
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on smart cities, and this impact occurs after 14months. *e
model diagnosis results show that there are common vari-
ables in the residuals of the RDL model and ARIMA model

constructed in this paper. Due to the influence of common
variables, the results of their specific parameter estimation
may not be stable. Figure 7 is CCF significance test chart of
two residual sequences.
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Figure 3: Autoregressive plots of residual error of LTF model.

Table 1: Estimated results of green finance RDL model.

Parameter Estimate Standard
error

T
value

Approx-
t<P< t Lag

MU 0.0031 0.0021 1.47 0.1409 0
MA1,1 0.2817 0.0919 3.06 0.0022 1
MA1,2 0.3593 0.0946 3.80 0.0001 2
MA2,1 − 0.1337 0.1018 − 1.31 0.1891 11
NUM1 0.0054 0.0010 5.08 <0.001 0
NUM1,1 − 0.0013 0.0010 − 1.33 0.1823 1

Table 2: Estimated results of the revised RDL model for green
finance.

Parameter Estimate Standard
error

T
value

Approx-
t<P< t Lag

MU 0.0029 0.0018 1.67 0.0940 0
MA1,1 0.3028 0.0905 3.34 0.0008 0
MA1,2 0.3582 0.0932 3.85 0.0001 0
NUM1 − 0.0053 0.0011 4.81 <0.001 9

Table 3: Estimation results of fintech RDL model.

Parameter Estimate Standard
error

T
value

Approx-
t< P< t Lag

MU 0.0545 0.0011 1.17 0.2503 0
AR1,1 0.0598 0.0987 − 5.06 0.0564 0
AR2,1 0.0569 0.0945 − 1.65 0.0641 0
NUM1 0.0065 0.0965 4.12 <0.001 14
NUM2 0.0058 0.0354 − 1.25 <0.001 6
NUM1,1 0.0965 0.0569 0.59 <0.001 6

Table 4: RDL model estimation results.

Parameter Estimate Standard
error

T
value

Approx-
t< P< t Lag

MU 0.0596 0.0023 1.19 0.2336 0
AR1,1 − 0.0632 0.0895 − 6.03 <0.001 0
NUM1 0.0782 0.0652 2.48 0.0130 14
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Figure 4: Residual normality test chart of RDL model after green finance correction.
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Table 5: Maximum likelihood estimation results of the fintech ARIMA model.

Parameter Estimate Standard error T value Approx-t<P< t Lag
MU − 0.0642 0.0865 − 0.08 0.9358 0
AR1,1 − 0.5653 0.0824 − 2.60 0.0082 1
AR1,2 − 0.9252 0.0963 − 4.26 <0.001 2
AR1,3 − 0.4545 0.0918 − 6.35 <0.001 3
AR1,4 − 0.2545 0.0854 − 2.26 0.0235 4
AR2,1 − 0.2224 0.0871 − 7.21 <0.001 11
AR2,2 − 0.7554 0.1025 − 4.26 <0.001 22
AR2,3 − 0.7893 0.0965 − 2.60 0.0093 33
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Figure 6: Autocorrelation test chart of fintech ARIMA model residuals.
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5. Discussion

*e first is to innovate financial institutions and vigorously
develop technology banks, technology microcredit compa-
nies, and financial leasing companies. On the premise of
following the law of development of technology innovation,
expand diversified financing channels, and, at the same time,
use mechanism innovation as a driving force to strengthen
internal incentives. Improve fair and objective assessment
mechanisms and improve protection systems such as risk
compensation. *e second is to innovate financial products,
efficiently use differential risk tolerance to support scientific
and technological credit, promote high-yield bond and
equity bond financing methods, and comprehensively
promote intellectual property pledge financing and repay-
ment. Innovation in financing methods: the third is inno-
vative financing methods, breaking through the traditional
service model of indirect financing, financial team and
equity, and venture capital investment and loan linkage; the
fourth is focusing on the development opportunities of
Internet financial technology innovation, fostering “Internet
thinking,” and actively promoting “networks” “Process”
model; creating Internet banking, high-quality service
platforms, electronic banking, online revolving loans, and
other IT banks; effectively solving the “gap” in funds faced by
high-tech projects; promoting the output and diffusion of
technological innovation; and promoting the development
of information technology in smart cities.

*e core of the development of green finance lies in
financial intermediaries. *e market's actual demand for
green finance requires financial institutions to continuously
improve their awareness of social responsibility and envi-
ronmental protection, and carry out targeted green finance
promotion and education for internal staff. When making
business decisions, we must coordinate the relationship
between social responsibility and self-interest. We must
always consider environmental protection and sociality in
daily operations. Strict environmental protection social
responsibility runs through all daily business activities. *e
financial community must maintain the concept of devel-
oping green finance at all times. It must take a dialectical and
unified view of the social responsibility and self-realized
benefits of enterprises when they conduct green financial
business and promote the development of green finance as a
long-term strategy to operate, financial institutions. *e
government should actively carry out green finance publicity
work, publicize the government's ideas and measures in
developing green finance, and explain the positive changes
that green finance development will bring to the lives and
work of the general public. On this basis, companies can
actively participate in promoting the development of green
finance.

One of the major obstacles facing the development of
China’s green finance is the incomplete information sharing
mechanism between different institutions in green finance
and the problem of information asymmetry in different
sectors, especially the financial and environmental protec-
tion sectors that are closely related to green finance. *e
information asymmetry between the two departments lays

hidden dangers for the occurrence of financial risks.
*rough the application of fintech, a green financial in-
formation database can be established between departments,
thereby forming a stable communication and coordination
mechanism and achieving information sharing between the
two parties. At the same time, regulators can also use real-
time tracking and monitoring of enterprises participating in
green credit through the application of fintech and update
related information in real time. In addition, a mature in-
formation disclosure system should also be established
through the application of fintech, the disclosure procedures
for financial institutions to provide green financial services
to enterprises, the role of the public and groups in super-
vision, and the strengthening to cooperate with each other to
create a system of vertical supervision and horizontal
supervision.

6. Conclusions

Starting from the relationship between green finance, fin-
tech, and smart city construction, this study selects data
from 2013 to 2019 and uses a distributed lag model to
demonstrate it. *e following conclusions are obtained: first,
green finance promotes smart city construction and green
credit. *e promotion effect of green financial indicators
composed of seven aspects including green bonds, green
bonds, green development funds, green insurance, green
stocks, green investment, and carbon finance on the con-
struction of smart cities will not appear until nine months
later. *e honey lake fintech index has verified that it has a
reverse effect on the construction of smart cities through
models. *is is mainly due to the high cost of fintech re-
search, marketization, and profitability, which hinders the
construction of smart cities to a certain extent. *e effect of
this effect will appear after 14months.
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Classification and gradation system adopts different security protection schemes for different types of data by implementing
classification and gradation management of data, which is an important pretechnical means for data security protection and
prevention of data leakage. (is paper introduces artificial intelligence classification, machine learning, and other means to learn
and train enterprise documents according to the characteristics of enterprise sensitive data. (e generated training model can
intelligently identify and classify file streams, improving work efficiency and accuracy of classification and gradation. At the same
time, the differences, advantages, and disadvantages of K-NN (K-Nearest Neighbors), DT (Decision Tree), and LinearSVC
algorithms are compared. (e experimental data shows that LinearSVC algorithm is applicable to high-dimensional data, with
discrete, sparse data features and large number of features, which is more suitable for classification of sensitive data of enterprises.

1. Introduction

With the advent of Internet plus era, the status of data as a
basic strategic resource has become increasingly prominent
[1–3]. As network security threats become increasingly
prominent, data face many security risks during storage,
processing, and transmission. (e challenges of manage-
ment and monitoring which accompany it are increasingly
severe [4, 5], so the establishment of a data classification and
gradation system environment is the basic premise for the
rapid development of enterprises [6, 7]. According to the
results of data classification and gradation and the com-
pany’s policy requirements, efficiently matching the collated
data with security strategies is an important means for
enterprises to improve their core competitiveness. For large
enterprises, data security faces many problems and chal-
lenges. According to the international standards of infor-
mation security [8], the importance of different data is
different, and high-value data requires stricter protection
mechanisms. (erefore, data is used as the security pro-
tection target, and the intricate enterprise data assets are
divided into various categories and multiple levels according

to the classification and gradation method. According to the
type and value of data, different protection strategies are
formulated [9, 10], and the continuous strengthening and
improvement of sensitive data security management have
become more prominent and important.

At present, the state has promulgated laws and regula-
tions such as the “Network Security Law of the People’s
Republic of China” [11], clearly stating that “network op-
erators should comply with the requirements of the network
security level protection system, perform the following se-
curity protection obligations to protect the network from
interference, destruction, or unauthorized access, prevent
network data from being leaked, stolen, or tampered,” and
“take measures such as data classification, important data
backup, and encryption”. (e data combining work has the
following problems. First, for the sensitive data of enter-
prises, due to the lack of strict management of the computer
network by the managers and their lack of awareness of
network security, it is easy for the computer to leak infor-
mation, which causes a series of subsequent security risks to
damage the computer network [12]. Second, most of the
understanding of policies, regulations, and standards also
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relies on manual combining. (ere is a possibility that the
understanding and interpretation of policies, regulations,
and standards may be artificially expanded or reduced.
(ird, at the same time, with regard to the characteristics of
large data business types and large data volumes of large
enterprises [13, 14], business personnel cannot quickly
identify which sensitive data is based on standards, and the
level of confidentiality corresponding to sensitive data is not
easy to define. (erefore, establishing a classification and
gradation protection catalogue for the corresponding trade
secrets of large enterprises, establishing a more detailed
classification and gradation process specification and
implementation guide according to the business data, im-
proving the efficiency and accuracy of classification and
gradation management, providing reference for confiden-
tiality of documents for business personnel, and forming
compliance management measures are imperative [15, 16].

By integrating artificial intelligence classification tech-
nology [17], this paper carries out automatic classification
and gradation of documents. (is paper compares three
classification algorithms and shows the feasibility and effect
of LinearSVC algorithm in the classification and gradation
system, so as to improve the accuracy of data classification
and gradation [18].

2. Classification and Gradation System
Architecture and Deployment

(e classification and gradation management of enterprise
information can enable various sensitive data information of
the enterprise to be grasped in a timely, efficient, and ac-
curate manner [19]. It is an important pretechnical means
for large-scale enterprises to protect data security and
prevent data leakage. According to the data privacy stan-
dards and management systems of enterprises, classification
and gradation management of sensitive data of enterprises is
more convenient for the formulation of data security policies
and the protection of sensitive data.

Figure 1 shows the deployment of classification and
gradation. As the core part of classification and gradation, AI
server can predict the classification and gradation of en-
terprise documents through artificial intelligence classifi-
cation and machine learning and provide users with a higher
level of intelligent application services; the role of the load-
balancing server is to distribute the user to the web server
group; the file server and the database, respectively, provide
storage for the file and relational data for the classification
and gradation system; and the report server provides a
comprehensive display for the classification and gradation
information.

(e DLP system continuously captures and analyzes the
traffic on the network by placing a monitor at the outlet of
the enterprise’s external network and detects sensitive data
and important traffic elements [20] through protocols such
as SMTP, FTP, and HTTP to prevent the transfer of sensitive
data to the outside. It can be seen from Figure 2 that the
classification and gradation system integrates with the DLP
(data leakage prevention) system to obtain network or
terminal data leakage event information and displays related

information for organizations with data permissions on the
basis of strict authority control design. (e user data pro-
tection requirements can be collected from the information
or security management department to provide a basis for
the data security policy. At the same time, the DLP system
interacts with the classification and gradation system to
compare the fingerprint of the outgoing file with the fin-
gerprint database of the classification and gradation system
to predict which category the file belongs to.

3. Materials and Methods

Data intelligent classification mainly uses intelligent clas-
sification technology to form different categories of data to
be classified [21]. As shown in Figure 3, the AI intelligent
classification function is mainly divided into two modules:
AI training and AI classification. (e AI training module is
processed by a stand-alone server. (rough the full amount
of learning from classification and gradation information
source uploaded by users, generating the system model, and
uploading it to AI classificationmodule, AI classification will
classify documents according to the model. In the AI
classification module, when the user enters the classification
and gradation information, the platform intelligently clas-
sifies and gives the user a classification prompt to provide a
reference for the user.

3.1. Data Preprocessing. To be able to calculate the accuracy
of the classification algorithm, before the model training, the
system needs to automatically classify and annotate the data
sample files and then classify the inaccurate files automat-
ically into the correct classification through manual
proofreading. (e manual proofreading step is very im-
portant and has a great impact on the final accuracy. For the
calibration document after proofreading, if obtaining higher
quality corpus data is needed during model training, the data
should be preprocessed in advance [22]. (e data pre-
processing flow chart is shown in Figure 4.

(e original text is first cleaned.(is is the last procedure
to find and correct identifiable errors in the data file. It
reexamines and verifies the data, removing duplicate in-
formation, correcting existing errors, and providing data
consistency. After that, the word segmentation process is
performed, the Chinese characters are divided into indi-
vidual words, and the continuous word sequences are
recombined into word sequences according to certain
specifications. Finally, the stop words are removed. (e
words that do not contribute to the text features are roughly
divided into two categories. One kind of stop words is
characterized by a wide range of applications and can be
found everywhere in various documents; for example, the
word “company” appears in almost every document, and the
characteristics of the document cannot be reflected for such
words. Another kind of stop words includes a modal particle,
an adverb, a preposition, and a conjunction, which usually
has no clear meaning. (ese words will not have specific
meaning until they are put into a complete sentence, such as
the common “the,” “in,” and the like. After the data is
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preprocessed, the original text is expected to have higher
quality prediction data for the next model training.

3.2. Model Training. Dividing all training data into two
parts, one for the training model is called the train set, and
the other for the accuracy test of the model is called the test
set. (en the TF-IDF (term frequency-inverse document
frequency) [23] calculation on the two data sets is carried
out. (e calculation process is as follows: for the word ti in
each parsed.txt file dj, the term frequency (TF) can be
expressed as in the following equation:

tf i,j �
ni,j

knk,j

, (1)

where ni,j is the number of occurrences of the term ti in the
document dj and the denominator is the sum of the oc-
currences of all the terms in the document dj. (e main idea
of IDF (inverse document frequency) is that if there are
fewer documents containing the word ti, the IDF value is
larger, indicating that the word ti has a good class dis-
crimination ability at the level of the entire document set.
IDF is expressed as follows:

idf i � log
|D|

j : ti ∈ dj 



, (2)

where |D| is the total number of all documents in the corpus
and the denominator is the number of all documents
containing the term ti. (e TF-IDF weight is actually the
product of two parameters. (at is, tf i,j × idf i.

TF-IDF is a commonly used weighting technique for
information retrieval and data mining. It is a statistical
method used to evaluate the importance of a word to a
document set or one of the documents in a corpus [24]. (e
importance of a word increases in proportion to the number
of times it appears in the document, but at the same time it
decreases in inverse proportion to the frequency of its ap-
pearance in the corpus. If in a specific type of test set
document the TF-IDF value of the word ti is high but that in
other categories is very low or even 0, indicating that the
word is of greater importance to this type of document and
has a strong ability to classify this type of document, it can be
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regarded as the characteristic word of this kind of file. (e
specific model training process is as follows: TF-IDF cal-
culation is performed on the words in the file data in each
category of the training set; then the words with the strongest
classification ability are selected as the feature words of the
type of file. So, the classifier training is performed using these
features. In the end, a classification model is generated. After
each training of the model, the test data set needs to be used
to verify the accuracy of the model. When the accuracy
reaches the requirement, the model can be saved. If the
higher accuracy is not achieved, it is necessary to classify the
annotation data to confirm whether there is a data classi-
fication error and then adjust the parameters of the model,
evaluate the model, and iterate the process until a higher
accuracy is obtained.(e model training process is shown in
Figure 5.

3.3. Learning Function of ClassificationModel. In view of the
numerous and intricate features of the documents in the
enterprise, with the change of the enterprise system and the
continuous increase of documents, it is sometimes necessary
to make changes to the classification standards and adjust the
data file categories. (e AI intelligent classification model
learning framework is shown in Figure 6. (e framework
consists of model learning services, file parsing services, and
model training. With the corpus and new standard of clas-
sification reuploaded, the file parsing service is called to
convert the data file into a txt file, and the corpus is initially
automatically classified based on the new classification cri-
teria. After manual proofreading, the model training module
is invoked for training. (e result is repeated iterations to
achieve the learning function of the model.

4. Results and Discussion

4.1. Several Common Classification Algorithms. Logistic
Regression (LR) [25], a generalized linear regression analysis
model, is based on the Sigmoid function to deal with large-

scale data by giving the probability that the sample belongs to
each category. Logistic regression algorithms are often used to
solve the two classification problems; Naive Bayes (NB) [26], a
method for calculating posterior probabilities from prior
probabilities, requires a hypothetical premise. In the actual
data classification analysis process, this premise assumption is
often too idealistic, and it is not established in the actual
situation. So the above two algorithms are not suitable for use
in the enterprise data multiclassification system.

Decision Tree (DT) [27] creates a tree node by calcu-
lating the information gain of each attribute and selecting
the attribute with the highest information gain as the test
attribute of the given data set, and marks with this attribute,
and then creates a separate branch for each value of the
attribute and divides the sample accordingly; K-Nearest
Neighbors (K-NN) [28] classification, an analogy-based
learning method, works by storing all training samples in an
N-dimensional model space, calculating sample files by
calculating the K training samples closest to a given un-
known sample using the Euclidean distance formula; Lin-
earSVC [29] is one of the SVM (Support Vector Machine)
classification algorithms. By using kernel function tech-
niques, linearly inseparable features are mapped into high-
dimensional space, so that features can be divided in high-
dimensional space. Based on the limited sample informa-
tion, the complexity of the model (the learning accuracy of a
particular training sample) and the learning ability (the
ability to identify any sample without error) maximize the
maximum separation between the separate categories to
achieve good classification predictions for the sample file.

4.2. Experimental Scheme and Results. Intelligent classifi-
cation and gradation module is essentially a module of text
classification. Text classification refers to the automatic
classification process of the input text according to a certain
categorization system by the computer through algorithms.
(e algorithm of this classification and gradation module is
implemented by a more mature machine learning algorithm.

�e original text Preprocessed
text

Data
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World
processing

Get rid of stop
words

Data
review

Data
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Back
together

Word
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Figure 4: Data preprocessing flow chart.
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In machine learning, there are many algorithms that can be
used for text classification. After comparing the advantages
and disadvantages of different algorithms, combined with
the sparse and discrete features of the enterprise text data,
three algorithms (Decision Tree, K-NN, and LinearSVC)
that are suitable for enterprise text classification are selected
for experiment.

For the experimental work of exploring the data volume
of the model training on the accuracy and modeling time of
the three classification algorithms, according to most enter-
prise systems and organizational components, the enterprise
data can generally be roughly divided into 12 categories in-
cluding personnel, auditing, legal affairs, material procure-
ment, production and management, technology
management, discipline inspection and supervision, main-
tenance of letters and visits, comprehensive office, planning,
finance, international cooperation, and policy research. For
the discrete, sparse, and feature-rich characteristics of the
enterprise data, if there are too many training samples, some
abnormal feature values will appear inside for the discrete and
sparse enterprise data, which will affect the accuracy of the
model. At the same time, the amount of training data should
not be too small; otherwise, it will also affect the accuracy. In
view of the fact that the number of training samples would
affect the accuracy of the classification model, this experiment
fixed the size of the sample categories into 12 to explore the
changes in the accuracy and modeling time of the three
classification algorithms when the amount of training data for
each classification file is 40, 60, 80, 100, 120, 140, and 160. It is
worth noting that, in order to avoid the influence of other
factors on the experiments, all experiments were conducted
on the same hardware configuration server. (e results are
shown in Figure 7.

Due to the characteristics that the enterprise data are
discrete, sparse, and numerous, the more categories are
classified, the higher the degree of feature coincidence
among each category is, which makes the accuracy of the
model more easily affected. In general, the enterprise doc-
uments are roughly divided into 12 categories: company
personnel, finance, and so on. According to the different
nature and the different system of the enterprise, the data
category species will slightly change.

When exploring the influence of the number of training
samples on the model accuracy and modeling time, it can be
seen from Figure 7 that the modeling time increases with the
increase of the number of training samples, while the ac-
curacy of the model built by the three algorithms peaks
within the range of local sample size (75–100). (erefore, as
for the experimental work to explore the influence of the
number of enterprise data classification types on the ac-
curacy and modeling time of the three classification algo-
rithms, in order to facilitate the calculation of experimental
parameters, the fixed training sample size for this experi-
ment is 100 files. (erefore, this experiment explores the
changes in the accuracy and modeling time of the three
classification algorithms when the number of classification
types is 8, 10, 12, 14, 16, 18, and 20 in sequence for servers
with the same hardware configuration. (e variations of the
three algorithms are displayed in Figure 8.

4.3. Analysis of Experimental Results. It can be seen from the
data and the line graph obtained from the two experiments
that, for different numbers of training samples, the model
training time of each algorithm is almost the same for the
three algorithms. But the training time of the Decision Tree
algorithm model is generally over 1s, while the other two
algorithms K-NN and LinearSVC have slightly faster speed,
with the over 1s training time when the training sample size
is more than 100. However, in the view of the accuracy,
LinearSVC classification algorithm is superior to the other
two kinds of algorithm; its accuracy can reach 95% or so.(e
LinearSVC classification algorithm has the highest accuracy
when the number of training samples is about 100 files. For
the experiments for different types of enterprise data clas-
sification, the training times of all algorithms are still similar,
but the accuracy of the LinearSVC classification algorithm is
still the highest, which can reach about 95%. According to
the results of the two experiments, it can be seen that, when
considering the time used for modeling, the three classifi-
cation algorithms are not much different, but the LinearSVC
classification algorithm still has a far better accuracy than the
other two algorithms in the two experiments and therefore is
most suitable for application in the enterprise data classi-
fication and gradation system.

5. Application Verification and Summary

5.1. Analysis of Experimental Results. Taking a petroleum
enterprise as an example, the AI intelligent classification
composed of the LinearSVC algorithm is applied in the
classification and gradation system of the enterprise. (en,
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Figure 5: Model training flow chart.

Complexity 5



according to the nature and system of the oil company, the
company roughly divides the data into 19 categories: per-
sonnel, auditing, legal affairs, and so on. At the same time,
we found 19 types of documents from within the oil
company, and the number of each type of documents is
about 100. (e various documents are divided into two
parts: training set and test set. (e number of the two text

sets can be flexibly set, usually set as the ratio of training set
and test set is 4 :1, but the slight increase or decrease of this
ratio will not affect the accuracy of model training results.

(e numbers of data files for the training and test sets of
each classification category are shown in Tables 1 and 2.

(e supervised model training is carried out in the
enterprise classification and gradation system. When the
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accuracy reaches the required level, the model is generated.
Table 3 shows the accuracy and time taken for the training of
the enterprise classification and gradation system model.

It can be seen fromTable 3 that when the training accuracy
reaches 100%, the time spent in the model training is less than
1s, and when tested, the accuracy of the model can reach 94%,
exceeding 90%. (erefore, the trained model shows the ad-
vantages of short training time and high accuracy.

5.2. Application Verification. In order to verify the accuracy
of the classification model of the system for the classification
of sensitive data documents of enterprises, 3000 data files are
randomly selected as test files in a petroleum enterprise. (e
test files were randomly divided into three groups, and the
system was tested three times in succession and verified by
three indicators: (3), (4), and (5).
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Figure 8:(e relationship between training samples of different classification categories and accuracy and time. (a) Accuracy line graph.
(b) Modeling time diagram.

Table 1: Number of files in each training set.

Category Quantity
Professional branch 71
Personnel 64
Safety and environmental protection 60
Global cooperation 65
Information management 62
Audit 71
Reform 50
Policy research 61
Legal affairs 52
Material procurement 83
Production management 68
Technology management 99
Discipline inspection and supervision 53
Letter of visit 51
General office 49
Planning 65
Finance 76
Quality and standards 56
Capital operation 61
Total 1217

Table 2: Number of files in each test set.

Category Quantity
Professional branch 37
Personnel 29
Safety and environmental protection 21
Global cooperation 31
Information management 21
Audit 25
Reform 19
Policy research 23
Legal affairs 27
Material procurement 37
Production management 31
Technology management 41
Discipline inspection and supervision 33
Letter of visit 37
General office 22
Planning 31
Finance 23
Quality and standards 24
Capital operation 26
Total 538
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precision �
Numcorrect

Numtotal
, (3)

recall �
Numcorrect

Numactual
, (4)

F1 �
2 × precision × recall
precision + recall

. (5)

In the previous equations, Numcorrect is the correct
number of documents in the various types of data identified
by the classification model, Numtotal is the number of
documents predicted by the model, and Numactual is the total
number of actual samples.

Table 4 clearly reveals that, in the three random testing
experiments, the generated model shows great classification
effect: the recall rate reaches 95% and above, and the clas-
sification accuracies are all higher than 94%. (e results are
consistent with the conclusions drawn in the test section,
indicating that the model has good stability and can be well
applied to the classification of enterprise sensitive data
documents.

Regarding the part of the misclassified data that has not
been verified, although the data is not classified into the
correct category, it will not affect the detection of sensitive
files in actual scenario. (e reason is as follows: With the
increase in the classification categories of sensitive docu-
ments, the difference in classification standards between the
categories will gradually decrease.(erefore, in this case, it is
easy to cause the misclassification of data. But, in fact, even if
the data is misclassified into other categories, due to the fact
that these different categories also belong to the category of
sensitive documents, the purpose of preventing the leakage
of sensitive documents can still be achieved.

6. Conclusion

(is paper introduces intelligent classification technology to
realize automatic classification and gradation of sensitive
data of enterprises. (rough the intelligent management of
enterprise data, enterprises can quickly grasp the specific
quantity and distribution of the information held by the
enterprise, greatly reducing the learning cost of the system
users and improving the efficiency of work and the accuracy
of data classification and gradation. (e enterprise data

classification and gradation system compensates for the
problem of insufficient technical support and system
adaptability of the diversified system of sensitive data
classification and management through the integration of AI
intelligent classification technology. But, when referring to
the enterprise document classification accuracy, there is still
some misclassification. Inaccurate classification will affect
the accuracy of detection of sensitive documents. In the
future, the accuracy of document classification should be
improved in the classification and gradation system, and the
misclassification should be minimized to the greatest extent
to provide a more accurate pretechnical means for the
enterprise data security protection and data leakage
prevention.
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In order to study drag reduction mechanism in mud parts’ operation of surface machine tools for paddy field, this paper takes
floating plate, the main working part of laminating mechanism, as the research object and systematically analyzes the mechanism
of action of elevation angle, curved angle, penetrating angle, and local microstructure of floating plate on working resistance and
local fluid flow characteristics of the laminating structure based on VOF model in Fluent. Using ship mechanics theory and fluid
lubrication theory, the drag reduction mechanism under different structural parameters of the floating plate is analyzed. .e
results show that, compared with the ordinary floating plate, the pressure difference resistance can be reduced by increasing the
elevation angle by 60°, curved angle by 20°, and mud separation angle by 20°. .e increase of the concave nonsmooth bottom
surface structure can reduce viscous frictional resistance, and the total working resistance after structural optimization is
comparatively reduced by 48.3%, with lowered hilling height in the forward direction and improved lubrication condition of the
bottom surface, forming liquid lubrication effect. .is study can provide theoretical references for the optimization design of
muddy soil mud parts, mud-machine interaction research, and the development of paddy field laminating mechanism.

1. Instruction

.e paddy soil treated by field steeping forms a working
layer and a hard underlayer structure, and the working layer
is composed of water body and mud. .e presence of mud
makes the paddy field machine tools bear a large working
resistance during the movement. Studies have shown that
40% of the total power consumption of rice transplanters,
boat tractors, etc., is used to overcome the mud resistance in
the forward process [1]. .erefore, a study on the action law
of the machine tool with different surface morphology and
structural parameters and paddy mud means great signifi-
cance for the optimization design of paddy soil mud tools.

In recent years, scholars have carried out abundant
experiments and simulation studies on drag reduction
mechanism in agricultural machinery. Guo Zhijun et al.
studied resistance characteristics of nine bulldozing plate
models by the orthogonal test of indoor soil troughs. .e

results show that, compared with the traditional curved
surface structure, the parabolic bulldozing plate can reduce
working resistance by 4.6%, and field mouse claw bionic
curved surface structure can reduce the resistance by 16.0%
[2]. Under soil moisture content of 20% and with traction
resistance and soil adhesion amount as investigation indi-
cators, Tong Jin compared 9 rib-type press rollers, finding
that, compared with ordinary press roller, reasonable rib-
type press roller has a visbreaking ratio up to 41.08% and a
drag reduction rate up to 11.75%∼39.4% [3]. Onwualu
studied the effect of speed on tillage tool forces by test
method and evaluated the experimental results based on
three theoretical models. .e results show that the second
model had a more general agreement with experimental
observations [4]. Ucgul et al. simulated interaction between
noncohesive soil and plowing machine by EDEM.When soil
particle size was 10mm, the model could accurately predict
the traction and vertical force received by the plow in a
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certain speed range [5]. Using the discrete element method,
JB Barr et al. simulated the effect of opener rake angle on
groove profile parameters, ridge height, inclined area, trench
backfill, and lateral sling silt of the sandy loam soil and
compared the simulation results with the soil trough test.
.e relative errors were 9%, 16%, 14%, 0.8%, and 9%, re-
spectively [6]. Woodiga and Salazar et al. installed a tail plate
behind a generic tractor-trailer truck model to reduce the
pressure drag. .e effect of the backward-facing step height
between the top surface of the trailer and the tail plate on the
drag reduction is studied [7]. Skonieczny established the
model of soil and farming tools by DEM and showed that
excavation forces due to soil accumulation are especially
sensitive to cohesion in planetary excavation with various
levels of cohesion [8]. Liyan et al. established a soil particle
model of paddy field using discrete element software EDEM
and designed the mechanical mud parts’ surface with a fish
scale simulative microstructure. .e motion trajectory and
different distribution law of mud particles were obtained by
numerical simulation, and it was calculated that the total
resistance of the bionic sample is 49.84% lower than that of
smooth surfaces under paddy soil conditions [9].

In summary, there are many researches on drag re-
duction mechanism in agricultural machinery at home and
abroad, and the application methods are diverse with re-
markable results achieved. However, most of them study dry
field operation machinery, and there are a few researches on
the drag reduction mechanism of paddy field machinery. At
the same time, due to the complex fluid characteristics of
paddy field mud, the research method for dry field ma-
chinery is not applicable to paddy field machinery. Based on
the previous studies, this paper analyzes drag reduction
mechanism of the floating plate in mud operation and
provides a reference for the optimization design of related
mud parts, which means great significance for reducing
resistance in paddy machinery forward operation and im-
proving the working efficiency of the unit.

2. Physical Model and Numerical
Simulation Method

2.1. Physical Model Establishment Method. .e actual op-
eration on the paddy field is more complicated; it is a viscous

flow field. For this reason, the physical properties of the
paddy field are first considered in the simulation process,
and the mud viscosity is measured. .e parameters of the
mud model are shown in Table 1. .e clay viscidity and
geometrical characteristics of the floating plate are the most
important factors in generating and affecting resistance.
When the floating plate travels in the paddy mud at a certain
speed, the floating plate is in contact with the mud, causing
the local mud to turn, forming a vortex at the head end and
the bottom of the floating plate. Moreover, the boundary
layer separation occurs and the mud forms a wake flow
region in progression at the tail of the floating plate under
the extrusion of the floating plate, which causes a pressure
change in the pressure field at the tail of the floating plate
and results in a pressure difference between the head end and
the tail, that is, viscous pressure resistance. .erefore,
according to the working characteristics of the laminating
mechanism and by virtue of the relative motion principle,
the floating plate can be viewed as static, and the mud makes
constant turbulence movement relative to the floating plate
for numerical simulation. After the mud hits the floating
plate, a turbulent flow will form in the floating plate, which is
essentially a turbulent process. .e mud particles affect each
other, while velocity and pressure vary with time and space.
Due to the severe turbulence at the head end of the floating
plate, the overall flow pattern is considered as a turbulence
model according to the definition of classic flow Reynolds
number (Re), and wall boundary is selected in the real
model. Since there is no heat transfer in the actual operation
and energy form is mechanical energy, continuous equation
and momentum conservation equation are selected for the
governing equation, as shown in equation (1) and equation
(2) [10, 11]. Eddy viscosity model is used in the numerical
solution process. .e standard k-model is used to solve the
RANS equation, and RNG k-model with the average strain
rate in reaction mainstream is introduced into equation to
correct the small vortex in motion [12, 13]:

zρ
zt

+
z(ρu)

zx
+

z(ρv)

zy
+

z(ρw)

zz
� 0, (1)

z(ρu)

zt
+

z(ρuu)

zx
+

z(ρuv)

zy
+

z(ρuw)

zz
�

z

zx
μ

zu

zx
  +

z

zy
μ

zu

zy
  +

z

zz
μ

zu

zz
  −

zp

zx
+ Su,

z(ρv)

zt
+

z(ρvu)

zx
+

z(ρvv)

zy
+

z(ρvw)

zz
�

z

zx
μ

zv

zx
  +

z

zy
μ

zv

zy
  +

z

zz
μ

zv

zz
  −

zp

zy
+ Sv,

z(ρw)

zt
+

z(ρwu)

zx
+

z(ρwv)

zy
+

z(ρww)

zz
�

z

zx
μ

zw

zx
  +

z

zy
μ

zw

zy
  +

z

zz
μ

zw

zz
  −

zp

zz
+ Sw,

(2)

2 Complexity



where Su, Sv, and Sw are generalized source terms.

2.2. Two-Phase Flow Model Establishment Method. VOF
method (Volume of Fluid) determines the free surface
tracking fluid change by studying the fluid and mesh volume
ratio function in the grid unit [14, 15]. In the solution, the
volume fraction of a fluid in a single grid is usually kept
updated without changing the interface height in interface
tracking. With the advantages of no topological constraints,
it is suitable for stratified flow, surface flow, and large bubble
flow, thus widely used in multiphase flowmodels [16]. In the
solution process, the volume fraction of liquid in each grid
varies from 0 to 1, with 0 representing no such fluid in the
grid, 1 representing the liquid filling the grid, and 0.5
representing the interface of the two liquids. .e corre-
sponding volume fraction expression is as follows [17, 18]:

zα
zt

+
z

zxj

αuj  � 0. (3)

2.3. Meshing Method. .e floating plate model has a com-
plicated structure. In order to eliminate the influence of the
grid itself, the same size fluid domain is used to divide the grid,
but only local encryption is performed. At the same time, to
deal with the interface problem of segmentation interval,
workbench is adopted for direct 3D modeling [19, 20]. Wall
surface partition and meshing are performed via space claim.
Since themodel thickness is 10mm, according to the boundary
layer characteristics, to accurately reflect themodel features, the
inner wall mesh is set to a minimum of 3 layers of mesh, so the
grid size of the floating plate is 4mm, the surrounding of the
floating plate is filled with 15mm grid, and area away from the
stamping is set to 25mm. .e mesh generation diagram is
shown in Figure 1(a). .e maximum number of grids is about
101× 104. .e model grid computing domain is shown in
Figure 1(b).

2.4. Grid Independence Verification. In order to avoid the
influence of the size of the grid on the simulation results,
four different grid division schemes were selected in turn to
verify the grid independence. .e model of the stamping
board is established by Solidworks. Mesh preprocessing is
generated by mesh. High precision grid structured grid and
local encryption. .e corresponding grid numbers are
851914, 1013400, 1329640, and 1720592 and the entry angle
is 50°. Using the grid of fluid motion in the process of
membrane plate in contact with soil conditions was ana-
lyzed, and the resistance change with iterative is shown. It is
seen from Figure 2 when the number of meshes more than
1,013,400, the stable flow field, the calculated resistance is
almost the same, the error <2%. .erefore, the number and

degree of encryption of the mesh calculation are the same as
before.

2.5. Boundary Condition Setting and Geometric Model
Construction. .e floating plate has a movement state in
the mud similar to that of the boat in the sea. .e
common feature of both is that small objects move in a
large space. In the calculation domain and initialization
model, the distance from the entrance to the model is 5
times that of board length, and the distance from the exit
to the model is 3.5 times that of board length. .e air zone
model has a set height of 1.5 L and a lower water dis-
turbance depth of 400 mm (equal to the board length).
.e immersion depth is also a value that needs special
consideration, which affects the resistance value of the
flow process. It can be calculated by the Baker formula, as
shown in equations (4) [21, 22]. According to the field
operation requirements, the immersion depth of the
floating plate is generally 10∼30 mm, which is affected by
parameters such as mud, transplanting equipment, and
degradable film weight. .erefore, the immersion depth
is set to 20 mm, which can reflect the resistance value in a
larger range:

H �
G

BL kc/ B + KΦ( ( 
 

(1/n)

, (4)

where H is the immersion depth of the floating plate, G is the
weight of the floating plate (including hydraulic equipment and
degradable film), B is the grounding width of the floating plate,
L is the grounding length of the floating plate, kc is the cohesive
deformation modulus of the soil, kV is the soil friction de-
formation modulus, and n is the soil deformation index.

During the simulation, the position corresponding to the
immersion depth is the free interface. According to the VOF
model, there is a two-phase flow interface when volume fraction
is 0.5, and mud foundation depth is generally 20∼40 cm when
the paddy field is steeping, so the rationality and accuracy of the
simulation can be guaranteed [23, 24]. .e free interface height
set in this paper is 400mm and the movement speed of the
floating plate is up to 6km/h. Using a variable reference frame,
themud and airmove relative to the floating plate, and the speed
at the muddy water inlet and air inlet is set to 1.44m/s. At the
same time, to save the grid, both the floating plate and the air
domain adopt symmetric boundaries. .e remaining boundary
conditions are set as follows:

(1) .e air and muddy water inlets are velocity inlets
with a speed of 1.44m/s.

(2) .e outlet is a restricted pressure outlet.
(3) .ere are four wall surfaces, the rear sidewall surface,

the bottom wall surface, the upper wall surface, and
the wall surface of the floating plate respectively.

Table 1: Mud model parameters.

Moisture content (%) Mud viscosity (Pa·s) Mud solid phase particle size (μm) Soil density (g/ml) Travel speed (m/s)
36.1 4.53 100 2.34 1.44

Complexity 3



(4) .e symmetry boundary is set in a symmetrical
boundary condition for free energy and mass
transfer.

3. Results and Discussion

Figure 3 shows a dynamic evolution diagram of the volume
fraction during the movement of the floating plate. It can be
seen from the figure that, with the flow of muddy water, the
original static soil begins to move forward, and the soil
moving in the horizontal direction hits the bottom of the
floating plate. As the floating plate has a certain width and
height, after blocked by the floating plate, the muddy water
near the bottom of the floating plate is first decelerated, with
the velocity dropped to zero. Subjected to inertia and vis-
cosity, the subsequent muddy water cannot be stopped.
.erefore, a detour convex hilling is formed at the bottom of
the floating plate. Subsequent muddy water cannot continue
to move in the horizontal direction, so a detour flow is
formed from the bottom and the sides. .e height of the
hilling will continue to increase for a long time, until the
hilling does not rise and stabilizes under the combined
effects of gravity, viscous force, and bypass flow on both
sides. Due to the influence of gravity during the ascending
process of hilling, the angle of the front end boat deck affects

the rising height of the hilling. .erefore, this paper first
studies the influence of the angle and height of the boat deck
on the hilling height and analyzes the influencing factors
affecting hilling and forward resistance.

3.1. Influence of theFrontEndAngle of theFloatingPlate on the
Hilling. Because of the space size limit, the floating plate is
fixed; a too long length will cause inconvenience. .erefore,
in the study of this paper, the floating plate front end length
is selected as 160mm with reference to analyzing the evo-
lution law of hilling height with angle after stabilization. For
a too small angle, the floating plate size will be greatly in-
creased, and the too large volume is not conducive to op-
eration. .erefore, the paper studies from the angle which is
35°. It can be seen from Figures 4 and 5 that when the boat
deck angle is 35°∼50°, the tilling will flow over the entire
front end boat deck. After the angle reaches 60°, tilling is only
partially piled up and will not flow over the front end boat
deck..is is because, while the muddy water hits the floating
plate, the splash height is affected by the angle and height of
the front end boat deck of floating plate. .e muddy water
after the collision will continue to move forward due to
inertia, which will produce a significant pressure on the
surrounding boat deck.

It can also be seen from the partial pressure cloud map
that the pressure here is significantly higher than that in
other places, and the pressure will make the muddy water
climb along the boat deck. During the climb, the muddy
water decelerates and falls under the action of gravity. When
the energy for the upward movement is exhausted, hilling
will stop. On the one hand, as the angle increases, the
component force of gravity increases along the boat deck,
which will cause the climbing height to decrease. On the
other hand, under the same boat deck length, for a larger
angle, the vertical height is higher, the potential energy
required for the climb is larger, and the initial kinetic energy
is larger. .erefore, there will be a tendency that hilling
height decreases with the increase of the angle under the
same height of the deck boat.

However, the front end angle of the floating plate is not
better as it is higher. From the total resistance variation chart
(Figure 6), it can be seen that as the angle increases, the
resistance increases and the floating plate travels difficultly.
Hence, a lower angle should be selected for an appropriate
length. It can be seen from the volume fraction cloud di-
agram that when the angle is less than 60°, the boat deck will

(a) (b)

Figure 1: Grid division. (a) Mesh generation. (b) Convex hull local mesh refinement.
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be submerged, and the hilling will turn over the floating
plate, which is unfavorable for operation. Nevertheless,
when the angle is greater than 60°, the hilling will not turn
over the boat deck. .erefore, the angle should be 60° in the
design and this angle is maintained for subsequent designs.
It can be seen from the simulation results that the resistance
of the floating plate is divided into differential pressure
resistance and frictional resistance. Due to the high viscosity
muddy water characteristics, the differential pressure re-
sistance is slightly larger than the frictional resistance. It can
be known from classical fluid mechanics that viscous re-
sistance is directly related to the contact area, so reducing the
contact area may be an effective factor for lower total re-
sistance; the front end bottom of the floating plate is sub-
jected to a large pressure, so optimization on it can reduce

the differential pressure resistance, thus overall reducing
travel resistance of the floating plate and improving the
working efficiency of the laminating machine.

3.2. Influence of the Curved Angle of the Floating Plate on the
Hilling Effect. .e influence of different curved angle on the
resistance of the floating plate is studied by ship theory. .e
angle range is 5∼20°. Figure 7 shows a variation chart of the
floating plate resistance under different curved angles. It can
be seen from the figure that the frictional resistance basically
does not change with the increase of the curved angle, while
differential pressure resistance is significantly reduced.
Compared with an ordinary floating plate of 0°, the total
resistance is reduced by about 11.90∼18.18%, where the

(a) (b)

(c) (d)

Figure 3: 65° floating plate simulation results: (a) 0 s, (b) 0.5 s, (c) 0.1 s, and (d) 2 s.

(a) (b)

Figure 4: Simulation results of 50° floating plate. (a) 50° free waveform diagram. (b) 50° volume fraction diagram.

(a) (b)

Figure 5: Simulation results of 60° floating plate. (a) 60° free waveform diagram. (b) 60° volume fraction diagram.
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differential pressure resistance is significantly reducedwhen the
curved angle is 20°. It can be seen from the static pressure
diagram (Figure 8) that the front end boat deck of the floating
plate has a big pressure drop, there is a low-pressure zone at the
tail end, and the pressure difference between the two becomes
pressure drop resistance. .e curved surface boat deck in-
creases the local contact area, buffers the local flow field, re-
duces the local pressure drop, and reduces the resistance. .e
pressure decrease also causes the lifting height of muddy water
to drop. It can be seen from the volume fraction cloud diagram
that, compared with Figure 5, the hilling height has decreased
significantly, and the vortex caused by the gas-liquid two-phase
separation at the edge is reduced.

It should be pointed out that, from the simulation re-
sults, it can be seen that the curved floating plate has a
significant effect on the hilling effect, although a smaller

angle can play a certain role and the smaller curved angle has
little effect on the real situation. .erefore, it is recom-
mended that the surface angle should be designed at around
20°. .is is because the resistance will be increased when the
angle exceeds a certain value, and at the same time, an
excessively large curved surface also increases the cost and
difficulty of processing. Excessive annealing will reduce the
service life of the floating plate and the floating plate angle
should be set to about 20° based on comprehensive
consideration.

3.3. Influence of the Penetrating Angle of the Floating Plate on
the Hilling Effect. In the ship dynamics, in order to reduce
the resistance during the ship movement, the front end of
the boat deck is usually in sharp angle to increase the
momentum of the ship in the forward direction, breaking
the waves and increasing the ship speed [23, 24]. In view of
this, a similar penetrating angle of the floating plate structure
was designed, and the penetrating angle is in the range of
5°∼20° considering the paddy field working environment.
Figure 9 shows the influence law of different penetrating
angles on hilling height above the middle symmetry plane of
the floating plate. It can be seen from the figure that hilling
height is reduced with the increase of the penetrating angle,
and the surface penetrating angle has a significant effect on
reducing hilling height. .is is because after the muddy
water hits the floating plate, under the sharp interface cut,
the fluid is easily split and easily flows to both sides. In this
way, hilling flows around the floating plate from both sides,
thus reducing the forward resistance. At the same time, in
the case of a high penetrating angle, it is found that typical
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Figure 6: Total resistance variation chart.
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(a)

(b)

Figure 8: Static pressure distribution diagram: (a) static pressure
distribution diagram of floating plate and (b) static pressure dis-
tribution diagram of floating plate with 20 degrees of curved angle.
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hilling is reversed back to the front, and the hilling is
completely broken.

It can be seen from the local velocity cloud diagram
(Figure 10) that the downward impact speed of the fluid along
the floating plate is significantly higher than that of an ordinary
floating plate, which also indicates that the floating plate breaks
the muddy water on the one hand and accelerates fluid’s
downward movement on the other hand, thus reducing the
hilling height. As can be seen from Figure 11, the pressure
difference resistance is maximally reduced by about 21.96% as
compared with the maximum of the floating plate without a
penetrating angle. .e calculation results also show that when
the penetrating angle is 5°, great changes occur as compared
with ordinary curved surface floating plate, with a drop of
about 5.89%, and when the penetrating angle is increased, the
effect becomes more and more obvious, but there is abnormal
rise when the penetrating angle is 10 degrees, which may be
caused by the muddy water break distance at that time.

It can be seen that the viscous resistance does not change
basically. It can also be seen from Figure 12 that, with the
presence of a penetrating angle, the local maximum pressure
distribution changes, which changes from basically uniform
distribution to a distribution with the highest static pressure at
the position of the penetrating angle..is is consistent with the
basic physical common sense, indicating that the result is
correct. It is also necessary to point out that the tip of the
penetrating angle must be sufficiently strengthened. Otherwise,
there will be damage under frequent pressure impact. .ere-
fore, it is recommended to add reinforcing structures such as
ribs inside.

3.4. Influence of Local Microstructure of Floating Plate on
Resistance. Figure 13 shows the volume fraction cloud diagram
of the symmetry plane position. It can be seen from the above

figure that the surface of the three nonsmooth structures does not
have a significant effect on the hilling height, but only slight
difference exists. It can be seen from the total resistance distri-
bution diagram (Figure 14) that the groove structure resistance
has a decrease of 23.05N comparedwith the 20° penetrating angle
surface, and the concave structure has a decrease of nearly 45N,
while the convex groove structure not only has no resistance drop
but instead shows the abnormal phenomenon of increase in
resistance. .e pressure drop of the three nonsmooth surfaces is
basically the same in a detailed analysis, and the convex hull
structure has a slight rise, but the rise is not obvious. .is is
because it can also be seen from the partial pressure clouddiagram
of the convex hull structure that the front end facingmuddywater
of the convex hull structure has a pressure significantly larger than
that of the tail. Under the action of a plurality of convex grooves
(18), the pressure drop is significantly increased. Although the
groove has small increased pressure in the impact surface facing
the muddy water, the overall pressure value does not change
much. At the same time, it is found that the viscous resistance of
the three has a clear difference, the obvious viscous resistance drop
of the concave envelope contributes to almost all the resistance
drop, indicating that the drag reduction effect is obvious, the
viscous resistance of the groove has a slight decline, and the
downward trend is not obvious; at the same time, the pressure of
the convex hull increases significantly, rising by about 5.2%.
.erefore, under the joint action of the two, the resistance of the
concave envelope is significantly reduced, while the resistance of
the convex hull is significantly increased. .e nonsmooth
structure at the bottom of the surface primarily reduces the total
resistance by reducing the viscous resistance.

Figure 15 is a streamline diagram of three different
surfaces. It can be seen from the figure that the flow fields
of the three nonsmooth surfaces are completely different.
.e convex hull surface will show obvious bypass flow

(a) (b)

(c) (d)

Figure 9: Simulation results of different penetrating angle: (a) penetrating angle is 5°, (b) penetrating angle is 10°, (c) penetrating angle is 15°,
and (d) penetrating angle is 20°.
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when hit by the muddy water. A wake flow is formed at the
rear after the bypass. Similar to the Carnot vortex, it
increases local eddy current, but since there is no local
rectification structure, the superimposed disturbance of
multiple vortices will inevitably increase the pressure

drop, thereby improving the running resistance. At the
same time, the formation of the convex hull increases the
contact area of the floating plate at the bottom. For mud
flow process with great viscidity, the increase of the
contact area means an increase in the viscous resistance,

Pressure
Viscous
Total

280

240

Re
sis

ta
nc

e (
N

)

200

160

120

80
0 10 20

Break angel (°)

Figure 11: Drag distribution picture.

Figure 10: Velocity nephogram of 20.

(a) (b)

Figure 12: Pressure cloud diagram under different penetrating angles: (a) pressure cloud diagram when penetrating angle is 5° and (b)
pressure cloud diagram when penetrating angle is 20°.
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so the overall running resistance of the convex hull
increases.

According to the simulation of the groove structure,
although the contact area is increased on the surface, since
the groove is long, the muddy water moves into the grooves
on both sides after the impact, which accelerates the
movement in the groove and reduces the viscous resistance.

For the nonsmooth structure of the concave envelop, it can
be seen from the local flow field that the flow velocity near
the concave envelope is extremely low, and the muddy water
almost slips over the concave surface, which means that this
is a typical liquid lubrication phenomenon. .e muddy
water filled in the concave envelope provides a lubricating
effect, so that the muddy water slides down the wall surface
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Figure 14: Drag distribution picture.

(a)

(b)

(c)

Figure 13: Hilling and pressure cloud diagram of nonsmooth bottom: (a) partial hilling and pressure cloud diagram of concave envelop, (b)
partial hilling and pressure cloud diagram of groove, and (c) partial hilling and pressure cloud diagram of convex hull.
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with almost no wall shearing, reducing the overall viscous
resistance. Nonsmooth structures are not necessarily con-
ducive to the reduction of total resistance but may also lead
to an increase in overall resistance, such as convex hull
structure. .e reasonable design will reduce the resistance to
a certain extent and improve the overall operating efficiency
of rice laminating machine, such as concave envelope
structure. In summary, we obtained the optimal design
parameters for laminating machine under high viscosity in
this study. .e boat deck angle is 60°, the curved surface
radian is 20°, the penetrating angle is 20°, and the bottom is
in concave envelope structure.

4. Experimental Verification

In order to verify the accuracy of the simulation results,
this paper measures the resistance of different structures
of floating plate in the indoor soil trough as Figure 16
shows. .e main types of equipment for the test included

electric tractor, suspension mechanism, MIK-LCS1 ten-
sion-compression sensor, paddy soil, and floating plate
model. Other types of equipment included ruler, stop-
watch, marking pen, soil moisture detector,
insulating tape, and assembly tools (wrench, screwdriver,
plier, etc.).

During the test, the three models were moved from one
end of the soil tank at a constant speed, and the moving
distance was 1.5m. Observe and measure the depth of the
model sinking into the mud. After moving the model to
1.5m, we observe the front, back, and two sides of the model,
then record the measured results, and smooth the mud
surface. Eachmodel was repeated three times, and the results
were averaged.

4.1. Test Results. Table 2 shows the traction resistance values
measured after different optimization mechanism parame-
ters. It can be seen from the table that the traction resistance

(a)

(b)

(c)

Figure 15: Streamline diagram of different bottom structures: (a) Velocity distribution and partial enlargement diagram of concave
envelope at 365mm. (b) Velocity distribution and partial enlargement diagram of convex hull at 365mm. (c) Velocity distribution and
partial enlargement diagram of groove at 365mm (enlarged as groove superficial zone).
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of the other three improved structures is significantly lower
than that of the common structure.

On the basis of the curved structure, the traction re-
sistance is reduced by about 27N after the addition of the
penetrating angle structure. .e average traction resistance
decreases to 202.9N after adding the bottom concave en-
velope microstructure on the basis of the addition of a
penetrating angle structure. .is shows that, after several
structural optimizations, there is a drag reduction effect on
the working resistance of the floating plate. At the same
time, the relative errors of the simulated and experimental
values in the structural resistance of the four types of
floating plates were 18.3%, 15.27%, 16.76%, and 17.47%,
respectively. In summary, the test results are consistent
with the simulation analysis results, and the simulated
values are well fitted with the experimental values.
.erefore, it is considered that the established interaction
model between the mud parts and paddy soil based on the
VOF model is reasonable.

5. Conclusion

In this paper, the VOF-coupled level-set model in Fluent is
used to systematically study the drag reduction mechanism
of the design parameters for the floating plate of the paddy
field laminating machine. By investigating the influence
mechanism of floating plate angle, curved angle, penetrating
angle, and local nonsmooth structure on the running re-
sistance and flow pattern of the floating plate, the research

shows that (1) the angle and height of the floating plate affect
the hilling height. Although a smaller angle means small
resistance, hilling will easily turn over the boat deck, re-
ducing the effect. Comprehensively considering the hilling
effect and resistance, better design angle is 60° under high
viscosity; (2) the change of the curved surface shape re-
duces the pressure difference resistance. Combining the-
oretical model analysis values, the optimal resistance
operation range can be obtained when the floating plate
curved angle is 20°; (3) the increase of the penetrating angle
reduces hilling height, lowers running resistance, and
improves the operation efficiency. Comprehensively con-
sidering local strength, the better design value of pene-
trating angle is 20°; (4) the local nonsmooth structure has a
significant influence on the viscous resistance. Comparing
the three nonsmooth structures, concave envelope has the
best drag reduction effect due to the local liquid lubrication.
.e simulation results were verified through an indoor soil
trough test, which realized the innovation of the research
method for the drag reduction mechanism of paddy field
mud parts. .e established model and the data obtained by
the simulation result will contribute to the research and
optimization design of the drag reduction mechanism of
paddy field tools.

Data Availability

.e data used to support the findings of this study are in-
cluded within the article.

Figure 16: .e test soil bin.

Table 2: Test results of traction resistance of floating plate.

Floating plate structure type
Traction resistance (N)

Average value Simulation result (N)
Test value 1 Test value 2 Test value 3

Common structure 377.3 381.9 351.1 370.1 312.8
Curved structure 284.0 270.1 262.8 272.3 236.2
Penetrating angle structure 240.3 250.5 235.8 245.2 210.0
Baseplate microstructure 203.5 195.6 209.6 202.9 172.7
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In order to reduce the misoperation of submersible pilots in the complex environment of deep sea and improve human reliability,
it is a very important method to optimize the cabin space of manned submersible. In this paper, manned submersible Jiaolong is
taken as an example to describe the breakthrough of traditional modes for optimizing the cabin layout of manned submersible
with an aesthetic perspective of deconstruction and reconstruction thinking; the layout is optimized based on deconstruction and
reconstruction from the cultural perspective of interdisciplinary. +e experimental results show that the layout of manned
submersible cabin is optimized by combining the theory of deconstruction and reconstruction aesthetics and human factors
engineering, and the feasibility and effectiveness of this method are verified by multiobjective genetic algorithm. Deconstruction
and reconfiguration layout optimization improves the human reliability of divers. It is a new method for the optimization of
manned submersible cabin layout and also provides a reference for studies on the layout of similar small space.

1. Introduction

Since the 21st century, human beings have entered a new era
of ocean exploration. Currently, the “blue territory” with
deep-sea resources and military strategic significance is
being developed, utilized, and protected by numerous
coastal countries. +e first choice for ocean exploration is
manned submersible, which is called “an important cor-
nerstone of oceanographic research.” Manned submersible
refers to a type of diving device with the capacities of un-
derwater observation and operation, which can be mainly
used to carry out the tasks such as deep-sea investigation,
exploration, development, and salvage, and is usually taken
as a base for underwater activities by submersible pilots.
Deep-sea manned submersible, as the forefront and com-
manding height of ocean exploitation, will reflect the
comprehensive strength of a country [1]. However, in the
complex deep-sea environment over thousands of meters

deep, several submersible pilots shall perform the high-in-
tensity and high-precision scientific investigation for more
than ten hours in a manned submersible cabin with an inner
diameter of about only 2 meters, which is almost an im-
possible mission. +erefore, the matter of how to optimize
the space layout of a manned submersible cabin and improve
the human reliability of submersible pilots has always been a
hot topic in maritime powers [2].

+e manned submersible cabin layout has been per-
forming better and better through continuous upgrading
and transformation by means of function orientation, er-
gonomics, space segmentation, and algorithm based on the
preliminary design [3]. Foreign and domestic manned
submersibles, such as Ross/Consul and Peace I/II of Russia,
Alvin and Nadir/Deep Rover of the United States, Deep Sea
6500 of Japan, Nautile of France and Jiaolong, Deep Sea
Warrior, and Fendouzhe of China, as shown in Table 1, have
been transformed as planned in recent years; they have
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accepted continuous and planned upgrades in aspects of
cabin layout, and all have achieved great success [4].

+e optimized layout of manned submersibles, aero-
space, and aircraft enclosed cabins usually takes the operator
as the center to build simulators to optimize the layout. For
example, Boeing’s BOEMAN, NASA’s A3I program, and
NATO’s AGARD Aircraft Cockpit program all use simu-
lators to study how to optimize space layout and reduce the
misoperation caused by human factors. +e space layout of
manned submersible cabin adopts the traditional cut-and-
trial manner; later, they turned to adopt 3D modeling with
computer software for layout cut and trial, which was not
materially different from a model and could not reach a
satisfactory result either. +e layout based on ergonomics,
such as muscle fatigue of submersible pilots, would also
cause a series of problems; therefore, it is a trend to opti-
mizing cabin layout with multiple technologies oriented by
manned submersible functions and ergonomics. With the
increase of diving depth of manned submersibles, the cabin
space will be smaller and smaller, the interference between
equipment and equipment becomes greater and greater, the
working hours of submersible pilots become longer and
longer, and themultidisciplinary optimization design system
will be highlighted during the research of cabin layout. In
this system, visual simulation, virtual reality technology, and
mathematical algorithm model will be introduced [5].

+e optimization of manned submersible cabin layout
has been continuously explored to seek new design methods
and means to optimize the layout, thus improving human
reliability. In this paper, the manned submersible cabin
layout is optimized based on deconstruction and recon-
struction thinking from the cross-disciplinary cultural
perspective and then verified in combination with multi-
objective genetic algorithm. It will provide a new method for
the research on cabin layout of manned submersibles and
also provide a reference for the research on the layout of
small cabins of aircraft, ships, and space ships [6].

2. Application of Deconstruction and
Reconstruction Thinking in Optimization of
Cabin Layout of Manned
Submersible Jiaolong

2.1. Deconstruction and Reconstruction 3inking.
Deconstruction (structural decomposition) is a term pro-
posed by Derrida, a French poststructuralist philosopher,

which was derived from “deconstruction” in Sein Und Zeit.
Reconstruction refers to the rationalization of design pattern
and architecture through adjusting and improving quality
and performance, thus improving the scalability and
maintainability. In short, deconstruction is the decompo-
sition of the original structure into basic units, while re-
construction is the restoration of such basic units to parts for
recombination, thus obtaining a brand new and different
structure.

Deconstruction and reconstruction thinking is a way of
thinking for getting new objects by recombination in a new
way based on representative elements taken from the basic
units decomposed from a specific object, such as overall
appearance, local morphology, or microfeatures. Basic de-
construction methods include planarization, geometriza-
tion, symbolization, and abstraction. Reconstruction has the
following types and methods: reconstruction of the concrete
form: reality and superreality; and reconstruction of the
abstract form: geometric abstraction (cool abstraction) and
free abstraction (hot abstraction).

2.2. Symbolic Deconstruction of Static Space in the Cabin of
Manned Submersible Jiaolong. +e cabin of the manned
submersible Jiaolong is approximately an oval sphere with
an inner diameter of 2.1m, which can accommodate three
people, including an operator and two scientists, as well as
the corresponding seats, monitors, manipulators, batteries,
and the related electronics. First, qualify the ergonomic
parameters of people and facilities, and evolve the objects in
the spherical cabin into simple symbols based on the tasks to
be performed, as shown in Table 2; later, take these symbols
as the constituent elements of space layout, which is the
symbolic expression of deconstruction and reconstruction
thinking, as shown in Figure 1; three submersible pilots
(◎round) are arranged in the middle of the cabin, with the
grey dotted circle and rectangular boxes as their range of
activity; workbenches (\lines), monitors, and maneuvering
devices (□square) are arranged around, for taking full ad-
vantage of the spherical cabin wall.

As shown in Figure 1, the objects in the cabin are
symbolically deconstructed, and the displays and monitors
are combined with the spherical wall. As shown in
Figure 2(a), the operating table and monitoring equipment
shall be reconstructed in combination with Figure 2(b) by
making full use of spatial features of the spherical wall

Table 1: Main technical parameters of domestic and foreign manned submersibles.

Item Country Depth
(m)

Length
(m)

Height
(m)

Width
(m)

Total weight
(t)

Manned cabin
material

Cabin inner diameter
(m)

Peace I/II Russia 6000 7.8 3.0 3.6 18.6 Nickel steel 2.1
Ross/Consul Russia 6000 8.0 3.7 3.7 24 Ti alloy 2.1
Nautile France 6000 8.0 3.8 2.7 19.5 Ti alloy 2.1
Deep Sea
6500 Japan 6500 9.5 3.2 2.7 25.8 Ti alloy 2.1

Alvin +e United
States 4500 7.1 3.7 2.6 17 Ti alloy 1.98

Jiaolong China 7000 8.2 3.4 3.0 23.5 Ti alloy 2.1
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Table 2: Objects in the spherical cabin and occupied area.

Name Parameters Quantity Occupied area A (m2) Area Symbolization
Submersible pilots 50% sample population 3 0.25 (50% sample) Activity area ◎round
Seats 600× 400× 350 (mm) 3 0.252 Working area □square
Monitors and other devices / Several / Cabin wall □square
Console / 1 / Wall edge □square

Batteries 500× 400×1200 (mm) 1 set 0.24 Cabin
bottom □square

Storage and food
containers 20 L for normal use; 50 L for emergency use 1 each 0.02; 0.05 Cabin

bottom □square

Life support area 500× 400×1200 (mm) 1 0.24 Cabin top □square

Figure 1: Symbolic expression in the spherical cabin.
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Figure 2: Reconstruction and optimization of the working table and display system of manned submersible cabin.
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according to the ergonomic requirements for submersible
pilots under the conditions of meeting the strong constraint
requirements of visuality, accessibility, and comfort and
then form the red space as shown in Figure 2(c), to place
electronic devices and personal belongings of submersible
pilots.

2.3.GeometricDeconstructionofActiveRegions in theCabinof
Manned Submersible Jiaolong. +e manned submersible
cabin consists of the master control area, display area, life
support area, working area, and area of other facilities. Its
spatial relation can be decomposed into several geometric
planes, which may be taken as basic modeling elements for
performing geometric deconstruction combining with the
tasks of manned submersible, the underwater environment,
and working area in the cabin [7].

+e layout of objects in the cabin can be divided into three
parts, and most destructive collisions would be concentrated
in the front and lower parts of manned submersible, so it is
suggested placing energy and electronic devices in the lower
part of manned submersible and back area of the cabin with
great structural strength. In addition, according to the
tumbler principle, the batteries shall be placed at the bottom
for easy maintenance and maintain the balance of manned
submersible. Due to few collisions on the top of the cabin, the
upper part is relatively safe, so it can be taken as the last line of
defense for the safety of submersible pilots and the place for
storing life support materials, as shown in Figure 3(a). +e
active region mainly refers to the working area of the three
submersible pilots in the middle of the spherical cabin, as
shown in Figure 3(b). +rough geometric deconstruction and
reconstruction for submersible pilots and objects in the cabin,
the display and monitoring devices shall be fixed on the
spherical inner wall, so as to ensure the visuality and the
operability within the control range of upper limbs, thus
ensuring the accessibility of control [8].

+e seats are usually reconstructed in a similar manner,
which may be set as the integrated or folded geometry with
geometric construction surface as the basic modeling ele-
ment. +e integrated seat can increase the storage space,
while the folded one can increase the activity space after
being folded and allow 3 people to seat after being unfolded.
In this case, the integrated seat is adopted. +rough graphic
reconstruction of the storage space shown in Figure 3 in
combination with the seats for 3 submersible pilots, the
lower storage space is increased as much as possible while
meeting the seating requirements of submersible pilots, as
shown in Figure 4. While designing the integrated seat, the
man-machine ergonomic parameters such as visibility and
comfort of submersible pilots, the accessibility, and comfort
of manned submersible equipment shall be constrained in
strict accordance with the ergonomic requirements, so as to
construct the model of the integrated seat and working table
for submersible pilots as shown in Figure 4.

2.4. Reconstruction and Optimization of Overlapping Area in
the Cabin ofManned Submersible Jiaolong. +e operation of
manned submersible can be simplified into five stages:

diving, sitting on the sea bed, cruising, operating, and as-
cending, which involve the tasks of photo taking, camera
shooting, surveying, and sampling [9]. Surveying, sampling,
and manned submersible manipulation would basically
overlap in pairs; therefore, we should freely and abstractly
reconstruct the overlapping work area and arrange move-
ment areas for submersible pilots undertaking the over-
lapping tasks, thus meeting the requirements for
simultaneous working by submersible pilots without in-
terference, as shown in Figure 5. Take sampling; for example,
reconstruction and optimization of overlapped areas can
save the activity space for one submersible pilot and ensure
that the operation and observation space are sufficient for
two operators without mutual interference, and another
scientist may only need to stand in front of the monitor and
direct the operations while monitoring.

+e working areas of the three submersible pilots are
overlapped, with the activity space in the front, as shown in
Figure 5. +eir activities are concentrated in the front, one
may perform operations, the second one may provide ob-
servation and assistance, and the third one may monitor the
working status.+e weight of space overlapping is the lowest
at the wall and the rear half, as shown in Table 3. After
deconstruction, the rear part of the cabin is used to place
equipment, and through optimization and reconstruction of
the integrated seat, the seat and rear space can be designed in
a model conforming to ergonomics. +e lower part in the
rear is provided with a certain space for a submersible pilot
to lie down and relax (for they will work for more than ten
hours in the cabin with a diameter of only 2.1m). +e upper
part of the spherical cabin is separated, the middle part is
vacated, and the top is set with a passageway, thus obtaining
the space layout as shown in Figure 6.

3. Establish the Optimization Model of Cabin
Layout of Manned Submersible
Jiaolong under the Deconstruction and
Reconstruction Thinking

In this paper, we consider the basic elements of the re-
construction as modules and seek the sources of manned
submersible cabin module, the function of each part of the
cabin represented by the module, and the form of each
module in the cabin by the deconstruction and recon-
struction thinking, so as to reconstruct the space layout of
the cabin module system under different thinking [10].

+e abstract module system is a logical system with
coherent design, so there is a close relationship between task
decomposition modules, and the matching of different
modules may have different meanings.+emodule elements
applying deconstruction thinking are qualified (sample
population is selected for submersible pilots), as shown in
Figure 2; as for cabin layout, the space of each qualified
module has an exact range, and the modules can be freely
replaced under the condition that the occupied space does
not exceed the maximum range of activity. +e overlapping
weight grade is set between modules, as shown in Table 3, to
further optimize the layout of cabin space.
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3.1. Cabin Layout Optimization Model of Manned Submers-
ible Jiaolong. Suppose that m target objects (including 3
submersible pilots) shall be placed in the spherical cabin;
the design variable of m objects is X � (x1, x2, . . . , xm)T,
representing the spatial position of each object; F refers to
the objective function, representing the design require-
ments of each object; r refers to the radius of the spherical
cabin; vi refers to the space occupied by objects in the
spherical cabin; vj refers to the space occupied by objects
during movement; i refers to the variable of objects oc-
cupying space in the spherical cabin; j refers to the variable
of objects with mutual interference of active space; and k
refers to the equipment overlapping weight coefficient, as
shown in Table 3:

maxF � f1(X), f2(X), . . . , fm(X) ,

VolF � 
m

i�0
Vi + 

m

j�0
kVj,

s.t.0≤ i, j≤m,

VolF ≤
4
3
πr

2
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

According to the ergonomic quantitative data of the
cabin model, we perform preliminary deconstruction and
reconstruction of the targets in the cabin and get the model
of cabin layout (Figure 7) according to the requirements of
noncollision between objects in manned submersible cabin,
between equipment and equipment, and between equipment
and cabin wall.

3.2. Optimization of Cabin Layout under Noninterference
Constraint. Noninterference refers to the zero probability of
collision between equipment and equipment in the cabin
and between the equipment and cabin wall, which is the first
condition for the optimization of cabin layout [11].
According to calculation formula (2), the metrics can be
used to measure noninterfering collisions, where fI refers to
the total interference of space layout in the cabin, I1(x)

refers to the interference amount between the equipment
and cabin wall, and I2(x) refers to the interference amount
between equipment and equipment. In summary, the
mathematical model can be expressed as follows:

maxF � f1(X), f2(X), . . . , fm(X) ,

fI �  I1(x) +  I2(x),

s.t. Xi


≤R, i � 1, 2, . . . , m,

fI � 0.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(2)

4. Pareto Multiobjective Optimization
Genetic Algorithm

Optimization refers to getting better items through certain
rules or algorithms. In a given area, the optimization of
multiple numerical targets is called the multiobjective op-
timization. In this paper, the genetic algorithm, combined
with the parallel selection strategy, is mainly used to solve
the multiobjective optimization in the cabin of manned
submersible Jiaolong after deconstruction and reconstruc-
tion [12].

Top Front Items placed 2

Items
placed 1

Energy and electronic
equipment area

Figure 6: Abstract reconstruction and optimization of overlapped space for submersible pilots in the spherical cabin.

Table 3: Overlapping weight grade and definition of coefficients.

Grade Weight Meaning

1 1 Regional overlap demand is quite high
or the regions must be overlapped

2 0.7 Overlap demand is relatively high
3 0.4 Overlap demand is general
4 0.1 Overlap demand is relatively low
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4.1. Improved Genetic Algorithm. +e manned submersible
cabin group (all kinds of equipment) is divided into different
subgroups based on the number of objective functions of
cabin layout category after deconstruction and recon-
struction, and the corresponding objective function is
provided for each subgroup; later, the optimal subfunctions
are independently selected under the constraint conditions
of cabin layout and formed into the corresponding new
subgroups, thus combining into new groups; and then the
cross-mutation operation is performed; finally, the group of
the next generation is generated, and the Pareto optimal
solution will be obtained after cycling [13], as shown in
Figure 8. +e flowchart of parallel selection genetic algo-
rithm after deconstruction and reconstruction is shown in
Figure 9.

After deconstruction and reconstruction, the genetic
algorithm can be improved from the following aspects:
maintain the Pareto optimal items in the subgroups of the
next generation, without participating in crossover calcu-
lation and mutation calculation. +e area to be searched,
such as the integrated seat and the rear item placement area
after deconstruction and reconstruction, can be taken as the
final search result, as shown in Figure 10; the search tra-
jectory of Figure 10(a) improved genetic algorithm is more
effective than that of Figure 10(b) random search, based on
which, the fitness function value is established for guiding
the fast and stable search.

4.2. Coding andFitness Function. +e solution variable is the
coordinate of each of the types of equipment in the cabin of
manned submersible Jiaolong, which can be taken as the
chromogene for coding. X refers to a certain layout scheme.
xic, yic, and zic refer to the center-of-mass coordinate of each
equipment:

X � x1c, y1c, z1c, x2c, y2c, z2c, . . . , xmc, ymc, zmc( . (3)

Fitness function value is usually used to evaluate the
individual performance and guide the search in genetic
algorithm, and it directly determines the stability and speed
of the genetic algorithm. Take the space layout in the cabin of

manned submersible Jiaolong as an example; R of the
spherical cabin is 2,000mm, so in order to find an optimal
layout scheme of the cabin of manned submersible Jiaolong,
the first condition is that the devices cannot collide with each
other (i.e.,fI � 0). +e fitness function is

F(p) � k × 
m

i�1
Qi × fi(p), (4)

where P refers to the layout scheme of manned submersible
cabin; Qi refers to the prior layout index of the cabin after
deconstruction and reconstruction; fi(p) refers to the op-
timal individual value of the equipment in manned sub-
mersible layout scheme; k refers to the equipment
overlapping weight coefficient.

4.3. Main Parameters of the Optimization Algorithm. +e
manned submersible group size N� 50. According to for-
mula (3), n is 10; crossover probability Pc � 0.8; mutation
probability Pm � 0.1; generation gap of subgroup GGap� 0.8
(each generation has 20% of outstanding individuals
inherited into the next generation); themaximum number of
evolution generation G max� 500.+e initial individuals are
randomly arranged and automatically optimized during the
operation of the algorithm. +e objective function values of
the subgroups are all subject to dimensionless and nor-
malization processing [14].

4.4. Analysis of Case Results. In this case, the results of 20
calculations are basically consistent, verifying that the op-
timized layout of manned submersible cabins constructed
after deconstruction and reconstruction has a better sta-
bility. A set of calculation results (only part of the results) is
extracted for analysis, as shown in Figure 11.

As for Figure 11(a), optimization of equipment with low
overlapping weight in the cabin, the initial objects are
randomly arranged, the movement trajectory of equipment
in the cabin is chaotic, and there are many collisions in the
activity space, which are mainly the collisions between
equipment and inner wall of the spherical cabin and between
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Figure 7: Model of space layout of equipment in the cabin.
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equipment and equipment. With the progress of the mul-
tiobjective genetic algorithm, the number of collisions (in-
terference amount) in the cabin is gradually reduced, the
equipment (small red dots) gradually moves to the center of
the sphere and the inner wall, and the distance between
equipment and equipment becomes larger, making the
activity space of equipment with low overlapping weight
scatter on the spherical wall; Figure 11(a) proves that the
multiobjective genetic algorithm conforms to the rationality
of optimized layout of equipment with low overlapping
weight after deconstruction and reconstruction.

As for Figure 11(b), optimization of equipment with
high overlapping weight in the cabin, the initial objects are
randomly arranged with large activity space, so there is a
large amount of interference between equipment and
equipment, such as the interference between the activity
space of the three submersible pilots and the equipment in
the cabin, and between the tasks and the equipment. After
deconstruction and reconstruction, with the progress of
the multiobjective genetic algorithm, the equipment

(small red dots) gradually moves to the front of the cabin,
and the amount of interference decreases after optimi-
zation of the distance between equipment and equipment,
thus making the equipment with high overlapping weight
move in the front of the cabin. Figure 11(b) proves that the
multiobjective genetic algorithm conforms to the ratio-
nality of the optimized layout of equipment with
high overlapping weight after deconstruction and
reconstruction.

+e results of multiobjective genetic algorithm indicate
that when the total interference of equipment in the cabin
(fI) is 0, the equipment with low overlapping weight should
be fixed on the wall of the cabin; those with high overlapping
weight should be fixed in the front of the cabin. In the
Jiaolong manned submersible cabin, energy and common
tools are arranged in the rear and lower parts of the cabin,
the submersible pilots are arranged in the front part of the
cabin, and those with high operating and viewing frequency
should be placed within the accessibility and visibility range
of the 3 submersible pilots.
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Figure 11: Results of multiobjective genetic algorithm for manned submersible cabin layout. (a) Optimization of equipment with low
overlapping weight in the cabin. (b) Optimization of equipment with high overlapping weight in the cabin.
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Figure 10: Comparison of search area after deconstruction and reconstruction with the random search area. (a) Search trajectory of
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Figure 12 is an effect diagram of cabin layout optimized
by genetic algorithm after deconstruction and reconstruc-
tion; Pareto optimal solution of the optimized mathematical
model is the one obtained with the total interference of
equipment fI � 0. +e human-machine integrated evalua-
tion system for manned submersibles can select a relatively
reasonable layout scheme from the optimal solution. As
shown in Figure 12, there is no interference in cabin layout
optimized by genetic algorithm after deconstruction and
reconstruction, indicating a reasonable optimization
process.

5. Conclusion

+e optimization of the cabin layout of manned submersible
is of great importance to improve human reliability. In this
paper, the manned submersible cabin layout is optimized
based on deconstruction and reconstruction thinking from
the cross-disciplinary cultural perspective in accordance
with the design requirements of manned submersible
Jiaolong, combined with ergonomic to constraint conditions
on the space layout, so as to establish an optimized math-
ematical model for cabin layout of manned submersible
Jiaolong. After deconstruction and reconstruction, this
paper finally obtains a better layout scheme combined with
the multiobjective genetic algorithm; the main conclusions
are as follows:

(1) Deconstruction and reconstruction of manned
submersible cabin space from an interdisciplinary
cultural perspective is a new method of cabin layout
optimization, which reflects the advantages of cross-
field and multidiscipline combination optimization.

(2) +e manned submersible cabin layout is optimized
by combining the aesthetic principles of decon-
struction and reconstruction with man-machine
ergonomics and other conditions. +e same type of

activities and equipment with the same nature are
combined to save the cabin space; at the same time,
weight combined with multiobjective genetic algo-
rithm is introduced to provide a more scientific
scheme for the layout of cabin equipment.

(3) Based on the aesthetic principle of deconstruction
and reconstruction and multiobjective genetic al-
gorithm, the cabin layout optimization model of
manned submersible reduces the random search area
and finally makes the total interference of cabin
equipment approach zero as soon as possible, which
can accelerate the progress of the scheme.

However, the optimizationmathematical model needs to
be further refined in more in-depth subject analysis and
calculation tool research. In the next step, static and dynamic
dimensions of submarine pilots are added, and virtual
simulation and bionic algorithm are applied to improve its
engineering practicality.
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With the rapid development of Internet of ,ings (IoT) technology, the energy consumption of service composition in the IoT
environment is a key problem to be studied. At present, the problems of service composition in the IoTenvironment mostly focus
on the evaluation research based on quality of service (QoS), ignoring the overall energy consumption in the process of dynamic
configuration of service composition. ,erefore, we construct the service composition structure for the IoTand propose the QoS
evaluation model and energy evaluation model for the service composition in the IoT environment. Considering that the service
composition in the Internet of things environment is NP hard, moth algorithm (MFO) is successfully applied to the QoS
evaluation model and energy evaluation model. ,e simulation results reveal that MFO has good optimization effect in the
abovementioned models, and the optimization effect of MFO is improved by 8% and 6% compared with the genetic algorithm and
particle swarm optimization, so as to realize the green energy strategic management of QoS composition in the environment
of IoT.

1. Introduction

In recent years, the development of embedded devices has
been rapid along with the growth of Internet of,ings (IoT)
[1–3]. ,e service-based information system connects the
physical reality world and the network virtual world, making
the boundary between them gradually blurred [4]. In the
IoT, the service-oriented method is widely used and ac-
cepted in the development and integration of information
[5]. More and more network resources can be freely ob-
tained, such as public data and applications [6]. ,e tra-
ditional information publishing platform is gradually
transformed into an open distributed computing infra-
structure. With the wide acceptance of service-oriented,
service has become the core resource in the network envi-
ronment [7].

Web services provide the mechanism of service description,
service publishing, and service discovery, forming an open,
independent, and autonomous distributed environment [8]. In
order to ensure the reusability of services, the function of a
single service is relatively simple, but in the real application

environment, a simple single service cannot meet the needs of
users. When a single service cannot meet the complex needs of
users, it is necessary to combine a large number of services with
simple functions to form a powerful service that can meet the
needs of users.,erefore, scholars hope to create new andmore
powerful service functions by combining the existing service
integration, so as to make full use of the previous resources,
expand and extend the original services, fully tap the potential of
Web services, and make them play a greater role [9]. From the
perspective of task planning, service composition decomposes
complex large-scale tasks and then selects atomic services that
can complete the subtask for each subtask.With the continuous
development of IoT and Web services technology, more and
more functions and processes are packaged into standard Web
services and published to the Internet, which leads to the ex-
ponential growth of the number of services. In order to ensure
the interoperability of various information systems, researchers
at home and abroad directly apply the service-oriented
framework and Web service standards to physical devices.
However, it is not appropriate to apply Web service standards
directly in the IoT environment [10].
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At present, most of the research studies on the quality of
service (QoS) composition focus on the optimization of QoS
indicators, and some preliminary results have been achieved
[11]. However, how to realize the QoS-based green energy
strategic management is still an open problem [12]. In
reference [13], hybrid integer linear programming (MILP) is
proposed for service selection, in which energy consumption
is used as an indicator of QoS attributes. However, the time
complexity of ILP increases exponentially with the size of the
problem. In view of the limitations of integer linear pro-
gramming (ILP) [14], service selection is formulated to solve
the service composition quality problem with multiple
constraints. References [15, 16] break through the bottleneck
of the classical service composition method which can only
select a single candidate service and propose to allow
multiple candidate services from a given service class to
execute sequentially to improve the QoS of composite
services [17]. ,e advantage of this method is to improve the
selection time of the traditional multiconstrained shortest
path by introducing the potential path of QoS requirements
[18]. In reference [19], service composition is modelled as a
path search problem of a directed acyclic graph, and heu-
ristic ant colony algorithm is adopted to search the optimal
path in a directed acyclic graph under global constraints
[20].

However, the abovementioned research does not fully
consider the dynamic nature and the complexity of service
state in the optimization process [21, 22]. In reference [23],
K-means clustering technology is used to divide candidate
services into clusters with roughly the same attributes. ,ese
different clusters can be used to determine the best service
composition under the condition of satisfying global QoS
constraints [24]. Firstly, the QoS value is defined as a discrete
random variable with probability quality function, and then,
simulated annealing algorithm is used to select service
composition satisfying global QoS constraints [25, 26]. ,e
advantage of the abovementioned method is that it can be
optimized according to the QoS attributes that users are
interested in, for searching the QoS composition path that
satisfies the actual needs of users [27, 28]. In references
[29, 30], the paper proposes the service composition se-
lection by minimizing the weighted sum of energy con-
sumption and response time.

To solve the abovementioned problems, this paper
models the QoS evaluation and energy consumption of the
QoS-based composition problem in the IoT environment
and applies MFO algorithm to the abovementioned model
successfully. Considering the quality of service composition
and energy consumption, this paper puts forward the QoS
evaluation model and energy evaluation model in the IoT
environment and applies MFO (month flame optimization)
algorithm to the QoS evaluation model and energy evalu-
ation model successfully. ,e experimental results show that
compared with PSO (particle swarm optimization) and GA
(genetic algorithm), MFO can obtain the best QoS and ef-
fectively reduce energy consumption, so as to realize the
green energy strategic management of service composition
quality in the Internet of ,ings environment. ,e main
contributions of this paper are as follows: (1) most of the

service composition problems in the Internet of ,ings are
focused on the evaluation of quality of service (QoS), ig-
noring the overall energy consumption in the dynamic
configuration of service composition. ,e service quality
evaluation model and energy evaluation model of service
composition in the Internet of ,ings environment are
proposed to solve the abovementioned problems; (2) the
month algorithm (MFO) is successfully applied to the QoS
evaluation model and energy evaluation model. In addition,
good optimization effect has been achieved.

,e rest of this article is designed as follows. Section 2
gives the structure and model design of QoS composition in
IoT. In Section 3, the QoS-oriented green energy manage-
ment model for IoT is studied. Section 4 conducted simu-
lation experiments and analysed the results. Section 5
summarizes the full text.

2. Structure and Model Design of QoS
Composition in IoT

How to realize the optimal selection of QoS composition in
the IoT environment to meet the actual needs of users for
services is an NP hard problem. At present, a large number
of literature research mainly focuses on QoS-based service
selection. However, with the increase of service categories,
each candidate service generates energy consumption, which
makes the overall energy consumption increase. ,erefore,
QoS evaluation and energy consumption evaluation are of
great significance for the optimization of service composi-
tion. ,erefore, structure and model design of QoS com-
position in IoT is the core research.

2.1. Multilayer Architecture Design of IoT. IoT is closely
related to a ubiquitous network, and its hierarchical
structure is also very similar to a ubiquitous network. ,e
multilayer structure of IoT includes a perception layer,
access layer, network layer, support layer, and application
layer, which is shown in Figure 1. ,e perception layer
mainly realizes the collection and information processing.
,e research content of the sensing layer is how to achieve
the goal of miniaturization and intellectualization of nodes
while saving energy and how to use renewable energy. At the
same time, multihop and other research contents of the
traditional WSN can be reflected in this layer. ,e access
layer mainly completes the Internet access of all kinds of
devices. ,e network layer is the original Internet, which
mainly completes the function of long-distance transmission
of information. ,ere are still many contents to be further
studied in this layer, such as Internet of ,ings content
distribution technology. ,e support layer, also known as
the middle layer or business layer, mainly completes three
parts of functions: the lower needs cognitive network re-
sources and then achieves the purpose of adaptive trans-
mission; its core content is to complete the expression and
processing of information and ultimately achieve the pur-
pose of information sharing; this layer also needs to provide
a unified interface and virtualization support; virtualization
includes computing virtualization and storage virtualization;
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the more typical technology is Cloud Computing. ,e ap-
plication layer is the comprehensive utilization of infor-
mation to provide help for users.

2.2. Qos Constraint Model in IoT. Based on the new features
of context adding QoS ontology and semantic IOTservices, a
QoS constrained service model in IOT is proposed, as shown
in Figure 2. Among them, the interaction model shows the
relationship between IOT services, service producers, and
service consumers; the state model shows the state transition
of services; the function model shows the behaviour of
services; the three and the relationship between them are
marked by the QoS ontology of relevant ontology in the
knowledge base.

In the service model based on the Internet of ,ings
shown in Figure 2, the protocol of the underlying sensor may

be quite different from the transmission protocol of the
Internet, so there is a home gateway between the two net-
work protocols. Home gateway is responsible for the access
of nodes in a small range. Either ID or home protocol are not
supported at the same time. In addition, objects may use a
variety of physical layer transmission methods, such as
wired, WiFi, ZigBee, or Bluetooth, so the home gateway
must also have the function of heterogeneous network ac-
cess. In the case of coexistence of various heterogeneous and
same frequency wireless transmission modes, how to reduce
the interference between various wireless transmission
modes is particularly important, such as the interference
problem when ZigBee and WiFi coexist.

After the introduction of object mobility, the network ar-
chitecture may also need to introduce an access gateway (lo-
cated between the home gateway and the regional server), which

Application
layer

Energy system Industrial system

Support layer

Information processing
platform

Network layer Internet

Access layer

Signal sensors

Perception layer

WSN RFID Actuators

Figure 1: Multilayer architecture of IoT.
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ismainly responsible for themobilitymanagement of nodes in a
larger range and the management of existing IOT devices. Of
course, if the home gateway is powerful enough, the mobility
management of objects can be completed directly in the home
gateway under the guidance of a network flattening idea. From
the networking technology of the Internet of ,ings discussed
before, the gateway based on DTN is more suitable for ar-
chitecture of the IoT, so the home gateway discussed here can be
implemented in the way of DTN. However, in order to meet
some real-time applications (such as actuator control and
alarm), the home gateway must have the priority-based data
transmission function.

2.3. Dynamic Composition Framework of Internet of )ings
Services Based on QoS. Figure 3 shows the core functions of
the dynamic composition framework of QoS-based semantic
IoT services; it also shows the dynamic composition model
based on QoS and how to optimize the combination mainly
including the following modules:

(1) Service preliminary screening module: the module
analyses the user’s direct request for the target ser-
vice, and the related domain ontology forms the
standard service request description file, carries on
the preliminary matching with the service in the
service library, and obtains the candidate service set.

(2) Restricted service description file generationmodule:
the module senses the context information related to
users and physical devices through the sensing de-
vices around the physical devices mapped by users
and candidate service sets. With the support of
context-added QoS ontology, the module calculates
the impact of context information changes on the
QoS information of services required by users and
services provided by physical devices and forms a
standard Q without a semantic conflict service de-
scription file of OS restriction.

(3) QoS-based service selection module: after dimen-
sionless processing of QoS parameter values of the
request service description file and each service
description file in the candidate service set, atomic
matching and aggregate matching are carried out,
respectively, and compared with corresponding
atomic threshold and aggregation threshold, and one
or more subservices that meet some or all require-
ments of users are selected to form the service set to
be combined.

(4) Service composition module based on graph search:
the module dynamically constructs the directed
graph of the service and the input/output data of the
service set to be composed and obtains one or more
new services that meet the specific conditions. ,e

Organization

Character

Participants

Service interaction

Domain ontology QoS ontology

… …

Knowledge base

QoS constraintsInformation
input 

Object ActionActivityTask

Service function Service status

Service resources

Information
output 

Figure 2: Service model based on IoT.
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method of combining the depth first algorithm with
the breadth first algorithm is used to select the most
suitable service.

(5) Service mapping module based on the object net:
through the service ID of each subservice in the new
service, the module maps the new service to the
corresponding virtual object to form a virtual object
network. Finally, the service results are fed back to
the user through the corresponding physical settings
of the object network.

3. QoS-Oriented Green Energy Management
Model for Internet of Things

3.1. QoS Evaluation Model in the Environment of IoT.
Assuming that a composite service can be composed of N
services with different functions, all services can be divided
into n classes according to their corresponding functions,
which are called service classes. Assuming that there are m
atomic services in each service class, each service is called a
candidate service. ,e core processing idea of the QoS-
driven service composition model is based on the corre-
sponding QoS attribute requirements, and a candidate
service is selected from each service class, so as to find a
service sequence that can make the QoS attribute optimal or
better.

We pay attention to the QoS evaluation model in the
Internet of ,ings environment. T � T1, T2 · · · Ti · · · TD  is
defined as a complex Internet of ,ings service, where D

means the service categories for a service.

Each service category Ti contains Ci specific service S
j
i ,

where i is the service category, j means the number of
following services, and j � 1, 2, · · · Ci, the set of QoS metrics
used to evaluate each candidate service.

Figure 4 describes the main process of service compo-
sition of IoT. As can be seen from Figure 1, the goal of IOT
service composition is to select the best path to satisfy the
service requirements of customers. ,eoretically, there are


D
j�1 Ci service composition paths. ,e path of QoS com-

position simplifies as x � x1, x2, xi, . . . , xD , where xi is the
candidate service for executing the i − th service category,
where 1≤ i≤Ci. Generally, according to several reduction
principles, serial, parallel, and circular structures can be
converted into sequential structures when evaluating paths
with QoS metrics.

We suppose that the QoS parameter value of each service
CSi is q CS

j
i  � q1, q2, q3 , that is, q CS

j
i  � t, c, r{ }. ,e

QoS is defined as Q � Q Q1, Q2, Q3  � T, C, R{ }, and indi-
cators are estimated, considering the specific rules and the
characteristics of the QoS indicator. ,e target is defined as

minf1 x1(  � w1T x1(  + w2C x1(  + w3R x1( ,

s.t.

1≤ j≤Ci,

1≤ i≤D,



D

i�1

Wi � 1,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(1)

where w1, w2, w3  corresponds to the weight of each QoS
indicator, which is set to 1/3 in this paper.
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3.2. Energy Assessment Model Based on IoT. ,e objective
function of the energy evaluationmodel is defined as follows:

minf2 x2(  � 

NES

i�1

Pt(t)

ηi

Crun(i) + Pi(t)Com(i) + PGrid(t) ,

(2)

where T and NES are number of system segments and energy
services (ES). ES includes various kinds of power generation
services, such as photovoltaic (PV) service, wind turbine
(WT) service, battery (BAT) service, and fuel cell (fuel cell)
service cell (FC) service, and microturbine (MT) service; i is
the number of ES categories. Pi(t) is the power generation at
time t, and ηi is the generation efficiency of the i − th ES. Crun
is the operating cost of each ES; Com is the maintenance cost
of each ES. CGrid is the power price grid, and PGrid is the
exchanged power.

,e power balance constraint equation is as follows:



NES

i�1
Pi(t) + PGrid(t) � PLoad(t) + 

NESO

n�1
PESO(t), (3)

where PLoad(t) is the load power at time t and PESO(t) is the
discharge power of ES at time t. Equation (3) illustrates that
the IoT-based energy management must meet the total
power balance conditions in the whole period.

,e power constraint equation is as follows:

PES,min ≤PES(t)≤PES,max,

ΔPES,down ≤PES(t) − PES ≤ΔPES,up,

⎧⎨

⎩ (4)

where PES,min and PES,max are minimum and maximum
limits of the ES output; ΔPES,down and ΔPES,up are the
maximum reduction and increase of power per unit time of
ES.

3.3. Green Energy Model of Internet of )ings by Adopting
Moth Algorithm. Because the QoS composition in IoT is an
NP hard problem, the traditional mathematical methods
have some problems such as high computational complexity
and low efficiency. ,e intelligent optimization algorithm
has better optimization effect in solving the abovementioned
problems. ,e references show that MFO has better opti-
mization effect and higher stability than the traditional
intelligent optimization algorithm in single peak function,
multimodal reference function, and composite reference
function. ,erefore, this paper selects MFO to simulate QoS
evaluation model and energy evaluation model.

,e population size of moth is n, and its flight space is d

dimension, which is the same as the number of service
categories. Initial population x1, x2 · · · xn  where Xi is the
position of the moth. xi is produced by the following
equation:

x
d
i � lb

d
+ ub

d
− lb

d
  × rand(0, 1) , (5)
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where dub and lbd are the upper and lower limits of
d-dimension, respectively, and rand(0, 1) rand (0, 1) is a
value randomly generated between (0, 1). FMO defines the
moth population and the corresponding fitness value, the
flame population, and the corresponding fitness value by
combining the specific trajectory of moth tending to artificial
light. By updating the moth population in the form of helix
and calculating the fitness value of the evolutionary moth
population, the optimal fitness value and corresponding
solution are obtained. In this algorithm, the updation of
moth position is as shown in the following equations:

s Mi, Fj  � Di × e
bt

× cos(2πt) + Fj, (6)

Di � Fj − Mi



, (7)

where Fj means the moth position, Mi is the flame position,
and Di shows the distance between the position of the moth
and the position of the flame. It can be seen from formula (7)
that the position update of the moth is relative to the po-
sition of the flame. Let t in formula (8) be a random digit
between [r 1] in the iterative process. In this way, the moth
can make better use of the corresponding flame in the it-
eration process.

4. Simulation Results and Analysis

4.1. Simulation Parameter Setting. Due to the lack of a
common data set, the service composition problem in the
IoT environment is simulated by using the data set with
composite QoS attributes according to the references. In
order to verify the effectiveness of the algorithm, MFO is
compared with PSO and GA. Software environment:
Microsoft Windows 10 professional edition (64 bit), version
number 16299, Matlab r2015a. Hardware environment: inter
(R) core (TM) i7-6700 CPU @ 3.40GHz, 3408mhz, 4 cores,
8 logical processing units, 8.00 gb physical memory, 1 t hard
disk.

,e experimental parameters are set as follows: for the QoS
evaluation model, the QoS attribute value of each service is
randomly generated, and the service category D and candidate
service C increase from a small value. For the energy con-
sumption evaluation model, the duration of sample interval Δt
is 1 h, and total durationwas 24 hours. i is the category of energy
services, and the initial populationN is the number of candidate
services. In the experiment, two cases were selected: i fixed at 72,
N increased from 100 to 1000; n fixed at 100, I changed from 72
to 720. ,e parameters of GA are shown as follows: the
population number is 100, iterations are 200, fitness normalized
elimination acceleration index is 2, crossover probability is 0.8,
and mutation probability is 0.05.,e initial position is random.
,e main parameters of PSO are as follows: the max iterations
are 800; number of independent variables of objective function
is 2; particle swarm size is 50; and individual learning factor and
social factor of each particle are 2.

4.2. Validation of the QoS Evaluation Model. In order to
verify the change of an individual’s maximum fitness with
population algebra, firstly, the number of service classes in

composite service is set to 45, and the number of candidate
services in each service class is 35. ,e corresponding test
data are generated by the range of QoS attribute generation.

As is revealed from Figure 5, the performance of MFO
algorithm is obviously better than that of GA and PSO
algorithms under different number of alternative services.
,e difference is smaller andmore stable. We can obtain that
MFO has better global optimization ability and can find the
global optimal solution of the service composition problem
with greater probability.

At the same time, the fitness function value of the QoS
evaluation model in Figure 5(b) decreases with the increase
in the number of iterations. With the increase in iteration
times, the error of fitness function gradually decreases,
which shows that the optimization efficiency of MFO is
higher than that of particle swarm optimization and genetic
algorithm. MFO algorithm can reach the convergence state
after 1000 iterations, which is more efficient than 1300 and
2200 times of PSO and GA. ,is also indirectly shows that
the optimization strategy based on moth algorithm is better
than particle swarm optimization and genetic algorithm.,e
sharp increase of GA results is mainly caused by three
reasons: the multisolution genetic algorithm does not
converge, the initial feasible solution has problems, and the
evaluation function is not distinguished enough.

4.3. Validation of the Energy Evaluation Model. In order to
obtain the best combination of QoS, the method of choosing
proper parameters is the same as that in the QoS model. In
this simulation, MFO, PSO, and GA are selected to estimate
the energy consumption under different parameters.
Figure 6(a) shows that the optimization effect of MFO on the
energy consumption evaluation model is significantly better
than PSO and GA.

In Figure 6(b), simulation results reveal that the energy
consumption of MFO-based service combination in the
Internet of ,ings environment is significantly less than that
of PSO and GA algorithm. In addition, Figure 6(b) shows
that, with the increase of candidate services, energy con-
sumption also increases because each service category se-
lection will generate energy consumption, and a linear
relationship existed. Also, the optimization effect of MFO is
improved by 8% and 6% compared with the genetic algo-
rithm and particle swarm optimization.

4.4. Comparison of QoS Energy Consumption in Internet of
)ings. In order to verify the design advantages, we com-
pare the performance and energy utilization of the hierar-
chical management data centre and the UN optimized
hybrid data centre. We use professional precision power and
energy meters to detect the energy consumption and power
consumption of the server in real time and monitor the
number of requests waiting for the queue to accumulate to
analyse its performance.

Figure 7 shows the change in tasks number in queue with
time. ,e larger the value, the more serious the task accu-
mulation, the lower the performance of the data centre, and
the more difficult it is to meet the computing requirements.
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Figures 7(a) and 7(b) shows the change in the length of the task
waiting queue with time under the traditional and QoS-oriented
strategies, respectively. ,e traditional task-scheduling mode lacks
the control and allocation of random arriving tasks, so the data
centre has the phenomenon of uneven task allocation and certain
task accumulation. Compared with Figure 7(a), the tasks in the
waiting queue in Figure 7(b) can be very fast. On the one hand, it
shows that thehierarchical organizational structure can improve the
performance of the hybrid data centre, that is, the waiting time of
tasks; on the other hand, it also shows that there is free space for

computing resources in the case of layering. Even if some com-
puting resources are shut down, some of them may still meet the
computing needs, and there is a potential to trade performance for
energy efficiency.

In Figure 8, we compare the overall energy-saving effect of the
data centre under different sleep states. We directly measured that
the power consumption of all servers (hybrid data centre system) is
about 8% of the maximum power in Figure 8, the ordinate rep-
resents the percentage of energy saved under 4× 3 different dy-
namic sleep strategies under QoS positioning, and the abscissa
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represents the sleep ratio of servers in the central data centre. It can
be seen that, with the growth of dynamic sleep time, the data centre
can save more energy, but this energy efficiency advantage is also
affected by the data centre performance constrained, that is, when
the closed computing resources are too much or the data centre
computing resources are not enough, leading to a serious decline in
the QoS. In the experiment, moderate load integration and col-
lective sleep strategy for all levels of IOTdata centre can bringmore
than 12% energy saving. In conclusion, in view of the IOT envi-
ronment, the hierarchical organization structure of service com-
position can be realized reasonable management and planning of
computing resources, and the reasonable collective sleep strategy in
this hierarchical structure can further improve energy efficiency
with low performance impact.

5. Conclusions

In this paper, aiming at the deficiency of traditional methods
only based on QoS evaluation to optimize services in the IoT

environment, this paper proposes a QoS evaluation model and
energy evaluation model of QoS-based composition and suc-
cessfully applies MFO to the QoS evaluation model and energy
evaluationmodel. Simulation results reveal thatMFO algorithm
has more remarkable optimization effect than PSO and GA.
,erefore, when MFO is used to solve the service composition
problem, it can not only satisfy the requirements for QoS in the
Internet of ,ings but also achieve optimal energy efficiency. It
is proved that MFO has better large-scale processing ability and
global optimization ability than traditional genetic algorithm
and PSO and can find the global optimal solution of the QoS
composition problem with greater probability. In the next step
of research, we can obtain real data sets from experiments to
evaluate the QoS of composition and energy consumption
under the IoT. In addition, MFO has strong performance, but it
is possible to fall into local optimum.,erefore, we can consider
combining MFO with other intelligent optimization algorithms
to improve MFO for overcoming the local optimization for the
QoS problem.

Data Availability

,e data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

,e authors declare that they have no known conflicts of
interest or personal relationships that could have appeared
to influence the work reported in this paper.

References

[1] W. Ejaz, M. Naeem, A. Shahid, M. Jo, and A. Anpalagan,
“Efficient energy management for the internet of things in
smart cities,” IEEE Communications Magazine, vol. 55, no. 1,
pp. 84–91, 2017.

[2] I. Joe and M. Shin, “Energy management algorithm for solar-
powered energy harvesting wireless sensor node for internet

0 200 400 600 800 1000 1200
Number of Iterations

0

50

100

150

200

250

300

350

400
Jo

b 
qu

eu
e l

en
gt

h

MailProcess
PathFiding

TextProcess
FaceDetection

(a)

0 200 400 600 800 1000 1200
Number of Iterations

0

50

100

150

200

250

300

350

400

Jo
b 

qu
eu

e l
en

gt
h

MailProcess
PathFiding

TextProcess
FaceDetection

(b)

Figure 7: Performance monitoring results. (a) QoS-oriented energy consumption. (b) Traditional energy consumption.

r = 0.3 r = 0.4 r = 0.6 r = 0.8
Parameter r

0

10

20

30

40

50

60

70

En
er

gy
 d

et
ec

tio
n 

eff
ci

en
cy

Figure 8: Energy consumption monitoring results under different
parameters.

Complexity 9



of things,” Iet Communications, vol. 10, no. 12, pp. 1508–1521,
2016.

[3] M. Chinmaya, M. Akshaya, and L. Victor, “Energy man-
agement in smart cities based on internet of things: peak
demand reduction and energy savings,” Sensors, vol. 17,
no. 12, p. 2812, 2017.

[4] M. Vangelis and D. Haris, “An advanced IoT-based system for
intelligent energy management in buildings,” Sensors, vol. 18,
no. 2, p. 610, 2018.

[5] W. T. Cho, Y. W. Ma, and Y. M. Huang, “A smart socket-
based multiple home appliance recognition approach over
IoTarchitecture,” Journal of Internet Technology, vol. 16, no. 7,
pp. 1227–1238, 2015.

[6] B. Muhammad, G. Jakub, O. Andrzej et al., “Energy flex-
ometer: transactive energy-based internet of things technol-
ogy,” Energies, vol. 11, no. 3, p. 568, 2018.

[7] H.-W. Kim, J. H. Park, and Y.-S. Jeong, “Efficient resource
management scheme for storage processing in cloud infra-
structure with internet of things,” Wireless Personal Com-
munications, vol. 91, no. 4, pp. 1635–1651, 2016.

[8] W. J. Shyr, L. W. Zeng, C. K. Lin et al., “Application of an
energy management system via the internet of things on a
university campus,” Journal of Periodontology, vol. 38, no. 3,
pp. 1527–1534, 2017.

[9] H. Elhammouti, E. Sabir, M. Benjillali, H. Tembine, and
L. Echabbi, “Self-organized connected objects: rethinking QoS
provisioning for IoT services,” IEEE Communications Mag-
azine, vol. 55, no. 9, pp. 41–47, 2017.

[10] N. Kumar, S. Zeadally, and S. C. S. Misra, “Mobile cloud
networking for efficient energy management in smart grid
cyber-physical systems,” IEEE Wireless Communications,
vol. 23, no. 5, pp. 100–108, 2016.

[11] Y. Liu, C. Yang, L. Jing, Y. Zhang, and S. Xie, “Intelligent edge
computing for IoT-based energy management in smart cit-
ies,” IEEE Network, vol. 33, no. 2, pp. 111–117, 2019.

[12] N. Abuzainab, W. Saad, C. S. Hong, and H. V. Poor, “Cog-
nitive hierarchy theory for distributed resource allocation in
the internet of things,” IEEE Transactions on Wireless Com-
munications, vol. 16, no. 12, pp. 7687–7702, 2017.

[13] E. Curry, S. Hasan, C. Kouroupetroglou, U. Ul Hassan,
W. Fabritius, and W. Derguech, “Internet of things enhanced
user experience for smart water and energy management,”
IEEE Internet Computing, vol. 22, no. 1, pp. 18–28, 2018.

[14] S. Derguech, S.-Y. Joo, and S. Silvestri, “Managing contin-
gencies in smart grids via the internet of things,” IEEE
Transactions on Smart Grid, vol. 7, no. 4, pp. 2134–2141, 2016.

[15] O. Bates and A. Friday, “Beyond data in the smart city:
repurposing existing campus IoT,” IEEE Pervasive Comput-
ing, vol. 16, no. 2, pp. 54–60, 2017.

[16] W. J. Shyr, C. F. Chiou, F. C. Yang, and P.-C. Li, “Energy
management competency development based on the internet
of things (IOT),” International Journal of Engineering Edu-
cation, vol. 33, no. 4, pp. 1380–1385, 2017.

[17] F. Eleni, Z. Anastasios, T.-S. Fernando et al., “Providing
personalized energy management and awareness services for
energy efficiency in smart buildings,” Sensors, vol. 17, no. 9,
p. 2054, 2017.

[18] S. Forsstrom and T. Kanter, “Continuously changing infor-
mation on a global scale and its impact for the internet-of-
things,” Mobile Networks & Applications, vol. 19, no. 1,
pp. 33–44, 2014.

[19] M. R. Abdmeziem, D. Tandjaoui, and I. Romdhani, “Light-
weighted and energy-aware MIKEY-Ticket for e-health

applications in the context of internet of things,” International
Journal of Sensor Networks, vol. 26, no. 4, p. 227, 2017.

[20] J. Zhang, X. Qu, and A. K. Sangaiah, “A study of green de-
velopment mode and total factor productivity of the food
industry based on the industrial internet of things,” IEEE
Communications Magazine, vol. 56, no. 5, pp. 72–78, 2018.

[21] F. Tao, Y. Zuo, L. D. Xu, L. Lv, and L. Zhang, “Internet of
things and BOM-based life cycle assessment of energy-saving
and emission-reduction of products,” IEEE Transactions on
Industrial Informatics, vol. 10, no. 2, pp. 1252–1261, 2014.

[22] H. Yang, A. Alphones, W.-D. Zhong, C. Chen, and X. Xie,
“Learning-based energy-efficient resource management by
heterogeneous RF/VLC for ultra-reliable low-latency indus-
trial IoT networks,” IEEE Transactions on Industrial Infor-
matics, vol. 16, no. 8, pp. 5565–5576, 2020.

[23] M. V. Moreno, M. A. Zamora, and A. F. Skarmeta, “User-
centric smart buildings for energy sustainable smart cities,”
Transactions on Emerging Telecommunications Technologies,
vol. 25, no. 1, pp. 41–55, 2014.

[24] E. Oh and S.-Y. Son, “A framework for consumer electronics
as a service (CEaaS): a case of clustered energy storage sys-
tems,” IEEE Transactions on Consumer Electronics, vol. 63,
no. 2, pp. 162–168, 2017.

[25] L. Ren, L. Zhang, F. Tao, C. Zhao, X. Chai, and X. Zhao,
“Cloud manufacturing: from concept to practice,” Enterprise
Information Systems, vol. 9, no. 1–2, pp. 186–209, 2015.

[26] Z. Wu, “An empirical study of the accessibility of web ref-
erences in two Chinese academic journals,” Scientometrics,
vol. 78, no. 3, pp. 481–503, 2009.

[27] S. Mathaba, M. Adigun, J. Oladosu, and O. Oki, “On the use of
the internet of things andWeb 2.0 in inventory management,”
Journal of Intelligent & Fuzzy Systems, vol. 32, no. 4,
pp. 3091–3101, 2017.

[28] A. Alnoman and A. Anpalagan, “Towards the fulfillment of
5G network requirements: technologies and challenges,”
Telecommunication Systems, vol. 65, no. 1, pp. 1–16, 2017.

[29] S. K. Roy, S. Misra, and N. S. Raghuwanshi, “SensPnP:
seamless integration of heterogeneous sensors with IoT de-
vices,” IEEE Transactions on Consumer Electronics, vol. 65,
no. 2, pp. 205–214, 2019.

[30] X.-C. Hao, M.-J. Xin, and X.-Y. Ru, “EAPOR: a distributed,
energy-aware topology control algorithm based path-obsta-
cle-remove model for WSN,” Wireless Personal Communi-
cations, vol. 80, no. 2, pp. 671–692, 2015.

10 Complexity



Research Article
Visualization of Information Retrieval in Smart Library Based on
Virtual Reality Technology

Shulin Fang

Xi’an Academy of Fine Arts, Xi’an, Shaanxi 710065, China

Correspondence should be addressed to Shulin Fang; 50041@xafa.edu.cn

Received 23 October 2020; Revised 16 November 2020; Accepted 18 November 2020; Published 29 November 2020

Academic Editor: Zhihan Lv

Copyright © 2020 Shulin Fang.-is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Starting from the virtual reality technology, the characteristics of its most suitable combination with the library are explored, so as
to lay a foundation in theory and practice to promote the development of virtual reality in the library. In the concentration camp of
the latest advanced technology, the relevant technologies used in the various levels of models in the smart library are extracted, and
their functional principles and applications are systematically introduced; Chapter 4 builds the level of the smart library in-
formation retrieval technology model. -e structure diagram, various levels of functions, and related smart service models are
discussed. Research is on context construction of extended resources of knowledge service in smart libraries. -e elements and
content of the resource context are introduced, and the strategy of constructing the resource context for the extension of the
knowledge service of the smart library is proposed. Research is on the construction of the context of the extension and in-
terconnection of knowledge services in smart libraries. -e relevant elements and contents of the technical context and the spatial
context are introduced, and a strategy for constructing a connected context for the extension of the knowledge service of a smart
library is proposed. Research is on the context construction of knowledge service extension of smart library. -e elements and
contents of the service context are introduced, and the strategy of constructing the service context of the knowledge service
extension of the smart library is proposed. A visual model of information retrieval is constructed. -e model integrates the core
steps of the information visualization process and introduces the information space and functional system (navigation, orga-
nization, indexing, and retrieval) in the information construction theory into it and through five mapping layers (functional space
mapping, visualization space mapping, visualization mapping, viewmapping, and interactive mapping) and six spatial layers (role
space, information space, functional space, visualized information space, visualized object space, and visualized view space), which
describe visualization applications that target the user experience model in information construction build process.

1. Introduction

With the advent of the big data era, a large amount of data
continues to emerge, and there is a phenomenon of
abundant information but there is a lack of useful infor-
mation. Information overload has caused problems such as
lack of information and a significant reduction in user in-
formation utilization. As an indispensable part of society,
libraries should bring forth the new and avoid working
behind closed doors. -ey need to adapt to the development
of the times and integrate the latest technology into the
library to achieve personalized services for users. But no
matter how the library changes and how the technology is
updated alternately, its core value of “people-oriented” has

not changed. How can the library realize the transformation
from the passive and stereotyped model to the intelligent
service model in the new intelligent environment and realize
the transformation from single-library service to cross-li-
brary service? -e construction of the technical model of
China’s smart library studied in this paper provides technical
support for the above problems. Relying on the construction
of this model, the library can realize transparent manage-
ment of user services, mine users’ useful information needs,
and intelligently predict user personalized services trend,
accurately integrating the value density of library manage-
ment, scientific services, and librarian decision-making.

Research on smart libraries can suggest that it is a dif-
ficult and tedious task for readers to accurately find the
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books and materials they need in the library environment,
but location-aware technology can help readers solve such
problems and achieve the purpose of accurate search [1, 2]; it
is proposed that a smart library is a mobile library that can
transcend space limitations and can be noticed by people
[3, 4]. -e fact that a smart library uses a large number of
software quality projects to reduce users and libraries is
emphasized. -e goal of error is in the process of use,
classification, configuration, installation, or processing by
technical personnel [5]. Research is on the application of
data mining technology in smart libraries. -rough this
interactive platform system, the library uses EAI technology
to construct the underlying architecture, exchange hetero-
geneous systems, data, and platforms, realize seamless in-
tegration within the system and between multiple systems,
and then uses scene graph, data mining, and data analysis
technology which intelligently perceives, mines, captures,
analyzes, and integrates information to achieve collabora-
tion and sharing of data processing [6, 7]. In the era of big
data, data mining technology is of great significance to the
development of libraries. It not only can extract hidden and
potentially valuable knowledge information from a large
amount of disordered and vague practical application data
but also can be used to support a wide range of business
smart applications, such as directional marketing [8, 9].
Smart library mobile visual search service architecture di-
agram, and display mobile visual search services, visuali-
zation services, knowledge services, social services, social
recommendations, one-stop navigation services, and other
service functions in the smart service module [10, 11]. In-
novative service models have distinctive features, and these
accompanying features have evolved based on new tech-
nologies and intelligent facilities. Research is on location-
based information push services and private customization
and other service models, and the research and innovative
development of smart libraries by expanding social networks
and expanding publicity camps have increased [12]. Guided
by relevance learning theory, service models of context-
aware services, social services, cloud services, and mobile
information services are constructed [13]. -e deep inte-
gration of “Internet +” and the library has realized the in-
terconnection between the physical world and the virtual
world, making the library rich and diverse, and the library
community is also actively studying this direction [14].
Under the background of the deep integration of traditional
industries and the Internet, it is proposed that libraries
should establish user thinking and Internet thinking to build
a smart library. Internet thinking is the technical basis of
user thinking, and user thinking is the manifestation of
Internet thinking, include two complement segmentation
[15, 16]. In the “Internet +” environment, the service content
of the smart library is introduced in detail [17]. Information
technology plays an important role in the transformation
and upgrading of the library. -e use of Internet of -ings,
cloud computing, wearable technology, virtual reality
technology, artificial intelligence, and other technologies can
realize the optimization of the library’s literature, equip-
ment, personnel, and buildings [18, 19]. Based on the
problems in the application of the Internet of -ings

identification technology in the smart library, the im-
provement measures for the construction of the smart li-
brary are proposed [20, 21]. -e three relationships between
wearable technology and smart library, the specific appli-
cation of wearable technology in reader navigation, and help
for disadvantaged groups and personalized services are
analyzed [22, 23]. Using the effect of virtual reality to present
pictures, models, or videos in the book, the reading method
and interest are increased [24, 25]. A three-dimensional
book of virtual reality is made, and the pictures in the book
are carried out by using mobile devices. -e scanning
function can present the actual scene of the corresponding
3D model, change the interactive way of parent-child
reading, and promote the establishment of the reading
sharing relationship between parent and child [26]. Mobile
learning is most effective only when it connects the real
environment with related resources [27, 28]. Mobile AR
technology provides a channel for the establishment of this
connection, and library resources make the connection
possible. In the research of the library personalized service
system based on virtual reality, there is a detailed intro-
duction to the realization of personalized service related
functions, including the following: real-time scanning of QR
codes, real-time calculation of projection matrix, projection
of three-dimensional objects and location-based book re-
trieval and book recommendation functions of [29, 30]. In
the research on the application of virtual reality technology
in the library personalized service platform, it is found that
the library information browsing system based on QR code
and virtual reality can present different information inter-
faces to different users according to the information dis-
played by scanning the QR code. It guides readers to browse
the information of books on the bookshelf in an intuitive
way and at the same time recommends various resources of
interest to readers [31]. -e Android-based virtual reality
library service platform is a platform that combines new
technologies such as the mobile Internet and data mining
technology to provide users with personalized services such
as book query, book recommendation, and book location
navigation [32]. -e impact of various frontier technology
developments is on libraries, including virtual reality
technology. -e ideas and countermeasures to innovate the
library service model for reference from the Internet are put
forward [33]. In the exploration of the application of virtual
reality technology in the library, starting from the practical
application direction of the library, the foundation of virtual
reality is introduced in detail, the important role of this
technology in the library business is explored, and the effect
of virtual reality in the library is initially explored [34]. -e
application status of mobile virtual reality technology in the
library, combined with the characteristics of various services
of the library, is analyzed and the application prospects of
mobile virtual reality technology in the library are also
explored in order to further utilize the mobile virtual reality
technology in the library.-e application value in the library
provides reference [35]. From the perspective of bookshelf
and resource integration, virtual reality multimedia books,
virtual reality library navigation, virtual reality optical
character recognition, and virtual reality personalized
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services, the application of mobile virtual reality technology
in modern libraries is discussed [36, 37]. -rough research
and analysis, the necessity of using virtual reality technology
in smart libraries is analyzed, and the application form,
workflow, and image recognition mechanism of virtual
reality in smart libraries are pointed out, and the innovative
service mode of smart libraries based on virtual reality
technology is explored [38]. -e current situation of library
business at this stage is analyzed, and, according to the
characteristics of virtual reality, the application of virtual
reality technology in intelligent libraries from three aspects
is discussed: library personalized intelligent navigation
service, resource integration service, and personalized rec-
ommendation push service [39, 40].

In view of the research on the information retrieval
technology model of the smart library, a detailed analysis is
made on the specific construction content of the smart
perception layer, network transmission layer, data resource
layer, and smart application layer.-is article mainly focuses
on personalized and scenario-based recommendation, and
virtual research is carried out on six service dimensions of
reality, multimedia, smart space, and visualization. From a
new perspective, virtual reality technology has been widely
popularized in certain fields and has brought about certain
benefits to those fields. One of the evaluation criteria for the
effect of the integration of new technology is whether it has
improved the industry, and the application of virtual reality
in the library is consolidated through various practical
improvement effects, so as to lay the foundation for the
popularization of the library industry, as well as theory and
practice to be prepared for in-depth research. It also pro-
poses a strategy for constructing a resource context for the
extension of knowledge services in a smart library to in-
troduce the elements and content of a resource context, a
strategy for constructing a context for the extension of
knowledge services in a smart library, and a strategy for
constructing a context for extension services of a smart li-
brary. -e application of augmented reality, virtual reality,
and integrated reality provides a new way for libraries to
carry out innovative services and a new perspective for li-
braries to better serve readers. With the passage of time, the
technologies of virtual reality, augmented reality, and in-
tegrated reality will continue to develop, and the applications
full of surprises will continue to change the way readers
work, communicate, and entertain themselves and further
expand the functions of libraries, so as to promote the
construction and development of smart libraries.

2. InformationRetrievalModelofSmartLibrary
Based on Virtual Reality

With the current rapid development of intelligence and
Internet of -ings technology, a technical platform has been
created for the bold use of virtual reality technology in li-
braries, and it has also provided technical innovation and
service concept transformation for the diversified trans-
formation of library services. Virtual reality technology is to
reflect virtual information into the real world with the help
of computer processing technology to realize the integration

of virtual objects, scenes, actions, and other objects and
apply them to real scenes. -e introduction of virtual reality
technology in the smart library creates a comfortable smart
virtual space for readers, allowing readers to enhance their
desire to enjoy library services in the context of services.
Virtual reality technology is a special form of reality tech-
nology. It has the characteristics of strong interaction, in-
tegration of virtuality and reality, and three-dimensional
positioning. It introduces three-dimensional registration
and virtual compatibility. At present, if libraries want to
efficiently broaden the scope of public cultural services, they
should introduce AR virtual reality technology as soon as
possible, show the service model to readers in a brand new
form, and use high-quality resource construction to burst
out the library’s own advantages.

2.1. Construction of the Technical HierarchicalModel of Smart
Library. -e library uses its own obvious resource advan-
tages and integrates the advanced service performance of
smart libraries, combines the library models built by pre-
decessors, and introduces smart modern technology based
on the theory of integration and collaboration to build a
technical-level technical-service model that meets user
needs. As shown in Figure 1, the current situation that li-
braries use a general service mode to meet user needs is
broken, and the stable development of the library’s service
concept of “serving users and satisfying users” is promoted.

-e architecture shown in Figure 1 is mainly composed
of four parts: smart perception layer, network transmission
layer, data resource layer, and smart application layer. -e
smart perception layer in the smart library is mainly
composed of wearable devices, sensors, storage devices,
RFID, and video. It consists of monitoring equipment and
networkmonitoring equipment. Users visit the library under
the information demand target.-e intelligent equipment in
the intelligent perception layer perceives, screens, and ex-
tracts the data traces generated during the reader’s enjoy-
ment of the library’s application mode and services.-rough
the network transmission layer, according to the distance
between the geographic location of the sensing device and
the library collection data, the large amount of data collected
by the intelligent sensing layer can be safely, efficiently, and
quickly transmitted through the wireless network, triple play
technology, and computer communication network.

-e data resource layer is at the center of the technical
model. It consists of data warehousing, data mining, cloud
computing, information push, and semantic analysis tech-
nologies. It is mainly responsible for user data storage and
format conversion, user data resource mining and calcu-
lation, and user personalized information needs. Task
functions include prediction, recommendation, and man-
agement. -e smart application layer relies on the data
analysis provided by the data resource layer and is mainly
constructed by virtual reality technology, multimedia, data
visualization, and other technologies to realize library scene-
based recommendation services, user personalized services,
virtual reality services, and multimedia services. -e im-
provement of smart space services and visualization services

Complexity 3



and the innovative development of smart libraries have
realized the service process from sensing information to
digging information, processing information, and finally
discovering wisdom.

Virtual reality technology has computer-generated
three-dimensional effects that integrate visual, tactile, and
olfactory functions, allowing users to enjoy interactive
services immersively with realistic and visual scenes. -e
multiple senses, visibility, permeability, and immersion
characteristics of virtual reality technology make it popular
in the library field. At present, virtual reality technology is
mainly used in the virtual official buildings of libraries,
allowing users to “walk” among them, freely associate with
the virtual space, and obtain a three-dimensional and re-
alistic user experience. When users “walk into” the virtual
space of the library, they can understand the overall layout of
the library and can also obtain information consulting
services and browse the operation mode of the library in the
most direct way of expression, allowing them to understand
at a glance and fully embody the superiority of the smart
library. It also appropriately compensates for the one-sided
and localized information obtained on the library website
and increases the user’s affinity for the virtual reality of the
smart library. -e application of visualization technology in
smart libraries can realize the service functions of explicit
tacit knowledge, clarification of fuzzy knowledge, and
concrete abstract knowledge. In the process of smart library
services, the collection of knowledge and the organization of
knowledge are inseparable from the service criteria of
“knowledge visualization.”-erefore, the smart library must
achieve the visual effect of vivid knowledge services. Data

visualization technology is conducive to processing intricate
data relationships, transforming data dimensions into visual
dimensions, and then mining the knowledge structure and
development trends hidden in the data.

2.2. Application of Virtual Reality Technology in Smart
Library. In the actual application process, the manifestation
of virtual reality technology can be divided into three types
according to the user’s “immersion” and “interaction.”

2.2.1. Virtual Reality Technology Display Mode Based on
Computer Screen Display. -e real-world image or video
captured by the camera equipment is input to the computer,
synthesized with the virtual scene generated by the computer
graphics system, and output to the screen display. -e user
sees the final enhanced scene picture or video on the screen.
-is form of expression is simple, in the enlightenment stage
of the concept of virtual reality technology, and most of the
things shown to users are display attributes, unable to
operate and interact, and cannot bring much immersion to
users. -e implementation scheme of the virtual reality
technology system based on computer screen display is
shown in Figure 2.

2.2.2. Display Mode Based on Optical Perspective. -is type
of virtual reality technology needs to use display devices that
emphasize the user’s vision and tactility, mainly helmet and
glasses-type displays, to enhance the visual immersion by
being close to the user’s body. Early AR products produced
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Figure 1: Architecture of the intelligent library information retrieval technology model construction system.
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by electronic product companies such as Sony and Google
are geared towards users in the form of helmets and glasses.
Different from the computer screen display, the user can
directly see the external real world. In fact, it uses a
transparent optical synthesizer to project the signal of this
virtual image to the eyes, and then because the real world is
clearly visible, there is no way through shooting processing
and artificial display. Its operating system is shown in
Figure 3.

User experience design includes information construc-
tion, user interface design, human factor configuration
design, and user experience evaluation. In order to complete
these designs, they must be carried out in stages according to
the requirements of user experience design, namely, the
discovery of information needs based on user experience, the
construction of user-oriented services based on resource
integration, and feedback control based on information
integration and service integration. -ese three aspects can
be subdivided, as shown in Table 1.

-e integration of information resources based on user
experience directly faces users, highlights needs and services,
and allocates limited resources to the service businesses that
users care about most to ensure the efficiency of resource
utilization. To do this, you need to analyze the information
needs of users. -e discovery process is to understand and
analyze users’ information needs from multiple angles. -e
measures taken include analyzing the current environment,
understanding the real needs of users through surveys or
interviews, deep mining and using the acquired user in-
formation, and coordinating user needs with the service
organization’s strategy and environmental requirements and
then enter the design phase of user experience construction.

Construction design is the main part of user experience
design, including information architecture, user interface
design, human factor research, and user experience evalu-
ation. Information architecture is a high-level information

design that focuses on the organization and presentation of
information, and its purpose is to provide users with clear
and understandable information. User interface design re-
quires reasonable arrangement of interface elements on the
basis of information construction, distinguishing the im-
portance of information, expressing information in an easy-
to-understand manner, and enabling users to interact with
system functions. Human factor research and user experi-
ence evaluation are generally combined. -eir responsibil-
ities include user experience testing, researching user
development, communicating with users, and passing these
results to designers.-e feedback control design requires the
specification and description of the design process and user-
oriented business, listening to opinions in many aspects, and
designing a user-oriented integrated service feedback con-
trol system to ultimately improve the user experience design.

2.3. Virtual Reality Technology Improves the Effectiveness of
Information Retrieval Services and Management of Smart
Libraries. As the current popularity of virtual reality tech-
nology is not very high and it is not currently included in the
development plan of the library business, the survey of this
technology in the questionnaire must first start with the
cognitive level of the surveyed, and it is easy to be surveyed.
-e questionnaire was designed based on the expression of
the reader’s understanding, and the cognitive results are
shown in Table 2.

-e survey results showed that 35 people did not un-
derstand the concept of virtual reality technology at all,
accounting for 36.55% of the total number of people in the
survey. Because the cognitive problem of the survey is also
an important reference data, I do not think that choosing
this option will lead to a whole answer. -is questionnaire
is invalid, which also reflects the current state of under-
standing of this technology in the industry to a certain
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Figure 2: Operating principle model of virtual reality technology display mode based on computer screen display.
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extent, and even if you do not understand the concept of
virtual reality technology, you can express the expectations
of the surveyed in the subsequent survey options. At the
same time, I set the option of “scan QR code” in the re-
search options. In fact, although the method of using QR
code is similar to virtual reality technology, the two are not
in a mutually compatible relationship. Codes do not belong
to virtual reality technology. In the survey results, 14 people
chose the QR code option alone, accounting for 14% of the
total number of people. It can be understood that these
users do use QR codes but they are still familiar with virtual
reality technology. If combined with users who do not
know anything about it, the proportion of respondents who
have a weak awareness of virtual reality technology reaches
50.6%, which accounts for about half. -is ratio reflects the
current use of virtual reality technology in books. Among
the remaining options, “scanning reality” is one of the main
features of virtual reality technology, “electronic games” is
a hot development field of current virtual reality tech-
nology, and “available for life services” means that all types
of technologies including virtual reality technology are
available. -e selected development goals and those that

chose these options also accounted for the other half of all
surveyed objects, reflecting the controversy of virtual re-
ality technology in libraries.

-e combination of virtual reality technology and library
management and services has not only obtained theoretical
support in the previous chapters but also should find the
advantages of the combination of the two in real applications
to enrich theoretical research and lay a foundation for
popularization of practice. -is section summarizes specific
advantages by combining the results of the questionnaire
survey and the author’s reasonable assumptions. -e survey
results are shown in Table 3.

In the questionnaire survey on the advantages of virtual
reality technology in library applications, 83 people think
that virtual reality technology can provide more compre-
hensive services for library readers, accounting for 90.31%,
and 73 people think it will enhance the interaction between
the library and readers’ sex, accounting for 77.43%, 57
people think that this will make paper books break the limit
of paper media, accounting for 60.23%, 50 people think that
virtual reality technology in the library will help library
management, accounting for 55.9%, and 5 people think the
advantage is not obvious, accounting for 4.4%. From the
analysis of the above survey results, it can be seen that service
is the primary consideration in the application of virtual
reality technology in smart libraries, and its advantages can
be better reflected in services. -ere is a certain gap between
the research objects in management and the selection of
services.-is also shows that the proportion of virtual reality
technology in the development of smart library services and
management may also fit the selection of this survey.

Table 1: User experience design process.

User needs Experience building Feedback control
Background analysis Concept + first prototype Design description
User interview Site map Process feedback
User role and plot setting Interactive model Performance control
Brainstorming Idea refinement
Group design practice User interface + visual design

User experience evaluation

Table 2: User perception statistics.

Variable Types of Quantity Percentage

Awareness

Don’t understand 35 36.55
Scan the QR code 34 38.71

Sweep the reality object 34 35.47
Electronic games 28 31.17

For life 35 36.58
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Figure 3: Display mode based on optical perspective.
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-e number of users of smart libraries is large, and the
level of information retrieval service is at the forefront of the
times. It is the basis for smart libraries to adopt and pop-
ularize new technologies, and it is the main advantage.
Compared with the more expensive and fixed-location
navigation machine in the library, the virtual reality tech-
nology can be realized on the user’s mobile phone, and the
service can be provided through the design of the program,
and the user’s use method is flexible, easy to learn, and fast.
As far as the development of smart libraries is concerned, the
introduction of intelligent information services such as
virtual reality technology improves service efficiency and
implements the reader-centered concept. In the question-
naire survey, more than 75% of the respondents believe that
virtual reality technology has improved the interaction
between the library and the reader, and the smart library has
the interaction between the reader and the smart library in
each part. -e application of virtual reality technology will
make the way of interaction more intelligent. In terms of
social value, if the use of virtual reality technology is pro-
moted by the smart library of colleges and universities and
the concept of new technology is popularized among young
users, it will make college students who are good at using
computers and mobile phones take advantage of this
technology. -e strong impression will also affect their
future scientific and technological concepts and thus they
will have a sense of dependence on the smart library and
become loyal users. -e group of young people is a group
with a rapid popularity and a large number. It can also
achieve certain effects in public libraries with evenly dis-
tributed age groups. Providing virtual reality technology
services for older and traditional library user groups can
achieve the effect of narrowing the social technological gap
and completing large-scale technical literacy.

Any new technology may be a double-edged sword in the
initial stage of application.-rough the understanding of the
functional characteristics of virtual reality technology,
combined with the learning and understanding of the li-
brary, and the questionnaire survey and analysis, it is also
found that the following points may limit its development,
and user survey results are shown in Table 4.

In the questionnaire survey on the limitations of the
application of virtual reality technology in libraries, 61
people think that the equipment of virtual reality technology
is more expensive, accounting for 64.53%, 44 people think
that the utilization rate of virtual reality technology in li-
braries is low, accounting for 48.38%, 28 people think that
virtual reality technology is difficult to popularize as a new
thing, accounting for 31.17%, 25 people think that virtual
reality technology is complicated and difficult to use,

accounting for 25.82%, and 5 people think there are other
reasons, accounting for 4.5 %. -erefore, it can be seen from
the survey results that the cost issue is the main issue in the
application of virtual reality technology in the library. -is is
not only in the aspect of virtual reality technology. -e
library’s funding is based on the overall consideration of
each part of the library, so virtual reality of the cost of
technical equipment should be carefully considered.
Without experiments, the utilization rate is also worthy of
attention.-e low utilization rate of advanced and expensive
equipment after the introduction will cause great losses to
the library. -e limitations are discussed in detail below.

3. Knowledge Service Extension and
Information Retrieval Visualization of
Smart Library

As a valuable and high-quality high-level knowledge service
product, smart service is a perceptible, calculable, and vi-
sualized creative service, which will drive the technological
upgrading, conceptual innovation, management reform, and
service transformation of smart libraries, -e library be-
comes an incubator for technological innovation and cre-
ativity and promotes the burst of imagination and creativity
of users.

3.1. Characteristics of Knowledge Service Extension of Smart
Library. -e ultimate goal of the extension of the knowledge
service of the smart library is to improve the knowledge
service capability and level of the smart library and meet the
increasingly diverse and individual needs of users. Specifi-
cally, the extension of the knowledge service of the smart
library is to use the Internet of -ings technology to realize
the digitization of resources, the application of metadata
harvesting, and the establishment of a data warehouse; as
well as the storage and calculation of big data on the basis of
data interconnection, forming a first-hand reliable infor-
mation resources; on the basis of information collection,
resources are reorganized, a knowledge base system through
resource reengineering is built, and the knowledge of in-
formation is realized; a precise service platform based on
situational awareness is built, and personalized knowledge
service products is provided; the intelligence of knowledge is
realized, and finally big data analysis tools are used to
perform machine learning, mine user preferences, recom-
mend personalized knowledge products, and achieve precise
services. -e goal of the extension of the knowledge service
of the smart library is shown in Figure 4.

Table 3: User advantage selection.

Variable Types Quantity Percentage

Advantage type

Full service 83 90.31
Improve interactivity 73 77.43

Breakthrough paper media 57 60.23
Improve management effectiveness 50 55.9

-e advantage is not obvious 5 4.4
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As shown in Figure 4, the interconnected context is the
technical guarantee for the knowledge service context
function of the smart library. -e accessibility and pop-
ularization of the interconnected context depend on the
supportive context technology of the Internet of -ings
and the ease of use and audience perception of the
knowledge service platform. Resource context is the
material basis of knowledge services in smart libraries.
Resource reorganization and resource reengineering to
improve the quality of resource content are related to the
smooth development of user knowledge mining, knowl-
edge association, knowledge utilization, and knowledge
creation. In particular, human resources have become the
first resource for the extension of knowledge services in
smart libraries. It is the key to applying emerging tech-
nologies in the process of knowledge services and carrying
out resource reengineering, knowledge creation, and
smart services. -e service context is the integration of the
elements of the knowledge service field of Unicom’s smart
library under the combined effect of the technology in-
terconnection context and the resource context. -e
personalized service and precise adaptation incentive
function reflect the final performance of the knowledge
service of the smart library. -e interconnected context,
resource context, and service context are cross-integrated
and interacted in the knowledge service extension
mechanism of the smart library, which together influence
and determine the knowledge service level and users’
perceived experience and satisfaction.

3.2. Endogenous Power Mechanism Model of Knowledge
Service Extension of Smart Library. Based on the mechanism
of interaction between the user and the smart library
knowledge service system and the influence of the inter-
action function of the smart library knowledge service
system on user behavior, this model is constructed from the
different context dimensions of the interaction process
between the user and the smart library knowledge service
system. Users are the most basic and active force in the
extension of knowledge services. -e function of the
knowledge service system of the smart library and the in-
fluence mechanism of user behavior are the user context,
which mainly includes user needs and user experience. -e
three knowledge service context factors of the smart library
are interconnection context, resource context, and service
context. -e corresponding ones are the ease of use, use-
fulness, and motivation of the correlation between the
knowledge service function of the smart library and the user
information interaction behavior. -ey include the ease of
use of the space-time system, the ease of use of the sup-
porting system, the usefulness of the resource construction
system, the usefulness of the resource reengineering system,
the standardized incentives of the service system, and the
personalized incentives of the service system. -e extension
of the knowledge service function of the smart library and
the construction of the mechanism model of user behavior
are shown in Figure 5.

It can be seen from Figure 5 that user experience in-
teraction and user demand promotion are accompanied by
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Figure 4: Goal-oriented diagram of the knowledge service extension of the smart library.

Table 4: Users’ views on limitations.

Variable Types Quantity Percentage (%)

Types of limitations

Expensive 61 64.53
Low utilization 44 48.38

New things are difficult to popularize 28 31.17
Complex operation 25 25.82

Other reasons 5 4.5
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both service experience characteristics and demand pro-
motion functions. -e interactive function of the knowledge
service system of the smart library and the user’s infor-
mation interactive behavior work are through the following
mechanism: the information of the knowledge service is
presented to the user, and the user confirms the occurrence
of the interactive behavior through self-perception. -e
psychological feelings of cognition, emotion, value, and so
forth obtained by users through interactive behaviors are the
result of comparison between user interaction perception
and expectations, which directly affect the evaluation of
knowledge service system functions and service incentive
levels. In the process of information interaction, the user’s
impressive experience is accompanied by use and operation
behavior, including the mastery of the knowledge service
context function and the realization of needs; the user will
always be based on the interactive experience and perception
of the received customized information feedback and adjust
their information interaction behavior. -e functional ele-
ments of the knowledge service interconnection context,
resource context, and service context of the smart library
enhance and promote the data interconnection, knowledge
construction, and wisdom generation of users, which have
an impact on users’ information interaction behavior,
stimulate users’ interactive interest at any time, and induce
users’ information interaction. -e result of its interactive
experience is changed. Users’ knowledge needs to have new
characteristics such as interconnection, sharing, knowledge
integration, ubiquity, intelligence, and innovation. -e
user’s interactive behavior in the knowledge service coin-
cides with the ease of use of the knowledge service inter-
connection context, the usefulness of the resource context,
and the motivation of the service context; that is, the user’s
psychological feelings and satisfaction with the knowledge
service and reflecting a good experience of knowledge
service quality is the whole process of the effect of the en-
dogenous power of the knowledge service extension of the
smart library.

-e application of virtual reality technology in smart
libraries has certain feasibility. First, the integration of the
“three networks” and the construction of the Internet of
-ings provide networks and traditional equipment and

provide hardware support for the use of virtual technology.
-e integration of the “three networks” has achieved a high
level of resource sharing, with higher communication speed,
higher communication quality, and stronger communica-
tion security. As an important part of the new generation of
information technology, the Internet of -ings has realized
the real connection of things with the help of the Internet.
-e development of the Internet of -ings will greatly
promote the development of smart libraries and VR tech-
nology. Second, the development of libraries requires the
integration of virtual reality technology. Smart library is a
new type of library facing the future and facing science and
technology. It is an extension and expansion of traditional
libraries. With the development of smart libraries, more and
more information technology will be widely used in its
function realization and service improvement. When VR
technology has shown great advantages and potentials, its
integration has improved the way of information services
and enhanced the visibility and influence of smart libraries.
-ird, the characteristics of virtual reality technology are
applicable to smart libraries.-e immersion of virtual reality
technology enables participants to exist in the virtual en-
vironment as subjects. -e sense of interaction allows
participants to get feedback from the virtual environment
and realize interaction. Imagination will enable participants
to expand more knowledge content through logical judg-
ment, reasoning, and association based on the information
they have obtained. It can be analyzed from the above three
points that the application of virtual reality technology in
smart libraries is very feasible.

3.3. Visualization of Information Retrieval in Smart Library.
For the design of the information visualization model of the
smart library, it must not only conform to the basic system
structure of the smart library but also fully meet the various
requirements of information visualization.-erefore, for the
design of the model, the following principles must be met:

(1) Meeting the individual needs of users. -e design of
themodel should be able tomeet the needs of various
users of the smart library, and different users have
different preferences for the choice of visualization

Intelligent generation
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Data interconnection User needs

User experience

Wisdom library

Knowledge chainInformation retrieval
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Information 
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Figure 5: Mechanism model of endogenous power and user behavior of the extension of knowledge service in smart libraries.
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methods. -e personalization of user preferences is
mainly in the results, that is, the way to provide
personalized visualization results through the icon
library.

(2) Universality.-e information resources contained in
a smart library are massive, and there are many types
of these information resources, including text,
graphics, images, sounds, and videos. In the process
of model design, it should be classified according to
the information resources contained in the smart
library to avoid the phenomenon that only infor-
mation in a specific field is effective, so that the
model can be used in a wider range of fields.

(3) Convenience. Convenience here means that when
the user visits the smart library, its visual interface is
friendly and there is good interaction between the
user and the system.

(4) Interoperability. Information visualization technol-
ogy faces the massive collection of information in
smart libraries. -is information is stored in various
databases in different formats. -e visualization
system should be able to achieve undifferentiated
access to information. In addition, the information
contained in the smart library comes from different
application fields, and the system should also im-
plement interoperability between them.

(5) -e flexibility of the structure. -e development
prospects of visualization technology are unpre-
dictable. Both information technology and computer
technology are developing rapidly, and it is impos-
sible for any technician to fully predict the future
development.

Fuzzy C-means clustering algorithm is a typical infor-
mation retrieval partitioning algorithm; its idea is to make
the similarity between objects classified into the same cat-
egory is the largest, and the similarity between different
objects is the smallest. In the iterative optimization process,
the FCM algorithm continuously updates the values of the
various centers and the elements of the membership matrix
until it approaches the minimum value of the following
criterion function:

Tn(O, P) � 
N

j�1

c

i�1
oijw

2
ij. (1)

Regarding feature extraction, in the test sample data set,
there are a total of 988 keywords, and the number of keywords
that are different from each other reaches 628.w is the weight of
the number of keywords. After the data dimensionality re-
duction process, the remaining unique keywords are 113, which
greatly reduces the aggregation.-e data dimension of the class
algorithm in the document space vector matrix R is stored in a
text file as the data source of the FCM algorithm inMatlab.-e
number of iterations of running the FCM algorithm is 100, and
the clustering result when the clustering objective function value
is the smallest is taken out as the final result output. -e results
of the five experiments are shown in Table 5.

-e clustering results of the third run in Table 5 are the
best, and only 2 documents are misclassified in each of the
three categories. In general, when the number of FCM
documents is small, the clustering quality is better, with an
average correct rate of 97.4%. But sometimes the result is not
very stable, mainly due to the limitations of the FCM al-
gorithm itself; that is, the random initialization of the center
point has a greater impact on FCM.

Since keywords can directly indicate the subject of the
literature and the characteristics of the subject, the similarity
of the literature can be directly reflected by the similarity of
the keywords. In order to cluster the documents, the doc-
ument similarity matrix is first defined, and the similarity is
expressed by Euclidean distance. -e following definition is
based on the following assumptions: suppose that the total
number of documents to be clustered is n, the total number
of different keywords in all documents ism, the keyword set
is S, and the number of categories is k. -e document
similarity matrix (n∗ n) is defined as

W11, W12, . . . , W1n

W21, W22, . . . , W2n

. . .

Wn1, Wn2, . . . , Wnn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (2)

-e similarity of two keywords is defined as

W λi, λj  �

κ
κi + κj − κ

, k≥ 4,

0, κ≺4.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(3)

-e components of the literature keyword matrix are
defined as

Qij � max W λi, λj  . (4)

-e clustering objective function is defined as follows:

E �


k
j�1 

m
i�1 yi − yj 

2

mj

. (5)

-e selection operation is adopted to select good indi-
viduals from the current group and decide which individuals
can enter the next generation. First, the individuals are
sorted according to the fitness function from large to small,
and the first h individuals are copied as new individuals
directly into the next generation, and the fitness of the
remaining individuals is calculated as follows:

P(D) � c +(d − c)
M − rand(D)/M − d

(M − c)
 . (6)

In order to test the feasibility and effectiveness of the
information retrieval of the smart library, the value of 207
documents in the life is taken as the test data set. -e genetic
algorithm parameter is 50, the probability of mutation is
represented by P, the value is 0.15, and the intersection value
is 0.0002. -e value is 0.76, and the maximum number of
iterations is represented by T, with a value of 100. After 50
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experiments, the result of the average objective function is
shown in Figure 6.

It can be seen from Figure 6 that, in the iterative process
of the FCM algorithm, the objective function can converge
quickly, and the value of the objective function is greater
than that of the GA algorithm, indicating that the conver-
gence accuracy of the FCM algorithm is inferior to the GA
algorithm. GA algorithm converges slowly, but the average
accuracy of classification can reach more than 99%, which is
better than FCM algorithm. As the GA algorithm draws on
the idea of genetics in biology, it searches for the optimal
solution through repeated iterations of “survival of the fit-
test.” -erefore, the optimization ability of GA is better than
the FCM clustering algorithm, but the disadvantage is that
the GA calculation speed is slow and many parameters need
manual intervention.

3.4. Information Retrieval Visualization Construction. For
the design of the information visualization model of the
smart library, it must not only conform to the basic system
structure of the smart library but also fully meet the various
requirements of information visualization.-erefore, for the
design of the model, the following principles must be met:

(1) Meeting the individual needs of users. -e design of
themodel should be able to meet the needs of various
users of the smart library, and different users have
different preferences for the choice of visualization
methods. -e personalization of user preferences is
mainly in the results, that is, the way to provide
personalized visualization results through the icon
library.

(2) Universality.-e information resources contained in
a smart library are massive, and there are many types
of these information resources, including text,
graphics, images, sounds, and videos. In the process
of model design, it should be classified according to
the information resources contained in the smart
library to avoid the phenomenon that only infor-
mation in a specific field is effective, so that the
model can be used in a wider range of fields.

(3) Convenience. Convenience here means that when
the user visits the smart library, its visual interface is
friendly and there is good interaction between the
user and the system.

(4) Interoperability. Information visualization technol-
ogy faces the massive collection of information in

smart libraries. -is information is stored in various
databases in different formats. -e visualization
system should be able to achieve undifferentiated
access to information. In addition, the information
contained in the smart library comes from different
application fields, and the system should also im-
plement interoperability between them.

(5) -e flexibility of the structure. -e development
prospects of visualization technology are unpre-
dictable. Both information technology and computer
technology are developing rapidly, and it is impos-
sible for any technician to fully predict the future
development. -erefore, when designing a visuali-
zation system, full consideration should be given to
the standardization of the database and the expan-
sion of the system.

-e information visualization model of the smart library
designed in this paper is shown in Figure 7, which is based
on the combination of the basic architecture of the smart
library and the reference model of information visualization.
As shown in Figure 7, the proposed smart library infor-
mation visualization model includes a total of six modules:
source data module, original database module, feature

Table 5: FCM clustering results.

Number of experiments
Information science

(52) Philology (71) Library science (87)
Objective function

Correct Error Correct Error Correct Error
1 47 2 68 1 84 2 101.2245
2 48 4 71 2 83 3 100.4342
3 51 2 69 2 84 2 98.9119
4 48 3 67 2 83 3 102.5346
5 51 2 67 3 84 2 99.2325
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Figure 6: Comparison of the relationship between objective
function and evolutionary algebra.
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database module, view object module, visualization interface
module, and extended function slot module.

Based on the above considerations, the L-Apriori al-
gorithm is described as follows:

(1) Classify the collection of books, combine the book
classification method, and divide the collections into
professional books and cross-professional books
according to their professional background. Pro-
fessional books for each profession are definitely
different.

(2) Preprocess the historical borrowing data, and set up
subdatabases according to profession and year. Each
subdatabase only contains the historical borrowing
data of previous students in the major, which relates
to the borrowing information of professional books
and cross-professional books.

(3) Data association rule mining of professional books:
data mining is performed on subdatabases through
Apriori algorithm; then the frequent item set A of
each subdatabase must be the borrowing informa-
tion of this professional book, and association rules

can be extracted for recommendation; at the same
time, get the frequent item set B of cross-professional
books.

(4) Prune the frequent itemsets obtained by Apriori
algorithm mining, delete the frequent itemsets of
professional books, and keep only the frequent
itemsets of cross-specialties.

(5) Compare the frequent itemsets A of the first sub-
database a and the frequent itemsets B of the second
subdatabase b, find out the same parts, and put the
same parts into the frequent itemsets C of themerged
new data category c.

(6) For frequent itemsets, scan b to obtain the support
degree supx in b and supx plus the support degree
sup in A; if the sum of the two is greater than or equal
to the minimum support degree, put them in
C. Similarly, for frequent itemsets, scan a and
recalculate its support; and if it is greater than or
equal to the minimum support, put it in C.

(7) Repeat steps 5 and 6 until all the subdatabases are
merged to form a new frequent itemset and
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Figure 7: Information visualization model of smart library.
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association rules, and the extracted association rules
are recommended to users in a visual way.

4. Experimental Verification

In order to verify the efficiency of the L-Apriori algorithm, a
comparative test was conducted with the Apriori algorithm.
-e test data is the student borrowing data of a smart library
from 2011 to 2012 in the last semester. -e test results and
the required time are observed through different mining
algorithms. -e required software and hardware environ-
ments are the same.-e performance comparison of the two
algorithms is shown in Figure 8.

-rough the comparison and analysis of the test results
and the required time, L-Apriori is more effective than
April in the frequent itemset mining of library borrowing
data, and the result is simpler, mainly because the L-Apriori
algorithm pruned some of the frequent items of profes-
sional books in the process of subdatabase frequent itemset
integration, and the pruned frequent items of professional
books directly extracted the association rules and recom-
mended them to users in the form of knowledge. -e
frequent items of cross-professional books are integrated
one by one to form a frequent itemset of cross-professional
books, which is much less than the frequent itemset ob-
tained by April and naturally requires less time. Both the
cross-professional book association rules obtained by the
L-Apriori algorithm and the professional book association
rules obtained by the Apriori algorithm can be recom-
mended to users.

-e recommendation service methods of the interviewed
smart libraries that provide recommendation services can be
divided into two types: personalized recommendation and
nonpersonalized recommendation. As shown in Figure 9,
about 56% of the interviewed smart libraries provide non-
personalized recommendation services, such as “new book
recommendation,” “borrowing ranking,” “hot review
books,” “librarian recommendation,” and “reader recom-
mendation.” Only about 23.5% of the provincial smart li-
braries have achieved personalized recommendations, but
about 72% of them need to rely on third-party search
systems to complete personalized search recommendations.
Personalized search recommendations mainly rely on user
search content to make recommendations, with similar
recommendation forms and relatively single content, such as
“Guess you like,” “Related Borrowing,” “Related Collection,”
“Other Works by Authors of the Same Name,” and “Bor-
rowing Relationship Diagram.” -e survey found that the
third-party systems that provide personalized search rec-
ommendations are mainly the ILAIII knowledge portal
search system and the Interlib system. -e smart library has
completed personalized recommendation under its own
recommendation system. When a user logs in to the service
platform of the smart library, the recommendation system
can analyze the user’s interest and preferences based on the
user’s historical data, provide personalized recommenda-
tions of “Guess you like” on the homepage, and provide
nonpersonalized recommendations of “everyone cares” or
dynamic recommendation.

Using the information retrieval visualization API, event
processing of the visualization interface can be performed,
and interactive control can be added. -is means that
multiple visualization views can be coordinated, and data
flow and control flow can be managed with the server
through event processing. Information retrieval visualiza-
tion provides more than 20 chart types, including the chart
type that comes with the API and many visualization chart
types developed by third parties, such as tag clouds.
-erefore, with the increase of the API applications, the
optional visualization types will gradually increase. As
shown in Figure 10, the view elements are manipulated by
responding to mouse click events. -e information retrieval
visualization API can also call the information retrieval
visualization API to update the visualization view through
asynchronous interaction with the server without updating
the entire page.

However, from the perspective of the types of visuali-
zation, there is a lack of many classic views in the field of
information visualization, such as graph-based visualization
types and many tree-based visualization views (e.g., hy-
perbolic trees, radial trees, etc.). It lacks focus + context and
overview + detail visualization.

-e implementation of questionnaire survey mainly
includes two parts: questionnaire survey and individual
interview. All the users who participated in the question-
naires selected in this article are those who have used mobile
virtual reality technology and are between 20 and 40 years of
age. -e author first explained the basic concepts of mobile
virtual reality technology and then briefly introduced the
mobile virtual reality technology prototype system and its
functions designed and implemented. Finally, the software
was installed on the mobile phone with the Android op-
erating system and the subjects personnel conduct operation
and experience. A total of 55 questionnaires were distributed
in the survey and 55 were returned, of which 48 were valid
questionnaires, with an effective rate of 95%. After collecting
the questionnaires, the author randomly selected several
questionnaires and conducted individual interviews with the
corresponding subjects to discuss related issues that need to
be understood.

It can be seen from Figures 11 and 12 that the four
categories of user experience scores are not high, the highest
score is behavioral experience, with 55 points, and users are
basically satisfied. Since the designed mobile virtual reality
technology prototype does not involve a social module, users
will basically not have a social experience, so the social
experience score is low and users are very dissatisfied.

In order to verify the clustering performance of the
information retrieval visualization algorithm, the Interna-
tional Standard (IRIS) classification data is used for testing.
-e data set uses the characteristics of the Orioles as the data
source. -e data set contains 150 data sets, divided into 3
categories, each with 50 data, and each data contains 4
attributes.It is very commonly used in data mining and data
classification for test set and training set. In the PSO al-
gorithm, the inertia weight and learning coefficient adopt
linear change strategy. In the information retrieval visual-
ization algorithm, the number of IS-PSO iterations is 20, and
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Figure 8: Performance analysis of L-Apriori algorithm.
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the number of FCM iterations is 80. -e results are com-
pared with the results of IS-PSO algorithm and FCM al-
gorithm at 100 iterations. -e results of multiple tests of the
two algorithms on the same data set are relatively stable.
Table 6 shows the comparison of the average performance of
the three algorithms.

From the perspective of the correct rate of classification,
the correct rate of FCM algorithm classification is only
88.68%, while IS-PSO and information retrieval visualiza-
tion algorithms have reached a higher accuracy rate; from
the perspective of running time, IS-PSO runs themost due to
the complexity of the algorithm.-e shortest running time of
the FCM algorithm is more than 17 seconds, while the
running time of the information retrieval visualization al-
gorithm is in the middle. From the objective function, the

information retrieval visualization algorithm is the basis for
finding a better center point in the PSO algorithm. On the
other hand, with the advantage of fast convergence of FCM,
the optimization accuracy is the best, while the IS-PSO
algorithm could not exceed the information retrieval visu-
alization algorithm in the optimization accuracy due to the
limitation of running algebra.

Figure 13 shows a simulation diagram of the objective
function optimization of the two algorithms. -e FCM al-
gorithm has the fastest convergence speed but is premature.
-e IS-PSO algorithm has the slowest convergence speed
and the worst optimization performance within the range of
100 iterations. -e information retrieval visualization al-
gorithm is consistent with the IS-PSO algorithm in the first
20 generations, but in 20 after the first generation, due to the
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FCM algorithm, the convergence speed is accelerated, and a
better optimization effect can be quickly achieved.

As shown in Figure 13, although the efficiency of in-
formation retrieval visualization algorithm is slower than
FCM, its optimization performance is better than FCM. -e
information retrieval visualization algorithm combines the
advantages of higher optimization accuracy of PSO and the
characteristics of fast convergence of FCM, so the infor-
mation retrieval visualization algorithm can be better ap-
plied to document clustering in smart libraries.

5. Conclusion

tInner motivation is the decisive force to promote the
increase of contextual functions of new knowledge services.
-e key to exploring the extension and sustainable de-
velopment of knowledge services is to explore the intrinsic
motivation of new knowledge service enhancements.
-erefore, it is necessary to comprehensively consider the
development and changes of user experience and per-
ception in the knowledge service process, continuously
improve the user’s interactive experience and perception,
continuously improve the new knowledge service context
function of the smart library, and comprehensively and
evenly improve the new knowledge service context func-
tion design and development to better meet the multidi-
mensional applications and individual needs of users.
External motivation is the driving force and supporting
force to promote the contextual function of new knowledge

services, which mainly comes from the improvement of
resource content quality and basic conditions. Resource
context is an important force that determines the function
of the new knowledge service, and the maximization of
resource content attributes and value is the basic force to
promote the interactive function of the new knowledge
service context. According to the internal mechanism of
knowledge service extension of smart library, the internal
power and external power are actively and effectively used
to form a dynamic and balanced situational state in order to
promote the improvement of the overall function of the
library’s new knowledge service. By building a smart
technology system of smart perception layer, network
transmission layer, data resource layer, and smart appli-
cation layer, with the help of various sensing devices in the
perception layer, network technology in the network
transmission layer, data mining and cloud computing in
the data resource layer technology, virtual reality and
augmented reality technology at the smart application layer
complete the collection, distribution, and organization of
user data and collection data and realize user personalized
recommendation services, scene-based services, multime-
dia services, smart space services, visualization services,
and virtual realistic service. However, smart libraries also
need diversified smart countermeasures to solve various
problems in the construction process and establish an
interactive smart platform for the multifunctional smart
library system to check for deficiencies and make up for the
lack of public welfare services. Under the banner of ad-
vocacy, we can focus on user needs and implement the
service standards of “precise demand and high-quality
services” to create a smart space, to realize the intercon-
nection of physical space, to increase the comfort and
humanistic care of the space, and to embody the concept of
a smart library for the convenience of readers and green
development. In addition, the integration of online and
offline libraries, libraries and bookstores, libraries and
logistics companies, integrated service solutions, and other
integrations are also being further explored, and integra-
tion is becoming the main form of the development of
smart libraries.
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-e data used to support the findings of this study are
available from the corresponding author upon request.
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Table 6: Comparison of average performance of algorithms.

Algorithm Correct rate (%) Operation hours Objective function
FCM algorithm 88.68 0.138668 0.0515
IS-PSO 94.66 18.358748 0.0485
Information retrieval 96.2 3.964959 0.0384
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Big data has brought about opportunities for landscape architecture, changing the design thinking of layout optimization
simulation, expanding the platform for public participation in layout optimization simulation design, reflecting social and
humanistic care, and promoting the integration of discipline cooperation and data. At the same time, it also brings about
challenges. +e proposal of data theory, the acquisition and analysis of data, and the protection of privacy are all issues that we
need to face and solve. First, build a layout optimization simulation program under the background of big data. Follow the
procedures of conventional layout optimization simulation, add big data analysis technology to the preliminary analysis, layout
optimization simulation design, and later evaluation management, introduce new data processing methods, and build a the-
oretical framework of landscape optimization simulation methods that integrate new and traditional data. Second, studying the
evolution of the landscape image layout of the three-dimensional pastoral complex is different: the overall landscape image layout
of the three-dimensional pastoral complex shows a trend of fragmentation and heterogeneity. Among them, the arable land is
gradually fragmented, the wetland and water area are simplified in form, the woodland and grassland patches are gradually
distributed, the fragmentation is reduced by 76.19%, and the connectivity index is gradually increased. From a spatial perspective,
the edge area outside the Fourth Ring Road becomes the most obvious area of fragmentation tendency. Finally, by introducing big
data into the landscape layout optimization simulation, a layout optimization simulation method based on big data is constructed
and used in the layout optimization simulation of the landscape image layout of the three-dimensional pastoral complex to guide
the participatory layout optimization simulation.

1. Introduction

+ree-dimensional landscape image layout of pastoral complex
is an important guarantee for urban ecological environment.
By the urban green land, farmland, forestland, and wetland and
the waters together form a complex three-dimensional rural
landscape image layout that has important ecological service
function, in the maintenance of ecological safety and delay
species, reducing the heat island effect and maintaining the
social and economic sustainable development playing an im-
portant role, and has a decisive influence on land ecological
environment. A complex three-dimensional rural landscape
image layout of ecological benefit, economic benefit, and social
benefit also caused the country to attach great importance to

the construction of urban forest and green space construction
as the main content; emphasizing the urban forest ecosystem
plays an important part in urban development and together
with the urban green space system affects the ecological
landscape of the city. Farmland, wetland, and water area are
also indispensable parts of urban ecosystem, which play an
important role in ecological protection and material circula-
tion. +erefore, it is urgent to study the three-dimensional
landscape image layout of urban green space, farmland, for-
estland, and water area and put forward the optimization
strategy for the overall urban ecological environment con-
struction and the improvement of ecological benefits.

+eoretical research mainly focuses on the impact of big
data on subject teaching, landscape layout optimization
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simulation process, and the guidance of data analysis on
layout optimization simulation. +e actual cases mainly
focus on spatial structure analysis, human behavior char-
acteristics, and users’ emotional evaluation under the
background of big data, mainly using remote sensing, bus
ride record, taxi GPS track, Weibo positioning data, network
text, and so forth. +e research scope involves large-scale
scenic spot layout optimization simulation, as well as small-
and medium-sized green space system and greenway layout
optimization simulation. It can be seen that studies on big
data in landscape layout optimization simulation are con-
centrated in local areas, and no complete system has been
proposed for the application of big data technologies and
methods in layout optimization simulation program. For
example, the concept and characteristics of big data are
introduced, and the characteristics of big data are linked
with the simulation content of landscape layout optimiza-
tion [1–3].

Combined with practical cases, the application of location
service data in landscape layout optimization simulation in
various periods was introduced, and the simulation design
method of landscape layout optimization based on location
service big data was drawn, providing a good reference and
research direction for subsequent researchers [4–6]. In the
study of population activity, the quantitative analysis method
of thermal diagram was used, which provided a practical
reference case for the application of big data in the simulation
of landscape layout optimization [7, 8]. Taking Beijing forest
park as the research object, the word frequency analysis
software is used to collect and analyze the network text, so as
to obtain the social service value of different forest parks and
introduce the network text into landscape evaluation [9, 10].
By collecting mobile phone location data in scenic area, the
behavior rules of tourists are studied to provide a basis for
layout optimization simulation management and decision-
making in scenic area, and the research on tourists’ behavior
characteristics based on positioning data is a hot research
topic at present [11, 12]. Big data plays a prominent role in the
study of urban issues, and it is commonly used to study urban
internal space, urban activity space, and urban hierarchy. For
example, according to the global Internet map, the world’s
Internet cities are graded by using domain names and number
of users [13, 14]. Use Twine: firewall cracking programs to
extract the geographic coordinates and text data, and com-
bined with time series model analyzed in different cities of
Twitter posts characteristics and distribution of keywords,
found that only a few cities that can offer more time keyword
search the information they need and get the city level of
network activity and the relationship between 15th and 16th.
By analyzing the communication information of 25 million
users provided by the Belgian mobile phone operator, the
social network was established by using the zip code corre-
sponding to the user’s mobile phone bill address, and the
communication intensity was studied by using the gravity
model, and finally the communication connection and hi-
erarchy system between cities were obtained [15, 16]. By
combining mobile network traffic data (directional switching
vector and overall network traffic data) with social networking
site data (Flickr), the spatial analysis method is adopted to

reveal the activity hotspots of cities and the travel activities
and change characteristics of cities and suburbs in different
seasons [17, 18].+rough 8million Flickr locations and image
information the central border in London and Chicago
metropolitan areas is determined, using GPS and web tools
(can record the time and latitude and longitude, speed,
distance, and direction) and connecting with Google maps, to
simulate the two cities, 76 tourists in Canberra and Sydney,
and the action of trajectory, as well as analysis of tourists travel
path, change to the mode of transportation, travel, obstacles,
and other characteristics [8, 17, 18]. However, there are few
studies on landscape development under the background of
big data, and the research on big data focuses on the ap-
plication exploration and decision support of big data and the
application of various big data in landscape layout optimi-
zation simulation. Big data has brought about new types of
technology and equipment to other industries. For landscape
architecture, big data has brought about more changes in
planning thinking, allowing professionals to rely more on
rational analysis of problems. Planning and design is a
problem-solving process. Aiming at complex problems, by
analyzing a large number of multiple types of data, it proposes
amore suitable solution than traditional data analysis. Only in
this way can the planning be more objective and rational.

+e types of big data involved include cellphone
signaling data, satellite positioning data, social network
data, and landscape photos. How to mine relevant data
under the nonstationary characteristics of big data?
+rough the investigation of 4950 interviewees on the
relationship between the acquisition of high-quality urban
green space and the level of leisure and sports activities, it
is found that there is no clear relationship between ac-
tivities and access to green space [19, 20]. Publicly
available via the Internet social produce or provide the
geographic mark photos, collected from 2100 tourists,
29,443 photographs, with pictures of these geographic
staggered build datasets, can help them address these
challenges, as well as, for example, destination, traffic
layout optimization simulation, and the management
development of series of problems such as providing
practical use value [21]. Research on the connotation is of
three-dimensional rural complex landscape image layout
and the relationship between development mode, layout
optimization simulation mode and path, industrial layout
optimization simulation, and rural revitalization. Based
on the analysis of the new urban-rural relationship, the
value content, operation mechanism, and guiding strategy
of the three-dimensional landscape image layout of
pastoral complex are discussed [22, 23]. Layout of a
complex three-dimensional rural landscape image, the
concept of value, the tertiary industry relations, and
operation mode are analyzed in detail; at the same time,
summarizing their participation in three-dimensional
rural process of landscape image layout project strategy is
complex and difficult, and the complex three-dimensional
rural landscape image layout in the advantages and
problems in the domestic development is demonstrated
[24, 25]. +e importance of the development of the
landscape image layout mode of 3D pastoral complex in
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the layout optimization simulation design is listed, and
the characteristics of the landscape image layout of 3D
pastoral complex are systematically analyzed [26]. +e
construction contents of the “seven systems” and “seven
projects” in the layout of three-dimensional pastoral
complex landscape images are introduced in detail, and
the layout optimization simulation strategies in terms of
industrial system, building rural communities, and joint
mechanism of interests are proposed [27, 28].

By learning the data collection and processing tech-
nology of big data, the processing mode and guiding method
of big data are introduced into the landscape layout opti-
mization simulation, and the processing method of big data
is added to the conventional layout optimization simulation
program, so as to influence the thinking of layout optimi-
zation simulation design and improve the objectivity and
scientificness. +e main procedure is to introduce the
technology of big data collection and processing on the basis
of field investigation and site data collection, screen and
process the data, and establish a database. By quantifying
different types of influencing factors, the thousand-layer
cake analysis method is adopted to overlay different data to
guide the simulation of landscape layout optimization. +e
landscape layout optimization simulation method based on
the influence of big data was applied to the landscape image
layout of 3D pastoral complex, and the similarities and
differences were found by comparing the traditional layout
optimization simulation method and the layout optimiza-
tion simulation program of the data-based layout optimi-
zation simulation method. +e layout optimization
simulation design of 3D pastoral complex landscape image
layout was studied, focusing on the simulation of road,
spatial structure, ecological pattern, and industrial layout
optimization of 3D pastoral complex landscape image layout
under the premise of ecological environmental protection.

2. Big Data Analysis of Three-Dimensional
Rural Complex Image Layout
Prediction Analysis

+e core of landscape pattern optimization of three-di-
mensional pastoral complex is to realize the optimization of
quantity and space. +rough quantitative and qualitative
research, specificmacro and spatial strategies are provided to
provide policy and data support for realizing the ideal
landscape pattern of three-dimensional pastoral complex. In
this study, the system dynamics model and cellular automata
model are mainly used as the land simulation and prediction
model to carry out the area and space simulation of the
landscape pattern optimization of three-dimensional rural
complex [29, 30].

2.1. Image Layout Predictive Analysis Modeling

(1) Understand the problem, define the problem, con-
firm the target, and determine the macro variable
factors that affect its change according to the
modeling purpose and prediction object. In this

study, the three-dimensional pastoral complex is
affected by policy regulation and social economy at
the macro level, specifically manifested as economic
development, population growth, industrial adjust-
ment, land expansion, and so forth. +erefore, the
variable factors of the system dynamics model of
three-dimensional pastoral complex should reflect
these macro factors, and we call these macro social
factors and the system that reflects the area of various
three-dimensional pastoral as the complex system of
three-dimensional pastoral complex.

(2) Draw the causal feedback diagram of the system
according to the logical relationship between the
target and parameters; the causal feedback graph is
mainly expressed as arrows and diagrams according
to the interaction between variable factors. In ad-
dition, positive and negative signs are used to show
the interaction between the two factors. +at is to
say, we need to visualize the relationship between
factors in the complex system of three-dimensional
pastoral complex in graphical ways such as arrows
and signs.

(3) Describe the relationship between parameters by
mathematical formula and establish the system dy-
namics model. +rough debugging in Vensim PLE
software, the quantitative relationship between dif-
ferent factors in the 3D pastoral complex system was
simulated. By analyzing the interaction mechanism
between social economy and the change of the
number of covers in three-dimensional pastoral
complex, the relationship between them is analyzed
mathematically and logically, so as to realize the
influence relationship in the whole system.

(4) Test and verify the model. In order to verify the
reasonability of the model, it is necessary to debug
the model, compare the relationship between the
simulated value and the real value, and usually
simulate the data of a certain historical period with
the data of the past several stages until the simulation
results meet the 10% error range.

(5) Establish a system mechanics simulation and pre-
diction simulation platform to predict the future area
change of the three-dimensional rural complex,
designmultiple scenarios, and use themodel to select
and simulate strategies. +at is, by changing the
parameters of themodel and testing the posteffects of
various scenarios, the opportunity and approach to
improve the behavior of the complex system of
three-dimensional pastoral complex are sought.
+rough the prediction analysis and comprehensive
comparison under different scenarios, the relative
optimal scheme for the coordinated development of
social economy and three-dimensional pastoral
complex is sought.

Cellular automata modeling process can be understood
as actual three-dimensional rural complex, construction
land, and unused land allocation process, refer to previous
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high citation rate research, at the same time combined with
three-dimensional rural complex in the evolution of the
space characteristics, mainly on the basis of land unit is
converted to other types of land suitability, neighborhood
unit on its transformation, the inheritance of land unit itself
and random interference factors to determine, and focus on
the transformation between the Mosaic and the three-di-
mensional rural construction land. +e specific modeling
process of cellular automata is as follows, as shown in
Figure 1.

+e statistical results of stakeholders’ power dimen-
sion of pastoral complex projects are shown in Table 1. It
can be seen that the government, social capital, operators,
and farmers’ cooperatives rank the top four in the power
of pastoral complex projects construction, while users,
scientific research institutions, financial institutions, and
suppliers of materials and equipment rank the bottom
four. It is worth noting that financial institutions and
users bear more risks in project construction but have less
power. +is part of project stakeholders is the vulnerable
group mentioned in many studies. Farmer cooperatives
rank the third in the risk dimension, but their power
somewhat decreases. +is is because the resources
invested by farmer cooperatives may not reach equilib-
rium with their power, which will lead to the problem of
uneven distribution of benefits in the process of project
construction and operation. Since the operation stage of
the project is relatively important, the operator has more
power over the project. +e mean and variance are cal-
culated using the formulas in [19].

Pastoral complex is a multifunctional spatial gathering
and combination of agricultural production, residence,
leisure, and entertainment in a certain regional space and
realizes integrated management of spatial layout optimiza-
tion simulation, construction, and operation. Urban gov-
ernment is the main body of simulation and construction
management of spatial layout optimization of pastoral
complex. It mainly guides and restricts each participant
through policy support and simulation management of
spatial layout optimization, as shown in Figure 2.

2.2. Spatiotemporal Evolution Analysis of 'ree-Dimensional
Pastoral Complex Pattern. Normalized difference vegetation
index (NDVI) is defined as the ratio of the difference be-
tween the values of near-infrared band and visible red-light
band and the sum of the values of the two bands:
NDVI� (IR−r)/(IR +R). For TM data, the numbers of near-
infrared bands and visible red-light bands correspond to the
fourth band (TN4: 0.76–0.9 URN) and the third band (TN3:
0.63–0.69 μm), respectively. NDVI calculation formula is as
follows [31]:

NDVI �
TN4 − TN3
TN4 + TN3

. (1)

As the NDVI value calculated by the above formula is
between 0 and 1, in order to match the 8-bit radiation
resolution of Landsat, the result is transformed and
stretched, so that its gray value is within [0, 255].

+rough to the central city in 1992, 2000, 2008, and
2016, four times each type of three-dimensional rural
complex remote sensing interpretation results, by Arcmap
statistics, get the three-dimensional rural complex inter-
pretation data statistics (Table 2, construction land and
unused land) and the three-dimensional rural complex area
change contrast figure (Figure 3, construction land and
unused land).

It can be seen from Table 2 and Figure 3 that, during the
research period from 1992 to 2016, the total area of the
three-dimensional pastoral complex in the central city and
the area of a single three-dimensional pastoral complex
such as grassland, woodland, cultivated land, wetland, and
water area all changed to different degrees, and the overall
change was relatively obvious. In general, during the study
period, the cultivated land and woodland area of the central
city always ranked first and second in the area of the three-
dimensional pastoral complex, while the wetland, water
area, and grassland always ranked second. In 1992, culti-
vated land was the dominant type of three-dimensional
pastoral complex in the central city, but in 2000, the
dominant position of cultivated land was slightly reduced.
In 2008, woodland became the dominant type of three-
dimensional rural complex in the central city, but the
advantage was not obvious. In 2016, woodland has become
an obvious dominant type of three-dimensional pastoral
complex.

Overall, Table 3 shows that, from 1992 to 2016 (study
period), the central city’s total area of the three-dimensional
rural complex had a declining trend; the reason is that
forestland, arable land, grassland, and wetland and water
appear in different periods of time, and the three-dimen-
sional rural complex type area reduction is higher than the
increase, so the total area of the three-dimensional rural
complex declined from 1992 to 2016. From the analysis of
the area change of different types of three-dimensional
pastoral complex, the area of three-dimensional pastoral
complex in the central city of Beijing has been undergoing
significant dynamic change. +e continuous decrease of the
overall area of the three-dimensional pastoral complex, the
decrease of the large area of cultivated land, the fluctuation
of woodland area, and the increase and decrease of the small
area of grassland, wetland, and water area have become the
typical characteristics of the area evolution of the three-
dimensional pastoral complex in the central city since 1992.
In the past 24 years, people have changed the way of land use
in the central city through urban construction, which will
affect the three-dimensional rural complex pattern of the
central city. With the expansion of construction land area,
the cultivated land area in the central city of Beijing de-
creases, and the land productivity decreases. With the in-
crease of grassland area and fluctuation of woodland area,
the landscape of the study area will become more frag-
mented, which will not be conducive to the maintenance of
biodiversity in the study area and even affect a series of
ecological functions such as heat island mitigation and
stormwater retention. +erefore, it is necessary to further
study the three-dimensional rural complex pattern in the
central city of Beijing.
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3. Image Layout Optimization Method for
Three-Dimensional Rural Landscape
Based on Big Data

As an emerging research direction, big data attracts in-
creasing attention. In 2018, there were 25,745 Chinese lit-
eratures with big data as the theme, with a sequential growth
rate of 21.40%. +e study covered ten disciplines, and
landscape architecture was not surprisingly affected. Big data
in landscape architecture caused a wave of simulations and
researches on layout optimization through quantitative
information and played a role in providing new technologies
or new methods in each stage of landscape layout optimi-
zation simulation. In the early analysis of landscape layout
optimization simulation, big data mainly introduces new
survey methods, expands the data collection methods, and
broadens the data collection scope. +e additional relevant
information provides the foundation for comprehensive,
high-precision, and high-granularity research. For example,
the data about the characteristics of the users and the
emotional information were added to the data collection,
and the positioning information was collected through the
network. +e research of layout optimization simulation

stage focuses on the analysis stage, which is mainly used to
discover and mine the relationship between related ele-
ments. New data commonly used in layout optimization
simulation include location communication data, network
text data, and network photos. Positioning because traffic
data can reflect the space location and individual behavior,
widely used in space function of identification, analysis and
use of space structure, road layout optimization simulation
of space related problems, such as analysis, as well as the
crowd gathers the characteristics of space and time, pop-
ulation distribution, behavior related to human activities
such as analysis. Social network is an important channel for
public participation layout optimization simulation design
due to its wide coverage, fast propagation speed, and good
interoperability. Network text data is generated with the
development of social networks. By quantifying text and
seeking public attention, interest points, and emotional
evaluation, it can be used to analyze the advantages and
disadvantages of site management and to build an evaluation
system. Online photos could not only reflect location data
but also reflect the current situation of the site. Super-
imposing this kind of big visual data on the map can evaluate
the space quality, street greening, and road landscape, which
is of positive significance to improve the landscape. In the
later stage of layout optimization simulation design, big data
mainly enriches the feedback platform of the public and
establishes an online communication network for the public,
layout optimization simulators, and decision-makers
through social networks and mobile terminals. Based on the
above research, the simulation design framework of land-
scape layout optimization under the background of big data
can be simplified as shown in Figure 4.

First, draw a CAD axis Map, import the CAD Map into
the space syntax Depthmap software, use the Convert
Drawing Map function to transform the Graph into a layer
of Axial Map that can be recognized by the software, and
then use the software’s Run Graph Analysis function to
perform topological calculation on the axis Graph and finally
obtain the accessibility Analysis Graph (See Figure 5).
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Figure 1: Modeling process framework of cellular automata model.

Table 1: Data analysis of stakeholder power.

Project stakeholder Mean Variance Sorting
Government (S1) 4.454 1.072 1
Farmers’ cooperatives (S2) 3.878 1.232 3
Financial institution (S3) 2.735 1.243 10
(S4) by the designer 3.612 1.013 11
Contractor (SS) 3.836 1.205 6
+e supervisor (S6) 3.856 1.401 7
Research institutes (S7) 2.678 1.012 4
Operator (S8) 3.977 1.075 5
Consulting party (integrated) 3.229 1.124 12
Material and equipment supplier (S10) 3.234 1.322 9
+e user (S11) 2.515 1.093 8
Social capital (S12) 4.127 1.024 2
Demolition party (S13) 3.304 1.315 13
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+e area of each land type within the layout optimization
simulation range provided by multiple planning is

summarized. According to the ecological capacity of each
land type provided by the layout optimization simulation
standard of scenic and historic interest areas, the ecological
capacity of the land type within the site is defined as shown
in Table 4. According to the above formula, the daily space
capacity is about 58,100 people, and the annual space ca-
pacity is 21,218,500 people.

+e area algorithm is adopted to obtain the following
formula of tourist mental capacity:

Cd �
B

Bs

×
R

r
(2)

In the previous equation, Cd is the psychological ca-
pacity of tourism, B is the total area of sightseeing, Bs is the
per capita area of sightseeing, and R and r, respectively,
represent the service time and visitor’s stay time. +e
minimum sightseeing area per capita is 50 people. +e total
area of the site is 9,986,900m2, so the daily psychological
capacity is 459,300 people, and the annual psychological
capacity is 167.68 million people.

It can be seen from Table 5 that, among the three factors,
ecological capacity is the smallest, which becomes the de-
terminant to limit the environmental capacity of the site. In
layout optimization simulation, the development red line
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Figure 2: Organizational framework and operation mechanism of multiagent pastoral complex.

Table 2: Statistical table of land type interpretation data [20].

In the class
1992 2000 2008 2016

Area Percentage Area Percentage Area Percentage Area Percentage
Grass 1838 1.68 1918 1.75 2093 1.92 2247 2.07
Arable land 32253 29.62 21172 19.45 10453 9.61 6252 5.73
Construction land 54538 50.08 70498 64.73 80493 73.88 84812 77.85
Woodland 16418 15.06 12403 11.38 14563 13.36 14175 13.02
Wetlands and waters 3866 3.54 2928 2.68 1321 1.22 1437 1.31
Unused 18 0.02 11 0.02 9 0.01 6 0.01

Grassland Arable Construction Woodland Wetlands Unused
Gentle

0

10

20

30

40

50

60

70

80

A
re

a p
er

ce
nt

ag
e

1992
2000

2008
2016

Figure 3: Comparison chart of land use area change in the central
city from 1992 to 2016.
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Figure 4: Frame diagram of landscape architecture layout optimization simulation design method based on big data.

Table 3: Dynamic attitude of land area change of various types.

In the class
1992–2000 2000–2008 2008–2016

Area of
change

Dynamic
attitude

Area of
change

Dynamic
attitude

Area of
change

Dynamic
attitude

Grass 81. 82 0.57 175.43 1.15 154. 35 0.91
Arable land −11083.4 −4.4 −10718.32 −6.64 −4201.66 −5.03
Woodland −4016.62 −3.07 2158. 63 2.17 −385. 11 −0.34
Wetlands and waters −935. 94 −3.04 −1607.14 −6.87 116. 09 1.12
Construction land 15960.29 3.64 9993.23 1.76 4319.31 0.65
Unused −6. 08 −4.72 −1. 93 −2.42 −2. 88 −4.47
+ree-dimensional pastoral
complex −15964 −3.68 −9993 −3.26 −4315 −1.92
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Figure 5: Broken line diagram of road axis conformity.

Table 4: Summary of the project land area and ecological habitat.

Land use types Area Ecological capacity
Land for scenic facilities 9.76 102
Rural construction land 124.85 103
Cultivated land (including general and basic farmland) 366.64 505
Class IV protected woodland 4A6.50 1255
River and lake surface 11.28 504
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should be the ecological capacity of 54,700 people per day
and 20,309,900 people per year.

4. Experimental Verification

Based on the use of big data, this paper conducts a ques-
tionnaire to collect basic information of people and their
concerns about the pastoral complex. +is survey was con-
ducted by WeChat. A total of 65 questionnaires were received,
and respondents were distributed in 11 provinces and 1
municipality directly under the central government.+e survey
content is divided into two parts: one is the basic information of
respondents, and the other is the detailed investigation of the
construction of pastoral complex. +e first part includes basic
information such as gender, age, education, occupation, and
income and also registers basic information related to tourism,
such as the frequency of travel, destination, duration of travel,
and fellow travelers. According to the survey results, as shown
in Figure 6, the gender distribution of the respondents is more
women thanmen,mainly between 30 and 60 years of age.Most
of them have a bachelor’s degree and a graduate’s degree, and
most of them are college students and company employees.
Most people go out for an average of two to three times a year,
three to four days each time, mainly to scenic spots and tourist
cities, and most people go out with friends and family.

+e investigation on the content and interest points of
pastoral complex is carried out from eight aspects, namely,
tourism motivation, types of pastoral complex, elements of
pastoral complex, tourism commodities, activities, accom-
modation forms, simulation points of layout optimization, and
regional location. Among the 65 respondents, 64 indicated that
they would like to travel to the countryside or take a vacation.
Most of them travel to the countryside mainly for rural
sightseeing, entertainment, relaxation, and cultural experience.
Among the six different types of pastoral complexes, sight-
seeing and comprehensive and cultural communication pas-
toral complexes are favored by people. In the nine different
elements, natural scenery, local food, farmland landscape, local
culture, and living environment are the key points of people’s
attention. Local specialties, folk customs products, creative

cultural products, and agricultural products account for more
than 60% of the tourism commodities. Among the 8 kinds of
activities, pastoral tourism, folk custom activities, cultural
experience, and farming experience account for up to 50
percent. In the form of accommodation, the proportion of
home stay, shared farm, and characteristic hotel is more than
50%. For the elements of pastoral complex, tourism com-
modities, activities, accommodation forms, and tourism mo-
tivations, the proportion of person-time is adopted, as shown in
Figure 7.

As for the project positioning of building a healthy and
nourishing rural complex with urban backyard garden, all
respondents expressed that it was reasonable, as shown in
Figure 8. +e project positioning of the survey rationality
evaluation highlights the characteristics of the site, mainly
because the project positioning combines local resources; in
response to national policies, development under environ-
mental protection conditions can also drive local develop-
ment: implementation feasibility is higher.

According to the classification of S and R, public par-
ticipation can be divided into three types and eight levels,
from false (nonfalse) participation to substantive partici-
pation, and the degree of participation gradually increases
(see Table 6). At present, the level of conventional partici-
pation is mainly informed participation, and the level of
participation is relatively shallow. In this paper, a partici-
patory layout optimization simulation design program is
established by collecting big data and investigation. In the
preliminary analysis, the opinions of villagers and netizens
were investigated. In the layout optimization simulation
fully consider the opinions; after the layout optimization
simulation is completed, people’s ideas will be understood in
the form of video and questionnaire. +e level of public
participation includes informed participation, cooperative
participation, and decision-making participation, which
greatly improves the level of participation.

+e participatory layout optimization simulation
method is introduced in the layout optimization simulation
of rural complex, which is helpful to build the communi-
cation platform. Everyone has different choices due to

Table 5: Environmental capacity of the project.

Ecological capacity, Ce Space capacity, Cs Tourism psychological capacity, Cp
Daily capacity 5.47 5.82 45.94
Annual capacity 2003.09 2121.86 16769

Gender distribution
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8000–9000
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3000–4000

1000–2000
5000–7000

7000–8000

Figure 6: Gender distribution, age distribution, and income distribution.

8 Complexity



different living environment, education level, working en-
vironment, and so forth. Participatory layout optimization
simulation can provide a platform for communication,

which can be used to express ideas and guide layout opti-
mization simulation. It is also a platform for mutual
learning. Professionals have professional knowledge reserves
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Table 6: Public participation levels of SR.

Level of public participation

Public participation

False participation Operational participation
Educational participation

Symbol in Informed participation
Consultative participation

Substantial participation
Restricted participation
Cooperative participation
Representative participation
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but lack the understanding of site information. Although the
public have no professional knowledge, they have a good
grasp of the site information, especially the cultural aspects
that cannot be consulted on the Internet or in the literature.
+e communication between the two is conducive to a
comprehensive understanding of the site, as well as layout
optimization simulation design with cultural characteristics
of the scheme.

5. Conclusion

+e landscape layout optimization simulation design based
on the background of big data can apply big data and big
data technology to every stage of layout optimization sim-
ulation. In the preliminary analysis, big data provides layout
optimization simulation with a wider range of more com-
prehensive basic data and information about crowd con-
cerns. In addition to the new data, it also introduces a lot of
analysis methods, such as regression analysis, factor analysis,
emotion analysis, time series analysis, and nuclear density
analysis, providing a channel for in-depth mining of the
information behind the data. In the late stage of layout
optimization simulation, the visual presentation mode en-
ables more people to understand the intention and effect of
layout optimization simulation. In combination with the
public feedback platform of big data, modification sugges-
tions are provided for layout optimization simulators. In the
process of constructing layout optimization simulation
framework, the authors found that although big data
brought about changes in layout optimization simulation
thinking, update of analysis methods, new technologies, and
other influences, big data mainly played the role of sup-
porting analysis in the whole layout optimization simula-
tion.We should embrace the impact of big data with an open
mind and at the same time be rational in its use. Rationally
view the positioning of big data in layout optimization
simulation; Face up to the difference between rational and
perceptual analysis methods and combine them; only in this
way can the power of big data be brought into play. Against
the background of big data, a simulation program for layout
optimization of pastoral complex is constructed, in which
the application of big data in pastoral complex mainly fo-
cuses on the early analysis and the late feedback. In the early
analysis, the global consciousness of big data plays a huge
role in the analysis of the overall layout, which enables the
layout optimization simulator to consider the site in a larger
scope. At the same time, based on big data analysis, it can
understand and master the interest points and basic features
of the public, which is conducive to providing targeted
activities. On the basis of previous analysis, the influence of
big data on layout optimization simulation is mainly focused
on spatial analysis and layout optimization simulation, such
as function partition, spatial structure layout optimization
simulation, and spatial quantization. Big data plays a guiding
role.+e greater influence of big data on layout optimization
simulation of rural complex lies in that it provides a
communication platform for layout optimization simulation
designers, farmers, and decision-makers, deepening the
degree of participatory layout optimization simulation.

Affected by professional optimization of the 3D pastoral
landscape, research time and way of thinking, the depth and
breadth of model construction, research methods, and
problem-solving ideas are obviously insufficient, and the
angle of innovation is not enough, which may lead to certain
problems in research bias.
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Fractal art graphics are the product of the fusion of mathematics and art, relying on the computing power of a computer to
iteratively calculate mathematical formulas and present the results in a graphical rendering.+e selection of the initial value of the
first iteration has a greater impact on the final calculation result. If the initial value of the iteration is not selected properly, the
iteration will not converge or will converge to the wrong result, which will affect the accuracy of the fractal art graphic design.
Aiming at this problem, this paper proposes an improved optimization method for selecting the initial value of the Gauss-Newton
iteration method. +rough the area division method of the system composed of the sensor array, the effective initial value of
iterative calculation is selected in the corresponding area for subsequent iterative calculation. Using the special skeleton structure
of Newton’s iterative graphics, such as infinitely finely inlaid chain-like, scattered-point-like composition, combined with the use
of graphic secondary designmethods, we conduct fractal art graphics design research with special texture effects. On this basis, the
Newton iterative graphics are processed by dithering andMATLAB-based mathematical morphology to obtain graphics and then
processed with the help of weaving CAD to directly form fractal art graphics with special texture effects. Design experiments with
the help of electronic Jacquard machines proved that it is feasible to transform special texture effects based on Newton’s iterative
graphic design into Jacquard fractal art graphics.

1. Introduction

Fractal geometry is often used to describe irregular things in
nature. +e well-known Euclidean geometry describes ob-
jects composed of points, straight lines, common polygons
and curves in two dimensions, and boxes and surfaces in
three dimensions [1, 2]. Most common man-made objects
can be described by Euclidean geometry, such as books,
desks, lighthouses, houses, and other buildings. However,
many natural objects in nature cannot be described by
conventional geometric figures, such as clouds and coast-
lines [3]. +e emergence of fractal geometry provides a new
perspective for describing natural objects. In fact, it is dif-
ficult to judge the difference between two clouds and two
coastlines only from the structure and shape, because these
natural objects have self-similarity. Fractal geometry uses the
idea of fractal dimensions to describe the difference in this

characteristic and maps objects with different dimensions
[4].

In foreign countries, the research on fractal art is mainly
based on scientists, and artists’ attention to this field is not
very common [5]. +e research of fractal art has always had
its own system and development history, which is partic-
ularly prominent in design education [6]. Reason education
has been mentioned in art education for a long time, and
geometry is even regarded as one of the foundations of art
design teaching [7]. Joseph Albers, Max Bill, and others have
cited many geometric principles in graphic design to guide
operation and design [8, 9]. A large part of their courses are
graphic creation based on mathematical prototypes. In
China, the research on fractal art mainly focuses on artists,
and scientists pay little attention [10]. +is is a manifestation
of the different understandings of fractal art research at
home and abroad. Relevant scholars explained how Julia set,
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Mandelbrot set, and Newton fractal set adjust the number
and shape of petals in clothing design and extracted texture
information of different flower types, focusing on analyzing
the relationship between Julia set flower types and various
parameters [11]. Researchers proposed that works of art
should represent nature and work like nature [12]. Science is
also trying to explain the laws that determine nature.
Technology provides appropriate tools for both parties to
achieve common goals [13]. Fractal art is at the core of the
triangular relationship between art, science, and technology.
Fractal geometry and chaos theory bring new perspectives to
art. +e study of fractal features provides broad possibilities
for art development [14]. Relevant scholars have used ar-
tificial neural networks to realize the fusion of natural scene
image content and classic painting style and transfer the
classic painting style to the content image [15]. +rough
parameter adjustment, the generated image meets people’s
aesthetic standards. As an important branch of deep
learning, style transfer has been favored by many scholars
[16]. In terms of practical application, because theory and
practice have not been well integrated and due to lack of
understanding of fractals, there are very few researches on
the rules of graph generation and the application of the rules
[17]. Only the clothing and textile industry is involved and
requires fractal technology. Higher industries such as movies
and 3D games have no real substantive applications for the
time being. In addition, due to the disconnection between
science education and art education in China, the domestic
understanding of fractal graphics is still at the initial stage.
Scientists are not paying enough attention to this kind of
artistic performance, so it has not attracted more attention.
+e research on fractal art lacks knowledge not only in
theory but also in material support. +erefore, the road to
popularization of fractal theory is still very difficult [18–20].
How to further promote fractal theory to make people re-
alize its material value and economic benefits, or to use
fractal art image as a new art form, requires our further
efforts.

Newton’s iterative graph is generated from nonlinear
dynamics theory by changing its mathematical model and
related parameters. In the calculation process, the Gauss-
Newton iteration method is used to optimize the selection of
the initial value of the Gauss-Newton iteration method. +e
optimization method makes full use of the characteristics of
the actual problem of target positioning and combines the
advantages of the Gauss-Newton method to perform local
fast search. +e situation where the Gauss-Newton method
does not converge or only converges to the local optimal
solution is avoided, and a more ideal positioning result is
obtained. Four Newton iterative transformation forms are
proposed to produce different shapes of graphics, which can
affect the texture effect of the fractal art graphics surface.
Mathematical morphology processing of Newton’s iterative
graphics with the help of MATLABmakes the pixel points of
the graphics directly correspond to the tissue points, making
them directly into fractal art graphics and presenting a
variety of special texture effects, and we design experiments
with the help of electronic Jacquard machines. In order to

design special texture effects of fractal art graphics, a new
way for reference is explored.

+e rest of this article is organized as follows. Section 2
analyzes the related theories of fractal art graphics. Section 3
constructs an improved Newton iteration algorithm. Ex-
periments and discussions were conducted in Section 4.
Section 5 summarizes the full text.

2. Theories Related to Fractal Art Graphics

2.1.CharacteristicAnalysis of Fractal. A fractal is a collection
of some “complex” points in some simple spaces. +is
collection has some special properties. First, it is a compact
subset of the space where it is located and has the typical
geometric characteristics listed below:

(i) +e fractal set has proportion details at any small
scale, or it has a fine structure.

(ii) +e fractal set cannot be described by traditional
geometric language. It is neither the trajectory of
points that satisfy certain conditions nor the solu-
tion set of some simple equations.

(iii) +e fractal set has a certain self-similar form, which
may be approximate self-similar or statistical self-
similar.

(iv) +e “fractal dimension” (defined in some way) of a
fractal set is generally greater than its topological
dimension.

(v) In most interesting situations, the fractal set is
defined by a very simple method and may be
generated by iterations of transformations.

For a variety of different fractals, some may have all the
above properties at the same time, some may only have most
of them, and some have exceptions to certain properties, but
this does not affect us calling this set a fractal. It should be
pointed out that most of the fractals involved in nature and
various applied sciences are approximate. When the scale is
reduced to the size of the molecule, the fractality disappears,
and strict fractal exists only in theoretical research.

Fractals are generally divided into two categories, de-
terministic fractals and random fractals. If multiple itera-
tions of the algorithm still produce the same fractal, this
fractal is called a deterministic fractal. Deterministic fractals
are repeatable. Even though some randomness may be in-
troduced in the generation process, the final graph is de-
terministic. Random fractal refers to the fact that although
the rules for generating fractals are determined, they are
affected by random factors. Although the fractals generated
by each generation process can have the same complexity,
the shape will be different. Although random fractals also
have a set of rules, the introduction of randomness during
the generation process will make the final graph unpre-
dictable. +at is, the graphics generated by the two opera-
tions at different times can have the same fractal dimension,
but the shape may be different, and random fractals are not
repeatable. +e frame diagram of the fractal graphic design
program is shown in Figure 1.
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2.2. 'e Difference between Fractal Geometry and Euclidean
Geometry. To explain the difference between fractal ge-
ometry and Euclidean geometry, first we introduce the
characteristics of Euclidean geometry. Euclidean geometry is
a study of regular geometric figures. +e so-called regular
geometric figures are familiar points, straight lines, and line
segments; squares, rectangles, trapezoids, rhombuses, vari-
ous triangles and regular polygons on planes, and planes;
and cubes, cuboids, and regular tetrahedrons in space. +e
other type is geometric figures composed of curves or
surfaces, circles and ellipses on a plane, spheres, ellipsoids,
cylinders, cones, and truncated cones in space. +e di-
mensions (Euclidean dimension) of these points, lines,
screen graphics, and space graphics are 0, 1, 2, and 3, re-
spectively. +e geometric measurement of regular geometric
figures refers to the measurement of length, area, and
volume.

+e graphics studied by fractal geometry are more
complex or more realistic than those studied by European
geometry. Its important feature is that it has no charac-
teristic length, and the lines or surfaces that make up its
shape are not smooth and nondifferentiable. For example,
clouds are not spherical, mountains are not conical,
coastlines are not arcs, tree bark is not smooth, and even
lightning does not traverse the sky in a straight line. +ese
irregular geometric shapes are difficult to describe with
straight lines, smooth curves, and smooth curved surfaces in
Euclidean geometry. +erefore, the research object of fractal
geometry is a kind of irregular geometric shapes with no
characteristic length. Although this kind of object cannot be
processed by classical Euclidean geometry, it has “good”
properties. To facilitate research, important idealized as-
sumptions are often made; that is, it is assumed to be self-
similar. Self-similarity means that if a part of the figure to be
considered is enlarged, its shape is the same as the whole.
Although these assumptions are too simplistic, only then can
we study themwhile still being suitable for the purpose of the

application. Of course, no real structure will remain the same
after an infinite number of repeated amplifications. In
principle, self-similarity is only approximately reflected in
the application.

+ere is no strict definition of the characteristic length.
Generally, the length that can represent the geometric
characteristics of an object is called the characteristic length
of the object, such as the radius of a sphere, the side length of
a cube, and the height of a person; these are the characteristic
lengths of various objects, and they well reflect the geometric
characteristics of these objects. For the shapes of objects with
characteristic lengths, even if they are slightly simplified, as
long as their characteristic lengths remain unchanged, their
geometric properties will not change much. In other words,
for this type of object, you can use geometrically well-known
simple shapes such as rectangles, cylinders, and spheres to
combine them, and they can closely resemble their struc-
tures. For objects that do not have a characteristic length, the
characteristic is that they cannot or are difficult to measure
with conventional geometric scales.

2.3. Fractal and Chaos. Fractals often show irregular rep-
resentations, but this does not mean that they are absolutely
irregular. Fractals have the characteristics of “self-similar”;
that is, they take any part of the fractal figure and enlarge it
appropriately, and you can still get a similar image to the
original whole figure.

+e object described by chaos has an infinite self-similar
structure and also has an irregular representation but ac-
tually has an infinite self-similar nested structure. In this
way, the research on “fractal” and “chaos” has moved to-
wards convergence. We can see the fact that there is a
chapter on “fractal” in the book titled “Chaos,” but in the
book titled “Fractal,” there is another chapter on “Chaos.”
“Fractal” and “Chaos,” the two theories developed from
different angles, converge on “self-similarity.”

Fractal art graphics
generation 

Fractal art graphics
preservation 

Image processing of
fractal art graphics 

Preservation of
fractal art graphics

a�er processing 

Repeatable

Not 
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Figure 1: Framework diagram of fractal graphic design program.

Complexity 3



Nonlinear scientific research turns people’s under-
standing of “normal” things and “normal” phenomena to the
exploration of “abnormal” things and “abnormal” phe-
nomena. “Multimedia” technology is a new “unconven-
tional” method used to encounter a large number of
“unconventional” phenomena in the process of information
storage, compression, conversion, and control. Chaos breaks
the various “singular attractors” phenomenon that the de-
terministic equation determines the motion of the system by
the initial conditions.

Chaos comes from a nonlinear dynamic system, and the
dynamic system describes an arbitrary process that develops
and changes over time. Such systems arise from all aspects of
life. +e research purpose of the dynamic system is to predict
the final development result of the “process.” However, even
the simplest dynamic system with only one variable will have
an essentially random characteristic that is difficult to predict.
+e sequence produced by successive iterations of a point or a
number in a dynamic system is called an orbit. If a small
change in the initial conditions causes the corresponding
orbit to change only slightly within a certain number of it-
erations, the dynamic system is stable. At this time, the orbit
arbitrarily close to the given initial value may be far from the
original orbit. +erefore, it is extremely important to un-
derstand the set of unstable points in a given dynamic system.
+e set of all points whose orbits are unstable is the chaotic set
of this dynamic system, and small changes in the parameters
of the dynamic system can cause rapid changes in the
structure of the chaotic set. +is kind of research is extremely
complicated, but, with the introduction of a computer, you
can visually see the structure of this chaotic set and see
whether it is a simple set or a complex set and how it changes
as the dynamic system itself changes. It is from here that
fractal enters the chaotic dynamic system research.

Chaos mainly discusses the unstable divergence process
of a nonlinear dynamic system, but the system always
converges to a certain attractor in the phase space, which is
very similar to the generation process of fractals. Chaos
mainly discusses the behavioral characteristics of the re-
search process, while fractal pays more attention to the study
of the structure of the attractor itself. At the same time, chaos
and fractal rely heavily on the advancement of computers,
which poses a challenge to the traditional concept of pure
mathematics. It also greatly stimulated the interest and
understanding of scientists and the public and played a role
in promotion. +e consistency of fractal and chaos is not
accidental. In the computer image of chaos set, it is often the
set of points with unstable orbit that forms the fractal. So
these fractals are given by an exact rule.+ey are a chaotic set
of dynamical systems and various strange attractors.
+erefore, the beauty of fractal images is the beauty of
chaotic collections, and the study of fractal images is part of
the study of chaotic dynamics.

2.4.Method ofGenerating FractalGraphics. +e L system is a
set of methods to describe plants and trees proposed from
the perspective of plant morphology. At the beginning, it
only focused on the topological structure of plants, that is,

the neighboring relationship between plant components.
After years of research, geometric explanations were added
to the description process.+e high simplicity andmultilevel
structure of this system provide an effective theory and
method for describing the morphological and structural
characteristics of the growth and reproduction process of
plants and trees. Not only can the L system describe plants
but also its composition method can be used to draw all
kinds of regular fractal curves and other shapes. Figure 2
shows the calculation framework of the fractal dimension
value generated by fractal graphics.

Iteration Function System (IFS) is an important branch
of fractal geometry, and it is also one of the most vital and
promising fields in fractal images. IFS is a fractal config-
uration system. Aiming at this system, a set of theories was
proposed, a series of algorithm rules were developed, and
they were used in many aspects. +e theory of IFS includes
compression mapping, metric space, existence of invariant
compaction sets, and measurement theory. +e iterative
function system has great advantages in the modeling of a
large class of objects, especially the advantages of computer
simulation of natural scenery. Because of this, IFS has a
wide range of applications in graphics. Among them, the
research of visualization technology has been extended
from 2D fractal to 3D fractal objects; the self-similar fractal
image researched by IFS expands its application range, and
the IFS transformation need not be limited to affine
transformation. For the geometric transformation of the
original graphics, the linear transformation in IFS is ex-
tended to the nonlinear transformation; for the discussion
of the computer generation of natural scenery, the mod-
eling method is also extended from two-dimensional to
three-dimensional.

+e fractal set of complex dynamical system mainly
includes Mandelbrot set and Julia set. Mandelbrot set is the
most famous fractal set in fractals. Julia sets are an iteration
of polynomials and rational functions. Both the Mandel-
brot set and the Julia set are sequences of points obtained by
repeated iterations in the complex plane.

+e Mandelbrot set is a general outline of the Julia set,
and the Julia set is the boundary of the Mandelbrot set. +e
beautiful images presented in front of people by Man-
delbrot and Julia impressed the artists. +e benefits have
broad application prospects. People’s research on Julia set
and its extension includes generation algorithm, related
demonstration, three-dimensional fractal graph genera-
tion, and its further extension; the research on the
mapping of Julia set also has further development, in-
cluding high-order Julia set generation. +e study of
methods extends the quadratic complex mapping to
higher-order complex mapping; the second-order Julia
set algorithm-escape time algorithm, random inverse
function algorithm, and rotating escape time algorithm
are extended to higher-order and generalized Julia sets
and the fractal image of Julia set. +rough computer
experiment method, the research of Julia set has been
extended to transcendental function; this research field of
artistic design based on fractal and Julia set image has set
up another pass for people.
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3. Improved Newton Iteration Algorithm

3.1. Gauss-Newton Iteration Method. Gauss-Newton itera-
tion method is used to solve nonlinear regression problems.
After setting the initial value, through multiple iterations,
the regression coefficients are modified to obtain the optimal
solution of the equations. +e basic idea of the Gauss-
Newton iterative method is to use Taylor series expansion to
approximately replace the nonlinear regression model, and
then, after several iterations, the regression coefficients are
constantly revised to make the regression coefficients con-
stantly approach the best regression coefficients of the
nonlinear regression model. +e goal is to minimize the
residual sum of squares of the original model. +e Gauss-
Newton algorithm is an algorithm for solving nonlinear least
squares problems. It can be seen as Newton’s method to find
a minimum function variant. It is used to minimize the sum
of the square values of the function. In nonlinear regression,
the parameters in the model are sought after, making the
model consistent with existing observations, such as non-
linear least squares problems.

Given m functions R � (R1, . . . , Rm) of n variables
α � (α1, . . . , αn), where m≥ n, the Gauss-Newton iterative
algorithm finds the least square sum:

s(α) � 

m

i�1
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2
i (α). (1)
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When the Jacobian matrix is a nonsingular matrix (the
determinant is not zero), the target coordinate iteration formula is
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3.2. Selection of Initial Value. +e Gauss-Newton iteration
method is greatly affected by the initial value. +e three-
node set in the target positioning system used in this article
can form a triangular array, and the function value of the
Jacobian matrix in the corresponding direction is calcu-
lated by calculating the points on the outer extension line of
each side of the triangle. +e function value no longer
changes.

At points on the straight line, the value of the Jacobian
matrix is 0. At this time, the Jacobian matrix function takes
the extreme value. +e Jacobian matrix function takes the
minimum value on the left side of the point and the
maximum value on the right side, but the value of the Ja-
cobian matrix function remains unchanged. +erefore,
when the Gauss-Newton iteration method is used to solve
the problem and when the initial value and the real cal-
culation result are in the same range (referring to the same
side of the extreme value point), the optimal solution can be
obtained after several iterations. When the initial value and
the true value are not in the same range, more accurate
calculation results cannot be obtained, and only iterative
convergence can lead to a local optimal solution.

Based on the idea of genetic algorithm, the selection of
the initial value of Gauss-Newton iteration method is
optimized. Genetic algorithm is a nondeterministic quasi-
natural algorithm. Genetic algorithm is a random algo-
rithm that uses natural selection and genetic mechanism in
nature. +e main idea of the algorithm is to simulate he-
redity, mutation, and crossover in natural selection. We
select ideal individuals and recombine them through ge-
netic operators to generate a new set of candidate solution
groups, until the optimal solution or better solution that
meets the setting is obtained. Genetic algorithm provides a
new method for the selection of the initial value of the
Gauss-Newton iteration method. In the calculation of the
Gauss-Newton iteration method, a group of candidate
points are selected to participate in the iteration, and the
reasonable selection parameters are selected according to
the fitness function to select the candidate points that
minimize the error of the calculation result as the initial
value of the Gauss-Newton iteration method. +e point
with the highest fitness is selected as the initial value. +e
probability of selection is

P �
fit(i)


n
j�1 fit(j)

. (7)

+e two-by-two connection of three nodes in this fractal
design system can divide the points in the entire positioning
area into seven ranges. +erefore, when selecting the initial
value, one point in each of the seven regions can be ran-
domly selected as a candidate point for the initial value. We
use these seven points as the initial values in the Gauss-
Newton iteration method to perform iterations and limit the
number of iterations to 10. Within the specified number of
times, the point where the fitness function takes the smallest
value is taken as the final true initial value. +is initial value
is calculated iteratively, and a better initial value is selected
for the iterative process. Each iteration corrects the calcu-
lated solution to obtain the optimal solution.

+e final result obtained will be returned as the calcu-
lation result of target positioning. +is ensures that the
optimal result can be obtained conveniently in the locatable
area. Figure 3 illustrates the calculation steps in detail.

4. Experiment and Discussion

4.1. Optimization Results of Newton Iterative Algorithm.
+e value of the Jacobian matrix obtained in the process of
calculating the representative points of different regions is
different, so the correction amount that determines the it-
eration is different. As a result, convergence and non-
convergence occurred in the iterative calculation. +e final
result of iterative calculation of the initial values of different
artistic graphic candidates is shown in Figure 4.

It can be seen from Figure 4 that the error of the cal-
culation results of the initial values of different art graphics is
less than 7%. +is verifies that selecting the initial iterative
value by region is effective in improving the traditional
Gauss-Newton iteration method. Compared with the
method of randomly selecting the initial value, selecting the
initial value by region can improve the calculation accuracy
of the Gauss-Newton iteration method. Most of the results
obtained by the iterative process of randomly selecting initial
values have large errors. +e positioning result is largely
limited by the distance between the randomly generated
initial value position and the actual sound source. +e
smaller the distance between the randomly generated initial
value of the iteration and the actual far sound point, the
smaller the error of the calculation result and the more ideal
calculation result. When the randomly selected initial value
is far away from the actual sound source point, the calcu-
lation result has a large error. +e positioning method of
randomly generating initial values is limited to the range of
generating random numbers, and, at the same time, due to
its randomness, it is not suitable for practical systems.

4.2. 'e Influence of Iterative Function and Parameter
Changes on the Generation of Newton Iterative Graph.
+e factors affecting the generation of Newton iterative
graphics mainly include the type of the iterative function and
the value of the parameters p and q and the selected Newton
iterative graphics part in the design of fractal art graphics.
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+rough experiments and analysis and summary, some
regular trends of Newton iterative graph changes can be
grasped, and Newton iterative graphs with special texture
effects can be generated.

According to the definition of Newton’s iteration and its
computer visualization principle, it can be known that the
type of iteration function has a decisive effect on the for-
mation of Newton’s iterative graph fractal art. +e iterative
function can choose trigonometric function, power func-
tion, exponential function, hyperbolic function, absolute
value function, and so forth. Selecting different iterative
functions can get N set graphics with different shapes.
Among them, trigonometric functions are divided into sine,
cosine, tangent, cotangent, and other trigonometric

functions and can also include the power exponent change of
the trigonometric function. +is article mainly chooses
trigonometric functions, power functions, exponential
functions, and hyperbolic functions as the iterative functions
of Newtonian iterative graphs. +e Newton iteration graphs
generated by different iteration functions are shown in
Figure 5.

In the same type of iterative function, changing the it-
erative mapping function means changing the numerator
and denominator of the real and imaginary parts of the
iterative formula, and the reconstructed Newton iterative
graph will also have a kaleidoscopic structure. +is article
has proposed a variety of methods to reflect the texture of
Newton’s iterative graphs in the design. Among them, the
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of the seven regions as the initial

candidate point 

Use these seven points as the
initial value in the Gauss-Newton

iteration method

Limit the number of
iterations to 10

Make the point where the fitness
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value as the initial value 

Select ideal individuals and
recombine them through genetic

operators

Until the optimal solution or
better solution is obtained 

Select a set of candidate points
to participate in the iteration 

According to the fitness function,
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minimize the error of the
calculation result 
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Figure 3: Flowchart of initial value selection.
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Figure 4: Calculation results of the initial values of different artistic graphics.
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power function Newton’s iterative graph and the trigono-
metric function Newton’s iterative graph change greatly
because of the change of the iterative function.

It is found through experiments that the power expo-
nential Newton iteration graph and the trigonometric
function Newton iteration graph are more sensitive to the
changes of parameters, while the exponential function
Newton iteration graph and the hyperbolic function Newton
iteration graph have little adjustment to the graph structure
caused by the change of the parameters.

4.3. 'e Influence of Mathematical Morphology Image Pro-
cessing Methods on Newton Iterative Graphs. +rough
Matlab software, we have performed a variety of mathe-
matical morphological processing on Newton’s iterative
graphs, including two operations, expansion and erosion.
Figure 6 in this article is a sample of Newton’s iterative
graphics processed by mathematical morphology as fractal
art graphics.

By comparison, it can be found that when the two
structural elements of diamond and square are selected, the
image effect after the corrosion operation is clearer, and the
style of Newton’s iterative graphics is more obvious.
However, there are many block structures after image
processing of structural elements, which will cause uneven
tension in the warp and weft directions during design, which
is not conducive to design.

4.3.1. Selection of Structural Elements. Choosing appropriate
structural elements plays an important role in better
expressing the special texture effects of Newton iterative
graphics. Structural elements include spherical, linear, di-
amond, square, and disc. +rough multiple experiments and
comparisons, this article mainly uses two structural ele-
ments, diamond-shaped and square-shaped, in the
experiment.

As shown in Figure 7, it is found through experiments
that, with the increase of structural elements, Newton’s
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Figure 5: +e accuracy of Newton iteration generated by different iteration functions. (a) Power function Newton iteration accuracy rate.
(b) Trigonometric function Newton iteration accuracy rate. (c) Exponential function Newton iteration accuracy rate. (d) Hyperbolic
function Newton iteration accuracy rate.
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iterative graphics gradually turn from delicate to rough style,
and their inherent texture effect gradually disappears.

4.3.2. Application of Expansion Calculation. +e expansion
operation is more suitable for nonscattered Newton iterative
graphs. For scatter Newton iterative graphs, after the ex-
pansion operation processing, the scattered points will be
combined with the scattered points of the attachment to
become a block, and as the structural elements increase, the
scattered points disappear quickly, and the unique texture
effect also disappears.

4.3.3. Application of Corrosion Calculation. By comparison,
it can be found that the erosion operation is more suitable
for Newton iterative graphs of scatter points. When selecting
the two structural elements of diamond and square, the
image effect after the corrosion operation will be clearer than
before, and the style of Newton’s iterative graphics will be
more obvious. With the increase of structural elements, the
more blocky structures appear after image processing.

4.4. 'e Influence of Fractal Art Graphic Organization and
Fractal Art Graphic Density on Experimental Results.

Traditional fractal art graphics are divided into flower parts
and ground parts. Different colors are used to express in the
weaving design, and the organization is corresponding; that
is, one color corresponds to one organization. Newton it-
eration graphics are all composed of scattered points and
thin lines, which determine that the flower parts are com-
posed of scattered points and thin lines, and the rest are all
ground parts, which need to be properly organized. In the
experimental design of this paper, the same fractal art
graphics are matched with 2–4 organizations, so that the
warp and weft yarns of the fractal art graphics are more
complex, the surface of the fractal art graphics reflects more
details, and the texture is more complex and delicate.

+e fractal art graphics used in this topic are inherently
complex and delicate, which require delicate materials,
better gloss, and the highest possible density of yarns. +e
density of cotton fractal art patterns can reach up to 70–85
pieces/cm, and the density of silk fractal art patterns can
reach up to 190 pieces/cm. +erefore, it can be seen that real
silk has a great advantage in reflecting the delicate structure
of fractal art graphics. For this reason, we choose real silk as
rawmaterial, and we can also try to use cotton yarn, chenille,
polyester, and other raw materials to obtain different style
effects. +e fractal accuracy rate of art graphics of the im-
proved Newton iterative algorithm is shown in Figure 8.

(a) (b) (c) (d)

Figure 6: Comparison of Newton iteration graphs after corrosion calculation of different structural elements. (a) Original image. (b) Binary
image after dither processing. (c) Corrosion of diamond structural element. (d) Corrosion of square structural element.

(a) (b) (c) (d)

Figure 7:+e Newton iteration graph after the expansion operation of the diamond structure element in different units. (a) Original image.
(b) 1-unit diamond structural element expansion. (c) 2-unit diamond structural element expansion. (d) 3-unit diamond structural element
expansion.
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5. Conclusion

+is paper analyzes the basic principles of the Gauss-
Newton iteration method and we found that the Gauss-
Newton iteration method is greatly affected by the initial
value of the iteration. If the initial value is not properly
selected, the iterationmay not converge to the wrong result.
Conversely, selecting appropriate initial values can effi-
ciently calculate accurate results and reduce positioning
errors. A representative point is selected from the seven
regions as the candidate initial value and substituted into
the equation for iterative calculation. We use the value with
the smallest error as the final calculation result. +emethod
of selecting the initial value in the Gauss-Newton iteration
method is optimized. We construct a new fractal art
graphic design and formmodel based on Newton’s iterative
theory. Specifically, it includes changing various factors
that affect the generation of Newton iterative graphs,
continuously transforming the factors that affect the
generation of Newton iterative graphs and summarizing
the regularity of their changes. In order to find a special
type of Newton iterative graphics, we design fractal art
graphics and then select the appropriate organization to
reflect the unique mechanism of Newton’s iterative
graphics. We use MATLAB to perform morphological
transformation on the designed fractal art graphics to
obtain the transformed fractal art graphics. We use this
kind of fractal art graphics to design fractal art graphics
with special texture effects with the help of weaving CAD
and Jacquard design technology. +rough factors such as
the selection of fractal art graphic organization and the
change of the size of the fractal art graphic cycle, we design
fractal art graphic textures with different effects.
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Smart city is a brand-new city form, in which information and communication technologies are utilized to sense, analyze, and
integrate the key information of city operation core system, so that intelligent responses can be immediately and effectively taken
to various demands including people’s livelihood, environmental protection, public safety, city services, and industrial and
commercial activities. Digital economy is a mixed economy with the coexistence of multiple business models and diversified value
creation models based on the information and communication technologies and in the digital economy, many things are
undergoing huge changes, and their corresponding economic rules also need to be adjusted. On the basis of analyzing previous
research works, this paper expounded the research status and significance of smart city’s resource scheduling and strategic
management, elaborated the development background, current status, and future challenges of digital economy, introduced the
methods and principles of city-level spatiotemporal data model and spatial full factor coding, formulated resource scheduling
strategies for smart city based on digital economy, explored the dynamic fusion, storage, and update of smart city’s multisource
heterogeneous data, conducted the information display and analysis of multilevel smart city, proposed strategic management
approaches for smart city based on digital economy, analyzed the integrated implementation model of shared resource scheduling
and people-oriented social management, and discussed the economic growth factors and standardizationmechanism of smart city
under the background of digital economy.,e results of this study provide a reference for further research studies on the resource
scheduling and strategic management of smart city under the background of digital economy.

1. Introduction

Smart city is a brand new city form which builds a smart and
intelligent environment to support the city development; it
utilizes cutting-edge information technology methods, such
as the Internet of,ings, cloud computing, optical networks,
and mobile Internet, to integrate the scattered and frag-
mented information systems in a city into an organic whole
with better synergy and regulation capabilities, so as to
intelligently respond to various needs of public services,
social management, industrial operations, and other activ-
ities [1]. ,e essence of a smart city is to make use of ad-
vanced information technology to realize smart
management and operation of the city, thereby creating a
better life for people in the city and promoting the

harmonious and sustainable growth of the city [2]. ,e
security of a smart city is a key indicator of its information-
awareness layer. ,e analysis of city security characteristics
is the basis for the construction of a smart city model, but
this analysis model does not take into account factors such as
the city environment, government services, and infra-
structure. ,e construction of a new type of smart city
includes four key elements of the open architecture of the
Internet of ,ings, the city’s open information platform, the
city operation command center, and cyberspace security.
,e development of the concept of smart city and related
applications can promote the realization of a consumption-
driven economic development mode from the three aspects
of increasing household consumption, corporate con-
sumption, and government consumption [3]. In addition,
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the information, the Internet of ,ings, and related industry
development brought by the development of smart city can
also promote industrial structure adjustment from the three
aspects of coordinating the proportion of the three indus-
tries, improving industrial quality, and developing emerging
industries and these three aspects reflect to varying degrees
rationalization and advanced industrial structure [4].

Digital economy is a mixed economic system, in which
information technology and computer technology are
widely used. ,e use of information technology and com-
puter technology has fundamentally changed the mode and
situation of economic environment and economic activities
[5]. ,e management system and multiple departments are
indeed very important for the overall deployment and
construction planning tasks of a smart city. In the digital
economy, the transactions of management system usually
have the characteristics of digitization, virtualization, con-
cealment, and electronic payment in its multiple depart-
ments, which make it difficult to judge the consumption of
trading venues and provide goods and services. In addition,
the digital economy can provide better support for pro-
duction, distribution, sales, and other goods and services,
thereby creating a win-win environment for businesses and
consumers [6]. ,e essence of the digital economy lies in
informatization, which is a completely new social and po-
litical and economic system that fully digitizes information
and business activities, including the development of in-
formation technology such as information technology,
traditional industries, infrastructure, and social life [7]. ,e
era of the digital economy is an era of globalized market
competition, knowledge, and convergence and knowledge is
spreading, accumulating, and updating more quickly due to
the development of information technology and commu-
nication networks. ,e smart city is the main carrier of the
development of the digital economy; digital economy is also
the main feature of the development of the industrial
economy of the smart city and the two are mutually rein-
forcing and mutually dependent relationships [8].

On the basis of analyzing previous research works, this
paper expounded the research status and significance of
smart city’s resource scheduling and strategic management,
elaborated the development background, current status, and
future challenges of digital economy, introduced the
methods and principles of city-level spatiotemporal data
model and spatial full factor coding, formulated resource
scheduling strategies for smart city based on digital econ-
omy, explored the dynamic fusion, storage, and update of
smart city’s multisource heterogeneous data, conducted the
information display and analysis of multilevel smart city,
proposed strategic management approaches for smart city
based on digital economy, analyzed the integrated imple-
mentation model of shared resource scheduling and people-
oriented social management, and discussed the economic
growth factors and standardization mechanism of smart city
under the background of digital economy. ,e detailed
section arrangement is as follows: Section 2 introduces the
methods and principles of city-level spatiotemporal data
model and spatial full factor coding; Section 3 formulates
resource scheduling strategies for smart city based on digital

economy; Section 4 proposes the strategic management
approaches for smart city based on digital economy; Section
5 discusses the economic growth factors and standardization
mechanism of smart city; Section 6 is conclusion.

2. Methods and Principles

2.1. City-Level Comprehensive Spatiotemporal Data Model.
Due to the different dimensions of the indicators in the
evaluation index system for digital economy development,
the orders of magnitude differ greatly and they tend to
increase [9]. ,erefore, the initial data of the basic data is
transformed into a comparable sequence and the calculation
method is as follows:

Pij �
Xij

Yij

, (1)

where Pij is the data of the i-th index at the beginning of the j-
th year; Xij is the original data; and Yij is the value of the i-th
index at the j-th year and the weight of each index is cal-
culated as follows:

Sij � − k · 
n

i,j�1
pij lnPij, i � 1, 2, . . . , n, (2)

where k is the fractal coefficient of the digital economy; pij is
the proportion of the value of the i-th index in the j-year
value of the indicator; and Sij is the information entropy of
the i-th index in the j-th year.

According to the characteristics and basic structure of
smart city, the intelligent system of city public facilities based
on digital economy is designed and the model of building
smart buildings can be expressed as

Sab �
α a1 − b2(  + β a1 + b2( 

S
β
a · S

α
b

+ Xab · Yab, (3)

where a1 and b2 are the factors of the digital economy
system; α is the feature space factor of the smart city; β is the
dimension of the divergence matrix; S

β
a and Sαb are the inter-

class divergence matrix and intra-class divergence matrix,
respectively; and Xab and Yab are the city dimension spatial
data sample set and feature attribute points, respectively.

Constraint equations that use the digital economy to
optimize city-level spatiotemporal data are

W Sij  �

w1, 0< Sij ≤ h1,

w2, d1 < Sij ≤ h2,

⋮⋮

wk, hk− 1 < Sij ≤ 1,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(4)

where W (Sij) is the constraint condition that the average
dimension of the parameters of smart optimization system
needs to meet; wk is the interference caused by the digital
economy background to city construction problems; and hk
is the global information feature vector of the smart city. So
the city-level spatiotemporal comprehensive data model is
calculated as
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Qx � Pij · W Sij  + ξ ·
f Xij, Yij  · Sab

c · xi + yj 
, (5)

where Qx is the equipment mark of the digital economy; ξ is
the correlation factor; f (xij, xij) represents the regression
basis function; xi is the principle of minimizing the intel-
ligent use of digital resources; yj is the city optimization
factor; and c is the minimum value of the constraint.

2.2. City-Level Spatial Full Factor Coding. ,e digital
economy’s impact on the current tax system is compre-
hensive, involving multiple aspects of the impact on the
elements of the tax system itself, the division of tax juris-
diction, and the impact on the current tax collection and
management system [10]. When the digital economy shows
extremely complex shapes, it cannot be expressed by simple
mathematical expressions, but only approximate mathe-
matical functions can be used to approximate the actual
situation. According to its coding requirements for city
spatial elements, its fitting function P (xi, yi, zi) can be
expressed as

P xi, yi, zi(  � 
n

i�1
Si

x
2
i

Q
2
x

· ln
y
2
i

Q
2
x

+
z
2
i

Q
2
x

 . (6)

In the formula, Q2
x is the influence radius of discrete

points; Q2
x � (x − xi)

2 + (y − yi)
2 + (z − zi)

2; xi, yi, and zi
(i� 1, 2, ..., n) are the sampling data of discrete points on the
digital system; and Si is the undetermined coefficient, given
by the information of the known points.

,e city-level spatial all-elements group is updated
synchronously; that is, after m elements complete their
respective traversal searches, the digital information is
updated and adjusted uniformly. If kij (n) is assumed as the
information factor after the nth cycle, the following formula
can be obtained:

kij(n) � (1 − λ)kij(n − 1) + 

m

i,j�1
Δkn

ij, (7)

where λ is the volatility coefficient of the total space factor,
(1− λ) is the digital information, and it is also the pheromone
residual factor, and Δkn

ij is the digital increment of the k-th
space full factor on the path in this cycle.

In order to calculate the coding time required for each
spatial element of a smart city under different digital eco-
nomic conditions, the execution matrix is defined as

H(i, j) �

h11 h12 · · · h1m

h21 h22 · · · h2m

⋮ ⋮ ⋮ ⋮

hn1 hn1 · · · hnm

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (8)

where kij represents the encoding time required to represent
the digital economic conditions hi to process the full space
elements hj. If H (i, j) is assumed as the gradient value of the
previous feature point, and J (i, j) is the gradient value of the

neighboring features centered on the current feature point,
the gradient discrimination factor R (i, j) can be defined as

R(i, j) � max||J(i, j)| − |H(i, j) · J(i, j)||. (9)

It can be known from the above formula that the gra-
dient discrimination factor R (i, j) is the minimum value of
the difference between the gradient modulus value of the
current element and the n neighboring point modulus values
in the digital economic model; then, the adaptive fractional
order expression is defined as

A(i, j) �

J(i, j) − H(i, j)

max[J(i, j)] − ] · R(i, j)
, R(i, j)≥K,

0, R(i, j)<K.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(10)

In the formula, ] is the adjustment coefficient of spatial
full-element coding; max [G (i, j)] is the maximum gradient
of n feature points; and K is the threshold value selected
according to different smart city models. When the required
gradient value of the processed space and the gradient value
of the surrounding elements change greatly, that is, when the
gradient discrimination factor is greater than a given
threshold value, it is considered that the encoding of the
spatial full factor is successful.

3. Resource Scheduling of Smart City Based on
Digital Economy

3.1. Dynamic Fusion, Storage, and Update of Multisource
Heterogeneous Data. ,e spatial and temporal characteris-
tics are the obvious characteristics of each element in the
city. ,e information analysis of the smart city should
straighten out the relationship between different elements,
find similarities among them, and centrally process the
information of all parties. ,e city-level spatiotemporal
comprehensive data model can not only complete the es-
tablishment of a city-level spatiotemporal comprehensive
data conceptual model from the perspectives of multiple
dimensions, multiple temporalities, multiple dimensions, or
even the four dimensions of multiple topics. ,e intangi-
bility and mobility of the digital economy make the con-
nection factors that determine tax jurisdiction disappear or
become obscured, which brings challenges to the traditional
standards for determining tax jurisdictions of residential
places and source jurisdictions. In the application of com-
prehensive information, comprehensive analysis of multi-
source heterogeneous business, and integration sorting,
processing and clarification of data are analyzed to deter-
mine the dwelling form of information collection and
construction of judgment paths to provide multitopic in-
formation service. ,e framework of resource scheduling of
smart city under the background of digital economy is
shown in Figure 1. ,e information system design indeed
needs to be continuously adjusted and updated as the en-
vironment changes.,e digital economymainly presents the
economic process of manufacturing and supplying elec-
tronic products and services for commerce or trading ac-
tivities caused by commerce. In this process, production and
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management are electronic as the environment changes, in
which various suppliers and consumers and related activities
are connected through the information analysis technology.

A smart city is of comprehensive structural design,
technology integration, and three-dimensional services.
Technical cooperation in the areas of city governance, city
planning, industrial informatization, and architecture is
required to achieve a high degree of integration, resource
optimization, and highly interconnected technology and
functions. At the same time, it is also a strategy for advancing
smart city, which is different from the core of the previous
informatization and digital cities. It also emphasizes the
organic connectivity and functional realization of city
households between different industries, internal industries,
and other factors. ,erefore, the coordination of the smart
city industry has become a key path to accelerate the landing
of the smart city industry. Most of the key projects in the
areas of smart life, smart city management, and smart
government affairs are invested and led by the government.
,e starting point is mainly from serving city management
and administrative approval and there is a certain mis-
alignment between project design, business services, and
citizen demand. From supply to demand, the model is
usually not timely, accurate, and comprehensive to meet the
needs of citizens, and the government has not established an
information-based active service mechanism for the needs of
social entities. Smart city construction funds are mainly used
in transportation, security, and other fields that have an
important impact on city construction and management,

not at the community level, which is closely related to
people’s livelihood; social capital investment has not formed
an effective business model [11].

In order to complete the overall deployment and con-
struction planning tasks of a smart city, the management
system must be first improved and multiple departments
should be involved in the implementation of the planning and
design process. ,erefore, a dedicated smart city department
must be established to form the smart city’s affairs and ma-
terials. ,e management mechanism of talents and people is
followed by effective planning and top-level design of a smart
city to effectively adapt to modern development, and then the
construction of a city performance evaluation system, to ef-
fectively ensure the healthy development of the city [12]. In
order to enhance the driving force of smart city planning and
design, it must actively implement innovation, rely on the latest
science and technology to achieve effective docking with smart
city, and ensure the source of power for smart city planning and
design.,e technological innovation environmentmust be first
optimized and the public integrated process of the service
platform then should be improved to guide the whole society to
actively innovate and start businesses. ,e smart home
function can be added, and city residents can centrally control
the homes at home and they can also understand the price and
quality of different home products in a unified interface. At the
same time, they can set up correspondingmerchant connection
services to ensure that merchants can integrate the latest home
products and push residents to build a contact platform for
merchants and residents.
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3.2. Multilevel City Comprehensive Information Display and
Analysis. An information system cannot be successfully
designed at one time, which is necessary to improve the
design incompletely during operation and continuously
adjust and update as the environment changes and the self-
improving ability is the core of the system’s vitality. ,e
long-acting system is not a static system, but an adaptive
system with a self-regulating improvement mechanism, and
the project management mechanism is the key point.
Choosing an appropriate management model is a guarantee
for the long-term benefits of the project and projects that do
not fully consider the management model are not feasible.
,e selectable management mode of the city’s intelligent
system which includes government, cause and non-profit
organization and enterprise. ,e different management
modes and mechanisms have their own advantages and
should be selected according to the characteristics of the
service business [6]. ,e key to the sustainability of an in-
formation sharing system is to establish a quality assurance
mechanism for data resource providers. Innovative ideas
need to be reflected through project optimization, and
planning attention should be focused on policy design and
project selection. Table 1 shows the rating system of smart
city resource scheduling based on digital economy. ,e
smart city is not expected to bring shortcuts to information
construction and information is only a tool for city devel-
opment and the benefits of the tools need to be matched with
the environment. ,e transformation and reconstruction of
the environment must not be abrupt, and the smart city
cannot bring sudden changes; mentality does not always
want to leapfrog development and there are many benefits
achieved by reducing the scale of the project.

,e core of a smart city is a smarter way to change the
way governments, communities, or companies and people
interact with each other through a new generation of in-
formation technology to improve the clarity, efficiency,
flexibility, and responsiveness of interactions with basic
characteristics of perception, interconnection, and intelli-
gence. From a technical perspective, the basic structure of a
smart city mainly includes the Internet of ,ings, data
center, city management, and operation levels, which cor-
respond to the smart city intelligent sensing network, in-
formation resource center, operation management
application layer, and public service center. Figure 2 shows
the relationship between encoding relative time and index
system rating in the resource scheduling and strategic
management of smart city. ,e core technologies of smart
city include intelligent identification, mobile computing,
cloud computing, and information fusion and the public
information services usually refer to the process of imple-
menting open and developing services for public informa-
tion. It includes two levels of open services and development
services, including information on public affairs manage-
ment activities, as well as information related to public
interests, public policies, and arrangements and imple-
mentation of public management systems. Under the stra-
tegic guidance of the top-level design, starting from the core
function of public information service push, the innovation
of the value supply of the platform and the business model is

achieved, driving the innovation of smart city form through
the integration of multistakeholders.

,e construction of a smart city is a complex and sys-
tematic project and building specific smart projects to meet
the objective needs of the city is the basic principle for
completing the construction. ,e existing city characteristic
analysis models analyze different cities by using population,
economic scale, traffic conditions, industrial strength, ser-
vice industry strength, and innovation capacity as analysis
factors. Among them, the population factor is calculated
using the number of city populations; the economic scale is
calculated using the regional gross domestic product; the
traffic conditions are calculated using the turnover of goods
or the turnover of tourists; the authorization calculation of
industrial strength is calculated using the added value of the
industry or the added value of the secondary industry. ,e
analysis of city characteristics is the basis for the con-
struction of a smart city model, but this analysis model does
not take into account factors such as the city environment,
government services, infrastructure, etc. ,e resulting
analysis results may not meet the needs of actual work and
there are certain limitations in a city which can be regarded
as an organization, and a smart city is the result of the
development of city informatization to a certain stage. To
this end, the theoretical model applicable to the development
of organizational informatization can theoretically also be
used to build a smart city development path and city
informatization. By analyzing the stage of each city’s
informatization, combined with the city’s development goals
and needs, it can better build the development path of smart
city [13].

4. StrategicManagement of SmartCityBased on
Digital Economy

4.1. Integrated Management of Sharing Scheduling City
Resources. Market demand is the driving force behind the
sustainable development of smart city. ,e focus of smart
city construction is to give play to the role of the market in
allocating resources, to create various personalized smart
applications that meet market needs through price, com-
petition, and other factors, to foster a good state of emerging
markets, and to promote new growth in the smart city
economy. Technological innovation and the development of
strategic emerging industries are important foundations for
the construction of smart city. First of all, the construction of
public service platforms must be strengthened in technology
research and development, application testing, evaluation,
and inspection, and the technological innovation environ-
ment also needs to be improved (Figure 3). ,e second is to
promote the transformation of the dynamic mechanism of
city development, improve the city industrial structure, and
promote the emergence of new industrial forms with smart
technological innovation. Finally, the key to strengthening
technological research and development is to cultivate
professional talents andmake them the intellectual resources
for smart city development. ,e construction process needs
to make a reasonable top-level design based on the nature,
characteristics, and functions of the city and establish a long-
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term institutional guarantee. At present, the construction of
smart city is mainly to give full play to advantages or solve
shortcomings. Depending on the focus of city construction,
the common goal is to identify obstacles to their own de-
velopment; in some cities, the focus of construction is to give
play to their advantages and promote economic develop-
ment in a targeted manner.

A smart city is a complex large-scale system project, and
its security problems will manifest in the system’s infor-
mation-awareness layer, access and transmission layer,
application layer and terminal layer, intelligent processing,
and collaborative platform layer. If sudden safety problems
are encountered, the impact will involve the entire city,
which may lead to factory shutdowns, store shutdowns,

electrical interruptions, traffic paralysis, water cuts, etc.,
which will have extremely serious consequences [14].
,erefore, they should be practically paid more attention to
and dealt with and its heterogeneous interconnection,
multihop, and distribution characteristics will make it more
difficult to integrate and integrate its security system due to
the use of a heterogeneous system platform. ,e different
methods of equipment, storage, processing, and detection
make information security, information transmission, and
processing, which are also difficult to unify; the equipment is
often in unattended, adaptive management, self-discon-
nection, and self-connecting states, which also increases the
difficulty of designing and implementing security systems.
Specifically, the integrity, authenticity, confidentiality,
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Figure 2: Relationship between encoding relative time and index system rating in the (a) resource scheduling and (b) strategic management
of smart city based on digital economy.

Table 1: Rating system of smart city resource scheduling based on digital economy.

Rating index system Smart foundation
operation

Smart management
services

Smart economy
humanity Smarti ntegrated support

Network connection level 0.836 0.623 0.735 0.838
Service interaction
platform 0.783 0.416 0.511 0.769

Technology infrastructure 0.804 0.327 0.850 0.642
City marking technology 0.735 0.020 0.255 0.523
Operation management 0.843 0.134 0.146 0.114
Personal consumption 0.632 0.463 0.347 0.745
Society environment 0.957 0.032 0.966 0.758
Culture environment 0.362 0.217 0.675 0.483
Government policy 0.235 0.948 0.107 0.956
Business application 0.145 0.566 0.524 0.046
Business environment 0.521 0.211 0.122 0.919
Analysis function 0.165 0.925 0.694 0.544
Cloud management 0.238 0.866 0.437 0.312
Monitoring warning 0.366 0.618 0.724 0.073
Resource scheduling 0.122 0.345 0.159 0.479
Standard system 0.434 0.584 0.335 0.249
Information security 0.593 0.483 0.135 0.185
Decision support 0.453 0.293 0.674 0.835
Solution logic 0.065 0.484 0.484 0.686
Strategy guidance 0.968 0.204 0.597 0.548
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availability, fault tolerance, and self-organizing ability of
massive data collection should be guaranteed for the
ubiquitous network sensing layer with self-organizing
characteristics. For this reason, special attention should be
paid to solving physical-level attacks for obtaining stored
passwords and data, and to handle encryption, decryption,
identity authentication and signature, and key security
issues.

In the future, the data of smart city will be aggregated
and dispersed and convergence means that public infor-
mation platforms gather, extract, and analyze various het-
erogeneous and heterogeneous data. ,e dispersion means
that data from vertical industries or different government
agencies and enterprises will be separated due to their
natural nature which may be distributed across different
private and public cloud data centers. According to the city’s
budget and planning, the solution can be based on three key
platforms: infrastructure platform, centralized management,
and flexible scheduling of network resources, allowing more
embedded infrastructure. ,e intelligent processing plat-
forms can consolidate and improve service delivery, intel-
ligent innovation platform, and modular service channels,
including user self-service, social networking sites, appli-
cation incubation, and service support call centers by
identifying service priorities, expanding [15]. ,e key
business capabilities of smart city should move closer to the
trends of cloud computing and mobile and social networks.
As cloud computing deployments and the number of users
increase, vendors will inevitably transition to service pro-
viders or choose the right partners. ,e social networks can
not only capture and analyze user data in real time, but also

provide important feedback mechanisms that the public can
use socially software or feedback to the government and
manufacturers on services and suggestions at any time
through social media, promote the improvement of service
quality, and create more business opportunities.

4.2.RealizationofPeople-OrientedSocialManagementModel.
,e smart city is supported by spatiotemporal information
and relies on modern information technologies such as the
Internet of ,ings and cloud computing to materialize
human knowledge into various activities such as city
planning, design, construction, management, operation, and
development under informative conditions. ,e industry
sector proportion of digital economy in smart city con-
struction is shown in Table 2. A smart city should include
real-time information sensing devices like human senses,
two-way transmission of information and instructions like
human nervous systems, ubiquitous network systems, and
cloud computing service centers like human brains, and
response and human behavior organs. A smart city cannot
be separated from the support of the geospatial framework
[16]. ,e geospatial framework is the responsibility of the
geographic information department of mapping, and it is
also the infrastructure for city informatization. In the digital
city phase, the main content of the geospatial framework is
presented as a basic geographic information database and a
public geographic information platform. With the devel-
opment of the Internet of ,ings and cloud computing
technologies, the basic geographic information database has
become a spatiotemporal information database, and the
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public geographic information platform has become a
spatiotemporal information cloud platform. In the smart
city stage, the geospatial framework has spatiotemporal
characteristics and has evolved into a spatiotemporal in-
formation framework. ,e core content includes a spatio-
temporal information database and a spatiotemporal
information cloud platform.

For information, it is mainly to use language, char-
acters, numbers, symbols, and other media to form special
symbols to represent the content and characteristics of
objective things; for data, it is mainly the carrier of in-
formation. In building a smart city, different methods
need to be used to collect information, organize infor-
mation, and analyze information. ,ere are many types of
information, such as natural information, social infor-
mation, humanistic information, geographic information,
etc. ,e transformation of digital cities into smart city is
an inevitable requirement for the development of digital
cities and an important way for cities to realize infor-
matization (Figure 4). In the construction of digital cities,
a variety of information has been gathered to ensure the
normal construction, planning, management, and oper-
ation of the city. When building a smart city, the results of
digital cities should be fully used to apply the information
and data of digital cities. In the construction of smart city,
this will promote the construction of smart cities. ,e
construction of a smart city is to better and more sci-
entifically manage the city, so as to improve people’s living
standards and let people feel the results brought by the
smart city. ,erefore, when building a smart city, the
management decision-making platform should be opti-
mized and improved on the basis of a digital city, so as to
promote the application of smart city in transportation,
medical treatment, and public safety spatial geographic
information [17].

,e smart city will multiply the city economy to some
extent. Firstly, the research and development,
manufacturing, and application of the Internet of,ings, the
Internet, supercomputers, and data processing and com-
puting technologies and these high-tech capital-intensive
industries will become new engines of economic growth and
industrial upgrading and will generate a wide range, large
markets, smart industrial chain, and industrial clusters with
long chains and multiple connections. Secondly, while
promoting the upgrading of city operating systems, a smart
city will also make the wealth creation activities based on city

operating systems more convenient and efficient. A smart
city is a product of the combination of a virtual economy and
a real economy, and it will bring profound changes to city
development. ,e construction of a smart city, through the
widespread application of smart technologies, can increase
the contribution of knowledge, technology, and information
resources to economic growth. It can not only save material
resources, reduce resource and energy consumption, reduce
environmental pollution, and improve resource allocation
efficiency, but also promote the transformation of economic
development from labor-intensive and capital-intensive to
knowledge-intensive and technology-intensive and accel-
erate the optimization and adjustment of economic struc-
ture. As a result of transformation and upgrading, some
intelligent industrial chain and industrial groups with a wide
range, large market, long chain, and many connected have
been born; economic development is more intelligent, which
in turn enhances the city’s innovation and competitiveness.

5. Discussion

5.1.MultifactorAnalysis of EconomicGrowth in theContext of
Smart City Construction. ,e foundation of a smart city is a
digital city, which can innovate in a measurable and visu-
alized management and operation form of the digital city
and create a networked comprehensive city decision-making
and city management platform in the city’s data and in-
formation infrastructure. ,e wireless network and the data
network constitute a wireless sensor network, which is data-
centric and designed for a certain requirement. ,e wireless
sensor network refers to the realization of real-time mon-
itoring of each node based on the wireless network for a
certain characteristic application and can collect the infor-
mation of the detection object and the environment in-
formation in the network and then process it to pass it to the
user in more detail and comprehensive information (Fig-
ure 5). ,e network must have the ability to autonomously
organize and reconfigure; when a node in the layout fails due
to changes in the environment, the network topology
changes over time. ,erefore, the network is required to
have the function of maintaining dynamic routing. Failures
can occur due to node failure. Intelligent transportation
systems can improve the efficiency of transportation sys-
tems, realize intelligent, networked, information and inte-
grated transportation systems, and intelligently collect traffic
flow, information, noise, and traffic accidents. ,e

Table 2: Industry sector proportions of digital economy in smart city construction.

Industry sector Infrastructure of enterprises Electronic business Electronic commerce Computer network
Manufacturing 0.738 0.379 0.584 0.129
Transportation 0.569 0.448 0.172 0.245
Public utilities 0.642 0.285 0.481 0.176
Construction 0.723 0.316 0.313 0.441
Wholesale 0.614 0.408 0.236 0.213
Retail 0.358 0.215 0.141 0.277
Tourism 0.657 0.226 0.563 0.545
Catering 0.365 0.466 0.370 0.428
Information 0.812 0.354 0.421 0.397
Communication 0.764 0.265 0.304 0.143
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environments can communicate with each other to improve
the safety and economy of the transportation system.

,e intelligent applications will facilitate the manage-
ment of the city and the life of citizens, while also collecting
extensive user information, which will become the basis for
planning, resource deployment, research, and analysis by
government and other decision-making agencies. In the field
of a smart city, data has a very important status, including
geospatial data, industry data, census data, sensor moni-
toring data, etc., which are the basis of smart city con-
struction [18]. ,e market demand is analyzed from
infrastructure of enterprises, electronic business, electronic
commerce, and computer network. ,e technological in-
novation environment of market demand must be first
optimized and the public integrated process of the service
platform then should be improved to guide the whole society
to actively innovate and start businesses. ,e proposal of the
integration of cities and industries is an inevitable re-
quirement for responding to the transformation of industrial
functions and the improvement of comprehensive city
functions. It also reflects the trend of city planning from
functionalism to humanism. From the focus on functional
zoning and industrial structure, the focus is on integration
and development and also is on people’s initiative and the
transformation of innovation and development. ,e smart
cities emphasize the high degree of integration of indus-
trialization and informationization and rely on the devel-
opment of highly developed information infrastructure to
create conditions for the extensive interconnection and

interconnection of city big data. ,e digital economy will
build a smart park into a comprehensive high-tech park that
integrates technology research and development, public
platforms, demonstrations, system integration, and con-
sulting services. With the help of geographic information
technology, the citizen information terminal integrates city
management information and establishes a precise, efficient,
comprehensive, and visual city management model.

,e smart city construction is a systematic project that
requires a large amount of funds to support it.,erefore, it is
necessary to broaden the financing channels, especially to
promote the participation of social capital. ,e government
should accurately convey the value information of smart city
construction and, for social capital investors, then accelerate
the financing of smart city construction through energy-
saving bonds, green bonds, etc. (Figure 6). ,is is a feasible
strategy to promote the development and development of
smart city. Information and communication are two key
technologies in the construction of smart city, so they cannot
be measured according to a specific technical term. Instead,
they should be judged based on value functions. For ex-
ample, in the process of clarifying water standards, network
speed and coverage of the scope, penetration rate, timeline,
etc. are clearly defined so as to better meet the needs of
functional parameters in the construction of smart city
under clear technical standards to achieve convergence with
the development of future cities [9]. In addition, the smart
city construction is a systematic project, so during the
construction process, a management system that can be used
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by decision-makers to judge success or failure should be
established first, so as to continuously evaluate the plan
progress, and it should also provide a certain early warning
function, so as to ensure the steady progress of smart city
construction.

5.2. Standardization Construction Mechanism of Smart City.
,e competition for smart city development includes
competition for industries, markets, talents, and investment
and development opportunities; and the development has
the corresponding effect, and resources will quickly gather to
the core. When a place is successful, it will close the pos-
sibility of neighboring cities to follow the same road and an
area cannot form two centers with the same characteristics.
,e success of regional development strategies is often not
entirely determined by their own wishes and the develop-
ment strategies of surrounding cities will affect the imple-
mentation of established strategies. ,e behavior of other
regions is unpredictable and these uncertainties make static
city planning extremely risky. At present, the emergence of
industrial development plans in cities will inevitably greatly
reduce the success rate of the plans. Because city information
industry development planning is the field with the highest
isomorphism, localities generally lack ideas and innovations
in planning software, service outsourcing, digital content
industry, Internet industry, and Internet of ,ings industry.
,e generation of isomorphic planning is based solely on the
results of digital analysis and the same trend data can only
lead to the same recommendations. ,e information in-
dustry planning is a risk decision in the face of uncertainty
(Figure 7). ,e engineering logic cannot give innovative
power, which suggests that the regional industrial planning
must be independent and take risks [19].

,e information service providers in the middle of the
industry chain mainly include various information tech-
nology companies and network operation providers. ,e
information service providers include software and appli-
cation development, information integration and trans-
mission, large-scale data processing, and cloud computing.
,e network operation provider is mainly responsible for
project investment, construction, and operation and then
resells or leases it to the government to provide basic
communication and broadband network operation func-
tions. ,e operation and service providers are important
links in the industrial chain and midstream smart city
construction system integrators present a trend. ,ey have
begun to move from the field of smart applications to the
top-level design of smart city and from small integration of
some applications to large integration of smart city con-
struction, trying to establish standards and seize the right to
operate a smart city (Figure 8). ,e industrial chain for the
construction of a smart city contains all the content for the
development of a smart economy industry and becomes an
operating platform to realize data monetization. ,e key to
smart economy is the development and integration of the
smart city construction industry chain and the key to the
latter lies in the coordinated and innovative development of
the industry. ,rough the penetration, crossover, and re-
organization of information, technology, talents, funds, and
other resources, the entire wisdom is reconstructed. ,e
industrial chain of city construction and even the city system
promotes the development of smart industries and forms a
smart economy.

,e smart cities are digitally networked, intelligent,
interactive, and synergistic at the technical level and they are
especially demanding for the level of interconnection and
interoperability of various city systems, at the social, eco-
nomic, cultural, and educational levels. ,is emphasizes
people-centered sustainable innovation and focuses on the
collaborative sharing of a knowledge-based society, which
involves a wide range of aspects, which determines that the
construction of a smart city urgently requires the compre-
hensive use of various information technologies and
products, as well as the innovation of business operations
and public service models [20]. ,erefore, the best order
function of standard formulation can be used to solve
problems such as data fusion and sharing in the construction
of smart city, and the use and reuse of standardized activities
to build, innovate, and promote related models of smart city
construction. ,e mechanism between the two relationships
can be developed from the following aspects and the con-
struction of a smart city is a new thing, and it is necessary to
constantly explore and accumulate experience in the con-
struction. Among them, the promotion of replication and
demonstration pilots is an effective way. In this process,
standardization can transform the valuable and fully
available results of the pilot into standard specifications in a
timely manner, form a standardized working model for
smart city construction, and promote the demonstration
pilots to be carried out in a wider and deeper field.
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Standard mechanism
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Figure 6: Realization of people-oriented social management model
based on digital economy.
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6. Conclusions

,is paper formulated resource scheduling strategies for a
smart city based on digital economy, explored the dynamic
fusion, storage, and update of a smart city’s multisource
heterogeneous data, conducted the information display and
analysis of multilevel smart city, proposed strategic man-
agement approaches for a smart city based on digital
economy, analyzed the integrated implementation model of
shared resource scheduling and people-oriented social
management, and discussed the economic growth factors
and standardization mechanism of a smart city under the
background of digital economy. In the digital economy,

digital networks and communication technology facilities
provide a global platform for individuals and organizations
around the world to achieve mutual communication,
communication, and cooperation. In the digital economy,
transactions usually have the characteristics of digitization,
virtualization, concealment, and electronic payment, which
make it difficult to judge the consumption of trading venues
and provide goods and services. ,e focus of smart city
construction is to give play to the role of the market in
allocating resources, to create various personalized smart
applications that meet market needs through price, com-
petition, and other factors, to foster a good state of emerging
markets, and to promote new growth in the smart city
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Figure 7: Index systems weighting factors of different indicators in the resource scheduling (a) and strategic management (b) of smart city
based on digital economy.
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economy.,e core of a smart city is a smarter way to change
the way governments, communities, or companies and
people interact with each other through a new generation of
information technology to improve the clarity, efficiency,
flexibility, and response speed of interactions and the
characteristics are perception, interconnection, and intelli-
gence. ,e results of this study provide a reference for
further researches on the resource scheduling and strategic
management of a smart city under the background of digital
economy.
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In the article titled “Explosion Resistance of $ree-Di-
mensional Mesoscopic Model of Complex Closed-Cell
Aluminum Foam Sandwich Structure Based on Random
Generation Algorithm” [1], there was an error in

Figures 1(c) and 2 due to the incorrect version of the code
being used. $e authors confirm that this does not affect the
results and conclusions of the article, and the corrected
Figures 1(c) and 2 are as follows:

Figure 1: $e real structure and numerical simulation structure of aluminum foam.
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0e complexity of language is usually reflected in the complexity of sentences. At present, the research of sentence complexity
mainly focuses on the analysis of syntactic complexity. In this paper, from the perspective of Leech’s theory of sentence semantic
structure, the predication structure is taken as the semantic unit to explore the sentence semantic complexity. 0e predication
structures are extracted based on the result of sentence-based syntactic analysis, and then the linear expression sequence of a
sentence is converted into a semantic hierarchy based on predicate semantic frameworks; the universality of predicate semantic
frameworks is obtained by using the spectral clustering algorithm; and the sentence semantic complexity depends on the
universality of predicate semantic frameworks at various layers. 0e experimental results show that the measurement method of
sentence sematic complexity based on predicate semantic frameworks is more effective by comparing with the method that only
considers the semantic categories of words in the sentence.

1. Introduction

Language complexity refers to a property or quality of a
phenomenon or entity in terms of (1) the number and the
nature of the discrete components that the entity consists of
and (2) the number and the nature of the relationships
between the constituent components [1]. 0e complexity of
language is embodied in vocabulary, pronunciation,
grammar, and other subsystems. Among them, each plane
subsystem (syntax, semantics, and pragmatics) within the
grammar subsystem also has complexity [2]. 0is paper will
focus on the semantic complexity, especially the measure-
ment of sentence semantic complexity.

According to Leech’s theory of sentence semantic
structure, the predication structure is the main semantic unit
of a sentence [3]. A predication structure can be divided into
arguments and the predicate connecting arguments. Among
them, the predicate is the main component of the predi-
cation structure, which determines the number and nature
of arguments. Moreover, there are subordinate predication
structures and degraded predication structures, and the
difference between them lies in their different layers and

positions in sentences [4]. Yushu Hu pointed out the sen-
tence semantics should not be sought from the lexical se-
mantics in the sentence, but from the form or structure of
the sentence. “Only by structural analysis can we summarize
the common semantics from the same structures, and only
by structural analysis can we find different semantics in
different structures” [5].

According to the existing theory and analysis method of
sentence semantic structure, this paper starts from the
sentence structure and converts the linear expression se-
quence of the sentence into semantic hierarchy based on the
results of sentence-based syntactic analysis. 0at is, the
predication structure is used as the analysis unit. 0e
predication structures of a sentence that need to be
expressed preferentially are selected as the important parts,
and the unimportant predication structures are selected as
the additional components. 0e predication structures are
arranged in layers according to the direct or indirect rela-
tionship between the various sentence components. Sec-
ondly, combined with the definition of words in HowNet
[6], the arguments of the predication structures are further
abstracted and generalized to obtain predicate semantic
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frameworks (PSFs). In this way, the linear expression se-
quence of a sentence is converted into a semantic hierarchy,
and the sentence semantic complexity is converted into the
complexity of PSFs which are measured by the universality
of PSFs. Spectral clustering is used to cluster the PSFs of a
predicate, and the universality of PSFs in a large class is
relatively higher. Finally, the sentence semantic universality
depends on the universality of PSFs at each layer, and
different weights are given to PSFs at different layers. 0e
sentence semantic universality reflects the sentence semantic
complexity. 0e sentences with high semantic universality
are frequently used and the learning order is in the front.
Sentences with low semantic universality make it difficult for
learners to learn and understand [7, 8].0at is, the higher the
sentence semantic universality is, the lower the sentence
semantic complexity is.

0e main innovations of this paper are as follows: one is
to propose a measurement method of the universality of
PSFs based on the predication structure, so as to obtain the
universality of different PSFs of a predicate; the second is to
propose an assessment method of sentence semantic uni-
versality based on PSFs, and the sentence semantic com-
plexity is reflected by the sentence semantic universality.

2. Related works

At present, sentence complexity is mainly analyzed from
structure and syntax. In [9], it is considered that two kinds of
commonly used operations to complicate the content of
clauses are parallel compound structure and nesting clause
structure. Among them, the parallel compound structure
takes the total number of commas and parallel conjunctions
appearing in clauses as the quantitative estimation basis for
difficulty, and the nesting clause structure takes the number
of core verbs appearing in clauses as the estimation basis for
difficulty. 0e mean of the difficulty estimation value of all
clauses is taken as the difficulty estimation value of the
sentence. In [10], a linear comprehensive evaluationmodel is
used to calculate the complexity of Chinese structure. 0e
indicators used in the model include the total number of
clauses, the number of embedded or subordinate clauses in
clauses, and the ratio of the word number to the clause
number.

In addition, in the field of second language teaching,
syntactic complexity is mainly used to measure the syntactic
usage of learners’ language output, which is an important
indicator of learners’ language level and language devel-
opment trajectory. L2SCA is a syntactic complexity analysis
tool for English second language, which covers 14 indicators
including 5 dimensions of syntactic length, dependency,
collocation, phrase complexity, and sentence overall com-
plexity [11, 12]. Paper [13] also selects 14 measurement
indicators from three categories and five subcategories for
the syntactic complexity of Chinese as a second language,
namely, the number of characters, words, syntactic com-
ponents, phrases, clauses, consortiums, partial relations,
complement structures, conjunctions, disjunctions, dis-
posals, and passive, existential, and relative clauses in a basic
unit. Papers [14–19] also study sentence complexity, and

researchers try to use various quantitative indicators to
quantify sentence complexity.

Most of the existing researches on syntactic complexity
focus on the analysis of sentence structure and formal
features. Biber believes that simply considering sentence
complexity from the perspective of structure does not really
reflect its essence [20]. Ortega also believes that the semantic,
function, and communicative value of sentence complexity
should be analyzed and studied [21]. In addition, according
to Bulté and Alex Housen, the complexity of language
learning cognition consists of at least three parts: proposi-
tion complexity, discourse interaction complexity, and
language complexity [1]. Among them, proposition refers to
the semantics expressed in the text, not just the statement
itself. 0e semantic structure of a proposition can be
expressed as a “predication structure.” Proposition com-
plexity is a relatively new concept, which has received far less
attention than language complexity [22, 23].

0erefore, this paper attempts to analyze the sentence
semantic complexity based on the basic proposition. In
Section 3, the extraction of predication structures, the ac-
quisition of PSFs, and the calculation method of the uni-
versality of PFSs are introduced. In Section 4, the calculation
method of sentence semantic universality is introduced. 0e
experimental results are introduced and analyzed in Section
5. Finally, the conclusion and limitations of this study are
discussed in Section 6.

3. Universality of PFSs

0e calculation method of the universality of PSFs is shown
in Figure 1. Based on the results of sentence-based syntactic
analysis, the predication structures are extracted layer by
layer, and the PSFs are obtained by combining the definition
of words in HowNet. All the PSFs of a predicate are clustered
to get the universality of the PSFs. In addition, it is necessary
to calculate the similarity of PSFs through lexical similarity
and sememe similarity in order to cluster PSFs.

3.1. Extraction of Predication Structures. 0e extraction of
predication structures is based on the result of syntactic
analysis in the sentence-based treebank [24, 25].0e analysis
and annotation of sentences in the sentence-based treebank
are in the form of visual diagram, as shown in Figure 2. 0e
horizontal line is the benchmark to observe the sentence
layer. 0e subject, predicate, object, attribute, adverbial,
complement, and other sentence components attached to
the same horizontal line belong to the same layer. 0e
subject, predicate, and object are located above the line,
which are the “main components” of the sentence pattern;
the attribute, adverbial, and complement are located below
the line, which are the “additional components” of the
sentence pattern; for the complex additional components,
the syntactic analysis goes deep layer by layer. 0e anno-
tation results are stored in XML form. 0e diagram and
XML can be transformed in both directions.

Based on the results of sentence-based syntactic analysis,
the long horizontal line with predicate component is taken
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as the baseline to extract the central word sequence directly
related to the predicate. After the central word sequence of
each layer is obtained, the predication structures are ob-
tained by splitting and combining multiple predicates, and
the process is shown in Figure 2.

It is possible that there are juxtaposed components in the
subject or object. At this time, each component needs to be
combined with core predicate separately. For example, in the
sentence “ yán sè , yàng zi d�ou bǐ g�ang cái kàn de qı́ páo
hǎo (0e color and style are better than those of the
cheongsam I saw just now),” the subject includes juxtapo-
sition, namely, “yán sè (color)” and “yàng zi (style).” 0e

predication structures of layer 0 are “yán sè hǎo (0e color is
good) “ and “yàng zi hǎo(0e style is good).”

0e sentences with multiple predicates need to be split.
Table 1 lists the split methods of the compound predicates,
joint predicates, linked predicates, and pivotal sentence.

Considering the complexity of Chinese language, sen-
tence components not only are acted by words, but also may
contain a new predication structure, which is directly
identified by the “VP.” For example, in the predication
structure at layer 0 of the sentence “l̀ı shǐ yǐ j�ing zhèng mı́ng
t�a zhǔ zh�ang huáng quán shı̀ cuò de(0e history has proved
that he is wrong in claiming imperial power),” “ zhèng
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Figure 1: 0e calculation method of the universality of PSFs.
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mı́ng(proof)” is the predicate and “ l̀ı shǐ(history)” and “VP”
are arguments.

3.2. Acquisition of PSFs. Based on HowNet, the predicate
structures are transformed into the PSFs. HowNet is a
common sense knowledge base, which takes the concepts
represented by Chinese and English words as the description
object, and reveals the relationship between concepts and
their attributes. HowNet defines a word as follows:

①wı̌:{human|rén:PersonPro� {1stPerson|wı̌ }}
②wı̌:{specific|tè dı̀ng:PersonPro� {1stPerson|wı̌ }}

0e first sememe in the definition of a word is the basic
sememe, which points out the most basic meaning of the
concept, such as “wı̌” referring to “human” or “specific.”0e
colon is followed by a detailed explanation of the basic
sememe.

Combined with the semantic definition of words in
HowNet [6], the PSFs can be obtained by abstracting and
generalizing the arguments of predication structures, as
shown in Table 2. Each word only takes the first basic
sememe of each definition. Since it is impossible to know the
exact semantics of each argument, if a word has multiple
definitions in HowNet, all definitions in HowNet will be
listed here for use in subsequent steps. If the word is not
defined in HowNet, the word is used directly.

3.3. Sememe Similarity. Sememe similarity is the basis of
calculating lexical similarity. Sememe similarity can be
obtained by calculating sememe distance [26]. 0e most
classical calculation method is as follows:

sim s1, s2(  �
α

dis s1, s2(  + α
. (1)

dis(s1, s2) is the distance between s1 and s2 in the
sememe tree. If s1 and s2 are in the same tree, the distance is
the sum of the path lengths from s1 and s2 to their minimum
common sememe. If s1 and s2 are not in the same tree, the
distance will take a maximum of 20; α is an adjustable
parameter.

In the above calculationmethod, the weight of all paths is
set to 1, but in HowNet, the difference between the top
classes is large; the difference between the bottom classes is
small. In view of this situation, [27] not only considers the
depth of sememe tree, but also considers the regional density

of sememe tree. 0e calculation method of sememe simi-
larity is as follows:

sim s1, s2(  �
α

d + α
,

d � δ ·
dis s1, s2( 

con s1(  + con s2( 
,

con s1(  � cdeep s1(  + ηdesity s1( (c< ηandc + η � 1),

desity s1(  �
nc s1( 

β
,

(2)

where dis(s1, s2) is the distance between s1 and s2 in the
sememe tree. deep(s1) is the depth of s1 in the sememe tree,
that is, the path length from the root node to the sememe s1.
nc(s1) is the sibling node number of s1. 0e parameters are
set as follows: α � 1.6, β � 50, c � 0.3, η � 0.7, δ � 3.

3.4. Similarity of PSFs. 0ere may be n parts (arguments) in a
PSF. For two different semantic frameworks of a predicate (F1
and F2), if n is different, the possibility of similarity is small, and
the similarity of the two PSFs is taken as 0. If n is the same, each
framework has ar1, ar2, . . . , arn parts (arguments), and
sim(F1, F2) is determined by the similarity of each part.

sim F1, F2(  � αar1 ∗ Simar1 WF11, WF21  + αar2

∗ Simar2 WF12, WF22  + · · · + αarn

∗ Simarn WF1n, WF2n .

(3)

Table 1: 0e split methods of multipredicates.

Type Sentence Split results

Compound predicates wı̌ shı̀ fú nǐ le(I follow you!) wı̌||shı̀
wı̌||fú |nǐ

Joint predicates mǔ q�in qiú shén bài fó(Mother prays for God and Buddha) mǔ q�in ||qiú |shén
mǔ q�in || bài|fó

Linked predicates t�a zhu�a zhù wı̌ de shı̌u bù fàng (He held my hand) t�a || zhu�a zhù | shı̌u
t�a ||[ bù ] fàng

Pivotal sentence wı̌ qǐng nǐ ch�i zh�ong c�an (I invite you to eat Chinese food) wı̌ || qǐng | nǐ
nǐ || ch�i | zh�ong c�an

Table 2: PSFs.

Argument 1 Predicate Argument 2 Layer

{human|
rén} kàn(look at)

{human|rén}
{inanimate| wú sh�eng wù}

{self| jǐ}
0

{part|bù
jiàn} xuě bái(white) 1

zhǎng zhe(with)
{AppearanceValue|

wài gu�an zhı́}
{part|bù jiàn}

1
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αar1, αar2, . . . , αarn are the adjustable parameters, namely,
the weight of each part, and αar1 + αar2, . . . , +αarn � 1. If
WF1k has m definitions in HowNet: S11, S12, . . . , S1m

andWF2k has l definitions in HowNet: S21, S22, . . . , S2l,
sim(WF1k, WF2k) is the maximum value of similarity be-
tween definitions:

sim WF1k, WF2k �
max
i�1...m,j�1...l sim S1i, S2j  . (4)

For each part of a PSF, the first basic sememe of each
definition is obtained from HowNet, so the similarity be-
tween definitions is the similarity between sememes.

0e subject is the person or thing to be described in a
sentence. It is the statement object of the predicate. 0e
predicate and the object are generally combined to describe
the subject. In view of the closer relationship between the
predicate and the object, the parameters are set as follows:

predicate + object + object(VOO) structure: αar1 � 0.5,

αar2 � 0.5
subject + predicate + object(SVO) structure: αar1 � 0.2,

αar2 � 0.8
subject + predicate + object + object(SVOO) structure:
αar1 � 0.2, αar2 � 0.4, αar3 � 0.4

3.5. Clustering of PSFs. 0e similarity matrix of PSFs is
obtained by calculating the similarity between the semantic
frameworks of each predicate. 0e method of spectral
clustering is used to cluster the semantic frameworks of each
predicate, and PSFs in large classes have a high universality.

Spectral clustering is a kind of clustering method based
on graph theory [28–30]. All data vertices V� {v1, v2, . . . , vn}
form undirected weighted graph G (V,E). Vertices can be
connected by edges, and the weight wij on each edge rep-
resents the relationship between vi and vj. Because G is an
undirected graph, the weight on the edges is independent of
the direction of the two points, wij � wji. 0e matrix
composed of the weights between any two points is the
adjacency matrix W of a graph. For any point vi in a graph,
its degree di is defined as the sum of the weights of all the
edges connected with it, that is, di � 

n
j�1 wij . 0e degree

matrix can be expressed as D. D is a diagonal matrix whose
value is the degree of each vertex.

Each semantic framework of each predicate can be
regarded as a vertex in graphG.0e relationship between the
semantic frameworks of each predicate is represented by the
adjacency matrix W, that is, the PSFs similarity matrix of a
predicate. Clustering is to cut the graph G into k subgraphs,
so that the sum of edge weights between different subgraphs
is as low as possible, while the sum of edge weights within
subgraphs is as high as possible, as shown in Figure 3. 0e
number of vertices contained in each subgraph is the uni-
versality of this kind of PSF ui.

4. Sentence Semantic Universality

According to Levy, there are two different ways to under-
stand sentences: one is based on memory; the other is based
on expectation. Because of the need to complete the timely

storage, synthesis, and extraction of input information, it is
difficult to understand based on memory [31]. 0e text that
meets reading expectation is relatively easy to understand.
For example, the following two sentences have the same
number of words, but the premodifiers in the first sentence
are juxtaposed, which meet reading expectation and are easy
to understand. However, the second sentence is not easy to
understand because of its multiple nesting of modifiers [10].

(1) zài chù dǎngwěi de dà nào hóng 9 yuè, géx�in 2 qi�an
jiàn, bǎozhèng bǎi mǐ jǐng, guóqı̀ng bǎ lǐ xiàn de
xı́ngdòng kı̌uhào xià (25 words; under the slogan of
the party committee's campaign to make a big splash
in September, to innovate 2000 pieces, to ensure the
100-meter well and to present gifts on National Day).

(2) duǎnduǎnde gu�anyú shı̀jiè shàng de zhı̌ngzhı̌ng de
l̀ıshǐ de z�ongjiào duı̀yú rénlèi de sǐwáng hòu de
sh�engmı̀ng suı̌ céngj�ing qǔ guò de tàidù de xùshù (25
words; a short narrative about the attitudes of var-
ious historical religions in the world to human life
after death).

Based on the above theory, the sentence semantic
complexity can be divided into two parts: the complexity of
the main PSFs and the complexity of the additional PSFs.
Only by understanding the main PSFs can we grasp the
central idea of the sentence. Only by clarifying the additional
PSFs can we get a complete understanding of sentence se-
mantics. Different weights are given to PSFs at different
layers, and the semantic universality of a sentence (Usen)
with n structures is the synthesis of the universality of PSFs
(ui) in every layer.

Usen � 
i�0,...,n

αiui, (5)

where αi is an adjustable parameter, that is, the im-
portance of different PSF, which will be determined later by
experiments.

5. Experiments and Discussion

5.1. Experimental Data. 244 volumes of international Chi-
nese textbooks in the sentence-based treebank are selected to
obtain the universality of PSFs, which includes 4,695 doc-
uments and 91,526 sentences (separated by。? !).

Boya Chinese is selected to complete experiments of
sentence semantic complexity. Boya Chinese contains 9
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Figure 3: Clustering of PSFs.
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volumes of textbooks. 0e difficulty of these textbooks in-
creases in turn, and they can be divided into primary, in-
termediate, and advanced. 0e details are shown in Table 3.

5.2. Universality of PFSs. Based on 91,526 sentences, 231,020
predication structures are extracted. 1,138 predicates with a
frequency greater than 20 are clustered. 0e contour coef-
ficient is used to measure the density and dispersion of the
classes, so as to automatically select the number of clusters.
0e calculation method of the contour coefficient is as
follows:

S �
b − a

max(a, b)
. (6)

For a predication structure, a is the average distance
from other predication structures in the same category, and
b is the average distance from the predication structures in
the different categories closest to it. 0e overall contour
coefficient is the average value of all the contour coefficients.
0e larger the contour coefficient is, the better the dispersion
between classes is; the smaller the contour coefficient is, the
worse the clustering effect is.

After clustering, the percentage of a kind of predication
structure can be obtained. As shown in Table 4, in the
predication structures of “t́ı g�ao (improve)”, the first class of
predication structures accounts for 6.7%, and the second
class of predication structures accounts for 24.6%. Com-
bined with the occurrence frequency of the predicate, the
universality of each predication structure can be obtained.
For predicates whose frequencies are less than or equal to 20,
the universalities of their predication structures are set to 1.

5.3. Sentence Semantic Universality. 0is paper analyzes the
sentence semantic universality of Boya Chinese. At the same
time, the setting methods of adjustable parameter in the
calculation formula of sentence semantic universality are
compared in this experiment.

Method 1: the sentence universality takes the lowest
universality of PSFs in the sentence.

αi �
1, if min ui( ,

0, other.
 (7)

Method 2: if there is only one layer of syntactic
structure in a sentence, the weights of all the predi-
cation structures are the same; otherwise, the weight of
predication structures at the backbone layer is 0.8, and
the weight of predication structures at the additional
layer is 0.2.

First of all, method 1 is used to set adjustable parameters.
Table 5 shows the distribution of sentence semantic uni-
versality in textbooks at all levels. It can be seen intuitively
that, with the increase of text difficulty, the proportion of
sentences with low universality gradually increases, from
26.6% to 82.6%, and the proportion of sentences with high
universality is declining sharply.

Method 2 is used to calculate the sentence semantic uni-
versality, and the distribution of sentence semantic universality
in each textbook is shown in Table 6. From the results in the
table, the distribution of sentences with semantic universality
between 1 and 20 in the textbooks of Book 1 to Book 9 is not
rising steadily. 0e distribution of sentences with semantic
universality more than 1000 has not achieved the expected
effect, and the distribution law is not obvious in all levels of
textbooks.

In order to compare the difference of sentence semantic
universality between the two methods on text difficulty, the
relative entropy (KL distance) between adjacent level texts is
calculated based on sentence semantic universality. KL dis-
tances are shown in Table 7. It can be seen that the sentence
semantic universality calculated by Method 1 can better
distinguish texts at all levels, and the KL distances between
textbook texts at adjacent levels are larger, soMethod 1 is used
to obtain sentence semantic universality.0e effect ofMethod
2 is not as expected. 0is may be because the split of the
sentence is too detailed when obtaining the predication
structures, resulting in the frequencies of synthetic predicates
being higher, which affects the calculation of sentence se-
mantic universality. For example, the sentence “wı̌ néng qù
yóu y̌ıng(I can go swimming)” is divided into “wı̌ néng(I
can),” “wı̌ qù(I go),” and “wı̌ yóu y̌ıng(I swim).” In this case,
the frequencies of predicates such as “néng(can)” and
“qù(go)” have increased a lot.

5.4. Comparative Experiment

5.4.1. Baseline. From the above experiments, it can be seen
that when sentence semantic universality is used to represent
sentence semantic complexity, sentence semantic com-
plexity has obvious distribution law in all levels of texts
(Method 1). 0e method in this paper closely connects
structure and semantic, extracts the predication structures
layer by layer based on the results of syntactic analysis, and
synthesizes the complexity of the predication structures at all
levels of a sentence.

In order to further verify the effectiveness of this method,
the following method does not consider sentence structure
and only measures the sentence semantic complexity from
the diversity of lexical semantics. 0e calculation method is
given as an example below [32].

If there is a dialogue below:

(A) wı̌ de bà bà yán ji�u de shı̀ shù xué, nǐ de bà bà ne?
(My dad studies mathematics, what about your
dad?).

(B) wı̌ de bà bà shı̀ sh�u fǎ. (My father studies
calligraphy).

So, although the structure of the following two sentences
is the same, it is clear that the first sentence is easier to
understand than the second sentence, because the semantics
of “bà bà(daddy)” and “j�un rén(military)” are the same [32].

(1) wı̌ de bà bà shı̀ j�un rén (My father is a soldier).
(2) wı̌ de bà bà shı̀ sh�u fǎ (My father studies calligraphy).
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0e semantics of each word in the sentences obtained
from HowNet are as follows (because the semantic classi-
fication dictionary in [32] cannot be obtained, we count the
number of semantic categories in the sentence based on
HowNet):

Table 6: Distribution of sentence semantic universality in each textbook (Method 2).

Textbook 1–20 (%) 21–100 (%) 101–200 (%) 201–300 (%) 301–400 (%) 401–1000 (%) >1000 (%)
1 10.20 19.20 11.60 8.40 3.00 19.00 28.60
2 13.26 21.47 13.89 9.05 5.26 19.37 17.68
3 12.89 22.00 11.56 7.78 6.44 24.67 14.67
4 12.46 23.48 9.27 7.67 7.19 22.68 17.25
5 14.87 17.62 10.30 5.72 5.03 23.34 23.11
6 22.66 17.83 8.92 5.69 4.73 20.62 19.55
7 23.85 18.84 7.72 6.51 4.61 19.54 18.94
8 19.51 16.88 9.98 5.54 4.26 23.96 19.87
9 24.05 18.39 6.79 4.81 5.23 18.53 22.21

Table 7: KL distances between textbooks of adjacent level.

Text Method 1 Method 2
Primary & intermediate 0.10832 0.011571
Intermediate & advanced 0.00822 0.005318

Table 3: Boya Chinese.

Title Character Level Chapter Sentence Average of character in a sentence Average of word number in a sentence
Boya Chinese 1 5876 Primary 66 1075 12.244 7.46Boya Chinese 2 7259
Boya Chinese 3 11560

Intermediate 67 2549 24.774 14.519Boya Chinese 4 17390
Boya Chinese 5 14475
Boya Chinese 6 28344
Boya Chinese 7 26421

Advanced 48 2942 27.002 15.035Boya Chinese 8 27955
Boya Chinese 9 34942

Table 4: Predication structures.

Class Argument 1 Predicate Argument 2 %
1 t�a(it) t́ı g�ao(improve) l̀ı yòng lǜ(utilization rate) 6.7
1 t́ı g�ao(improve) d�an chǎn(per unit yield) 6.7
1 t́ı g�ao(improve) chǎn liàng(yield) 6.7
1 t́ı g�ao(improve) jǐng t̀ı(alert) 6.7
1 jié j̀ıng(shortcut) t́ı g�ao(improve) sh�ou shı̀ lǜ(viewing rate) 6.7
2 d�i sh�ou rù ji�e céng(low income class) t́ı g�ao(improve) sh�eng huó shuǐ pı́ng(living standard) 24.6
2 t́ı g�ao(improve) shè huı̀ dı̀ wèi(social position) 24.6
2 t́ı g�ao(improve) rén kı̌u sù zhı̀(population quality) 24.6
2 t́ı g�ao(improve) mǎn yı̀ dù(satisfaction) 24.6
2 t́ı g�ao(improve) néng l̀ı(ability) 24.6
2 t́ı g�ao(improve) sh�eng huó zhı̀ liàng(quality of life) 24.6
2 t́ı g�ao(improve) sù zhı̀(quality) 24.6

Table 5: Distribution of sentence semantic universality in each textbook (Method 1).

Textbook 1–20 21–100 101–200 201–300 301–400 401–1000 >1000
1 26.60 29.40 8.20 5.60 1.80 7.80 20.60
2 52.00 25.26 7.37 5.26 0.42 2.74 6.95
3 60.89 22.67 5.56 4.00 0.44 2.00 4.44
4 69.01 20.13 2.08 2.40 0.48 2.40 3.51
5 72.77 14.19 2.97 1.37 0.23 2.75 5.72
6 80.02 10.10 1.72 1.29 0.43 1.72 4.73
7 76.75 10.72 2.30 1.70 0.40 1.20 6.91
8 78.68 10.98 2.00 1.27 0.18 1.91 4.99
9 82.60 10.18 1.13 0.14 0.42 1.41 4.10
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①wı̌:human| rén
②wı̌:specific| tè dı̀ng
③de:FuncWord| g�ong néng ćı
④bà bà: human| rén
⑤shı̀:be| shı̀
⑥shı̀:exist| cún zài
⑦shı̀:expression| ćı yǔ
⑧shı̀:specific| tè dı̀ng
⑨j�un rén: human| rén
⑩sh�u fǎ: method| f�ang fǎ

Only the number of semantic categories is considered,
and the occurrence number of semantic categories is not
counted. 0e number of semantic categories in the first
sentence (wı̌ de bà bà shı̀ j�un rén) is 6 (①②③⑤⑥⑦). 0e
number of semantic categories in the second sentence (wı̌ de
bà bà shı̀ sh�u fǎ ) is 7 (①②③⑤⑥⑦⑩)). In order to offset
the influence of sentence length, the sentence semantic
complexity� the number of semantic categories in the
sentence/the number of words in the sentence [32]. 0e
semantic complexity of the first sentence� 6/5�1.2, and the
semantic complexity of the second sentence� 7/5�1.4. It
can be seen that the second sentence has a higher complexity
and is more difficult to understand.

5.4.2. Results. 0e summary of semantic complexity of
sentences in Boya Chinese textbooks is shown in Table 8.0e
sentence complexity metrics obtained by the method in [32]
and the method proposed in this paper are different. Using
the method in [32], the representation of the sentence se-
mantic complexity is ratio, the minimum is 0.5, the maxi-
mum is 12, and the median is 2.42. 0e representation of the
sentence semantic complexity in this paper is frequency,
with a median of 7.45.

In order to compare the two methods, the mapping
functions of sentence semantic complexity are constructed
firstly, and the sentence semantic complexity is divided into
1–6.0e larger the value is, the more difficult the sentence is.
After statistics and analysis of the distribution of sentence
semantic complexity, the constructed mapping functions are
shown in Table 9 (it should be noted that, after the analysis of
the sentences in texts, it is found that the diversity of lexical
semantics is less in the sentences of the more difficult texts,
so monotonic decreasing function is also constructed).

0e twomethods are used to analyze the sentences in the
textbooks (Boya Chinese) and calculate the average, standard
deviation, and confidence interval of the sentence semantic
complexity of each level of text (assuming that the distri-
bution of sentence difficulty in each level of text follows
Gaussian distribution, a 95% confidence interval is con-
structed). 0e results are shown in Table 10. It can be seen
that as the difficulty of the text increases, the average of the
sentence semantic complexity obtained by the two methods
increases, but relatively speaking, the sentence semantic
complexity obtained by the method proposed in this paper is
better distinguished in all levels of text.

Due to the lack of Chinese sentence complexity tag-
ging corpus, Pearson correlation coefficient is used to
analyze the correlation between sentence semantic
complexity and the text level. 0e results are shown in
Table 11. 0e correlation coefficient of the method pro-
posed in this paper is 0.31, which is significantly improved
compared with the method of [32]. By constructing T to
analyze the significance of correlation coefficient, T is not
within the critical value (−2.33 < T < 2.33), which indi-
cates that there is a significant positive correlation be-
tween sentence semantics complexity and the text level at
99% confidence level.

0e effect of measurement method based on predicate
semantic frameworks is better than that only considering the
number of semantic categories in sentences. 0e reason
should be that the measurement method based on PSFs
combines structure and semantics and takes predication
structure as semantic unit, which not only measures the
semantic collocation relationship and quantity between
sentence elements from a horizontal perspective, but also
examines the hierarchical system and the primary secondary
relationship from a vertical perspective. It is a compre-
hensive analysis of the number and nature of elements in a
language system, as well as the number of connections
between these different elements.

Table 8: Sentence semantic complexity in Boya Chinese.

Min 1/4 quantile Median 3/4 quantile Max
Paper [32] 0.50 1.95 2.42 3.00 12.00
0is paper 1.00 2.09 7.45 29.73 5285.50

Table 9: Mapping functions.

Paper
[32]

a [0,1.5) [1.5,2) [2,2.5) [2.5,3) [3,3.5) [3.5,∞)
f1(a) 6 5 4 3 2 1

0is
paper

a ≤ 1 ≤ 5 ≤ 10 ≤ 20 ≤ 100 >100
f2(a) 6 5 4 3 2 1

Table 10: Comparison of sentence semantic complexity.

Method Level of text Average Standard
deviation

Confidence
interval

Paper
[32]

Primary 3.10 1.54 [3.01,3.20]
Intermediate 3.38 1.45 [3.32,3.43]
Advanced 3.57 1.47 [3.51,3.62]

0is
paper

Primary 2.43 1.43 [2.34,2.52]
Intermediate 3.76 1.63 [3.70,3.83]
Advanced 4.10 1.62 [4.04,4.16]

Table 11: Correlation analysis of sentence semantic complexity and
the text level.

Parameters Paper [32] 0is paper
Pearson correlation coefficient 0.11 0.31
T 26.03 43.81
Critical value (99%) 2.33 2.33
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6. Conclusion

Based on the results of sentence-based syntactic analysis, this
paper extracts the predication structures and converts the
predication structures into PSFs. 0e spectral clustering
method is used to cluster the semantic frameworks of each
predicate to obtain their universality. 0en according to the
number and importance of PSFs at different layers of the
sentence, the sentence semantic universality is obtained.
Experiments show that the sentence semantic universality
can well reflect the sentence semantic complexity. Fur-
thermore, the method is compared with the method that
only considers the semantic categories of words in the
sentence. Experimental results show that the proposed
method in this paper can effectively measure the sentence
semantic complexity.

In this paper, the universality of PSFs is only considered
from the collocation universality of subject, object, and
predicate, ignoring the relationship between adverbial,
complement, and predicate. However, adverbial is the
grammatical component that modifies the predicate, and
complement is the component that complements and ex-
plains the predicate.0ey are closely related to the predicate.
In addition, a predication structure is a reflection of the basic
propositional semantic of the sentence. In addition to the
basic propositional semantic, the sentence semantics also
contain the superpropositional semantics, such as modal
semantic, tense and aspect semantic, and degree semantic,
which will be considered in the subsequent work.
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[1] B. Bulté and A. Housen, Dimensions of L2 Performance and
Proficiency: Complexity, Accuracy and Fluency in SLA, John
Benjamins, Amsterdam, 0e Netherlands, 2012.

[2] R. Carston and D. Blakemore, “Introduction to coordination:
syntax, semantics and pragmatics,” Lingua, vol. 115, no. 4,
pp. 353–358, 2005.

[3] G. Leech, Semantics: <e Study of Meaning, Penguin Books,
Harmondsworth, UK, 2nd edition, 1981.

[4] L. Si, “Research on sentence semantic generation,” Foreign
Languages and <eir Teaching, vol. 184, no. 7, pp. 4–7, 2004.

[5] Y. Hu and X. Fan, “0ree planes of grammar research,”
Language Teaching & Linguistic Studies, vol. 2, pp. 4–21, 1993.

[6] Z. Dong and Q. Dong, “HowNet-a hybrid language and
knowledge resource,” in Proceedings of the 2003 International
Conference on Natural Language Processing and Knowledge
Engineering, pp. 820–824, Beijing, China, October 2003.

[7] E. Vyvyan, “Lexical concepts, cognitive models and meaning-
construction,” Cognitive Linguistics, vol. 17, no. 4, pp. 491–
534, 2006.

[8] V. Evans and J. Zinken, “Figurative Language in a Modern
0eory of Meaning Construction: A Lexical Concepts and
Cognitive Models Approach,” in Art, Body And Embodiment,
Cambridge Scholars Press, Cambridge, UK, 2007.

[9] T. Mao, “Manual annotation approach to Chinese complex
sentences by using bottom-up and top-down,” Journal of
Chinese Computer Systems, vol. 37, no. 4, pp. 716–721, 2016.

[10] H. Qin and L. Kong, “0e impact of translational Chinese on
original language: a syntactic complexity perspective,” Journal
of Foreign Languages, vol. 41, no. 5, pp. 17–28, 2018.

[11] X. Lu, “Automatic analysis of syntactic complexity in second
language writing,” International Journal of Corpus Linguistics,
vol. 15, no. 4, pp. 474–496, 2010.

[12] X. Lu and H. Ai, “Syntactic complexity in college-level English
writing: differences among writers with diverse L1 back-
grounds,” Journal of Second Language Writing, vol. 29, no. SI,
pp. 16–27, 2015.

[13] Y.Wang,A Study on theMeasurement of Syntactic Complexity
of Chinese as a Second Language, Beijing Normal University,
Beijing, China, 2015.

[14] W. Jiang, “Measurements of development in L2 written
production: the case of L2 Chinese,” Applied Linguistics,
vol. 34, no. 1, pp. 1–24, 2013.

[15] J. E. Casal and J. J. Lee, “Syntactic complexity and writing
quality in assessed first-year L2 writing,” Journal of Second
Language Writing, vol. 44, pp. 51–62, 2019.

[16] B. R. Ambati, S. Reddy, and M. Steedman, “Assessing Relative
Sentence Complexity Using an Incremental CCG Parser,” in
Proceedings of the 2016 Conference of the North American
Chapter of the Association for Computational Linguistics:
Human Language Technologies, pp. 1051–1057, San Diego, CL,
USA, June 2016.

[17] F. Dell’Orletta, S. Montemagni, and G. Venturi, “Assessing
document and sentence readability in less resourced lan-
guages and across textual genres,” International Journal of
Applied Linguistics, vol. 165, no. 2, pp. 163–193, 2015.

[18] S. Jiang, Research on Sentence DifficultyMeasurement, Xiamen
University, Xiamen, China, 2009.

[19] D. Yu, S. Wu, and C. Guo, “Assessing sentence difficulty in
Chinese textbooks based on crowdsourcing,” Journal of
Chinese Information Processing, vol. 34, no. 2, pp. 17–26, 2020.

[20] B. Douglas, G. Bethany, and P. Kornwipa, “Should we use
characteristics of conversation to measure grammatical
complexity in L2 writing development?” Tesol Quarterly,
vol. 45, no. 1, pp. 5–35, 2012.

[21] L. Ortega, “Syntactic complexity in L2 writing: progress and
expansion,” Journal of Second Language Writing, vol. 29,
pp. 82–94, 2015.

[22] H. Zaki and R. Ellis, “Learning Vocabulary through Inter-
acting with Written Text,” in Learning a Second Language

Complexity 9



through Interaction, John Benjamins, Amsterdam, 0e
Netherlands, 1999.

[23] R. Ellis and G. Barkhuizen, Analyzing Learner Language,
Oxford University Press, Oxford, UK, 2005.

[24] W. Peng, J. Song, Z. Sui et al., “Formal schema of dia-
grammatic Chinese syntactic analysis,” in Proceedings of the
16th Chinese Lexical Semantics Workshop, pp. 701–710,
Beijing, China, May 2015.

[25] S. Zhu, Y. Zhang, W. Peng et al., “Construction of the basic
sentence-pattern instance database based on the international
Chinese textbook treebank,” in Proceedings of 2016 Interna-
tional Conference on Asian Language Processing, pp. 266–270,
Tainan, Taiwan, November 2016.

[26] J. Xu, J. Liu, and Y. Zhang, “Word similarity computing based
on hybrid hierarchical structure by HowNet,” Journal of
Information Science and Engineering, vol. 31, no. 6,
pp. 2089–2101, 2015.

[27] X. Yuan, “Research on the calculation of semantic similarity of
HowNet,” Journal of Liarning University (Natural Science
Edition), vol. 38, no. 4, pp. 358–361, 2011.

[28] K. Li and Y. Liu, “A spectral clustering algorithm based on
self-adaption,” in Proceedings of 6th International Conference
On Machine Learning And Cybernetics, pp. 3965–3968, Hong
Kong, China, August 2007.

[29] H. Jia, S. Ding, X. Xu, and R. Nie, “0e latest research progress
on spectral clustering,” Neural Computing and Applications,
vol. 24, no. 7-8, pp. 1477–1486, 2014.

[30] C. Christina, V. Nicholas, and P. Ioannis, “Face clustering in
videos based on spectral clustering techniques,” in Proceedings
of 2011 First Asian Conference on Pattern Recognition,
pp. 130–134, Beijing, China, November 2011.

[31] L. Roger, F. Evelina, and G. Edward, “0e syntactic com-
plexity of Russian relative clauses,” Journal of Memory &
Language, vol. 69, no. 4, pp. 461–496, 2013.

[32] J. Zheng, “Lexical semantics and sentence difficulty mea-
surement,” in Proceedings of Chinese Lexical Semantic
Workshop, pp. 261–265, Xiamen, China, April 2005.

10 Complexity



Research Article
Three-Dimensional Finite Element Numerical Simulation and
Analysis of Solid-State Processing of Metal Material

Guang Su1,2 and Aimin Zhang 1

1Department of Material Science and Engineering, Henan Institute of Technology, Xinxiang 453000, China
2Henan Engineering Research Center for Modification Technology of Metal Materials, Xinxiang 453003, China

Correspondence should be addressed to Aimin Zhang; zhangaimin@hait.edu.cn

Received 19 August 2020; Revised 27 October 2020; Accepted 2 November 2020; Published 16 November 2020

Academic Editor: Zhihan Lv

Copyright © 2020Guang Su andAimin Zhang.)is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

Solid-state processing of metal material is a very complex physical and chemical process, which is coupled by a series of variations
including heat transfer, momentum transfer, mass transfer, and phase change. Applying three-dimensional (3D) finite element
numerical method to the simulation of solid-state processing can perform analysis of metal material’s forging processes before
production trial production, can obtain their relevant information such as material flow law, temperature field, and strain field
under the minimum physical test conditions, thereby predicting metal material’s forming defects and improving their forging
quality. On the basis of summarizing and analyzing previous research works, this paper expounded the current status and
significance of solid-state processing of metal materials, elaborated the development background, current status, and future
challenges of 3D finite element numerical simulation, introduced the discrimination method and free surface solution method of
numerical simulation calculation, conducted finite element model’s geometric assumptions, material selection, element division,
model establishment, parameter selection, and initial and boundary condition determination, and simulated and analyzed
rheological casting, remelting heating, thixoforming, and rotary piercing processes of metal materials. )e results show that the
3D finite element numerical method can not only simulate various processes of flow field, temperature field, stress field, and
microstructure in solid-state processing but also can provide a reliable basis for effectively obtaining a reasonable description and
finding a more optimized design plan for metal material processing in a short time, which plays an important role in un-
derstanding and analyzing solid metal forming process, controlling and optimizing process parameters, guiding and mastering
rheological casting, and secondary heating and rotary piercing of metal materials.

1. Introduction

Solid-state processing of metal material is a very complex
physical and chemical process, which is coupled by a series
of variations including heat transfer, momentum transfer,
mass transfer, and phase change. )e simulation of tem-
perature field and strain field in the solid-state processing
of metal materials is to simulate the process of metal
transforming from liquid to solid from the perspective of
heat transfer, and the numerical solution of the thermal
differential equation is obtained in the presence of phase
change [1]. With the help of numerical simulation tech-
nology of temperature field and strain field, the formation
mechanism of major casting defects, such as shrinkage

cavity, shrinkage porosity, thermal cracking, and macro-
segregation, optimizes the design of the casting process,
ensures the quality of castings, shortens the trial produc-
tion cycle, and reduces production costs [2]. Solid-state
processing of metal material refers to the deformability that
a material can achieve without damage during plastic
processing and is an important indicator of the material’s
bulk forming ability [3]. Material processing includes two
aspects and the first one is stress state processing, which is
related to the processing technology, mold and friction
state, and can be controlled by changing the geometric size
of the deformation area and the applied stress state; the
other is internal workability, which reflects the decisive
microstructure evolution under certain temperature, strain
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rate, and strain conditions through the flow stress curve of
the material and is very sensitive to the initial state of the
material [4].

Applying three-dimensional (3D) finite element nu-
merical method to the simulation of solid-state processing
can perform analysis of metal material’s forging processes
before production trial production, can obtain their rele-
vant information such as material flow law, temperature
field, and strain field under the minimum physical test
conditions, and thereby predicting metal material’s
forming defects and improving their forging quality [5].
)e accurate simulation of these processes requires the
constitutive equation of the liquid-solid mixture, and the
contribution of the liquid to the deformation mechanism of
mixture needs to be accurately described. Stress and strain
field analysis is the basis for optimizing the rolling process.
)e key to accurate simulation is the establishment of solid
material models and the optimization of simulation pa-
rameters, and the 3D simulation has further increased the
difficulty [6]. )rough numerical simulation, researchers
can answer questions that cannot be answered in empirical
design and understand the whole process of metal plastic
forming, including the filling of materials at each stage of
the metal forming process, the trend of material defor-
mation, the stress, strain, and strain rate and forming inside
the material load and velocity vector field [7]. )is has great
practical significance for the metal plastic forming process
design, mold design, metal blank design, press selection,
and forming quality control. )erefore, scholars have
conducted a lot of research studies on the numerical
simulation of metal material’s solid-state processing and
have obtained many research results [8].

On the basis of summarizing and analyzing previous
research works, this paper expounded the current status
and significance of solid-state processing of metal mate-
rials, elaborated the development background, current
status, and future challenges of 3D finite element numerical
simulation, introduced the discrimination method and
free-surface solution method of numerical simulation
calculation, conducted finite element model’s geometric
assumptions, material selection, element division, model
establishment, parameter selection, and initial and
boundary condition determination, and simulated and
analyzed rheological casting, remelting heating, thix-
oforming, and rotary piercing processes of metal materials.
)e study results of this paper provide a reference for
further research studies of 3D finite element numerical
simulation and analysis of solid-state processing of metal
material. )e detailed chapters are arranged as follows.
Section 2 introduces the discrimination method and free
surface solution method of numerical simulation calcula-
tion. Section 3 conducts finite element model’s geometric
assumptions, material selection, element division, model
establishment, parameter selection, and initial and
boundary condition determination. Section 4 simulates the
rheological casting and remelting heating processes of
metal materials. Section 5 analyzes the thixoforming and
rotary piercing processes of metal materials. Section 6 is
conclusion.

2. Methods and Principles

2.1. Discrimination Method of Numerical Simulation
Calculation. Rheological casting is actually a 3D heat
conduction process, but the rheological casting used for
solid-state processing of metal materials mainly prepares
cylindrical billets, which is a symmetric problem. )e dif-
ferential equations for solving the thermal field problem of
continuous casting semisolid cylindrical ingots can be
written as follows:

z raTx( 

zx
+

z rbTy 

zy
+

z rcTz( 

zz

� fs(x)
zTa

zt
dL + fs(y)

zTb

zt
dL + fs(z)

zTc

zt
dL ,

(1)

where Tx, Ty, and Tz are the thermal conductivity in the x, y,
and z directions, respectively; d is the material density; L is
the latent heat of crystallization; and Ta, Tb, and Tc are the
specific heat; a, b, and c are the axial displacement, fs(x) )e
above differential equation can be solved by applying the
finite element method or the difference method as the power
consumption function.

According to the general viscosity model of early sus-
pensions, the correlation between apparent viscosity and
solid phase ratio and microstructure is

w � fs 1 +
−dL

2 λk + 1/Cp( 
 , (2)

where w is the apparent viscosity of the liquid alloy; λk is the
critical solid phase rate, which mainly depends on the
cooling rate and shear rate; and Cp is the specific surface area
of the solid phase particles.

)e central content of the theory of plasticity of metallic
materials is the establishment of yield criterion. Since the
complex physical characteristics of metal material defor-
mation are difficult to describe with a very accurate
mathematical model, the yield criterion based on the rela-
tionship between equivalent stress and equivalent strain
increment is expressed as follows:
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1
c

���������

m

2
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− P, (3)

whereK is the uniaxial yield stress;m is the stress component
tensor; P is the hydrostatic pressure; and σ is the function of
relative density, which can be obtained through uniaxial
compression experiments and 3D compression experiments.

Previous studies have shown that the viscosity η and the
shear rate of the alloy melt continuously cooled at a certain
shear rate are [9]. )e relationship of c can usually be
expressed as follows:

η � K −
fs

Cp
 

− mr

1 +
b fs( 

a
 

n

 

n/k

, (4)

where a and b are the critical solid fraction and instanta-
neous solid fraction related to the cooling rate and the shear
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rate, respectively, andm and n are the consecutive times; the
other parameters are empirical constants.

)e thermal strain δij is related to the temperature and
the thermal expansion coefficient of the material, and its
expression is

δij �
αij T − Tη , i � j,

αij T + Tη , i≠ j,

⎧⎪⎨

⎪⎩
(5)

where αij is the thermal expansion coefficient of mental
material; T is the temperature; and Tη is the reference
temperature and one is the direct coupling unit. In ad-
dition to the displacement freedom of the ordinary unit,
the unit also has the temperature freedom. After being
affected by the local temperature, the temperature field in
the unit is first calculated according to the heat con-
duction theory, and the temperature is taken as the
temperature field. )e external load is applied to the el-
ement and then combined with the element force and
displacement constraints, and the internal force distri-
bution of the element is obtained.

2.2. Free Surface Solution Method. )e change of the free
surface of liquid metal belongs to the category of interface
dynamics, which is a difficult problem to deal with in the
simulation of the metal flow process. In this method, the
coordinate system is established on the fluid mass, and the
grid moves with the mass, so the calculation method is
simple and the determination of the free surface is more
convenient. However, the flow and deformation of the mass
will inevitably cause the grid to be distorted and distorted so
that they are kinked with each other and even the grids may
intersect, making the calculation impossible [10].

Since it is assumed that the solid material is equivalent to
the porous material, the elastic deformation can be ignored.
From the relationship between the strain rate tangent and
the instantaneous stress, the rigid-constitutive equation of
the solid material can be obtained as follows:

VI � c(I)
zT

zr
, (6)

where VI is the yield function and r is the material constant.
)e rheological behavior of solid metals is mainly affected by
factors such as shear rate, solid phase volume fraction, solid
phase particle morphology, and agglomeration degree,
which can be expressed as follows:

h(x, y, z) � η c, fs, m, c( , (7)

where η is the apparent viscosity, c is the shear rate,m is the
morphology parameter of solid particles, and c is the pa-
rameter of the degree of agglomeration of solid particles.

)erefore, when calculating the rolling force during the
forming process, generally only the average total rolling
force is calculated. )e calculation formula is as follows:

Be � haσbVI D + Dc( 

������
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e
− n/L
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where Be is the average total rolling force, ha is a parameter
related to the taper of the core and uneven deformation, σb is
a parameter that depends on the degree of hardening of the
metal or alloy,D is the outer diameter of the rolled tube,Dc is
the outer diameter of the tube, n is the amount of feed, and L
is the length of the working part of the groove excluding the
sizing section. If expressed in terms of heat capacity based on
unit mass, the equation can be expressed as follows:

dW � mCp dT , (9)

wherem is the mass of the object and Cp is the heat capacity
per unit mass, that is, the specific heat capacity of the object.
)e total power absorbed by the material per unit volume
during thermal processing can be expressed by the sum of
two complementary functions:

U � 
υ

0
σ dυ + 

σ

0
υ dσ. (10)

)e U value in the formula represents the power con-
sumption due to plastic deformation, most of which is
converted into heat. )e dissipation margin is the power
consumption related to the change of the structure during
the deformation of the material, so the change also repre-
sents the change of the microstructure.

3. Finite Element Model and
Parameter Selection

3.1. Basic Assumptions of the Geometric Model. )e as-
sumptions for the solid-state processing of metal materials
are as follows: the metal material is a compressible con-
tinuum; the elastic deformation of the material is ignored
during the forming process of the metal material; the solid
material is a non-Newtonian fluid. )ixoforming is to cool
and solidify the semisolid billet obtained by special processes
such as stirring, then cut the material according to the re-
quired size, then reheat it to the semisolid temperature, and
then place it in the mold cavity for forming. )e heating and
conveying of semisolid metal blanks are very convenient, the
forming process is easy to control, and it is convenient to
realize automated production [11]. At present, most pro-
cesses use thixoforming. After holding the alloy melt for a
certain period of time near the liquids temperature, it is cast
to obtain a semisolid slurry method suitable for thix-
oforming, and liquid casting alloy has a low melt temper-
ature, almost no overheating, and a uniform temperature
field. During the casting process, a large number of crystal
nuclei are uniformly generated in the melt to form small,
uniform, and semisolid slurry, and the method is simple,
efficient, energy saving, and material saving. )e alloy ingot
with the structure is heated and sheared during the trans-
portation process through a heating source and a special
spiral propulsion system so that it has importance and is
injected into the mold cavity to form injection molding
which is essentially a kind of rheological technology.

3.2.Material Selection andUnitDivision. )is paper chooses
TC11 alloy as the experimental metal material. TCll alloy is a
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kind of a-β-type heat-strength alloy with good compre-
hensive properties, which has excellent heat-strength
properties below 500°C and high room temperature
strength. )e alloy is mainly used to manufacture parts such
as compressor discs, blades, and drums of aero engines, as
well as aircraft structural parts.

From the perspective of forging, the upper boss of the
forging is not easy to be filled, so the upper boss is placed on
the upper die. Although the shape of the bottom of the
forging is complex, it is easy to fill. )e size of the blank is
obtained according to previous calculations and experi-
ments and the initial heating temperature is 950°C. Con-
sidering the heat loss during the transfer process, the blank
temperature is set to 930°C in the simulation. )e size of the
material is obtained according to previous calculations and
experiments with its size of 400mm× 120mm. )e blank is
divided into 40,000 tetrahedral units (Figure 1).

3.3. Establishment of Geometric Model. Finite element
software is used to simulate the forming process, and two
kinds of blanks, cylindrical and stepped, are used for
forming research, respectively. At the same time, in order to
reduce the number of unit divisions and increase the cal-
culation speed and time, only a certain proportion of the
blank is taken as the simulation research object. Tetrahedral
elements are used to discriminate the blank and redraw
according to the grid distortion at any time during the
calculation process to ensure the accuracy and convergence
of the calculation. )e points on the symmetry plane are
constrained so that their normal velocity along the sym-
metry plane is zero (Figure 2). )e deformation of the mold
is not considered during the simulation, and its material
property is a rigid body. In this paper, a simple and con-
venient parent element method is used to generate the grid
of the initial blank. )at is to say, the blank must be divided
into simple sub-blocks and coordinate transformation, then
transformed into a unit rectangle or a unit parallelepiped in
the local coordinate system, and finally the grid is divided
according to the specified grid division ratio in each
direction.

During the deformation process, high temperature and
large deformation are often generated in a local area to cause
mesh distortion, which will reduce the accuracy of the so-
lution or cause the mold to be embedded in the blank and
penetrate, so adaptive mesh re-partitioning technology is
required. As the deformation intensifies, the initial grid of
the blank will be severely distorted, which may result in the
inability to continue the calculation. )erefore, in order to
overcome the computational difficulties and low accuracy
caused by grid distortion, when the finite element grid is
distorted to a certain extent, the calculation must be stopped,
the grid suitable for the calculation must be redivided, and
the modified boundary conditions must be determined and
then continued to calculate. )e automatic mesh redraw
technology can correct the distorted or distorted mesh
caused by excessive deformation. According to a certain set
criterion, such as mold penetration, plastic strain, and in-
cremental step criterion, it can automatically regenerate a

good-shaped mesh. )e state variables in the original old
grid are mapped to the newly divided grid to ensure sub-
sequent calculations and improve calculation accuracy. Grid
redrawing is generally divided into three steps of judgment
of grid distortion, new grid generation, and data conversion
between old and new grids [12].

3.4. Determination of Initial and Boundary Conditions.
)e processing of the boundary conditions is the determi-
nation of the representative section of the tool and work-
piece shape in the calculation, taking into account the
geometric conditions, thermal effects, and other aspects.
Such as work-piece cooling caused by tools or temperature
rise caused by plastic deformation, as well as mechanical
effects, including elastic flattening and bouncing of metal
materials, are not considered.)ese simplifications are made
to reduce the required calculation time, and the basic as-
sumption makes the physical influence not play a major role
when analyzing the influence of the equipment structure on
the uneven flow of materials. )ese steps apply boundary
condition constraints on geometric objects or finite element
meshes, apply symmetric boundary conditions to corre-
sponding symmetric nodes, and establish a set of two
boundary nodes: Y� 0 node X displacement and Y and Z
rotation is 0 and X� 0 node Y displacement and X and Z
rotation is 0.

)e metal material processing process mainly involves
the heat transfer during the plastic deformation of the sheet
surface. During the processing, the upper surface of the sheet
material in contact with the air is a free surface, and the
initial temperature of the sheet material and room tem-
perature during the simulation is 24°C. )e main heat ex-
change model is expressed as follows:

−k
zT

zx
� λc T − T0( , (11)

where k is the heat transfer coefficient between the metal
material and the air and T is the absolute temperature. When
calculating the temperature field, it is necessary to impose
thermodynamic boundary conditions, including constant
temperature boundary conditions and thermal convection
boundary conditions. )e constant temperature boundary
condition simulates the surrounding external ambient
temperature; the thermal convection boundary condition
simulates the heat exchange on the contact surface between
the structure and the air, assuming that the convective heat
transfer coefficient is constant.

In the model, the speed of the contact surface with the
cooling boot is 0, that is, vx � 0, vy � 0, and vz � 0. )e speed
of the contact surface with the work roll is the work roll
speed:

vxi � v0 cos αi,

vyi � v0 sin αi,
(12)

where v0 is the rotation speed of the work roll and i is the
number of the node in the heat conduction matrix. )e
convective heat transfer coefficient on the entire contact
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surface changes with the temperature of the alloy and the
mold and the contact state between the two, and it is ac-
curately determined quite difficult. )e metal material
moves down at a constant speed, and the die adopts a
floating structure, that is, during the pressing process of the
metal material, the metal material forces the die to move
downward together at the same speed. In the simulation
process, it is assumed that the mold does not undergo plastic
deformation and is a rigid body; in the incremental calcu-
lation, each reduction is taken as a certain value of the initial
blank height.

4. Simulation Results and Analyses

4.1. Rheological Casting Simulation of Solid-State Processing of
Metallic Materials. A closed die is used to actively load the
isothermal extrusion to form a curved metal material. By
optimizing the cavity structure of the concave mold, the
nondevelopable surface can be directly forged to achieve a
net shape or an approximate net shape processing. )e
simulation results show that the metal flows smoothly, the
forming effect is good, and there are no defects such as
folding and dissatisfaction with the filling, which proves that
the isothermal extrusion forming of curved metal materials
is feasible. As shown in Figure 3, when the load is 2 kPa, the
vector change of the true radial plastic strain of the working
cone is mainly deformed by wall reduction and the amount
of wall reduction is evenly distributed; when the load is
3 kPa, the true radial plastic strain has remained unchanged
and its value is the largest in the entire forming process
because this stage is in the sizing stage of the cold rolling
process; when the load is 6 kPa, the residual deformation of
the short-side simply supported plate is similar to that of the

free plate, which is greater than the deformation of the short-
side fixed plate. It can be seen from the simulated load curve
that the deformation process is roughly divided into three
stages, namely, the initial deformation, cavity filling, and
final forming [13]. In the initial stage of deformation, the
load curve rises gently and the deformation force is small;
the upward trend of the load curve increases with the in-
crease of displacement, which shows that deformation is
becoming more and more difficult.

In the process of multistroke cold rolling of metal ma-
terials, the vector change of the true radial plastic strain of the
working cone is divided into three stages. From the beginning
to the section, the true radial plastic strain gradually increases,
and its increasing trend is the largest. )is is because at this
stage, the working cone is mainly reduced in diameter and the
amount of reduction is the largest, while the reduction in wall
deformation is not obvious, which is usually called the empty
reducing stage, so the value of this stage is relatively small.)e
radial plastic true strain also gradually increases, but the
increasing trend decreases. )is is because at this stage the
working cone is mainly deformed by wall reduction and the
amount of wall reduction is evenly distributed, while the
reduction deformation carried out with the wall reduction is
relatively large. )e true radial plastic strain has remained
unchanged and its value is the largest in the entire forming
process because this stage is in the sizing stage of the cold
rolling process, and the value remains unchanged. )e axial
length of the outer surface of the rolled tube is greater than the
axial length of the neutral layer, and the axial length of the
neutral layer is greater than the axial length of the inner
surface, which indicates that the degree of anisotropy of the
rolled tube ranges from the outer surface to the neutral layer
and to the inner surface. )e wall-reducing deformation of
the material in the final stage is much greater than the di-
ameter-reducing deformation, and the degree of anisotropy of
the rolled tube decreases from the outer surface to the neutral
layer to the inner surface.

Under different constraint conditions, the magnitude of
the residual stress and the residual deformation are different.
)e boundary constraint of the short-side fixed plate is the
strongest and the deformation inside and outside the plane is
restricted, the deformation amount is the smallest, but the
residual stress is the largest. )e residual deformation of the
short-side simply supported plate is similar to that of the free
plate, which is greater than the deformation of the short-side
fixed plate, but the residual stress is smaller. Comparing the
calculation results with or without heat preservation after

Cross-section
100mm

120mm

400mm

Loading position A

B

120mm

10mm

40000 units

40000units

40000 units

Figure 1: Metal material model and unit division for simulation and analysis of solid-state processing.

40000units

Blank temperature
= 930 °C

Heat-strength properties
≤ 500 °C

Heat-strength
a-β type 

Initial heating
temperature = 950 °C

Material size of
400mm × 120mm

Figure 2: Establishment of the geometric model and its unit di-
vision of the metal material in solid-state processing.
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processing, whether in terms of residual deformation or
residual stress, the performance with heat preservation
conditions is significantly better than that without heat
preservation. When there is heat preservation, after the
material is cooled to the heat preservation temperature, the
temperature field is distributed uniformly through heat
transfer, and the temperature difference gradient is small.
After the heat preservation is removed, the whole material
can be uniformly cooled to the on-site ambient temperature;
compared with the case of no heat preservation, the material
with heat preservation.)e degree of uneven cooling is small
so that the residual deformation and residual stress are small,
indicating that heat preservation measures are indispensable
for controlling the residual deformation and residual stress.
During the processing and construction of thematerial shear
wall, lateral supports are often set on the two wall panels that
need to be processed to limit the effect of the out-of-plane
deformation of the material during the processing. After the
processing is completed, the support is removed, and the
out-of-plane deformation of the material increases [14].

4.2. Remelting and Heating Simulation of Solid-State Pro-
cessing of Metal Materials. In the process of metal defor-
mation, the deformation temperature has a great influence

on the metal deformation. )e temperature change during
the piercing process has a great influence on the plastic
deformation resistance of the metal. When the temperature
increases, the plasticity of the metal increases, the defor-
mation resistance weakens, and the metal is easily deformed.
On the contrary, the metal deformation resistance increases
and the metal are difficult to deform. In addition, temper-
ature is also the key influencing factor for the phase tran-
sition of metals, and the phase transition structure is the
determining factor for the final mechanical properties of
metals and the temperature distribution during the sample
rolling process is not uniform. In the direct contact area
between the roll and the sample, due to the relative sliding
friction between the roll and the sample, it is mainly back
slip, causing the temperature in the contact area between the
sample and the roll to be higher than the rest (Figure 4). )e
temperature in the area is tens of degrees higher. )e metal
equivalent strain in the cross-rolling piercing deformation is
the highest near the roll transition cone, and gradually
decreases to both sides. )e largest deformation occurs in
the contact area between the sample and the roll, which
corresponds to the stress distribution. During the piercing
process, the surface of the plug is subject to high temper-
ature, high pressure, and high shear stress and is prone to
wear, melt loss, and steel sticking, which shortens the service
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Figure 3: 3D finite element numerical simulation results of rheological casting processing of metal material. (a) Load� 2 kPa. (b)
Load� 3 kPa. (c) Load� 6 kPa.
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life of the plug and deteriorates the inner surface quality of
the steel pipe. During the cross-rolling and piercing process,
the maximum stress on the outer surface of the tube blank
occurs in the contact area between the tube blank and the
roll and the contact area with the guide plate.

)is is because the plastic deformation of the semisolid
slurry of the granular structure is mainly achieved by liquid

flow. As the deformation temperature increases, the volume
fraction of the liquid phase increases, and the liquid phase is
gradually connected into a network to separate the solid
particles and the particle rotation and movement are easier
to proceed. )e solid phase ratio is a key factor affecting the
deformation characteristics of the semisolid slurry. Gener-
ally speaking, the longer the opening and drawing time, the

10 20 300 40 50
mm

0 1 2 3 4 5 6 7 8 9 10 12 13 mm
Displacement increment

T = 950 °C

0

20

40

60

80

100

120

m
m

(a)

10 20 300 40 50
mm

0 1 2 3 4 5 6 7 8 9 10 12 13 mm
Displacement increment

T = 1100 °C

0

20

40

60

80

100

120

m
m

(b)

m
m

10 20 300 40 50
mm

0 1 2 3 4 5 6 7 8 9 10 12 13 mm
Displacement increment

60

80

100

120

0

20

40

T = 1250 °C

(c)

10 20 300 40 50
mm

0 1 2 3 4 5 6 7 8 9 10 12 13 mm
Displacement increment

m
m 60

80

100

120

0

20

40

T = 1400 °C

(d)

Figure 4: Numerical simulation results of displacement increment for mental material at different remelting temperature in solid-state
processing.
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closer the position of the crack is to the lower opening of the
mold, that is, the length of the retained layer in the mold
becomes longer with the extension of the opening and
drawing time [15]. )e greater the heat flux density, the
closer the crack position is to the lower mouth of the
crystallizer, that is, the length of the retention layer in the
crystallizer increases as the heat flux density increases. )e
greater the heat flux density, the closer the crack position is
to the lower mouth of the crystallizer, that is, the length of
the retention layer in the crystallizer increases as the heat
flux density increases (Figure 5). )e longer the opening
time or the greater the heat flux density, the greater the
thickness of the solidified shell at the crack, which is con-
sistent with common sense. From the perspective of the
corresponding relationship between the crack position and
the crack thickness, in general, the lower the crack position,
the thicker the thickness of the solidified shell at the crack. If
a crack occurs due to excessive drawing resistance, the
position of the crack will be lower. Figure 5 concludes that
during repeated grinding and deformation, since it is a new
deformation based on the plastic deformation of the last
pass, the surface metal has undergone work hardening after
plastic deformation, so the deformation resistance is greater.

)e finite element analysis of solid-state rolling is a
highly nonlinear problem. Considering material nonline-
arity, boundary nonlinearity, and temperature nonlinearity,
the use of simple geometric models is a means to make
research progress. In order to study the change of solid state
during rolling, two rolling methods, flat rolling and closed
pass rolling, were used; in flat rolling, the solid slurry is
simplified into a round bar. In the pass rolling, under the
restriction of the pass and side sealing tools, the solid slurry
has better fluidity and will form a small hole above the hole;
therefore, the solid slurry can be simplified into cuboids.
Because flat rolling has no restriction on the side of the rolled
piece, the horizontal extension is large. At the same time, due
to the friction force of the rolling, the contact part of the
rolling piece head and the rolling piece extends in the
longitudinal direction to form a spiral depression [16]. )e
downward pulling force causes the remaining part of the
rolled piece to shrink and become thinner. Because the solid
material has low flow stress and good fluidity, it can be rolled
with a large amount of deformation, but at the same time, it
is easy to cause uneven stress distribution on the cross-
section. )e stress distribution on the cross-section of the
deformation zone is uneven, decreasing from the core to the
side on the same cross-section; the longitudinal changes of
the stress gradient on the surface of the deformation zone are
inconsistent.

5. Discussion

5.1. @ixoforming Simulation of Solid-State Processing of
Metallic Materials. From the relationship between volume
change rate and pressing time under different load condi-
tions, it can be seen that, in the initial stage of pressing, the
volume changes more drastically. )is is mainly due to the
rapid decrease of the void density between the compact
particles and the gradual compaction of the metal material

particles. As the pressing progresses, the volume change
trend is relatively gentle. At this stage, the metal material
particles are rearranged and plastically deformed. From the
comparison between the experimental value and the sim-
ulated value, it can be seen that the change of the average
density goes through three stages with the increase of the
load: the rapid growth stage, the gentle growth stage, and the
saturation stage. )e density distribution is in a stepped
layered distribution that gradually increases from bottom to
top in parallel to the movement direction of the die punch
(Figure 6). )e maximum and minimum relative density of
the compact are located at the end corners of the upper and
lower surfaces, respectively, inside the press. )e density
distribution is more uniform than the outer surface, and the
density distribution is a contour surface, which indicates that
the radial flow and axial flow of the metal material are in a
balanced state on this surface. )e density distribution is
layered parallel to the movement direction of die punching,
and the density distribution on the outer surface is basically
gradually increasing from bottom to top, and is basically
parallel to the top surface. In the interior of the press, the
density distribution is stepped. Gradually, except for the
upper and lower corners, the density distribution inside the
pressing piece is more even than the outer surface [17].

)e flow velocity of the melt in the longitude direction is
much larger than the axial casting velocity. )e electro-
magnetic field in the velocity field presents a distribution and
reaches its maximum value on the middle surface of the
stator. )e equivalent flow trajectory length of all solidified
particles increases with the progress of casting, and the
residence time of solid particles in the solidification zone is
also significantly different. )is method can accurately
process free surfaces, effectively track the deformation
history of fluid masses, conveniently realize grid optimi-
zation, obtain local accurate physical images, and can handle
larger grid deformations. Numerical simulation technology
can not only simulate the changes in the flow field, tem-
perature field, stress field, and microstructure of the metal
processing process but also predict the formation of defects
in the metal processing process. )erefore, it has control
over the understanding and analysis of the solid metal
forming process, and optimization of process parameters
can play an effective guiding role for rheological casting,
secondary heating, and near-net thixoforming of parts.
However, solid metal forming is a solid-liquid two-phase
flow process and has importance, and its deformation re-
sistance or apparent viscosity is not only related to the shear
rate but also closely related to time.)erefore, the numerical
simulation method must be able to track the fluid defor-
mation process.

Under the same reduced pressure condition, the surface
of the plate is milled by single milling and repeated milling.
)e comparison of the effective strain shows that the cu-
mulative effect of repeated milling on the effective strain is
very obvious [17]. )e reason for this result is that the
deformation of themetal material during processing consists
of two parts: elastic deformation and plastic deformation.
)e elastic deformation is restored after each grinding
process, and the plastic deformation remains in the
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deformation area. During repeated grinding and deforma-
tion, since it is a new deformation based on the plastic
deformation of the last pass, the surface metal has undergone
work hardening after plastic deformation, so the deforma-
tion resistance is greater. In order to continue the defor-
mation, the plate must be the material exerts greater
compressive stress, which is also the reason why more ef-
fective strain can be obtained by multipass grinding under
the same lower pressure condition. With the increase of
milling passes, the maximum effective strain gradually in-
creases. When the number of milling passes exceeds the
second, even if the number of milling passes increases, the
maximum effective strain does not increase much, indicating
that the strengthening effect produced by strong plastic
deformation tends to be saturated. No matter which milling
method is used, the effective strain increases with the

increase of milling times, and the curve is close to the linear
change law.

5.2. Rotary Piercing Simulation of Solid-State Processing of
MetalMaterials. )e alloy ingot with the structure is heated
and sheared during the transportation process through a
heating source and a special spiral propulsion system so that
it has importance and is injected into themold cavity to form
injection molding which is essentially a kind of rheological
technology. As shown in Figure 7, in stage (1), wall thickness
changes everywhere are not gradually and slowly, and the
change at the beginning quickly reaches the final change
result; in stage (2), the bending part of the tube gradually
moves to the rear end of the tube as the bending angle
increases; in stage (3), the wall thickness is still the initial
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value; as the bending angle increases, the deformation zone
moves to this point; in stage (4), tensile and compressive
stresses are generated on the pipe wall, resulting in a change
in the wall thickness; in stage (5), no bending deformation
occurs, and the wall thickness at this time remains basically
unchanged; in stage (6), the inner concave edge of the elbow
is compressed to increase the wall thickness, while the outer

convex edge is stretched to reduce the wall thickness. )e
total change of the equivalent stress value during the
bending deformation process of the pipe fitting increases
with the increase of the bending angle, and the stress value of
the inner concave side pipe wall of the curved pipe fitting is
larger than that of the outer convex side pipe wall. )e inner
wall is subjected to compressive stress and the outer wall is
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subjected to compressive stress. )e equivalent strain value
of the inner pipe wall is larger than the outer pipe wall. In the
bending process, due to the small bending radius and large
bending deformation, the inner concave edge of the elbow is
compressed to thicken the inner wall, while the outer convex
edge is stretched to make the outer wall thinner [18].

When the strain rate is low, driven by the pore pressure
gradient, the liquid seeps out of the free surface, and the
resulting pore pressure is much smaller than the total
macroscopic pressure. At the other extreme, if the defor-
mation is fast, the liquid does not have enough time to
migrate to low pressure zone and causes the accumulation of
pressure and the deformation in this case is nondraining
[19]. In the nondraining deformation, the increased pressure
reduces the pressure component of the equivalent stress,
resulting in a reduction in the three-way equivalent stress
because the reduction of the cohesive force is directly related
to the partial stress of the applied stress. In the case of no
drainage, the solid skeleton is destroyed, which easily causes
deformation concentration. Without ignoring the pressure
of the liquid, there is a lack of understanding of the behavior
of metals in liquid-filled porous media both theoretically and
experimentally. Because these relationships are not only
theoretical, technological processes such as continuous
casting and solid forging are likely to generate a large
amount of liquid pressure. )e accurate simulation of these
processes requires the constitutive equation of the liquid-
solid mixture, and the contribution of the liquid to the
deformation mechanism of the mixture needs to be accu-
rately described. )e asymmetry of the metal solid down-
compression deformation behavior and the use of liquid
compression experiment, nondraining liquid compression
experiment, and shear experiment verified the correctness of
the model [20].

In the actual forming process, the size range of different
partitions is constantly changing, and the related areas are
also constantly transformed. When they are in the stable
deformation stage, the metal volume from the force trans-
mission zone into the deformation zone and transfer from
the deformation zone to the deformed volume of the zone is
equal. With the progress of the deformation process, the
force-transmitting zone keeps decreasing; the deformed
zone keeps increasing, while the size of the deformed zone
and the numerical distribution of stress remain unchanged
[21]. During the deformation process, the degree of de-
formation, the diameter, thickness, length of the tube blank,
and the adjustment of the structural parameters of the rotary
wheel will all have a direct impact on the deformation state.
When the feed depth is constant, the deformation resistance
is reduced when the working angle is small, which is more
conducive to metal deformation, but on the contrary, the
distance of metal flow increases, and the deformation zone is
correspondingly elongated, which increases the contact area
between the blank and the surface of the rotary wheel. When
the working angle of the rotary wheel is large, the contact
area between the blank and the rotary wheel is reduced, and
the deformation of the metal is more difficult, resulting in an
increase in the deformation force. In the process of necking
forming, the deformation zone is mainly affected by radial

and axial compressive stresses, which reduces the diameter
and increases the wall thickness and length. For thin-walled
cylinders, when the radial compressive stress is too large, it is
easy to cause wrinkling and instability in the deformed thin-
walled area.

6. Conclusions

)is paper conducted finite element model’s geometric
assumptions, material selection, element division, model
establishment, parameter selection, and initial and boundary
condition determination and simulated and analyzed rhe-
ological casting, remelting heating, thixoforming, and rotary
piercing processes of metal materials. From the relationship
between volume change rate and pressing time under dif-
ferent load conditions, it can be seen that, in the initial stage
of pressing, the volume changes more drastically. )is is
mainly due to the rapid decrease of the void density between
the compact particles and the gradual compaction of the
metal material particles. At this stage, the metal material
particles are rearranged and plastically deformed and the
density distribution is in a stepped layered distribution that
gradually increases from bottom to top in parallel to the
movement direction of the die punch. )e maximum and
minimum relative density of the compact are located at the
end corners of the upper and lower surfaces, respectively,
inside the press. )e density distribution is more uniform
than the outer surface, and the density distribution is a
contour surface, which indicates that the radial flow and
axial flow of the metal material are in a balanced state on this
surface. )e results show that the 3D finite element nu-
merical method can not only simulate various processes of
flow field, temperature field, stress field, and microstructure
in solid-state processing but also can provide a reliable basis
for effectively obtaining a reasonable description and finding
a more optimized design plan for metal material processing
in a short time, which plays an important role in under-
standing and analyzing solid metal forming process, con-
trolling and optimizing process parameters, guiding and
mastering rheological casting, and secondary heating and
rotary piercing of metal materials.
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-e structure of the deep artificial neural network is similar to the structure of the biological neural network, which can be well
applied to the 3D visual image recognition of aerobics movements. A lot of results have been achieved by applying deep neural
networks to the 3D visual image recognition of aerobics movements, but there are still many problems to be overcome. After
analyzing the expression characteristics of the convolutional neural network model for the three-dimensional visual image
characteristics of aerobics, this paper builds a convolutional neural network model. -e model is improved on the basis of the
traditional model and unifies the process of aerobics 3D visual image segmentation, target feature extraction, and target rec-
ognition. -e convolutional neural network and the deep neural network based on autoencoder are designed and applied to
aerobics action 3D visual image test set for recognition and comparison. We improve the accuracy of network recognition by
adjusting the configuration parameters in the network model. -e experimental results show that compared with other simple
models, the model based on the improved AdaBoost algorithm can improve the final result significantly when the accuracy of each
model is average.-erefore, the method can improve the recognition accuracy whenmultiple neural network models with general
accuracy are obtained, thereby avoiding the complicated parameter adjustment process to obtain a single optimal network model.

1. Introduction

Aerobics is a kind of gymnastics, it is a kind of gymnastics
that can change people’s physical and psychological feelings.
As an independent event, the sport joined the International
Gymnastics Federation in September 1994. In recent years,
with the call of the global fitness craze and happy sports, the
recognition of aerobics has become more and more wide-
spread. -e development of fitness aerobics and competitive
aerobics conforms to the trend of the times [1, 2]. -e es-
sence of aerobics is to let people enjoy the feeling of joy
through the beauty of athletes’ wonderful performances.
-is is a manifestation of high-grade spiritual civilization
and wealth. It is precisely because of the fact that it attracts
more people to participate.

-e three-dimensional visual image of aerobics is the basis
of human perception of the world and provides people with
rich and diverse information [3]. People have a strong ability

to recognize the three-dimensional visual images of aerobics
movements and are not even restricted by the sensory channel
[4, 5]. People can not only recognize words with their eyes,
but also when they write on the back of a person.-rough the
study of eye activity during the 3D visual image recognition of
aerobics, it is found that changing the distance of the 3D visual
image of aerobics and the position on the sensory organs will
cause the size and shape of the 3D visual image of aerobics to
change on the retina [6]. In the current 3D visual image
recognition system for aerobics movements, the recognition
of complex 3D visual images of aerobics movements can be
realized mainly through different levels of information pro-
cessing [7, 8]. For the familiar three-dimensional visual image
of aerobics movements, once you have mastered its main
features, you can use this main feature as a recognition unit
without paying attention to its details [9].-e 3D visual image
recognition of aerobics movements is an important appli-
cation of artificial intelligence. Its main function is to compile
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a computer program that imitates the human brain to rec-
ognize the three-dimensional visual image of aerobics
movements, process the three-dimensional visual image of
aerobics movements, and extract effective information from it
to realize the recognition of people or things [10, 11]. -e
development process of 3D visual image recognition of
aerobics movements has mainly experienced three stages: text
recognition, 3D visual image information processing, and
recognition of aerobics movements and object recognition
[12]. Now some of the relatively mature aerobics 3D visual
image recognition technologies have been applied to the
commercial field [13]. Due to the diversity of problems in the
process of 3D visual image recognition of aerobics move-
ments, the methods of 3D visual image recognition of aer-
obics movements can only adopt different methods for
specific problems [14]. -erefore, many recognition systems
require a lot of research to improve the performance of
breakthroughs on specific issues (such as improving the ef-
ficiency of recognition and reducing the time required for
system training).-emethod ofmachine learning is amethod
that can get better recognition results on different recognition
problems [15]. Relevant scholars have adopted sparse coding
that is more suitable for the three-dimensional visual image
representation of aerobics to identify and recognize the target
object, instead of vector quantization coding that has a large
loss of accuracy [16]. -e 3D visual image recognition
technology of aerobics has been continuously improved. But
we have to say that there are still many unresolved problems.
-e quality of the 3D visual image of aerobics action de-
termines the effect of 3D visual image recognition of aerobics
action, and the effect of 3D visual image recognition of
aerobics action of poor quality is not good [17, 18]. -ere are
still many issues that need to be studied further [19, 20]. In
general, the 3D visual image recognition of aerobics move-
ments is an extremely challenging task. It is difficult to achieve
the desired effect with only one method. How to improve the
accuracy of the 3D visual image recognition of aerobics
movements and reduce the algorithm complexity of the
system and how to make it practical are all worth studying.

-is paper improves on the mainstream convolutional
neural network model VGG and builds a new CNN network
model, which is called N-VGG. Combined with this model, a
simple aerobics action three-dimensional visual image target
positioning and recognition model is constructed. -e ac-
tivation function used in the traditional convolutional
neural network model is analyzed, and a new activation
function is introduced into the N-VGG network model. In
the N-VGG network model, the spatial pyramid pooling
technology (SPP) is introduced to improve the recognition
accuracy of the model. -is paper conducts multiple
comparative experiments on convolutional neural networks
and deep neural networks and shows that a single neural
network can be adjusted with different parameters to im-
prove its accuracy, but its parameter adjustment process is
complicated and random. By comparing the experimental
results of convolutional neural network and deep neural
network fusion in single and different methods, it can be
concluded that the model fusion method based on the
improved AdaBoost algorithm can improve the neural

network’s ability to improve the 3D visual image of aerobics
movements to a certain extent.

-e rest of this article is organized as follows. Section 2
studies the 3D visual image recognition technology and
related algorithms of aerobics. Section 3 designs a con-
volutional neural network recognition model. In Section 4,
simulation experiments and result analysis are carried out.
Section 5 summarizes the full text.

2. Aerobics 3D Visual Image Recognition
Technology andRelatedAlgorithmsResearch

2.1. 3D Visual Image Processing of Aerobics. Aerobics 3D
visual image processing refers to the use of a computer to
process the 3D visual image of aerobics to be recognized to
meet the subsequent needs of the recognition process. It is
mainly divided into two types: aerobics 3D visual image
preprocessing and aerobics 3D visual image segmentation.
-e preprocessing of 3D visual image of aerobics mainly
includes restoration of 3D visual image of aerobics and
transformation of 3D visual image of aerobics. Its main
purpose is to remove the interference and noise in the 3D
visual image of aerobics and enhance the 3D vision of
aerobics. -e useful information in the image improves the
detectability of the target object. At the same time, due to the
real-time requirements of the three-dimensional visual
image processing of aerobics, it is necessary to re-encode and
compress the three-dimensional visual image of aerobics to
reduce the complexity and complexity of subsequent algo-
rithms. -e segmentation of aerobics 3D visual image is the
process of segmenting the 3D visual image of aerobics to be
recognized into several subregions. -e features of each
region have obvious differences, and the internal features of
each region have certain similarities.

-e method based on edge segmentation is to segment
the 3D visual image of aerobics by detecting the area where
the gray value of the pixel changes suddenly, or the place
where the texture structure changes suddenly. -e edge is
usually located at the connection between two different
areas. Because in a 3D visual image of aerobics action, the
gray values of different areas are often different, and there
will be obvious gray discontinuities at the junction of the two
areas, that is, the edge. Because the gray value of each pixel at
the edge is discontinuously distributed, differential or sec-
ond-order differential can be used for detection. -ey cal-
culate the first-order differential of the gray value of each
pixel distributed in the edge area; then the pixel corre-
sponding to the place where its extreme value appears is the
edge point of the three-dimensional visual image of aerobics
action. -e gray value of a point is calculated for the second-
order differential, and the pixel point with a differential value
of zero is also the edge point of the three-dimensional visual
image of aerobics. -erefore, the edge detection of the three-
dimensional visual image of aerobics can be performed by
the method of differential operators.

Because the Roberts differential detection operator uses
an even number of templates, the gradient amplitude value
at (x, y) is actually the value at the intersection shown in
Figure 1, which is offset by the pixel from the real position, so
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this method will produce a wider response near the edge of
the 3D visual image of aerobics, and the edge positioning
accuracy is not high.

2.2. Feature Extraction of the 3D Visual Image of Aerobics.
-e feature extraction of the 3D visual image of aerobics is
the key step in the three steps of 3D visual image recognition
of aerobics. It refers to the 3D vision of aerobics that remains
unchanged after the interference of factors such as scaling,
translation, scale transformation, or illumination. Image
information is extracted as features, and the three-dimen-
sional visual image of aerobics is abstracted into some
concrete mathematical representations or vector descrip-
tions. -e feature extraction of aerobics action three-di-
mensional visual image can be divided into global features
and local features according to the different extraction
ranges. -e global features of the three-dimensional visual
image of aerobics refers to all the features that describe the
overall information of the three-dimensional visual image of
aerobics, such as the color feature, shape feature, and texture
feature of the three-dimensional visual image of aerobics.
-e local features refer to the partial features of the 3D visual
image of aerobics movements in a specific area. It is only a
representation of the local features in a certain area in the 3D
visual image of aerobics movements. It is only suitable for
matching the 3D visual image of aerobics movements.

-e color histogram is the most widely used color feature
in the 3D visual image retrieval of aerobics. It mainly uses
the statistical distribution and basic tones of different colors
in the entire 3D visual image of aerobics. It does not care
about each color in aerobics. Each aerobics action 3D visual
image can find its unique color histogram, so it is especially
suitable for describing the 3D visual image of aerobics action
that cannot be automatically segmented. -e color histo-
gram can be divided into two description methods: feature
statistical histogram and feature cumulative histogram.

Suppose the total number of pixels in the three-di-
mensional visual image P of aerobics action with feature
value xi is s (xi), and N is the total number of pixels in the

three-dimensional visual image of aerobics action. -e
proportion of the total pixels in the 3D visual image is

h xi(  �
s xi( 

js xi( 
. (1)

-at is to say, the feature histogram with feature x in the
three-dimensional visual image P of aerobics can be
expressed as

H(P) � h x1( , h x2( , h x3( , . . . , h xn−1( , h xn(  . (2)

Among them, n represents the number of features x. -e
cumulative histogram with feature x in the three-dimen-
sional visual image P of aerobics movements can be
expressed as

u(P) � u x1( , u x2( , u x3( , . . . , u xn−1( , u xn(  . (3)

-erefore, the feature statistical histogram and feature
accumulation histogram of the three-dimensional visual
image of aerobics can be regarded as two one-dimensional
discrete functions, that is, to obtain the probability distri-
bution of a certain feature in the three-dimensional visual
image of aerobics. -e feature histogram is the probability
distribution of the grayscale of the three-dimensional visual
image of aerobics.

2.3. Discriminant Deep Recognition Structure. -e main
function of discriminative depth structure is to distinguish
pattern recognition and describe the posterior probability
distribution of data. Because CNN contains multiple levels
of network structure, it can ensure the minimization of
preprocessed data, rely on shared weights to reduce the
complexity of the model structure, and use spatial rela-
tionships to reduce the number of parameters. It is a learning
algorithm that can perform better training. Unlike the DBN
network, it is a discriminative deep structure. -e CNN
algorithm model structure is mainly composed of con-
volutional layer, pooling layer, and fully connected layer, as
shown in Figure 2. Using the CNN model structure to
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Figure 1: Schematic diagram of Roberts operator algorithm.
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process the three-dimensional visual image of aerobics can
make full use of the two-dimensional structure of the three-
dimensional visual image data of aerobics to perform good
feature extraction on the three-dimensional visual image of
aerobics. -erefore, compared with other deep learning
models, CNN has a higher accuracy in the recognition of 3D
visual images of aerobics.

CNN first convolves the input aerobics action three-
dimensional visual image with the convolution kernel of the
convolution layer and the bias that can be added. -e basic
mathematical expression of convolution in calculus is

S(t) �  w(a) · x(t − a)da. (4)

-e discrete form is expressed as

s(t) � 
a

w(a) · x(t − a). (5)

For the two-dimensional convolution operation in the
CNN network, the mathematical expression is

s(i, j) � 
m


n

w(m, n) · x(i + m, j + n). (6)

Among them, W is the convolution kernel in the con-
volution layer, and X is the input data. If X is a two-di-
mensional input matrix, W is also a two-dimensional matrix.
If X is a multidimensional vector, then W is also a multi-
dimensional vector. When the convolution layer performs a
convolution operation on the input aerobics action three-
dimensional visual image, it is the convolution kernel matrix
and the input aerobics action three-dimensional visual
image. -e elements in each position of the different local
matrix are multiplied and then added, but the operation is a
kind of linear operation, while the neural network requires
that each neuron in the network can adapt to complex
nonlinear operations, which requires the introduction of
nonlinear factors, namely, activation functions.

In the CNN model, there are multiple convolution
kernels in the convolutional layer. After each convolution
kernel performs the convolution operation, the feature map
of the input aerobics action 3D visual image can be obtained.
-ese feature maps share the same weight matrix and bias.
After the convolution results are averaged, the 3D visual
image of the characteristic aerobics action is output, namely,

Yj �


N
i�1 Xi · Wj

N
, (7)

where Xi represents the feature map extracted by the ith
input, Wj represents the weight matrix of the jth convo-
lution kernel, N represents the total number of input feature
maps, and Yj represents the output jth feature map.

After the 3D visual image of aerobics moves through the
convolutional layer to obtain the feature map of the 3D
visual image of the aerobics movement, it is sent to the
pooling layer to aggregate and count each feature. -e
pooling layer is mainly responsible for the aggregation of the
three-dimensional visual images of the characteristic aero-
bics actions, using statistical features to obtain the average or
maximum value of the three-dimensional visual images of
the aerobics actions in the characteristic area, and removing
irrelevant feature samples to further reduce the number of
parameters.-e use of pooling operations on the continuous
areas in the 3D visual image of aerobics can reduce the effect
of translation, rotation, and other factors on the 3D visual
image of aerobics and prevent overfitting.

-e fully connected layer is the “recognizer” of the entire
CNN network. Its main function is to map the feature
representation after operations such as convolution and
pooling to the corresponding sample label space. Its essence
is to use several 1× 1 volumes. -e product core performs
convolution compression on the upper layer feature map,
transforms the two-dimensional feature expression into a
one-dimensional vector representation, and maps the
original feature to each implicit semantic node.

Input layer

Convolutional layer

Pooling
layer

Convolutional layer Pooling layer

Convolutional
layer

Fully connected layer

Output layer

Figure 2: Model diagram of 3D visual image recognition of aerobics based on CNN.

4 Complexity



3. Design of the Convolutional Neural Network
Recognition Model

3.1. Design of Activation Function. One problem with the
traditional activation function is the disappearance of the
gradient. From the previous back propagation algorithm
derivation process, it can be seen that when the error
value is reverse gradient descent, it must be multiplied by
the current input x-value. Taking the sigmoid function as
an example, Grad �Error ∗ Sigmoid’ (x) ∗ x. Both types of
functions have the characteristic of double-ended “sat-
uration”; that is, the value range is limited. If the de-
rivative value is in the (0, 1) interval, the derivative value
is scaled, and if the x-value is in (0, 1) or (−1, 1), the
saturation value is scaled. In this way, the error value in
the propagation process of each layer is reduced at a
double speed. After multiple recursive back propagations,
the gradient continues to attenuate and disappear,
making the process of network model learning gradually
slow. -is is the vanishing gradient problem caused by
sigmoid-like functions.

At this stage, the most commonly used activation
function in neural network models is ReLUs. -is function
was created in a restricted Bozeman machine and has been
used extensively in neural network models. -e ReLUs
activation function is the parameter entity itself when the
parameter is positive and has a value of 0 when the pa-
rameter is negative, and its positive gradient is 1, and only
one end is saturated. Based on this feature, the ReLUs
function has two main characteristics: one is that the
neurons output from it are more sparse; the other is that it
can reduce the problem of gradient disappearance to a
certain extent.

However, ReLUs is a nonnegative function, and its
output activation average value is greater than zero. -e
mean value of the neural unit is nonzero, and as the input of
the next layer, there will be an offset difference. In this way,
with the gradual accumulation, the higher the layer of
neurons, the greater the offset difference. -e effect of too
large offset difference is to reduce the learning speed of the
neural network model. Some solutions are to adjust the
weight update during the gradient descent process, such as
the SReLUs function.

In order to make the average output of neurons tend to 0
as much as possible, some variants of ReLUs activation
function are produced. For example, the function Leaky
ReLUs replaces the 0 value part of ReLUs with a linear
function f (x)� ax, and other similar methods such as pa-
rameterized ReLUs and random leaky ReLUs approximate
linear changes. Although the activation functions LReLUs,
PReLUs, and RReLUs can make the average output of
neurons 0, they still do not guarantee that neurons are in a
noise-robust activation state.

3.2. Design of Convolution and Pooling. In the existing
convolutional neural network model, the convolution op-
eration is an indispensable operation, and there is no fixed
requirement for the design of the convolution kernel size. In

general, the size of the convolution kernel is related to the
“depth” design of the model. In the case of the same input
size of the 3D visual image of aerobics, the larger the
convolution kernel of each layer, the faster the size of the
feature map will shrink. -is paper proposes that the
N-VGG network is based on the VGG network transfor-
mation, in which the fixed value of the convolution kernel is
set to the size of 3∗ 3, and the moving step is 1. -ere are
some feature maps at the edge of the 3∗ 3 visual image of
aerobics movements that cannot just meet the size of the
3∗ 3 sliding window. At this time, a “patch” operation is
required; that is, the last few pixels of the 3D visual image of
aerobics movements are insufficient.

Existing convolutional neural network models gener-
ally use maximum pooling or average pooling. -e dif-
ference between maximum pooling and mean pooling is
the value of the function evaluation. -ere are also some
pooling methods that are somewhat different in operation,
such as overlapping pooling, which only sets the moving
step of the sliding window to be smaller than the side length
of the window. -erefore, adjacent pooling windows will
have some overlapping areas, and the corresponding
overlapping pooling generated features maps are also
larger. Overlapping pooling can improve the recognition
accuracy of CNN to a certain extent for the three-di-
mensional visual images of aerobics with tight final fea-
tures. Here we introduce a new pooling method: Spatial
Pyramid Pooling (SPP). -e SPP pooling method utilizes
the multiscale information of the pooled area and can solve
the problem of different input sizes of the three-dimen-
sional visual image of aerobics.

-e SPP pooling method comes from a defect in the
traditional CNNmodel; that is, the size of the input aerobics
action 3D visual image in the traditional CNN model is
fixed, and the 3D visual image of aerobics action of different
sizes is usually scaled. -e zooming operation will cause the
distortion of the three-dimensional visual image of the
aerobics action to a certain extent, which may lose some
pixel spatial information, and the recognition accuracy of
the model will be affected. SPP pooling can map different
sizes of aerobics 3D visual images to the same feature di-
mension. Since SPP can process 3D visual images of aerobics
movements of any size, it can also avoid the zooming op-
eration of feature maps or original maps, which can reduce
the information loss of 3D visual images of aerobics
movements to a certain extent, thereby improving the 3D
visual images of aerobics movements characteristic ex-
pression ability. -e specific operation is relatively simple, as
shown in Figure 3.

-e feature map is pooled into three feature maps,
corresponding to 1, 4, and 16 feature points. -e middle
connection layer contains 256 feature points. -ese 256
feature points and the previous 21 feature points are,
respectively, fully connected, and after being fully con-
nected, they are cascaded into a 5376-dimensional feature
vector. We perform the next step on this feature vector.
Spatial pyramid pooling is to map feature maps of dif-
ferent scales to feature vectors of the same dimension in
this way.
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3.3. Recognizer Design. Support vector machine is a very
classic recognition algorithm in the field of machine
learning. “Machine” in the field of machine learning usually
refers to algorithms, and support vectors refer to variables
that can affect decisions.

Suppose there are several training samples (xi, yi), which
can be separated by the hyperplane L3: wx+ b� 0. At this
time, the distance between L3 and the closest sample point of
the two categories is maximized. In the above linearly
separable case, the parallel hyperplane line defining the
support vector point is L1: w ∗ x+ b� 1 and L2:
w ∗ x+ b� −1, then the distance between the two is 2/‖w‖; at
this time, the maximum identification interval is maximized;
that is, ‖w‖ is minimized. At this time, all sample points are
satisfied:

xi · w≥ −b + 1, yi � 1,

xi · w< −b − 1, yi � −1.
 (8)

At this point, the problem is equivalently defined as

min
w,b

0.5‖w‖
2
,

s.t.yi xi · w + b( > 1, i � 1, 2, . . . , n − 1, n.

(9)

-e above problem becomes a minimum value solving
problem under several inequality constraints, that is, an
optimization problem of convex quadratic programming. To
construct the Lagrange function for the above problem, we
get

L(w, a, b) � 0.5w
T

· w − 
n

i�1
ai · yi xi · w + b − 1( . (10)

Among them, ai is the Lagrange multiplier. According to
the Lagrange duality theory, the dual problem of the original
problem can be obtained. -is problem can be solved by the
SMO algorithm, and the solution of w can be obtained as

w � 
n−1

i�0
ai · xi · yi. (11)

-e decision function at this time is

f(x) � sgn 
n−1

i�0
ai · yi · x, xi(  + b⎡⎣ ⎤⎦. (12)

In this paper, the improved N-VGG convolutional
neural network model based on the VGG network model is
basically the same as the original VGG network model. -e
difference in the framework includes the introduction of
the IRPN network at the last shared convolutional layer,
which is used for model segmentation. -e pooling layer
after the convolutional layer is changed from the original
maximum pooling layer to the spatial pyramid pooling
layer.

In addition, inspired by the IRPN network, a
bounding box regression layer is also introduced in the
recognition layer. -e function of the bounding box
regression layer is the same as the bounding box re-
gression method in IRPN. Its main function is to correct
the bounding box of the target during the test phase. -e
bounding box regression at this time is the regression
correction of the original target and the predicted target,
so the loss function is

L p, u, v, t
u

(  � Lloc t
u
, v(  + Lcls(p, u). (13)

-e pooling of the SPP layer is performed on the cells
after cutting. Considering that the pixel space of 2 ∗ 2 cells
is small enough, fully connected mapping is used for 2 ∗ 2
cells. Here, only 7 ∗ 7 and 4 ∗ 4 cells are pooled in spatial
pyramid. Among them, the size of the intermediate
connection layer is changed to 179 dimensions. At this
time, the dimension of the first fully connected layer is
4053.

Input image

Middle layer �e last layer of
convolution feature map

Pooling
figure 1

Pooling
figure 2

Pooling
figure 3

Multidimensional
features

Multidimensional
features

Multidimensional
features

Feature set

Map feature
maps of

different scales
to feature

vectors of the
same

dimension

Fully
connected

Figure 3: Schematic of spatial pyramid pooling.
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4. Simulation Experiment and Result Analysis

4.1. Convolutional Neural Network Aerobics 3D Visual Image
Recognition Simulation. By adjusting the configuration
parameters of the convolutional neural network to improve
the recognition accuracy of the network, we obtain relevant
experimental data and analyze and discuss the ways and
costs of improving the recognition results of the convolu-
tional neural network.

Since the 3 data sets of the experiment are all grayscale
images with small pixels, according to the principle of con-
volutional neural network, suppose the image size is n ∗ n,
the size of the first convolution kernel is c1∗ c1, and the size of
the downsampling area is s1 ∗ s1; the output feature map size
after processing by the first convolutional layer and down-
sampling layer is o1� (n+1− c1)/s1. -e division operation
also needs to be divided.-erefore, in order to ensure that the
convolution kernel and sampling area have the appropriate
size, the designed convolutional neural network has only 2
convolutional layers and 2 downsampling layers. A small
number of network layers can also prevent the back-
propagation algorithm from transmitting the error update
value from back to front without becoming too small due to
too many layers. -e final fully connected layer will be ad-
justed for the number of categories of different data sets.

In the trainingmethod of the convolutional neural network,
this experiment uses the BP algorithm for training; that is, first,
we randomly initialize the convolution kernel matrix and then
update the convolution kernel according to the error between
the training result and the real result. Different from the BP
algorithm, this experiment uses a method called min-batch for
iteration.-ismethod does not calculate the error of all training
samples and update the weight parameters in each iteration;
instead, the training samples are divided into multiple blocks.
(Batch); each iteration only trains a sample of one block and
adjusts the weight according to the error of the sample of the
block. Since the weight update is performed for some samples,
the learning rate can be increased appropriately to increase the
update range of the weight on the partial samples, so that it can
quickly adapt to all samples. Training the training samples in
blocks helps to speed up the update speed of weights and
improve training efficiency. -e network structure (6, 5)−

2− (12, 5)− 2 shows that the convolutional neural network has a
total of 2 convolutional layers and 2 downsampling layers.-ere
are 6 convolution kernels in the first convolutional layer. -e
size of each convolution kernel is 5∗ 5, and the size of the first
downsampling area is 2∗ 2; there are 12 convolution kernels in
the second convolution layer, and the size of each convolution
kernel is 5∗ 5. -e size of the two downsampling areas is 2∗ 2.

Some parameters of the convolutional neural network
are adjusted to obtain network configurations with different
structures. Experiments were performed on these network
models with different configurations to obtain experimental
results. We conducted a total of 10 sets of experiments.
Figure 4 shows the test results of the convolutional neural
network on the aerobics dataset.

-e convolutional neural network is trained in the min-
batchmethod, and each block has a size of 50, whichmeans 50
training samples are included. Before the experiment, the

training samples were randomly shuffled to ensure that the
sample distribution in each block is random.-e training data
set has a total of 80,000 samples, and parameter updates are
performed after each block is trained. -erefore, a total of
80,000/50�1600 parameter updates are required for one it-
eration. Figure 5 is the training error graph of experiment 1.

It can be seen from the error curve in Figure 5 that the
min-batch method of training makes the error of the net-
work model fluctuate, but all are within a certain range.
Because the update parameters are performed after each
small sample of training, the sample is not global, so it is not
ruled out that there may be jitter when the error drops, but
the error is still acceptable from the overall situation.

-e network parameters used in experiment 1 and ex-
periment 2 are exactly the same; the only difference is the
sampling method. Experiment 1 uses mean sampling; ex-
periment 2 uses maximum sampling. Experiment 2 is more
advantageous in terms of efficiency. Because only the
maximum value is taken, experiment 2 avoids the mean
value calculation process. If the sampling area is large, the
running time advantage of experiment 2 will be more ob-
vious. And the maximum value sampling can well represent
the difference of the data in the sampling area, reflect the
most characteristic data in the area, reduce information loss,
and improve the recognition accuracy. -erefore, in ex-
periments 2 to 10, maximum sampling is used.

Experiments 2, 5, and 6 used 3, 6, and 12 convolution
kernels in the first convolution layer when the size of the
convolution kernels was the same. As the running time
becomes longer, the experimental results are not gradually
improved. -e specific relationship is shown in Figure 6.

It can be seen from Figure 6 that when the size of the
convolution kernel is constant, the recognition accuracy
shows a wave trend as the number of convolution kernels
increases. -is shows that the increase in the number of
convolution kernels is beneficial to the extraction of more
features, thereby improving the recognition effect. However,
when a certain number of convolution kernels is reached, the
recognition effect is not the highest. -e reason is that the
extracted features are so many that redundant noise is also
extracted, resulting in an overfitting phenomenon, resulting
in a reduction in the recognition result.

When the number of the first layer of convolution kernels
is certain, increasing the size of the convolution kernel can
improve the recognition result because the increase of the
convolution kernel can enlarge the area of the extracted
features, so that the associated features in the area can be
better extracted. However, a too large convolution kernel will
also cause a decrease in results because the expansion of the
extraction area leads to a loss of information.-e comparative
experiments 2, 3, and 4 are shown in Figure 7.

Comparing experiments 3, 7, and 8, the network struc-
tures used by them are exactly the same, but experiment 2 is
iterated once during training; experiment 7 is iterated 5 times,
a total of 1600∗ 5� 8000 parameter updates; and experiment
8 iterates 50 times, a total of 1600∗ 50� 80000 parameter
updates. Figure 8 shows the relationship between training
time and recognition accuracy. According to the curve, we
can find that increasing the training time in the first part can
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effectively improve the accuracy of the model, but the ac-
curacy of the latter part will increase slowly or even decrease.
-erefore, increasing the training time does not produce a

significant improvement in accuracy. Due to the limitations of
hardware conditions, this experiment did not conduct a
higher number of iterations, but it is theoretically expected
that as the number of iterations increases, the network may
overfit the training data set, thereby affecting the results on the
test data set.

4.2. Deep Neural Network Aerobics 3D Visual Image Recog-
nition Simulation. -e deep learning neural network
designed in this section is based on an autoencoder, stacking
multiple autoencoders, and the hidden layer of the previous
encoder is used as the input of the latter encoder, thus
forming a multi-autoencoder deep neural network. Because
the hidden layer of the autoencoder extracts the potential
features of the data, using it as the input of the subsequent
autoencoder can further extract the features to obtain more
abstract high-level features. -e results of the 3D visual
image recognition of aerobics by the deep neural network
are shown in Figure 9.

By adjusting the structure and configuration of the deep
neural network, we got the following experimental results.
Figure 10 shows the test results of the network model on the
data set.

Increasing the number of hidden layers can also increase
the final accuracy to a certain extent, but the accuracy will
decrease when it reaches a certain number. -e reason for
the analysis is that increasing the number of hidden layers
means increasing the number of abstractions of shallow
features, which makes the later features more advanced, thus
improving the recognition results. However, the autoen-
coder used in the experiment will minimize the error when
extracting features of each layer, but this does not mean that
no error will be generated. -e increase in the number of
layers will lead to the accumulation of errors, so that the
error will be reduced to a certain extent. According to
Figure 11, we can observe that when the number of features
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Figure 4: Test results of convolutional neural network on the data set. (a) Running time. (b) Error rate.
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is relatively large, the increase in the number of hidden layers
can significantly improve the recognition accuracy.

5. Conclusion

-is paper, through the research of aerobics action 3D visual
image recognition and deep learning technology, introduces
in detail the aerobics action 3D visual image recognition and
deep learning theory, summarizes the description of com-
mon algorithms for feature extraction, and elaborates
common aerobics such as R-CNN. -e action 3D visual
image recognition algorithm model and performance in-
dicators verify the performance of the algorithmmodel. -is
paper introduces a new activation function ELU to replace
the traditional functions such as ReLU. In addition, the
maximum pooling layer of the last layer of the N-VGG
model becomes spatial pyramid pooling. We train an SVM
recognizer in the test phase to compare the recognition
performance of the softmax recognizer. Convolutional
neural network and autoencoder-based deep learning neural
network are used as experimental objects, and they are
applied to the benchmark data set for recognition testing. By
adjusting the network configuration parameters and con-
ducting multiple comparison experiments, the accuracy of
the neural network model is improved. In the experiment,
the model fusion method based on the improved AdaBoost
algorithm is implemented and the above neural network
model is fused. By comparing the experimental results of the
model, we conclude that the model fusion method based on
the improved AdaBoost algorithm is not accurate in the
fusion model. In the case, when there is only a high accuracy
model, there is also an improvement, but the effect is not as
obvious as the first case.
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In the intelligent transportation system, the license information can be automatically recognized by the computer and the vehicle
can be tracked. Red light running, illegal change of lanes, vehicle retrograde, and other illegal driving events are reasonably
recorded. *is is undoubtedly an effective help for the traffic police to relieve the huge work pressure. However, in China, a
considerable number of vehicle tracking methods have certain limitations in resisting complex external environmental influences.
*e external environmental factors include but not limited to variable factors such as cameramovement, jitter, and severe rain and
snow.*ese factors cannot be controlled well, so the tracking accuracy is greatly reduced. In regard to this, this paper proposes an
optimization method for moving vehicle tracking based on SPF. First, according to the size of the overlapping area of the motion
area between the two images, the researcher can construct and simplify the vertex adjacency matrix that reflects the characteristics
of the undirected bipartite graph. *en according to the corresponding relationship between the vertex adjacency matrix and the
regional behavior and vehicle behavior, the researcher completes the regional behavior analysis and vehicle behavior analysis. On
this basis, a particle filter vehicle tracking algorithm based on segmentation compensation is introduced, and the vector sum of the
tracked segmentation area is used as the final position of the target vehicle. In this way, as many scattered particles fall on the target
area as possible, which will greatly improve the efficiency of particle utilization, enhance tracking accuracy, and avoid the problem
of tracking failure caused by too fast vehicle movement. *rough experimental simulation, it can be seen that the method
proposed in this paper can greatly enhance the vehicle tracking ability when tracking vehicles in “complex environments.”

1. Introduction

In the application of target tracking that involves getting
close to people’s livelihood, one of the most critical areas is
vehicle tracking. Vehicles on the roads in China have
gradually transitioned from being dominated by bicycles to
being dominated by automobiles with the continuous im-
provement of related technologies in the industry and the
great optimization of residents’ quality of life. Family
ownership of cars is about to leap forward, and more and
more families own their own cars, making road traffic more
and more burdensome. On the other hand, urban con-
struction has been finalized, and roads in the city have
nowhere to be repaired. *e limited number of roads cor-
responds to the increasing number of cars, causing frequent
traffic accidents. *ese problems put forward more stringent

requirements on road traffic management and gradually
formed the concept of an intelligent transportation system.
Intelligent transportation can use the sensitivity of the
computer to identify the information of passing vehicles and
record the route of the vehicle in real time. In this way, any
traffic violations such as running a red light, illegally
changing lanes, and vehicles going backward will be
recorded. It will greatly reduce the work pressure of traffic
police, improve driving safety, and reduce traffic accidents.

Academic research in the field of vehicle tracking is very
complicated. With the rapid development of information
technology, video surveillance has penetrated into all areas
of people’s production and life and naturally attracted the
attention of scholars from all over the world.*ere are many
countries that have invested a lot of manpower, material, and
financial resources to in-depth research and solved problems
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in the field of vehicle tracking, which better promotes the
rapid development of the transportation field. *e 8th lit-
erature introduced the Kalman filter algorithm and related
mathematical theories into the target tracking algorithm,
which promoted the development of vehicle tracking
technology during this period. However, this method is
difficult to adapt to the weather, environment, and external
light factors, which will lead to the problem of low vehicle
tracking accuracy. *e 9th literature made outstanding
contributions in several aspects such as mean shift theory,
probabilistic multihypothesis tracking, variable structure
multimodel, and distributed target fusion, which had pushed
the field of vehicle tracking forward. But this method was
subject to fall into the optimal solution. *e 10th literature
proposed a vehicle tracking method based on feature ex-
traction of vehicle edges. In this method, the target edge
information was obtained by detecting the changing gray
value, then the vehicle characteristics were proposed, and the
tracking of the vehicle was completed on this basis. *is
method had high stability to external factors such as light.
But there is a problem that tracking takes a long time.

For this reason, an SPF-based optimization method for
moving vehicle tracking is proposed in this paper. Partic-
ularly for the background failure due to the influence of
weather interference, changing the optical fiber and other
dynamic factors on the background, according to the size of
the overlapping area of the moving area between the two
frames of images, this paper constructs and simplifies the
vertex adjacency matrix reflecting the characteristics of the
undirected bipartite graph. *en, according to the corre-
sponding relationship between the vertex adjacency matrix
and the regional behavior and vehicle behavior, a particle
filter algorithm (SPF) based on segmentation compensation
is proposed for the problem that the vehicle tracking model
is easy to fall into the optimal solution [1]. During the
process of tracking the target vehicle, this algorithm divides
the target into multiple regions. Based on the local features
of the selected target in these regions, if the tracked target is
partially occluded or the shape changes, other regions of the
target can be used instead of tracking, which can make the
particle filter more accurate and applicable. Regarding the
time-consuming problem of the vehicle tracking process,
this paper adds the resampling calculation after calculating
the weight of the particles. *e particles are resampled
according to the weight of the particles, and particles with
small weights are deleted, which reduces the amount of
calculation time.

2. Behavior Analysis of Moving Vehicles
Based on Directionless Two-Part Graph

2.1. Principles of Vehicle Behavior Analysis. *e directionless
two-part graph is a very useful mathematical model, which
has important applications in many scientific fields. *e
directionless two-part graph can be used to describe many
problems, for example, “data allocation,” “work arrange-
ment,” “time allocation,” and “personnel selection.” *is
paper combines the directionless two-part graph with the
behavior analysis of the vehicle in the video and uses the

vertex adjacency matrix representing the directionless two-
part graph to determine the behavior of the moving area.
Besides, by combining the relationship between regional
behavior and vehicle behavior, this paper completes vehicle
behavior analysis. *e overall flowchart of the algorithm is
shown in Figure 1.

*e biggest advantage of applying the directionless two-
part graph to vehicle behavior analysis is that the method
does not require high accuracy for moving target extraction.
Even if the extracted moving regions are not continuous,
vehicle behavior analysis can be performed.

2.2. Vehicle Analysis Model Based on Directionless Two-Part
Graph. *e directionless two-part graph is expressed by the
vertex adjacency matrix, the essential meaning and function
of the two are the same, but the vertex adjacency matrix can
better reflect the association relationship of each area and is
more suitable for programming. *e following paper will
introduce the basic principles and implementation of vertex
adjacency matrix construction. *e flowchart of vertex
adjacency matrix construction can be seen in Figure 2.

On the basis of extracting the moving vehicle area, the
researcher can transform the behavior analysis of the vehicle
into the behavior analysis of the area. *e behavior analysis
of the region is obtained by analyzing the vertex adjacency
matrix constructed below.

*is paper extracts the moving area in each frame of the
traffic surveillance video and replaces the original moving
area with the smallest bounding rectangle of each area [2].
*e change of the motion area between two adjacent frames
of images can be defined as four behaviors: appearance,
disappearance, merging, and decomposition, as shown in
Figure 3. Figure 3(a) describes the three motion regions
extracted in the frame as R1, R2, and R3; Figure 3(b) de-
scribes the three motion regions extracted in the first frame,
denoted as R4, R5, and R6. From Figures 3(a) and 3(b), the
relationship between the motion areas in two adjacent
frames can be obtained intuitively, as shown in Figure 3(c).
In Figure 3(a), part of R1 is decomposed into R5, and the
other part is merged with R2 to form R4. R3 disappears
because there is no associated motion area, and R6 is the
newly appeared area in Figure 3(b).

*e directionless two-part graph can describe the rela-
tionship between the motion areas in adjacent frames.
Within the frame k − 1 and k in the image, this paper takes
the upper left vertex of each motion area as the vertex sets
U � U1, U2, . . . , Um  and V � V1, V2, . . . , Vn , respec-
tively. Each vertex represents a motion area; that is, the
vertex set U � U1, U2, . . . , Um  corresponds to the motion
area set Ru � Ru1, Ru2, . . . , Rum  in the frame k − 1; the
vertex set V � V1, V2, . . . , Vn  corresponds to the motion
area set Rv � Rv1, Rv2, . . . , Rvn  in the frame k.

Each edge represents the association relationship (i �

1, 2, . . . , m; j � 1, 2, . . . , n) between the motion regions Rui

and Rvj of adjacent frames, and E is the set of all edges in G.
*e vertex adjacency matrix An×m, which is equivalent to the
directionless two-part graph G(U, V, E), can clearly describe
the edge set E. In vertex adjacency matrix An×m, row m
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correspond tom vertices in vertex set U � U1, U2, . . . , Um ,
that is, the m motion regions contained in the frame k − 1;
the n columns correspond to the n vertices in the vertex set
V � V1, V2, . . . , Vn , that is, the n motion regions contained
in the frame k. *en the meaning of the element aij of the
vertex adjacency matrix can be expressed as follows:

If aij � 1, it means that there is an edge between the
vertices Ui and Vj; that is, there is a correlation between
the motion areas Rui and Rvj.
If aij � 0, it means that there is no edge between the
vertices Ui and Vj; that is, there is no correlation be-
tween the motion regions Rui and Rvj.

It can be seen from the above definition that whether or not
there is a correlation between eachmotion area in the two images
before and after determines the value of the vertex adjacency
matrix element aij. *e literature gives a method to determine
the relationship betweenmotion areas; that is, it is determined by
calculating the overlap area between the motion areas Rui and
Rvj. *e specific algorithm is shown in formula (1).

S ui, vj  �
min S ui( , S vj  

2
. (1)

In formula (1), S(ui) represents the area of the motion
area Rui in the frame k − 1, S(vj) represents the area of the
motion area Rvj in the frame k, S(ui, vj) represents the
overlapping area of Rui and Rvj in the motion area, and the
relationship between S(ui, vj), S(ui), and S(vj) is shown in
Figure 4.

If equation (1) is satisfied between the movement areas
Rui and Rvj, Rui and Rvj are considered to be related,
aij � 1.

If equation (1) is not satisfied between the movement
areas Rui and Rvj, then Rui and Rvj are considered unre-
lated, aij � 0.

After constructing the vertex adjacencymatrix according
to the above algorithm, the behavior of the moving area can
be analyzed through the simplification of the vertex adja-
cency matrix, and then the behavior analysis of the vehicle
can be completed according to the conversion relationship
between the area behavior and the vehicle behavior.

2.3. Optimization Analysis of Vehicle Behavior Based on
Directionless Two-Part Graph

2.3.1. Improvement of Directionless Two-Part Graph.
*eoretically, four behaviors such as merging, decomposing,
appearing, and disappearingmay occur in the motion area of
adjacent frames. However, in a video stream with a sampling
frequency of 25–30 frames/sec, the probability of simulta-
neous decomposition and merging of the same motion area
is very small. *is actual experience is reflected in the region
relationship graph and vertex adjacency matrix and can be
expressed as follows: the degree of the two vertices con-
nected by each edge of G (i.e., the number of edges derived
from each vertex) is at most one greater than or equal to 2.
*e sum of the number of “1” in the row and column where
element aij is located cannot be greater than or equal to 2. So,
in this paper, the edge with the degree of both vertices
greater than or equal to 2 is called the interference edge,
which will cause errors in regional behavior analysis.
*erefore, before the regional behavior analysis, these in-
terference edges must be removed by simplification of the
directionless two-part graph.

In the actual surveillance video, there are noise inter-
ference and changes in the external environment. *ese
factors will inevitably cause interference edges in G. And
there may be multiple interference edges connected to a
vertex, as for which one to delete, researchers need to follow
the principle of simplification of the directionless two-part
graph described below [3].

*e improved logic of directionless two-part graph can
be expressed as follows. First, by scanning the vertex ad-
jacency matrix Am×n, the researcher records all interference
edges, assuming that there are interference edges in M

vertices. *en, for a certain vertex aij that has N interference
edges connected to it, the researcher deletes
l(l � 1, 2, . . . , N − 1) interference edges in turn to obtain
C1

NC2
N, . . . , CN−1

N different subgraphs. In order to find the
subgraph that is most consistent with the actual situation
and define the matching function C, see the following

Moving target
extraction

Construct an undirected
bipartite graph

Need to simplify

Undirected bipartite graph
simplification

Regional behavior
analysis

Vehicle behavior
analysis

No

Figure 1: Flowchart of vehicle behavior analysis.
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Motion area detection

Initialize the vertex adjacency
matrix

Calculate the overlap area between
each area

Is the overlapping area large enough relative to the
respective area?

Set the corresponding position 
in the vertex adjacency matrix

to 1

 �e corresponding position in the 
vertex adjacency matrix is

set to 0

End

Figure 2: Flowchart of the construction of the vertex adjacency matrix.
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Figure 3: Four kinds of transformation in the region. (a) *e area in frame k − 1. (b). *e area in frame K (c). Correspondence between
regions.
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formula (2); the researcher takes the subgraph with the
smallest function value as the result of the vertex aij; that is,
deletes its interference edges according to the subgraph with
the smallest function value and simultaneously updates the
element values in the rows and columns of aij in the vertex
adjacency matrix. In the same way, other vertices M − 1 with
interference edges also delete their interference edges and
update the vertex adjacency matrix according to the same
algorithm. When all M vertices are processed, the behavior
of the motion area can be obtained according to the vertex
adjacency matrix obtained by the simplification.

C(G) � 
u∈pk

S ui(  − A ui( 




max A ui( , S ui( ( 
. (2)

As for the directionless two-part graph, first, all vertices
can be divided into “father vertices” and “subvertices.” *e
“father vertices” include all vertices with degree greater than
1 and degree equal to 0 in frame k − 1 (the previous frame),
and other vertices are “subvertices.” Assuming that the set of
“father vertices” is Pk, S(ui) represents the area of the region
Rui represented by the vertex Ui in the set Pk, and A(ui)

represents the sum of the areas of the motion regions
represented by all vertices connected to the vertex Ui.
Calculate the C(G) value of each subpicture, and take the
subpicture with the smallest function value to describe the
behavior of the motion area of the two adjacent frames [4].

Based on the above basic principles, the flowchart of the
algorithm is shown in Figure 5.

2.3.2. Vehicle Behavior Analysis. Because there is a corre-
sponding relationship between the vehicle and the moving
area, the behavior analysis of the vehicle can be transformed
into the behavior analysis of the moving area. However,
there is not a simple one-to-one relationship between sports
areas and vehicles. One car can correspond to multiple
sports areas, and the same area may be shared by multiple
vehicles. Table 1 summarizes the relationship between the
features of the vertex adjacency matrix and the regional
behavior and vehicle behavior.

From the vertex adjacency matrix, the logic of regional
behavior and vehicle behavior can be expressed as follows. In
the image of frame k − 1, assuming that the corresponding
relationship between the vehicle and the moving region Rui

is known, the final vertex obtained by simplification in the
adjacency matrix An×m, look for elements that meet the
conditions in the first column of Table 1, then follow the
rules in Table 1 to obtain the region behavior from frame
k − 1 to frame k, and then summarize the two-vehicle be-
havior between frames [5].

3. SPF-Based Vehicle Optimization Tracking

In the process of tracking a moving vehicle, because the
vehicle is in constant motion, in addition to analyzing the
behavior of the vehicle, it is also necessary to track it in real
time. On the basis of understanding the relationship between
the vertex adjacency matrix and the regional behavior and
vehicle behavior, if the target is occluded during the

movement of the vehicle, it is necessary to grasp some
unique characteristics of the vehicle itself. Tracking these
features will achieve better tracking results.

3.1. Moving Vehicle Tracking Based on SPF

3.1.1. Principle of Particle Filter Algorithm. As far as SPF and
IPPF are concerned, they mainly extract effective tracking
schemes by improving the correlation distribution on the
standard particle filter. MC-JPDAF is the particle filter
technology applied to the standard JPDAF, so as to effec-
tively overcome the dimensionality problem by dividing the
state space [6].

Based on Monte Carlo methods, the concept of standard
particle filtering is proposed. It mainly uses particle sets to
represent probability, which can be used in any form of
state-space model. Its core idea is to express its distribution
through random state particles drawn from the posterior
probability, which is a kind of sequential importance
sampling. To put it simply, the particle filter method refers to
the process of approximating the probability density func-
tion by finding a set of random samples propagating in the

Yes

Yes

Is the number of 1 in a column
greater than 1?

Construct vertex adjacency
matrix

Scan the matrix row by row

Scan the column of each 1 in the 
row

Is the number of 1 in a row
greater than 1?

No

Set all is in this row and this 
column to 0 in turn to reconstruct

the vertex adjacency matrix

No

Set all is in this row and this 

Set all is in this row and this 
column to 0 in turn to reconstruct

End

Figure 5: Flowchart of the simplification of the directionless two-
part graph.
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state space and replacing the integral operation with the
sample mean to obtain the state minimum variance dis-
tribution. *e sample here refers to the particle. When the
number of samples is N⟶∝, any probability density
distribution can be approximated.

*e basic principle of Monte Carlo method is as follows.
In a high-dimensional space, it is required to solve the

following integral:

I(f) � 
x
f(X)p(X)dX. (3)

In the above formula, p(X) is a probability distribution,
f(·) is any integrable function of p(X) and satisfies
f: X⟶ Rnf, N independently distributed random sample
functions p(X) are drawn from the probability distribution
X(i) 

N

i�1, and then the probability distribution function
p(X) can be approximated by the sample functions of these
independent distributions as

pN(X) �
1
N



N

i�1
δ X − X

(i)
 . (4)

Among them, δ(X − X(i)) is the Dirac-Delta function, so
the integral formula to be solved can become the following
summation problem:

IN(f) �
1
N



N

i�1
f X

(i)
 

N⟶∞
⟶ I(f) � 

X
f(X)p(X)dX.

(5)

*is transformation from integration to addition is the
Monte Carlo method. It is not difficult to conclude from the
theorem of large numbers that IN(f) is unbiased, and the
Monte Carlo method converges to I(f).

Definition. σ2f ≜Ep(X)(f2(X)) − I2(f), so the variance of
IN(f) is (σ2f/N), and the following formula can be obtained
from the central limit theorem:

��
N

√
IN(f) − I(f)(  ⟶

N⟶∞
N O, σ2f . (6)

If the probability distribution function p(X) obeys the
Gaussian distribution, the random sample p(X) can be
obtained directly through the sampling of X(i) 

N

i�1. How-
ever, in practical applications, in many cases p(X) does not
satisfy the Gaussian distribution, so theMonte Carlomethod
can be used to solve this problem.

For discrete-time stochastic systems, in the known prior
state distribution p(X0), the solution of p(X0:k|Z1: k) can be
obtained according to the Bayesian estimation method:

p X0:k|Z1:k(  �
p Zk|Xk( p Xk|Xk−1( 

p Zk|Z1:k−1( 
p X0:k−1|Z1:k−1( .

(7)

*e posterior distribution p(X0:k|Z1:k) can be solved by
Monte Carlo method. In the case that the random process
does not satisfy the Gaussian distribution, the mathematical
expression of the posterior distribution is difficult to give
intuitively, so it is difficult to directly obtain the posterior
distribution. Defining q(X0:k|X1:k) is a conditional proba-
bility distribution that satisfies the non-Gaussian state, and it
has a larger support set than the posterior distribution. Select
N random samples from the recommended distribution to
get a sample set X

(i)
0:k 

N

i�1, which can get the following
formula:

q X0:k | Z1:k(  �
1
N



N

i�0
δ X0:k − X

(i)
0:k . (8)

Similarly, the expression of the posterior distribution can
be written as

p X0:k|Z1:k(  �
p X0:k|Z1:k( 

q X0:k|Z1:k( 
q X0:k|Z1:k(  � 

N

i�1
w

(i)
k δ X0:k − X

(i)
0:k .

(9)

Among them, w
(i)
k � (w

(i)
k /

N
i�1 w

(i)
k ) is the normalized

sample, which meets

w
(i)
k ∝

p X
(i)
0:k|Z1:k 

q X
(i)
0:k|Z1:k 

. (10)

From the above mathematical reasoning, it can be seen
that, in the non-Gaussian case, the posterior probability
p(X

(i)
0:k|Z1:k) can be approximated by a set of random

samples X
(i)
0:k, W

(i)
k 

N

i�1. *ese random samples are called
particles. *e method of obtaining the posterior probability
distribution through particle sampling is called importance
sampling method.

When calculating the Bayesian state estimation, the
above proposal distribution can be converted into a re-
cursive form, with the following formula:

Table 1: Relation between the vertex adjacency matrix and the behaviors of region and vehicle.

Vertex adjacency matrix
features Regional behavior Vehicle behavior

aij � 1, all aih ≠ 1(h≠ j)
Rui and Rvj one-to-one

correspondence Drive normally

aij � 1, exists ahj ≠ 1(h≠ i) Rui and Ruh merge into Rvj

Obstructed entry (area in frame k, both Rui and Ruh are single
vehicles)

aij � 1, exists aih � 1(h> j) Decompose Rui into Rvj and Rvh

Split (area Rui in frame k is a single vehicle)
Occlusion separation (occlusion exists in area Rui in the frame k)
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q X0:k|Z1:k(  � q Xk|X0:k−1, Z1:k( q X0:k−1|Z1:k−1( . (11)

According to the Bayesian state estimation equation, the
following formula can be obtained:

p X0:k|Z1:k( ∝p Zk|Xk( p Xk|Xk−1( p X0:k−1|Z1:k−1( .

(12)

Put these two expressions into equation (12), it is not
difficult to get

w
(i)
k ∝

p Z
(i)
k | X

(i)
k p X

(i)
k |X

(i)
k−1 p X

(i)
0:k−1|Z1:k−1 

q X
(i)
k |X

(i)
0:k−1, Z1:k q X

(i)
0: k−1|Z1:k−1 

� w
(i)
k

p Z
(i)
k |X

(i)
k p X

(i)
k |X

(i)
k−1 

q X
(i)
k |X

(i)
0:k−1, Z1:k 

.

(13)

Adding a normalization factor to formula (13) can
normalize w

(i)
k , so that, for the recursive Bayesian filtering

problem, w
(i)
k can be rewritten as

w
(i)
k ∝ w

(i)
k−1

p Z
(i)
k |X

(i)
k p X

(i)
k |X

(i)
k−1 

q X
(i)
k |X

(i)
k−1, Zk 

. (14)

In this way, the posterior probability p(Xk|Z1:k) can be
approximately written as

p Xk|Z1:k(  � 
N

i�1
w

(i)
k δ Xk − X

(i)
k . (15)

At this time, if the proposed distribution function is a
state prior distribution, it can be derived as

q X
(i)
k |X

(i)
k−1, Zk  � p X

(i)
k |X

(i)
k−1 . (16)

Bring the above formula into (15) is

w
(i)
k ∝ w

(i)
k−1p Z

(i)
k |X

(i)
k . (17)

*e process described above is the process of particle
filtering. *e entire process of particle filtering can be de-
scribed as follows:

(1) Initialization: at k � 0, according to the prior dis-
tribution p(X0), the initial particle set X

(i)
0 , w

(i)
0 

N

i�1

is obtained, where w
(i)
0 � (1/N).

(2) Sampling: for k � 1, 2, . . ., sample from the state
transition probability relationship p(X

(i)
k |X

(i)
k−1) to

calculate a new particle set X
(i)

k 
N

i�1
.

(3) Calculate the weight: calculate the weight w
(i)
k of the

particle X
(i)

k according to w
(i)
k ∝ w

(i)
k−1p(Z

(i)
k |X

(i)
k ),

and normalize the weight to obtain a new weight
X

(i)

k 
N

i�1
.

(4) Calculate the estimated state: according to the par-
ticle set p(Xk|Z1: k) � 

N
i�1 w

(i)
k δ(Xk − X

(i)
k ) ob-

tained in (17), the estimated state posterior

distribution can be calculated, and the state estimate
is

Xk � E Xk(  � 
N

i�1
w

(i)
k

X
(i)

k . (18)

(5) Resampling: according to the particle weight w
(i)
k , N

particles X
(i)
k 

N

i�1are retrieved from the particle set

X
(i)

k , w
(i)
k 

N

i�1
, and the new particle weight is (1/N),

thereby establishing a new particle set
X

(i)
k , (1/N) 

N

i�1.

3.1.2. Particle Filter Sampling Method. In the process of
particle filtering, the sampling method of particles will
greatly affect the performance of the algorithm. *erefore,
choosing a good sampling method is the key to the success of
the overall algorithm. *e Markov chain-Monte Carlo
sampling (MCMC) method is to sample a specific sample
X(i) from the proposed distribution q(X) and obtain the
state probability in the state space of X Markov chain of
distribution p(X) so that high-dimensional distribution,
invariant distribution, and Gibbs distribution are sampled
through Markov chain samples, and the method of random
simulation of sampled samples is Markov chain-Monte
Carlo Sampling method. *is sampling method is widely
used in many aspects of random simulation evaluation [7].
*e more important and outstanding sampling method is
the Metropolis-Hastings (MH) algorithm, which was first
proposed by Metropolis and later improved and improved
by Hastings on its basis. It becomes the current MH algo-
rithm. Its sampling method is

pa(X, X) � min 1,
p( X)q(X| X)

p(X)q( X|X)
 . (19)

X is the current system state, X is the sample value
obtained by sampling, p(X) is the invariant distribution of
theMarkov chain, q( X|X) is the recommended distribution,
and pa(X, X) is the acceptance probability of the required
Markov chain to transfer to X.

*e flow of the M-H algorithm is briefly described as
follows:

(1) Initialization: give the initial state X(0) of the system.
(2) Sample extraction: according to the previous system

status X(i− 1), candidate samples are sampled from
the recommended distribution.

(3) Acceptance probability: calculate the acceptance
probability pa(X, X) according to
pa(X, X) � min 1, (p( X)q(X| X)/p(X)q( X|X)) .

(4) Calculating the state transition: generate a uniform
random number u on the distribution of [0, 1],
compare the acceptance probability with u, if it is
greater than u, and complete the state transition,
namely,X(i) � X; otherwise, do not transfer, namely,
X(i) � X(i− 1).
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3.1.3. Solution to the Problem of Particle Degradation. In the
particle filter algorithm described above, after multiple re-
cursive operations, it is likely that only a few particles have
large weights, while the rest of the particles have small
weights. *ere are many particles with these small weights,
and they have very little impact on the overall particle filter.
In the calculation process, they take up a lot of time and
greatly increase unnecessary computing time. In extreme
cases, there may be only a few particles with very large
weights left, while the weights of a large number of other
particles are close to 0. Scholars call this phenomenon the
degradation of particles [8].

*e phenomenon of particle degradation is due to the
narrow support set of the particle’s proposed distribution
q(Xk|X0,k−1, Z1:k) and the particle’s posterior distribution
q(Xk|Z1:k), and there is only a small amount of overlap. In
the sampling calculation, only a small number of particles
are concentrated in the support. In this way, after Bayesian
estimation, the weight of these particles becomes very small.
After many times of this process, the weight of the particles
gets smaller and smaller and finally approaches 0. Since its
calculations have not changed, it still takes a lot of time. In
order to solve the problem of particle degradation, Liu et al.
proposed the concept of effective particle number and de-
fined a relation:

Ts ≈ 
k

i�1
wkρk. (20)

Since the above formula is more complicated to calcu-
late, the following simple formula is often used instead of the
above formula:

Neff �
1


N
i�1 w

(i)
k 

2. (21)

*e degradation phenomenon of particles makes the
weight of only a few particles larger, and the accuracy of
using a few particles to express the probability distribution is
low. *erefore, the degradation phenomenon of particles
greatly compromises the reliability of particle filtering. How
to avoid particle degradation or how to improve particle
degradation had become the focus of research by many
scholars. *e more effective and efficient algorithm is the
resampling method. *is method is to add the resampling
calculation after calculating the particle weight and resample
the particles according to the particle weight. Particles with
small weights are deleted to avoid taking up a lot of cal-
culation time, and particles with large weights remain. At the
same time, in order to ensure the number of particles, the
particles with large weights are divided, and multiple
sampling algorithms are used. *e sampling variance is
Var(Ni) � Nw

(i)
k (1 − w

(i)
k ). In order to improve the effec-

tiveness of sampling, the sampling variancemust be reduced.
At this time, system sampling can be used. It is a sampling
method with a very small sampling variance.

*e process diagram of particle resampling is shown in
Figure 6 as follows.

Figure 6 clearly illustrates the whole process from par-
ticle generation to weight change and resampling, that is, the
overall implementation process from the posterior proba-
bility p(xk−1|z1:k−1) at time k − 1 to the posterior probability
density p(xk|z1:k) at time k. *e black solid dots represent
the particles in the particle filter, and its size reflects the
relationship between the particle weights. *e particle
weight represented by the large black dot is greater than the
particle weight represented by the small black dot. *e
researcher initially assumed that there are ten particles, and
the weights of these ten particles are all equal to (1/N). *e
curve in the figure above represents the distribution state of
all particles. *e particles passing through the peak have a
greater weight than those passing through the trough.

(1) After ten particles with equal weights have passed the
first curve, the weights of the ten particles have
changed correspondingly due to the different posi-
tions of the crests and troughs of the passing curves.
*e weight of the particle passing through the wave
crest is larger, and the weight of the particle passing
through the trough is relatively smaller. *e sche-
matic diagram of the particle weight at k − 1 shown
in the figure above is obtained.

(2) After step 1, the weights of ten particles have
changed. At this time, the resampling algorithm is
used to keep the particles with larger weights. Par-
ticles with small weights are discarded and no longer
participate in calculations, reducing the amount of
subsequent calculations and leaving the number of
effective particles.

(3) After step 2, the particles with larger weights are
retained, and they are repeatedly sampled to ensure
that the number of particles does not decrease after
sampling, and it is still ten particles. And the weights
of ten particles are the same as the initial ones, and
the prior probability density of particle k is obtained.

(4) *e number of resampled particles and the weight of
each particle are exactly the same as the moment
k − 1. At this time, ten particles are observed to
obtain the posterior probability density of the par-
ticles, and the entire process of particle resampling is
completed.

*rough the above calculation, the influence of small
weight particles on the filtering algorithm is well eliminated.
On the premise of ensuring the diversity of particles, the
researchers remove particles with smaller weights, which
greatly improves the utilization of calculations and the ac-
curacy of filtering.

*e aforementioned algorithm to avoid particle degra-
dation can be briefly described as follows:

(1) Weight calculation: for the sampled particle set
X

(i)

k , w
(i)
k 

N

i�1
, set the initial weight c1 � w

(1)
k , and

use this to calculate the cumulative weight
ci � ci−1 + w

(i)
k .
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(2) Calculating the random number: calculate the uni-
formly distributed random number on [0, N− 1],
namely, u − U[0, N− 1].

(3) Resampling: for the range of j � 1: N,
u1 � u + N− 1(j − 1), if u1 > c, then calculate the next
weight; otherwise X

(j)

k � X
(i)

k and w
(j)

k � N− 1.

*e flowchart of particle filtering is shown in Figure 7.

3.2. Vehicle Tracking Algorithm Based on Improved SPF

3.2.1. Segmentation of Moving Vehicles. Particle filter al-
gorithm (SPF) is based on segmentation compensation [9].
In the process of tracking the target vehicle, this algorithm
divides the target into multiple regions and selects the local
features of the target from these regions. If the tracked target
is partially occluded or morphologically changed during the
tracking process, other areas of the target can be used instead
of tracking, which can make the particle filter more accurate
and applicable. After the target is located, the target to be
tracked needs to be segmented, and the tracking frame is
equally divided into the following nine regions as shown in
Figure 8.

Similarly, segmentation methods such as 2 × 2 or 4 × 4
can also be selected, but 2 × 2 segmentation has less effect on
the segmentation of the target frame and loses the meaning
of tracking frame segmentation. When the video resolution
is not high, dense segmentation such as 4 × 4 or even 5 × 5

c

i = 1,……, N = 10 particles

p (xk - 1|z1:k - 1)

p (xk |z1:k)

p (xk |z1:k)

1

2

3

4

{x̃k
(i)

}

{x̃k
(i)

}

{x̃k-1,
}

(i)

{x̃'k-1,
}

(i)

{x̃k-1,w̃
}

(i)

Figure 6: Schematic diagram of particle resampling.
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Figure 7: Particle filter target tracking flowchart.
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makes the resolution of the segmented area too small and
fewer features are extracted from it, which is not conducive
to the continuous tracking. *e segmentation of the 3 × 3
region selected in this paper is more practical and has no
emphasis on the global average distribution. It can be ap-
plied to most target tracking situations, and the region with
the best local features can be selected from these nine
segments for vehicle track.

After the segmentation area is obtained, it is necessary to
select a suitable segmentation area for tracking during the
tracking process. For the 1-9 segmented regions defined in
the above figure, the researcher defines the concept of
segmentation adjacent. *e adjacent bits of segment 1 are
segment 2 and segment 4, and the adjacent bits of segment 5
are segment 2, segment 4, segment 6, and segment 8, and so
on. After obtaining the relationship of adjacent bits, the
selection rule for segmentation is defined as follows: the
feature histogram of the segmented block and the feature
histogram of adjacent bits are better if the Bhattacharyya
coefficient is smaller. *e Bhattacharyya coefficient is the
similarity coefficient, which is defined as

ρ p y0( , q  � 
m

u�1

���������
pu y0( , qu


. (22)

*e value range of its value is between 0 and 1, and the
value of ρ reflects the similarity of the calculated two models.
*e larger the ρ value is, the higher the similarity of the two
models. For the segmented region, the larger the ρ value of
the adjacent bits, the higher the similarity between the two
adjacent bits. In other words, the correlation is large and can
be replaced by adjacent bits. *erefore, we take the seg-
mentation area with a small ρ value, that is, the segmentation
area with low similarity to the neighboring bits, and discard
the segmentation area with a large ρ value.

After obtaining the segmentation area with small corre-
lation, find the mean value of the Bhattacharyya coefficients of
all the adjacent positions of the segmentation area; that is,

ρmean �


k
i ρi

k
. (23)

For example, for segment 5, it is to find the Bhatta-
charyya coefficients of segment 2, segment 4, segment 6, and
segment 8 and then add the sum and average.

After calculating the ρ values of all 9 segments, select the
smaller segmentation area, and perform target tracking on
the selected area.

3.2.2. Motion Compensation for Segmented Areas.
Figure 9 is the particle distribution map formed by the
segmented area at a certain time t during the vehicle tracking
process. It can be clearly seen that the particles are dis-
tributed around the center of the segmented area.

*e following figure shows the position A where the
segmented area A moves at t + 1 during the target tracking
process. *e particle distribution shown in the figure is still
the particle distribution at time t.

Figure 10 shows the position where the segmented area
A moves at t + 2 during the target tracking process. *e
particle distribution shown in the figure is the particle
distribution at t + 2.

*e situation in Figure 10 is exactly the same as that in
Figure 11. Due to the faster movement of the segmented
area, there are fewer particles at the location of the seg-
mented area at t + 1, and the target is located at the position
of the small red dot in Figure 11. At this time, if the re-
searcher adds an offset to these particles to make the position
of the particles shift to the direction of the target movement,
the particles at t + 1 can be shown in Figure 10, and the
particle distribution at t + 1 can be obtained. It is not the
distribution centered on the position of the small red dot,
but there is some deviation in the direction of the target
movement, which is closer to the true position of the target
in Figure 11. In this way, the segmented area tracked at t + 2
after offset compensation is shown in (D).

Comparing the tracking frames in Figures 11 and 12, we
can see that the target position is closer to the real one. *e
problem of tracking failure in Figure 10 does not occur.

*e particle center is represented by the following
formula:

Pp � Pp + θTs. (24)

Pp represents the current position of the particle, Ts

represents the movement displacement of the vehicle in the
previous frame, and θ represents the weighted value. *e
value of θ is generally between 0.3 and 0.7 according to the
movement form of the tracking target. In this paper, the
median value is 0.5. In the application process, the particles
scattered in the segmented area are added with an offset to
improve the problem of large target positioning deviation
caused by rapid target movement.

1 2 3

4 5 6

7 8 9

Figure 8: Schematic diagram of target segmentation.

10 Complexity



3.2.3. Optimized Vehicle Tracking Based on SPF Algorithm.
Assume that the segmentation area with a smaller ρ value
obtained in the previous section is segment 1, segment 5, and
segment 9 and the center of the tracking frame is the black
spot position, as shown in Figure 13.

*en, this paper uses the target tracking results of these
three segmented regions to locate the overall target motion
and obtains segment 1, segment 5, and segment 9 target
tracking results as shown in Figure 14.

*e final motion position of the target is the vector sum
of segment 1, segment 5, and segment 9, which can be
expressed by the following formula:

Ts ≈ 

k

i�1
wkρk. (25)

Ts represents the motion displacement of the overall target,
ρk represents the motion displacement of the segmentation,
and wk is the weight of each segmentation. If there is no
special target tracking situation, wk can be set to the same
value and the researcher only normalize the motion of all
segmented regions. *e final target tracking and positioning
result is shown in Figure 15.

*e advantage of such segmentation tracking is that,
firstly, the segmented areas with greater correlation are
eliminated, and they can be replaced with segmented areas

Figure 11: Particle distribution diagram at time t + 2.

Figure 12: Particle distribution diagram at time t + 2.

Figure 9: Particle distribution diagram at time t.

Figure 10: Particle distribution diagram at time t + 1
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related to them, which reduces the amount of calculation
accordingly. On the other hand, each small segmented area
is equivalent to the target tracking of a small object, and the
particle filter method is used to track it to ensure the ac-
curacy of its tracking. In this way, the positive and negative
errors of the target tracking result of the entire tracking
frame obtained from the vector sum of the vehicle tracking
results in a plurality of small segmented regions are offset,
the tracking error is reduced, and the tracking accuracy is
improved.

4. Test Analysis of Vehicle Tracking

4.1. Comparison of Tracking Performance of Different
Algorithms. In order to verify the performance of the im-
proved algorithm proposed in this chapter for vehicle

tracking, this article uses the mainstream domestic Monte
Carlo and convolutional neural network vehicle tracking
algorithms to compare and first process the video 05 acci-
dent. *e size of the video in Figure 16 is 432∗240, and the
number of frames is 125. *is video is a video of a vehicle
driving on a highway shot in a helicopter. In the video, a
black car rolls over when it collides with another car while
driving at a high speed. *e tracking success rate, tracking
accuracy, and algorithm time-consuming of the two algo-
rithms are compared by tracking the target vehicle [10].

*e tracking results of the three algorithms are shown in
Figures 17–19, the red box represents the real tracking that
passed the algorithm, and the blue box represents the false
tracking that the algorithm failed to track.

*e comparison results in the above figure can be di-
vided into three sections to analyze:

(1) Vehicle driving at high speed: Both Monte Carlo
algorithm and SPF algorithm can accurately track
vehicles, but SPF algorithm tracking is more
accurate.

(2) Vehicle collision: *e tracked vehicle suddenly oc-
cludes and rotates, and at the same time, it is ac-
companied by the appearance of similar objects. *e
other two algorithms get wrong tracking results,
while the SPF algorithm tracks accurately.

(3) Vehicle out of control: Large-scale rotation and
deformation of the vehicle. At this time, because
similar vehicles leave the screen, the other two al-
gorithms cannot track the target, the tracking frame
turns blue, and the SPF algorithm still successfully
tracks the target.

4.2. Analysis of Tracking Results

(1) *e vehicle is traveling at high speed: Both algo-
rithms in the first segment of the video successfully
track the target vehicle, but due to the high-speed
movement of the target vehicle, the Monte Carlo

1

5

9

Figure 13: Schematic diagram of selecting partition area.

9

1

5

9

1

5

Figure 14: Schematic diagram of tracking results of segmented
regions.
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Figure 15: Schematic diagram of target tracking results.
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Figure 16: Original video frame.

Figure 17: *e tracking results of the particle filter algorithm for segmentation compensation in this paper.

Figure 18: Monte Carlo tracking results.

Figure 19: Convolutional neural network vehicle tracking.
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Figure 20: Comparison of vehicle offset distances with different algorithms.
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algorithm is successful in tracking the target. *e
targets at t + 1 are always scattered at the edge of the
target area at t, leading to tracking deviation prob-
lems. In this case, there will be an error rate of
tracking deviation of 4.7204.

*is video has a total of 28 frames. *e method in the
previous section is used to compare the deviation between
the target tracked by the three algorithms and the real target.
*e results are shown in Figure 20.

Table 2 also shows the advantages of the SPF algorithm
proposed in this chapter in tracking high-speed moving
vehicles, and the average error is reduced by 16.48%.

5. Conclusion

In regard to the road traffic environment, this article focuses
on moving vehicle target tracking technology to complete
the research. It is the future development trend to flexibly
solve road traffic problems through intelligent trans-
portation systems. Among them, the vehicle target tracking
algorithm is one of the key technologies, which is also an
important research direction of image processing and
computer vision. Vehicle tracking technology is a subject
that combines many advanced technological achievements
such as image processing, pattern recognition, and auto-
matic control.

*e following innovations are worth noting:

(1) *rough the corresponding relationship between the
vertex adjacency matrix and the regional behavior
and vehicle behavior, this paper constructs the vertex
adjacency matrix that reflects the characteristics of
the undirected bipartite graph and simplifies the
logic to complete the regional behavior analysis and
vehicle behavior analysis.

(2) By dividing the target area, this paper selects the local
features of each part of the target and draws the
conclusion. If the tracked target is partially occluded
or changed in shape during the tracking process,
other areas of the target can be used instead of
tracking, which optimizes the accuracy and appli-
cability of particle filtering.
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In spectrum sharing cognitive radio networks, unauthorized users (secondary users) are allowed to use the spectrum of authorized
users (primary users) to improve spectrum utilization. Due to limited spectrum resources, how to formulate a reasonable
spectrum allocation scheme is very important. As a mathematical analysis tool, game theory can solve the problem of resource
allocation well. In recent years, it has been applied to the research of resource allocation in spectrum sharing networks by some
literatures. In a cellular network consisting of multiple cellular users and full-duplex end-to-end communication users D2D
(device-to-device), the self-interference caused by full-duplex communication and the interference caused by the D2D users to the
cellular users will significantly reduce system throughput. In order to reduce the interference in the network, this paper introduces
a power control algorithm based on Stackelberg game, which sets the cellular users and D2D users as the leaders and followers,
respectively. *e cellular users and the D2D users compete with each other to minimize the cost, and we propose new utility
functions. We build an optimization problem under the outage probability constraint and power constraint and the transmission
power of the users is obtained by using the Lagrangian dual decompositionmethod.*e simulation results show that the proposed
game algorithm improves network performance compared with other existing schemes.

1. Introduction

With the rapid development of 5G technology, more and
more mobile devices are required to access, making spec-
trum resources even poorer. *e traditional spectrum
sharing scheme is a static spectrum allocation mode. It is to
allocate some fixed frequency bands to users of some specific
networks. *ese specific users are authorized users (primary
users). Users in networks that have not been allocated
spectrum resources are unauthorized users (secondary
users). In the past, these unauthorized users (such as Wi Fi
users) could only use a small number of users.

Crowded public open unauthorized spectrum, while
most authorized frequency bands are sometimes idle (such
as TV frequency bands). In order to improve the utilization
rate of radio spectrum and make good use of radio spectrum

resources reasonably, a dynamic sharing scheme must be
proposed to allocate radio spectrum resources more effi-
ciently. *erefore, cognitive radio (CR) technology is pro-
posed in this environment. As a new concept, cognitive radio
technology promotes the development of wireless com-
munication industry, improves the utilization efficiency of
spectrum resources, and provides a brand-new idea for
realizing the sharing of spectrum resources.

*e high transmission rate of 5G cellular network can
effectively promote the realization of Internet of *ings
(IoT) and smart city. However, the big data brought by the
Internet of *ings and smart cities may overload 5G cellular
networks due to limited spectrum resources, and mobile
communication networks gradually cannot meet people’s
exponential demand for wireless mobile data traffic. D2D
technology can relieve the pressure of the upcoming core
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network traffic and is considered as a promising way to solve
this problem. D2D communication allows direct commu-
nication between devices without using base stations for
relay, and the transmission distance of D2D pairs is short.
Spectrum efficiency can be significantly improved through
spectrum multiplexing of cellular users. *erefore, D2D
communication has the advantages of reducing the network
burden of cellular users, reducing the power consumption of
mobile terminals, improving the robustness of network
infrastructure, improving spectral efficiency and system
capacity, reducing user network delay and power con-
sumption, expanding network coverage, etc. D2D technol-
ogy can be used in machine-to-machine communication,
car-to-car communication, content distribution, location-
aware services in smart cities, social networks, proximity
online games, electronic health care, and public safety
services. However, in order to realize D2D communication,
several challenging problems need to be solved, such as
equipment discovery, spectrum resource allocation, inter-
ference management, power control, communication se-
curity, etc.

With the popularization of the fifth-generation mobile
communication network and terminal equipment, the re-
quirement for high-speed transmission of the network is
becoming higher and higher. Traditional LET network
technology cannot meet the requirements of high com-
munication services, especially high-speed services. *us,
device-to-device (D2D) mode of direct communication
between close-range terminals and terminals has been
proposed in this context. *is communication mode shares
spectrum resources with cellular users in cellular networks
to improve the capacity and spectrum utilization of network
systems. It has become one of the most popular research
technologies recently. At the same time, simultaneous full-
duplex D2D communication technology can support two
communication devices to transmit and receive at the same
frequency band in the wireless cellular network, and further
improve the spectrum utilization [1]. However, how to
reduce power interference among users is a key problem,
such as D2D user interference, D2D user interference to
cellular users, and D2D user self-interference.

2. Related Work

In order to solve the resource management problem in D2D
cellular network, some non-cooperative or cooperative game
theory schemes are proposed in [2–5], which are used to
control the power problem of DD users and cellular users in
D2D cellular network, reduce the interference between
users, and maximize the capacity of users in the network. In
addition, the convergence of user transmit power is also
analyzed in this paper. However, these works basically only
consider half-duplex D2D communication mode. *erefore,
the scheme of user power control and interference man-
agement in D2D full-duplex communication mode is pro-
posed in [6–8]. Literature [6] proposes a rate maximization
model to improve the total rate of full-duplex D2D com-
munication network and minimize the interference of D2D
users to cellular users. In [7, 8], a power optimization scheme

is proposed to maximize the total rate of cellular subscribers
and D2D pairs in the presence of two directional interfer-
ence. In addition, the paper [9, 10] proposes an efficient
adaptive user power control scheme, which further reduces
the interference between users and improves the system
performance. In document [11], in order to reduce user
interference, an interference cancellation scheme of cell
network selection model is designed. However, most of the
existing work neglects studying the power control of mul-
tiple cellular users and multiple D2D users in full-duplex
D2D communication networks. In addition, the user’s re-
quirement for interruption probability has not been taken
into account in the establishment of the model. Although
reference [3] considers the interruption probability con-
straints of the network, it only considers the half-duplex
communication mode, and its utility function does not
consider the network power saving in order to maximize the
network throughput. Zulhasnine et al. proposed a greedy
algorithm based on the maximum throughput of the system
and proposed an optimization strategy from two aspects of
D2D communication users multiplexing the uplink and
downlink resources of cellular users. *e allocation problem
of D2D to users’ cell radio resources was summarized as a
mixed integer nonlinear programming problem [12]. Min
et al. proposed a D2D mode selection scheme for users in
downlink, which reduced the interference between com-
munication users [13]. Yu et al. proposed a joint mode
selection and resource allocation algorithm, which achieves
the effects of maximum capacity and minimum commu-
nication interference of the communication system [14].
Xiao et al. studied the algorithm of D2D on the transmission
power of users and cellular users and proposed a scheme to
adjust the transmission power of users under different
communication modes to control the interference between
communication users [15]. Hassan et al. proposed a two-
stage resource allocation algorithm to minimize system
interference while maintaining the total rate of the target
system. Firstly, a weighted two-part matching algorithm is
used to minimize interference and obtain a feasible initial
solution, and then local search technology is used to improve
the solution [16]. Nguyen et al. and others studied from the
geographical location of the cell where the users are located,
established communication restricted areas according to the
interference between users, and implemented different
communication mode strategies in different areas, thus
improving the overall communication quality of the system
[17]. Ningombam and Shin proposed a radio resource al-
location and power control scheme to reduce D2D inter-
ference to multiplexed uplink cellular resources [18]. A radio
resource allocation scheme is proposed by using a cell
sectorization method to reduce interference in D2D com-
munication of LTE-A uplink cellular network. Jaheon et al.
proposed a scheme combining resource allocation and
power control. *e scheme firstly coordinates the interfer-
ence introduced by D2D to a certain extent by allocating
reasonable multiplexing resources for D2D users and ap-
propriately adjusts the transmission power of D2D users to
ensure controllable cellular link interference [19]. Fodor
et al. proposed a solution to share spectrum resources
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between cellular mobile devices and D2D, thus improving
the spectrum efficiency and energy efficiency of traditional
cellular networks [20]. Doppler et al. explained the session
and management mechanism of D2D communication and
how to limit the interference of D2D communication to
cellular networks [21]. Kim et al. proposed a D2D link radio
resource allocation strategy for interference between D2D
users and cellular users [22]. Li et al. proposed a radio re-
source allocation scheme to minimize the interference be-
tween communication users [23, 24], aiming at the
interference problem generated in the communication
system where D2D communication users coexist with cel-
lular users and D2D technology is combined with Multi-
User Multiple-Input Multiple-Output (MU-MIMO)
technology.

*erefore, this paper proposes a power control algorithm
for multiple cellular users and D2D users in full-duplex D2D
communication with channel interruption constraints based
on Stackelberg game. Considering the interference and self-
interference in two directions amongD2D users, we set cellular
users and D2D users as leaders and followers, respectively.
Cellular users and D2D users compete with each other to
minimize their cost effectiveness (network power consump-
tion), and propose a new utility function. Under the condition
of channel interrupt constraint and power constraint, the
optimization problem is constructed, and the transmission
power of users is obtained by using Lagrange dual decom-
position method. *e simulation results show that the pro-
posed game algorithm improves network throughput and
reduces bit error rate.*e second part introduces related work;
the third part introduces the system model; the fourth part
introduces the Stackelberg game theory method; the fifth part
introduces the Stackelberg game solution; the sixth part in-
troduces simulated experimentally.

3. System Model

*e systemmodel of cellular network is shown in Figure 1. A
single base station is located in the cell center of the network.
It has K cellular users. Cellular users have the priority to use
the base station to allocate the channel. M D2D user’s pair
and D2D users pair are allowed to share the communication
channel of cellular users, and D2D users adopt full-duplex
communication mode. Suppose each D2D user has two
antennas, one for transmitting signals and the other for
receiving signals. Define the path loss and multipath fading
channel coefficients of the cellular subscriber K and its re-
ceiver between the base stations as Lmk and hkk; for the path
loss and multipath fading between the m-th D2D user pair
and the k-th cellular subscriber and the base station, re-
spectively, the channel coefficients are Lmk and hmk, re-
spectively; the path loss and multipath fading channel
coefficients between the m-th D2D pair are Lm and hmm,

respectively, and for the path loss and multipath fading
channel between the m-th D2D pair and the i-th user, the
coefficients are Lim and him, respectively. *e fading coef-
ficient obeys the CN(0, 1) independent Gaussian distribu-
tion. Cellular user k has a transmit power of Pk. On the k-th
cellular user channel, the powers of the first user (D1) and
the second user (D2) of them-th D2D pair are pk

m and ampk
m,

respectively, where A is defined as the coefficient of the
transmit power between D1 and D2. We assume that each
cellular user transmits simultaneously on a single channel
and that each cellular user’s channel can simultaneously
transmit all D2D pairs to the user.

*e signal-to-interference and noise ratio (SINR) re-
ceived by the k-th cellular subscriber at the base station is
defined as

ck �
pkLk hkk



2


M
m�1 1 + αm( p

k
mLmk hmk



2

+ N0

, (1)

where L represents the path loss factor and L � d−3, where d
represents the distance between the user’s transmitter and
receiver, and N0 represents the noise power.

Since the current self-interference suppression tech-
nology cannot completely eliminate self-interference [9], the
power of residual self-interference is defined as pSI � ηp,
where pSI is the power of residual self-interference,
η(0≤ η≤ 1) is the cancellation coefficient of self-interfer-
ence, and p represents the transmitting power of the
transmitting end. On the k-th cellular user channel, the SINR
received by D2 is defined as

c
k,D1⟶2
m �

p
k
mLm hmm
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Figure 1: Cellular network model.
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where Lm,SI and hm,SI represent the self-interference path loss
and fading channel coefficients of the m-th D2D pair to the
user, respectively. Similarly, we can get the SINR of D2 to D1
on the k-th cellular user channel as c

k,D2⟶1
m .

When the cellular user K’s SINR value is lower than the
threshold ck , its communication will be interrupted, and the
cellular user’s outage probability pC

k,out(pkP−k) is expressed
as [13]

P
C
k,out pk,p−k(  � 1 − exp −

ckN0

pkLk

 

M

m�1

· 1 +
ck 1 + αk

m( pk
mLmk

pkLk

 

−1

,

(3)

where P−k represents the power vector of the user other than
the cellular user on the channel of the k-th cellular user.
Since the cellular user k has the constraint ξk of the channel
outage probability, pC

k,out ≤ ξk, it can be obtained by formula
(3):

1 − ξk ≤ exp −
ckN0

pkLk

 

M

m�1
1 +

ck 1 + αk
m( pk

mLmk

pkLk

 

−1

.

(4)

Similarly, on the channel of the cellular user k, when the
SINR value ck

m of the D2D to the user is less than the target
threshold ck

m of the SINR, the probability of the interruption
of the m-th D2D pair (from D1 to D2) can be defined as

P
D1⟶2
m,out p

k
m, pk

−m  � 1 − exp −
c
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(5)

where P−k represents the transmit power vector of all other
users except the k-th D2D on the first channel. If the
probability of break c

k,D2⟶1
m,out is less than the interrupt

threshold ξm, c
k,D2⟶1
m,out ≤ ξm, the constraint of the probability

of interruption can be obtained:

1 − ξm ≤ 1 − exp −
c

k
mN0

p
k
mLm

− x
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m
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where x
D1⟶2
m � ((ck

mηm,2αmLm,SI|hm,SI|
2)/Lm).

Similarly, the probability of the first D2D pair (from D2
users to D1 users) can be defined as

1 − ξm ≤ 1 − exp −
c

k
mN0

αmp
k
mLm

− x
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m
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where x
D2⟶1
m � ((ck

mηm,1Lm,SI|hm,SI|
2)/(αmLm)).

4. Stackelberg Game Theory

4.1. Traditional Noncooperative Game Model. In cognitive
radio network system, it is considered that secondary users
are access users who will not cooperate with each other; then
there must be conflicts between secondary users, which plays
an extremely important role in analyzing complex and
competitive cognitive radio networks with noncooperative
game theory. Let Θ � κ, Pk  Uk(p)   be NPG model and
κ � [1, 2, 3, . . . , K] be the set of perceived users. Pk is the
power set of secondary user k; its revenue function is Uk(∗).
In order to solve the problem that the game model cannot
obtain the global optimal transmission power solution, a
linear cost function is introduced into the utility function of
the secondary user, and the benefit function expression of
NPGP model [25] is defined as follows:

NPGP: max
pk∈Pk

Uk pk, P−k(  �
LR

Mpk

1 − e
− ck/2( ) 

M

− c1pk, k ∈ κ.

(8)

In the formula,M is the total number of bits per frame; L
is that number of valid information bit (L & lt; M); R is
transmission rate; c1 is a penalty factor; P is secondary user
transmit power vector: p � ( p1, . . . , pk), P−k is the power of
other users besides perceiving user k.

Utility function Uk represents the final income of users
after the game in bits/joules. However, the above penalty
factor is a constant, and due to different interferences
caused by users, it is unfair to set it in this way. *rough
the introduction of the above-mentioned related game
schemes, the improved penalty function [26] is expressed
as follows:

NPGP − MSFLA: Uk pk, P−k(  �
LR

Mpk

1 − e
−ck/2( ) 

M

− c1e
pk − c3 ck − c

min
k .

(9)

In the formula, c2 and c3 are constant cost factors.
Let f1(ck) be an effective function when data trans-

mission is successful. Generally, it is modulated by frequency
shift keying. *e expression is defined as follows:

f1 ck(  � 1 − e
−ck/2( ) 

M

. (10)

In the game model of [27], a new benefit function is
designed, in which the penalty function is a nonlinear
function set according to the interference of users and the
signal-interference-noise ratio, and the utility function is
defined.

NPGP − ESIA: Uk pk, P−k(  �
LR

Mpk

1 − e
−ck

1 + e
ck−cmin

k

 

− αe
β ck/cmin

k( )−1( ) pk

p
th.

(11)
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In the formula, α is that trim factor of the penalty
function and is constant; β is that trim factor of the penalty
function and is constant; pth is threshold of average power.

4.2. Stackelberg Game Model. Stackelberg’s game model is
actually an orderly game model; that is, some actors can act
first and are called leaders. However, the users who act later
make corresponding action strategies according to the users
who act earlier, which are called followers. *is is the
Stackelberg game. At the top of the game, leaders will choose
the best action to maximize their benefits when they know
the relevant information of followers. At the bottom of the
game, followers make the best strategy through noncoop-
erative game under the condition of understanding the
relevant behaviors of leaders. *e Nash equilibrium solution
of Stackelberg game is called Stackelberg equilibrium (SE).
*e game leader will formulate his own optimal response
function considering the follower’s response information,
which is defined as follows:

S
∗
F ≤ argU SL( . (12)

Leaders get their best action strategy S∗F when maxi-
mizing their own benefit function. At this time, followers
choose the best action strategy S∗F according to the leader’s
response S∗L to maximize their own interests.

S
∗
L ≤ argU SL( . (13)

After many games, Stackelberg equilibrium solutions
(SSEF , SSEL ) can be obtained. Both parties change their strat-
egies according to the information of other participants to
further improve their income. Stackelberg equilibrium so-
lution: the behavioral strategy set (SSEF , SSEL ) is the strategic
equilibrium solution of Stackelberg’s game. For any leader
∀i ∈ K,

Ui S1, . . . , S
SE
i , . . . , SK, . . . , S

SE
L 

≥Ui S1, . . . , Si, . . . , SK, . . . , S
SE
L , ∀i.

(14)

For any one of the followers ∀j ∈ N,

Ui S1, . . . , S
SE
j , . . . , SK, . . . , S

SE
F 

≥Ui S1, . . . , Sj, . . . , SK, . . . , S
SE
F , ∀j.

(15)

*e power control model can adopt Stackelberg game
algorithm to control the transmission power of cognitive users
according to the different order of primary and secondary
users’ strategies. In addition, since most literatures do not
consider the outage probability constraints of primary users
and secondary users into the system model, taking the con-
straints into account will improve the practicability of the
algorithm, and Lagrange optimization method and KTT
scheme are used to obtain the optimal transmission power of
each user on the corresponding channel.

*e power control strategy between cellular users and
D2D to user can use the Stackelberg game model to solve
power control problems. Specifically, cellular users are
leaders, first taking action, setting the market price to sell the
spectrum resources they use; D2D pairs are followers, ob-
serving the leader’s actions and taking appropriate actions,
by paying the main user’s corresponding fees to share the
licensed band of cellular users. Both cellular users and D2D
pairs are selfish, and they are designed tominimize their own
costs under outage constraints, thereby building a corre-
sponding benefit function.

We first analyze the leader subgame of cellular user
power control issues. Cellular users aim to minimize their
cost by providing interference prices to D2D pairs. *e cost
utility of the leader (cellular users) can be defined as their
own transmit power minus the gain from the D2D pair by
sharing resources with all D2D pairs. *e utility cost
function for cellular users is expressed as

Qk pk, p−k, ck(  � pk − ck 

M

m�1
1 + αm( p

k
mLmk hmk



2

 ,

(16)

where ck represents the interference price of the cellular user
k.

*e optimization issues for cellular users are as follows:

minQk pk, p−k, ck( 

s.t. (4).
(17)

For a follower’s subgame, the cost function for each D2D
pair is the total power allocated on the channel of all cellular
users plus the cost paid for using the cellular user’s channel.
*erefore, the cost function of the first D2D to the user can
be expressed as

Um pm, p−m, c(  � 
K

k�1
1 + αm( p

k
m 

+ 
K

k�1
ck 1 + αm( p

k
mLmk hmk



2

 ,

(18)

where Pm represents the power vector of the m-th D2D pair
to users on all k-cellular user channels,
P−m � (P1,P2, . . . ,Pm−1, . . . ,Pm+1, . . . ,PM) represents the
transmit power matrix of all other D2D pairs, and
c � (c1, c2, . . . , ck) represents the price vector that the m-th
D2D user pays to all cellular users.

*erefore, the first D2D pair is intended to solve the
problem of multi-channel power control. *e specific
problems are

min Um pm,p−m, c( 

s.t. (6)(7).
(19)
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Since constraints (4), (6), and (7) are nonconvex, the
games (17) and (19) under constraints are nonconvex.
*erefore, we can optimize problems (17) and (19) by using

the logarithm of the variable: pk � log(pk), pk
m � log(pk

m).
*erefore, the optimization problems in (17) and (19) are
translated into

minQk e
pk , e
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(20)
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1
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(21)

In the system herein, the cellular user’s channel is fixed. For
example, each cellular user occupies one subchannel, and then
the D2D user selects whether to share the cellular user’s
channel for communication according to the cellular user
channel condition. *erefore, this paper introduces the
Stackelberg game theory to control the user power andmanage
the D2D user access cellular user channel; that is, the cellular
user performs its own transmit power according to its own
utility function (equation (16)), while the D2D user selectively
accesses the cellular user’s channel and controls its own
transmit power according to its utility function (equation (18)).

*e solution to the Stackelberg game is to analyze the
existence and uniqueness of the Nash equilibrium. *e tree
constraint functions of (20) and (21) have P

c

m,out(pk, P−k),
P

D1⟶2
m,out (pk

m, P
k

−m), and P
D2⟶1
m,out (pk

m, P
k

−m). *e performance
problem of Nash Equilibrium can be expressed as follows.

Theorem 1. 8e subgame of D2D to the user (follower) is the
existence of Nash equilibrium and is unique.

Proof. For each D2D pair, ∀m ∈M, the interrupt constraint
functions P

D1⟶2
m,out (pk

m, P
k

−m) and P
D2⟶1
m,out (pk

m, P
k

−m) are strictly
convex functions and are monotonically decreasing in pk

m.
*e power vectors Pk � pk

m; ∀m ∈M  in the Hessian
matrices P

D1⟶2
m,out and P

D2⟶1
m,out are both non-negative.*erefore,

problem (21) is obviously an optimization problem of
strictly convex constraints, NE always exists, and there is a
unique optimal solution.

Theorem 2. 8e subgame of a cellular user (leader) is the
existence of Nash equilibrium and is unique.

Proof. For each cellular user, the ∀k ∈ K, the k-th cellular
user’s interrupt constraint function is P

c

m,out(pk, P−k); the
interrupt constraint function is a strict convex function
and is about the pk

m monotonically decreasing function.
*erefore, problem (20) is an optimization problem of
strict convex constraints, and there is a unique optimal
solution.

*e Nash equilibrium of the Stackelberg game consists
of the Nash equilibrium of the follower subgame and the
Nash equilibrium of the leader subgame and analyzes the
existence and uniqueness of the Nash equilibrium of the
Stackelberg game. *e Nash equilibrium of the leader’s
subgame exists and is unique. For a given power allocation
scheme, the Nash equilibrium of the follower subgame
exists and is unique.

5. Stackelberg Game Solution

Since the optimal power control problems of (20) and (21)
have constraints, if the complexity of solving the subproblem
is higher with the distributed algorithm, we use the La-
grangian dual decomposition method to solve problem (20).
And (21) optimizes the problem with the most transmit
power.

5.1. D2D Solves the User’s Optimal Transmit Power. D2D
minimizes its cost utility by observing the interference price
vector c set by all cellular users and controlling its own
transmit power. *us, the Lagrangian function of equation
(22) can be expressed as
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(22)

where λm and ωm are the dual variables of the constraints.
*e optimal solution for the Lagrangian dual function is
minLm(Pm, P−m, c, λm,ωm). According to the convex opti-
mization theory, Lm(Pm, P−m, c, λm,ωm) is a concave

function with respect to λm and ωm; therefore, the optimal
dual variable that can be obtained by the subgradient
method is as follows:

λ∗m � λ∗m + ε
ck
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,

(23)

where ε and ϕ represent small enough steps and are positive.
Since the Lm(Pm, P−m, c, λm,ωm) function is a concave

function on λm and ωm, (15) iteratively converges to the
optimal λm and ωm. Substituting the obtained optimal λm

and ωm into (23), we derive it to obtain

zLm
pm, p−m, c, λm,ωm( 

zpk
m

|λ∗m,ω∗m � 0. (24)

By solving (24), we can derive the optimal solution pk∗
m in

(22). *en, by the exponential change of the
pk∗

m � exp(pk∗
m ), the optimal transmit power pk∗

m of D1 in
them-th D2D pair and the optimal transmit power αmpk∗

m of
D2 can be obtained. *erefore, we can get the optimal
transmit power of each D2D to the user.

5.2. Cellular User (Leader) Optimal Transmit Power Solution.
In order to minimize the cost utility of cellular users, each
cellular user needs to adaptively update the market inter-
ference price set to the user to the D2D based on the transmit
power response of the user P

∗
m (or P∗m) by D2D.*e subgame

problem of the leader in the optimization problem (20) can
be decomposed into two subproblems: by correcting the
price factor ck, the optimal transmit power of each cellular
user k can be obtained, and then the optimal ck is obtained.
*e solution of the optimal transmit power of the cellular
user k can be obtained by the Lagrangian dual decompo-
sition method.

*erefore, for the subgame problem of the leader in (20),
the corresponding Lagrangian function can be obtained:

Lk
pk, p−k, ck, ]k(  � e

pk − ck 
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e
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m Lmk hmk
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e
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 ⎛⎜⎝ ⎞⎟⎠, (25)

where the dual variable vk represents the constraint in (20);
the optimal solution for the Lagrangian dual function is
minLk(pk, p−k, ck, ]k).

Lm(pm, p−m, c, λm,ωm) is a concave function for vk.
Similarly, we can use the gradient method to get the optimal
dual variable:

]∗k � ]∗k + θ
ckN0

epk Lk

+ 
M

m�1
log

ck 1 + αm( ep
k∗
m Lmk

epk Lk
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− log
1
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+

,

(26)
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where θ is a sufficiently large positive real number. *e
iteration in (26) will converge to the optimal v∗k .*us, we can
derive the optimal solution (p∗k ) of the problem in (20) by
solving the following problem. *e solution of the problem
is as follows.

*en, we can get the transmit power pk∗
m � exp(pk∗

m ) of
the cellular user k by the exponential change of the formula p∗k .

Based on the analysis of the optimal transmit power ofD2D
to the user subgame and the cellular user subgame, it is dis-
cussed how the cellular user sets the optimal price according to
the transmit power policy response of all D2D pairs.

If the m-th D2D interference price to the user is greater
than the payment threshold, the D2D pair of users will stop
renting the channel of the k-th cellular user. In other words,
for each D2D pair user, if it is transmitted on the channel of
the k-th cellular user, its cost utility cannot be greater than
the maximum cost threshold Uk,max

m (ep
k∗
k ). *us, the cost for

the m-th D2D pair of users should satisfy the constraint:

1 + αm( e
p

k∗
m + ck 1 + αm( e

p
k∗
m Lmk hmk



2 ≤U

k,max
m e

p
k∗
m .

(27)

*erefore, we can get the constraint of the price ck,
expressed as follows:

ck ≤Zm �
U

k,max
m e

p
k∗
m  − 1 + αm( e

p
k∗
m

1 + αm( e
p

k∗
m Lmk hmk



2

. (28)

As can be seen from (28), if the cellular subscriber wants
them-th D2D pair to communicate on its channel, the price
set by the cellular subscriber k should not be higher than the
upper limit price in (28). *erefore, the optimal interference
price c∗k is c∗k � Zm.

According to the above analysis, the k-th cellular user
will minimize QK(epk ) by paying the threshold vector
Z� (Z1, Z2, . . ., ZM) and then select the appropriate overall
price c∗k .

In order to achieve Nash equalization and to converge to
the optimal transmit power, we propose the following it-
erative power control algorithm.

(i) Step 1: let t� 0; for all cellular users k, initialize its
transmit power pk(t) and price ck(t); for all D2D
pairs, initialize Pm(t)

(ii) Step 2: for each D2D user, calculate the price vector
paid by the m-th D2D to all cellular users

(iii) Step 3: update λ∗k and ω∗k according to formula
(23), respectively

(iv) Step 4: for a given cellular user pk(t) and ck(t),
each D2D pair user m is solved according to
equation (24) to obtain P∗m(t + 1). If ck(t)>ZK(t),
D2D terminates the channel using cellular user k
for user m

(v) Step 5: for each cellular user k, update v∗k according
to formula (18)

(vi) Step 6: at a given D2D user transmit power
P∗m(t + 1), the cellular user k updates its transmit
power p∗m(t + 1) by solving equation (19)

(vii) Step 7: according to formulas (28) and Z, the
cellular user updates its price c∗k (t + 1)

(viii) Step 9: let t� t+ 1 repeat steps 2 to 8 until
convergence

6. SimulationResults andPerformanceAnalysis

*is paper uses simulation to analyze the performance of the
Stackelberg game power control. Assuming the radius of the
cell is 500 meters, the maximum transmit power of the
cellular user and D2D to the user is Pmax

m � 24 dBm and
Pmax

m � 20 dBm, the noise power N0 � 10−10 w, and the
maximum distance of each cellular user from the base
station is 300 meters, and the maximum communication
distance of each D2D pair is 50 meters. For each D2D pair
user, we set αm � −1; self-interference relief coefficient
η1 � η2 � −100 dB.

Figure 2 shows the interrupt performance of three cel-
lular users and five D2D pairs at different target SINR values.
*e outage probability of the two users becomes larger as the
target SINR threshold increases. However, the terminal
probability of the proposed game scheme is significantly
lower than the other two power control schemes, especially
at the low SINR threshold. *is is because the proposed
scheme takes into account the user’s minimum SINR re-
quirement and builds an optimization problem under the
outage probability, which effectively reduces the probability
of interruption of users in the network. *e other two
schemes do not consider the outage probability into the
system optimization problem, so the interrupt performance
is lower than the proposed scheme.

Figure 3 is a comparison of the three algorithms for
cellular users and D2D throughput performance for users.
As can be seen from Figure 4, as the signal-to-noise ratio
increases, the total throughput of the user also increases.
When the signal-to-noise ratio is low, the three algorithms
can get better performance, and the performance of the
proposed algorithm in this case is almost the same as other
algorithms mainly because of the constraints. However, as
the signal-to-noise ratio increases, the performance of the
proposed scheme is improved and higher than the other two
schemes. In addition, it can be seen that the performance of
D2D to the user’s throughput performance is not signifi-
cantly improved in the case of high signal-to-noise ratio.
*is is because the interference power to the cellular user is
less than a certain value, so the transmission power of the
D2D to the user is limited. However, compared with the
other two schemes, D2D still has higher throughput for
users.

Figure 4 compares the three algorithms for the total
cost utility of cellular users and D2D to users. As can be
seen from Figure 4, as the background noise increases, the
total cost utility of the user also increases. *is is because,
in the case of large background noise, the user only in-
creases his own transmission power to improve the signal-
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to-interference ratio of the receiving end to meet the
requirement of the outage probability, and the cost in-
creases. *e algorithm proposed in this paper can reduce

the power cost of the network to a certain extent com-
pared with other algorithms. In addition, it can be seen
that the cost required by the greedy algorithm is the
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Figure 3: Cellular user (a) and D2D outage probability to user (b).
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largest, because the algorithm causes the user to self-in-
crease the transmission power to satisfy the performance
in the network, and ignores the interference caused to
other users. *e details are shown in Figure 5.

7. Conclusions

*is paper studies the problem of uplink power control in a
full-duplex D2D communication network under interrupt

constraints. In order to effectively control the users transmit
power, this paper introduces the Stackelberg game power
control algorithm, setting up cellular users and D2D users as
leaders and followers, respectively. Cellular users and D2D
users compete with each other tominimize the cost utility and
a new utility function is proposed. Under the condition of
channel interruption constraint and power constraint, the
optimization problem is constructed and the Lagrange dual
decomposition method is used to obtain the user’s
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Figure 5: Total cost utility of cellular users and D2D to users. (a) Cellular user. (b) D2D user.
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transmitting power. Finally, the performance of the proposed
game scheme is analyzed and the Nash equilibrium can be
converging. Future work will focus on the construction of
intelligent algorithm research for D2D competition in the case
of multi-users and assigning solutions through user weights.
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)is paper proposes a new system whose potential function is with three types of asymmetric potential wells, driven by tri-
chotomous noise. Firstly, the three types of asymmetric bistable system are described in detail, and the changes of asymmetric
bistable system potential function under different asymmetric factors are analyzed. Secondly, the effect of potential function
parameters, asymmetric factor α, noise intensity D, and the probability of particle transition q is discussed, using numerical
simulation. )e detection effects of traditional symmetric SR and three types of asymmetric SR are observed and compared under
the driving of trichotomous noise and periodic signals. )e mean of signal-to-noise ratio gain is the indicator of the system’s
effectiveness on enhancing weak signal. )e results indicate that it can make the detection effect of the asymmetric system better
than that of the traditional bistable system by adjusting the parameters of the asymmetric stochastic resonance system and
trichotomous noise.

1. Introduction

Asymmetry is a ubiquitous phenomenon which has been a
widespread concern for researchers for a long time due to it
is potential applications in physical and natural systems,
such as neural networks [1, 2], wireless communications [3],
optical metamaterials [4], and medical imaging [5]. In ad-
dition, as demonstrated in a number of studies, the effect of
stochastic resonance can be enhanced in the case that the
potential function is not symmetric [6–10]. However, there
are relatively few studies devoted to the asymmetric system
SR driven by trichotomous noise.

It is generally accepted that noise has a negative effect on
the extraction and detection of weak signals. However, if the
noise is used reasonably, the weak signal can be enhanced
according to the stochastic resonance theory. Stochastic
resonance is regarded as a method of weak signal detection
[11–14] since it was firstly proposed to express the periodic
alternations between the Earth’s ice age and the warm

climate period in 1981 [15]. Later, various potential function
models of stochastic resonance were proposed based on the
model of traditional bistable stochastic resonance [16, 17],
such as monostable models [18–20], tristable models
[21–23], and two metastable models [24]. )en, the
underdamping SR system [25–27] that is different from the
traditional systems (overdamped system [28–30]) has been
paid much attention by researchers. In addition, in the
research of SR, the driving noise is various, including
Gaussian white noise [31–33] and colored noise [34–37].
And it can be divided into multiplicative noise and additive
noise [32, 38–40], according to the action mode of driving
noise to the system.

Much work so far focusing on stochastic resonance
always takes the Gaussian white noise as the driving noise.
However, it should be noted that most of the noise in a
physical system is not gaussian white noise. Trichotomous
noise is a function of the time variable t that is converted
between the three values of a, b, c. Considerable research
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efforts have been devoted to SR phenomenon driven by
trichotomous noise [41–44]. However, SR systems with
asymmetric potential function driven by trichotomous noise
have not been realized yet. Hence, the combination of tri-
chotomous noise and asymmetric SR system presents a wide
range of possibilities for the further development of weak
signal detection.

2. Models and Methods

)e Langevin equation of asymmetric stochastic resonance
system is considered as follows:

zx(t)

zt
� −

zU(x)

zx
+ A cos(2πft) + ξ(t), (1)

where A cos(2πft) is the system input signal to be mea-
sured, A is the amplitude of the input signal to be measured,
f is the frequency of the input signal to be measured, ξ(t) is
the trichotomous noise, andU(x) is the potential function of
asymmetric systems. U(x) is given as follows:

Ui(x) �

−
a0x

2

2
+

b0x
4

4
, x≥ 0,

−
a0Aix

2

2
+

b0Bix
4

4
, x< 0,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(2)

where m, n, Ai, andBi are the structural parameters of
asymmetric systems, and these parameters meet such in-
equalities: a0, b0, Ai, Bi > 0 and i� 1, 2, 3.

2.1. ,ree Kinds of Asymmetric Stochastic Resonance Systems

2.1.1.,e Bistable System with Asymmetric Depth of Potential
Well. When A1 � B1 � α, (α is asymmetric factor) and there
is no input signal, the potential function contains two
minima in the potential well: xmin± � ±

������
(a0/b0)


(stable

points) and maxima in the potential barrier xmax � 0 (un-
stable point). )e widths of left and right potential well are
both

������
(a0/b0)


. )en, the depths of the wells can be obtained

as follows:

ΔUL �
αa

2
0

4b0
, (3)

ΔUR �
a
2
0

4b0
. (4)

As can be seen from formulae (3) and (4), only the depth
of the left well is controlled by the asymmetric factor α.
Figure 1(a) shows the different depths of potential function
caused by α when a0 � 1 and b0 � 1, where the depths of the
left potential well increase with α increasing.

2.1.2. ,e Bistable System with Asymmetric Width of Po-
tential Well. When A2 � (1/α2), B2 � (1/α4), the potential
function contains two stable points, xmin+ �

������
(a0/b0)


and

xmin− � − α
������
(a0/b0)


, and an unstable point xmax � 0. )e

depths of left and right potential well are both (a2
0/4b0).

)en, the widths of the wells can be obtained as follows:

ΔWL � α
��
a0

b0



, (5)

ΔWR �

��
a0

b0



. (6)

As can be seen from formulae (5) and (6), the width of
the left well is controlled by the asymmetric factor α.
Figure 1(b) shows the different widths of the potential
function caused by α when a0 � 1 and b0 � 1, where the
widths of the left potential well increase with α increasing.

2.1.3. ,e Bistable System with Both Asymmetric Width and
Asymmetric Depth of PotentialWell. WhenA3 ≠B3,A2

3 ≠B3,
the bistable system has potential wells with both asymmetric
width and depth. In this research, A3 � 1, B3 � (1/α4) (the
combination of U1(x) andU2(x) ) are selected as typical and
the potential function contains two stable points, xmin+ �������

(a0/b0)


and xmin− � − α2
������
(a0/b0)


, and an unstable point

xmax � 0. )en, the depths and widths of the wells can be
obtained as follows:

ΔUL �
α4a2

0
4b0

, (7)

ΔUR �
a
2
0

4b0
, (8)

ΔWL � α2
��
a0

b0



, (9)

ΔWR �

��
a0

b0



. (10)

As can be seen from formulae (7)–(10), the left well is
controlled by the asymmetric factor α. Figure 1(c) shows the
differences of the potential function caused by αwhen a0 � 1
and a0 � 1, where the widths and depths of the left potential
well increase with α increasing.

2.2. Method of Generating Trichotomous Noise. In (1), ξ(t) is
trichotomous noise, and the method of generating it will be
introduced in this section. Trichotomous noise belongs to
colored noise. )e transitions state of trichotomous noise is
between three values (a, b, and c) [42] and it is divided into
symmetry trichotomous noise (a � − c, b � 0) and asym-
metry trichotomous noise (a≠ − c, b≠ 0) according to the
fluctuation values. )e trichotomous process is a Poisson
process, and the jump between the three values occurs with
the constant probabilities:

Ps(a) � Ps(c) � q,

Ps(b) � 1 − 2q.
(11)

)e transition probabilities between the three states can
be obtained as follows:
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Paa � P(a, t + τ|a, t) � q − (q − 1)e
− vt

,

Pba � Pca � P(a, t + τ|b, t) � P(a, t + τ|c, t) � q 1 − e
− vt

 ,

Pbb � P(b, t + τ|b, t) � 1 − 2q 1 − e
− vt

 ,

Pab � Pcb � P(b, t + τ|a, t) � P(b, t + τ|c, t) � (1 − 2q) 1 − e
− vt

 ,

Pcc � P(c, t + τ|c, t) � q − (q − 1)e
− vt

,

Pac � Pbc � P(c, t + τ|a, t) � P(c, t + τ|b, t) � q 1 − e
− vt

 .

(12)

Here, τ > 0, 0< q< (1/2), v> 0, τ > 0, v � (1/τcor), and
τcor is the noise correlation time. )e trichotomous process
is completely determined by (11) and (12). )us, the mean
value 〈ξ(t)〉 and correlation function 〈ξ(t + τ)ξ(t)〉 of the
trichotomous noise in the steady state can be calculated as

〈ξ(t)〉 � aq + b(1 − 2q) + cq, (13)

〈ξ(t + τ)ξ(t)〉 � 〈ξ(τ)〉
2
s +

Dv

2
e

− vτ
. (14)

Here, the noise intensity D is defined as

D � 
∞

0
〈ξ(τ)ξ(0)〉s − 〈ξ(τ)〉

2
s dτ,

�
2
v

a
2
q + b

2
(1 − 2q) + c

2
q − [aq + b(1 − 2q) + cq]

2
 .

(15)

According to the description above, the numerical
method is used to generate trichotomous noise. Firstly, the
function ξ(t) starts at a, ξ(0) � a. )en, )e uniformly
distributed random function R(t) with value range [0, 1] is
used to compare with the conditional probability given in
(12) in order to determine the value of ξ(0 + Δt). If
R(0)<Paa, the value of function ξ(0 + Δt) is a, and if
Paa <R(0)<Paa + Pab, the value of function ξ(0 + Δt) is b;
otherwise, the value of function ξ(0 + Δt) is c. And then, if
the value of function ξ(0 + Δt) is b, R(0 + Δt) will be used
to determine the value of ξ(0 + 2Δt). If R(0 + Δt)<Pba, the
value of function ξ(0 + 2Δt) is a, and if

Pba <R(0)<Pba + Pba, the value of function ξ(0 + 2Δt) is b;
otherwise, the value of function ξ(0 + 2Δt) is c. )e case
where the value of ξ(0 + Δt) is c is similar to the case where
the value of ξ(0 + Δt) is b. By repeating the procedure, we
can obtain the trichotomous noise ξ(t).

Figures 2(a) and 2(b) show the profiles of the asymmetric
trichotomous noise with parameters a� 3, b� 1, c� − 2.
Figures 2(c) and 2(d) show the profiles of the symmetric
trichotomous noise with parameters a� 2, b� 0, c� − 2. By
comparing Figures 2(a) and 2(b), it is considered that the
residence time extends with the increase of noise intensityD.
When q � (1/2), it shows that the trichotomous noise re-
duces to dichotomous noise in Figure 2(d).

3. Performance Index

)ere are many kinds of indexes to measure stochastic
resonance, such as signal-to-noise ratio (SNR) [45, 46] and
signal-to-noise ratio gain (SNRG) [47], and mean first-
passage time (MFPT) [46]. In practical engineering, people
are more concerned about the gain of the output SNR
compared with the input SNR, so the SNR gain is chosen in
this paper, given as

SNRG �
Sout f0( /ξout f0( ( 

Sin f0( /ξin f0( ( 
, (16)

where Sout(f0) and Sin(f0) represent the output and input
power of the signal at input frequency f0, and ξout(f0) and
ξin(f0) represent the output and input power of the noise at
input frequency f0. Due to the randomness of the noise, it is
usually necessary to conduct numerous experiments and
take the average value of them to ensure the reliability of the
experimental results. )erefore, the average value of signal-
to-noise ratio gain is defined as

A − SNRG �
1
n



j�n

j�0
SNRGi, (17)

where n is the time of simulation and n � 20 in this paper.
SNRIj is SNRG of the j-th simulation.
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Figure 1: (a) Potential U1(x) for different values of α. (b) Potential U2(x) for different values of α. (c) Potential U3(x) for different
values of α.
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4. Stochastic Resonance of Asymmetric Bistable
System Driven by Trichotomous Noise

)e purpose of this research is to cover the impact of system
parameters and refer to the stochastic resonance of the
asymmetric bistable system driven by trichotomous noise
system parameters. )e input sinusoidal signal is
s(t) � A cos(2πf0t), where A � 0.3, f0 � 0.01Hz. )e pa-
rameters of trichotomous noise distribution are set to be
a � 1, b � 0, c � − 1, q � 0.3, and D � 0.5. A-SNRG is
chosen to be the indicator. Simulation time is n � 50, for
each simulation experiment, the calculation step is set as
h � (1/fs), where the sampling frequency is fs � 5Hz, and
the sampling number is N � 4096. )e optimal parameter
pair (a, b) is discovered by using the adaptive algorithms in
Figure 3. Figure 3 shows a three-dimensional plot of the
traditional bistable adaptive optimization in which the
asymmetric factor is α � 1. Figure 4(a) shows the time-
domain diagram of the noisy signal which contains the
trichotomous noise and sinusoidal signal. It is obvious that
the input signal is completely submerged by trichotomous
noise. Figure 4(b) is the power spectrum diagram of the
noisy signal. It could be seen from the figure that the fre-
quency (f0 � 0.01Hz) of the input signal cannot be iden-
tified easily.

)erefore, both passing the stochastic resonance system
and the addition of noise are used to enhance the weak signal to
be measured. Figure 5(a) shows the time-domain diagram of
the output signal through the traditional bistable system SR
system and the power spectrum of it. Figures 5(b)–5(d) show
the diagram of the output signal through the bistable system
with asymmetric depth, asymmetric width, and both asym-
metric depth and width of potential. )e peak of the asym-
metric system power spectrum at f0 � 0.01Hz is higher than
the symmetric system. So, the conclusion is that the asym-
metric system which contains trichotomous noise and the
periodic signal has a better detection effect than the symmetric
systems, by changing the depth and width of one potential well.

Next, the parameter of noise and potential function are
explored under different values of the asymmetric factor in
order to obtain better detection parameters.

4.1. Influences of Asymmetric Factor α for SRwith Asymmetric
Depth of Potential Well. )e parameters of the input signal
contain A0, f0 and trichotomous noise contains a, b, c,

consistent with the above results. )e parameters of the
potential function are a0 � 1.9, b0 � 2.3 from the adaptive
algorithms.)e influence of the noise intensityD is shown in
Figure 6. )e influence of a0 and b0 with the noise intensity
fixed D � 0.5 is shown in Figure 7. )en, the influence of q
with the noise intensity fixed D � 0.5 and a0 � 1.9, b0 � 2.3
is shown in Figure 8.

Figure 6(a) shows that with the increase of the noise
intensity D, the curves of A-SNRG first increase and then
decrease for different values of α and it means that stochastic
resonance with asymmetric depth of the potential well is
generated under the drive of trichotomous noise. To see
more clearly, the values of the asymmetric factor are 0.6, 1.0,
and 1.4 given in Figure 6(b), respectively. )e maximum of
A-SNRG increases with an increase in depth of the potential
well, but the deeper the well, the greater the noise intensity
needed to reach the peak and the reason for this is the
particles need larger noise intensity D to cross the barrier.
)e value of A-SNRG when α> 1 is larger than it when α< 1.
Figures 6(c) and 6(d) show the SR curves for α> 1 and α< 1,
respectively. Figure 6(c) shows that the value of A-SNRG is
the maximum for α � 1.4 and starts to decrease from 1.4.
When α � 2, the system cannot produce SR. Figure 6(d)
shows that the curve has no peaks which means the system
cannot produce SR when α � 0.4 and the value of A-SNRG is
starting to increase. )ese four figures demonstrate that a
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larger depth of a single potential well has a positive effect on
enhancing the A-SNRG in the case that SR can be produced.

Under the condition that SR can be produced, in
Figure 7(a), with the increase of parameter α, the peaks of
A-SNRG curves increase and the values a0 corresponding to
the peak decrease. In Figure 7(b), with the increase of pa-
rameter α, the peaks of A-SNRG curves increase and the
values b0 corresponding to the peak increase at the same
time. )at is to say, there is a pair of optimal system pa-
rameters which can enhance the effect of SR.

In Figure 8, when α< 1, the value of A-SNRG increases
with q increasing. When α> 1, the value of A-SNRG in-
creases first and then decreases with q increasing. )at is to
say, for the case of shallow potential well depth, the longer

the residence time of particle is, the better the effect of
stochastic resonance will be. However, when the potential
well is deep, there is an optimal q for the stochastic reso-
nance system and the value of q does not enhance the effect
of the SR system significantly.

4.2. Influences of Asymmetric Factor α for SRwithAsymmetric
Width of Potential Well. )e parameters of the input signal
contain A0, f0 and trichotomous noise contains a, b, c, q
consistent with the above results. )e parameters of the
potential function are a0 � 1.9, b0 � 2.3 from the adaptive
algorithms.)e influence of the noise intensityD is shown in
Figure 9. )en, the influence of a0 and b0 with the noise
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intensity fixed D � 0.5 is shown in Figure 10. After that, the
influence of qwith the noise intensity fixedD � 0.5, a0 � 1.9,
b0 � 2.3 is shown in Figure 11.

Figure 9 shows that, with the increase of the noise in-
tensity D, the curves of A-SNRG first increase and then
decrease for different values of α and it means that stochastic
resonance with asymmetric width of the potential well is
generated under the drive of trichotomous noise. )e values
of the asymmetric factor are 0.5, 0.8, 1.0, 1.2, and 1.5 given in
Figure 9, respectively.

)e maximum of A-SNRG decreases with an increase in
width of the potential well, and the wider the well is, the
greater the noise intensity will be needed to reach the peak.
Compared with Figure 6(a), the changes in noise intensity
which is needed to reach the peak for different depth of the
potential well are larger than those of different widths. )at
is to say, the depth of the potential well has more effect on the

SR systems than the width. Obviously, the A-SNRG for the
small α is always larger than the big α and the result exhibits
the system with a smaller asymmetric factor α which means
the potential function with narrower width has a better
detection effect. )e value of A-SNRG when α> 1 is much
larger than it when α< 1. So the smaller width of one po-
tential well in an asymmetric bistable system has a positive
effect on stochastic resonance.

In Figure 10(a), with the increase of parameter α, the
peaks of A-SNRG curves increase and the values a0 cor-
responding to each peak decrease. And it indicates that the
smaller the value of a0 is, the better the detection effect will
be with a certain b0. In Figure 10(b), with the increase of
parameter α, the peaks of A-SNRG curves increase and the
values b0 corresponding to each peak increase at the same
time. And it indicates that the greater the value of b0 is, the
better the detection effect will be with a certain a0. )at is to
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say, there is a pair of optimal system parameters which can
enhance the effect of SR.

In Figure 11, the value of A-SNRG increases with q
increasing for different values of α. It means that the longer
the residence time of particle is, the better the effect of the
stochastic resonance will be with different widths of a single
well. Compared with Figure 8, the width of the potential well
has no effect on the trend of the curve for q-A-SNRG.

4.3. Influences of Asymmetric Factor α for SRwithAsymmetric
Depth and Width of Potential Well. )e parameters of the
input signal contain A0, f0 and trichotomous noise contains
a, b, c consistent with the above results. )e parameters of
the potential function are a0 � 1.9, b0 � 2.3 from the
adaptive algorithms.)e influence of the noise intensity D is
shown in Figure 12.)en, the influence of a0 and b0 with the
noise intensity fixed D � 0.5 is shown in Figure 13. After
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Figure 7: A-SNRG of SR with asymmetric depth of potential well as a function of the potential function parameter. (a) a0 and (b) b0.
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that, the influence of q with the noise intensity fixed D � 0.5
and a0 � 1.9, b0 � 2.3 is shown in Figure 14.

Figure 12(a) shows that when α ∈ (0.8, 1.1], with the
increase of the noise intensity D, the curves of A-SNRG first
increase and then decrease for different values of α and it
means that stochastic resonance with asymmetric depth and
width of the potential well is generated under the drive of

trichotomous noise. To see more clearly, the values of the
asymmetric factor are 0.8, 1.0, and 1.2 given in Figure 12(b),
respectively. When α � 0.8, the curve of A-SNRG shows a
downward trend in all the values of D ∈ (0, 3] which means
the system cannot produce SR. When D> 1, the value of
A-SNRG for α � 1.2 is larger than that for α � 1. In the case
that other parameters are the same and with the appropriate
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Figure 10: A-SNRG of SR with asymmetric width of potential well as a function of a potential function parameter. (a) a0 and (b) b0.
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noise intensity, the system with the asymmetric well has a
more positive effect on the SR than the traditional one. )e
value of A-SNRG when α> 1 is larger than that when α≤ 1
under the condition that SR can be produced in Figure 12(b),
and it means a larger asymmetric factor may have a better
detection effect. Next, SR curves for α< 1 and α> 1 will be
analyzed more clearly and Figures 12(c) and 12(d) show the
SR curves for α< 1 and α> 1, respectively. Figure 12(c)
shows that the curves have no peaks which means the
system cannot produce SR until α � 0.9. Figure 12(d) shows
that the value of A-SNRG is maximum for α � 1.1 and it
decreases from α � 1.1.When α � 1.5, the values of A-SNRG
are all under 1, so the system cannot produce SR with
α � 1.5. )ese four figures demonstrate that there is an

optimum asymmetric factor that has a better detection effect
than the traditional system.

Under the condition that SR can be produced, in
Figure 13(a), with the increase of parameter α, the peaks of
A-SNRG curves decrease and the values a0 corresponding to
the peak decrease at the same time. In Figure 13(b), with the
increase of parameter α, the values b0 corresponding to the
peak increase at the same time.)e peaks of A-SNRG curves
remain stable when α ∈ [0.9, 1.1] and then decrease. )at is
to say, when α is around 1, b0 is meaningless to enhance the
effect of SR.

In Figure 14, when α< 1, the value of A-SNRG increases
with q increasing. when α> 1, the value of A-SNRG increases
first and then decreases with q increasing. According to
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Figures 8 and 11, the trend of the curve when α> 1 is de-
termined by the depth of the well only.

5. Conclusion

In this paper, we have focused on the SR phenomenon in
three types of the asymmetric bistable system driven by
trichotomous noise.)e following conclusions can be drawn

from the above research: (1) when the system parameters of
the potential function are different functions of an asym-
metric factor, the depth and width of a single potential well
can be changed. (2) When the noise intensity D is relatively
large, a better detection effect can be obtained by making the
depth of a single well deeper. It can improve the detection
effect by making the width of the potential well smaller for
different noise intensities D. (3) Parameters a0, b0 of the
potential function always have the optimal value regardless
of the form of asymmetry. (4))e effect of particle residence
time on the stochastic resonance system is affected by the
depth of the potential well.
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Given the absence of a theoretical formula to analyze the influence of parameters on the contact stress of cylindrical gear with arc
tooth, an explicit mathematical model of cylindrical gear with arc tooth between the design parameters and the contact stress is
established based on Kriging surrogate model. (e parameters of the variation function of Kriging model are optimized by using
the whale optimization algorithm (WOA), and the explicit mathematical model accuracy between the design parameters and the
contact stress of the gear is in turn optimized by the improved Kriging surrogate model.(e influence of design parameters on the
contact stress of cylindrical gear with arc tooth is analyzed based on the established mathematical model. (e proposed algorithm
was realized via the programming platform MATLAB; the simulation results indicate that the precision evaluation indexes (the
correlation coefficient (R2), root mean square error (RMSE), and the relative maximum absolute error (RMAE)) of the proposed
Kriging model are improved, in addition to the error range which is narrowed from (− 2, 4) to (0, 3). As the tooth width, modulus,
pressure angle, and tooth line radius increased, the contact stress of the cylindrical gear with arc tooth gear declined, which was
negatively correlated with the design parameter. (e amplitude of contact stress of the cylindrical gear with arc tooth was the
largest due to the change of tooth radius, followed by the change of modulus, while the influence of tooth width was less. Finally,
the influence of modulus-tooth line radius interaction and pressure angle-tooth line radius interaction on contact stress of
cylindrical gear with arc tooth was significant.

1. Introduction

Gears are widely used in various industries [1], and the
involute cylindrical gear is widely used at present. However,
in the involute cylindrical gear, the bearing capacity of spur
gear is limited, the axial force of helical gear subsists, and the
processing technology of herringbone gear is complex. In
order to solve the problem of involute gear, Japanese scholar
Yoshiro Hasegawa and others put forward a new type of
circular arc gear transmission device. (is new type of gear
transmission has the advantages of good meshing perfor-
mance, high coincidence, no axial force, stable transmission,
and so on [2]. For this kind of gear, scholars have carried out
in-depth research. Tseng et al. have studied its mathematical
model, undercutting conditions, contact, and other aspecst

[3–6]. Lei et al. have studied the accurate three-dimensional
modeling method of circular tooth profile gear [7]. Dengqiu
et al. have studied its contact distribution [8]. (e contact
performance of gears was studied by Chen Shuai and Wang
[9, 10, 11, 12]. Surrogate model is an approximate modeling
method that can generate mathematical models with a small
number of samples to reduce the number of physical ex-
periments and improve efficiency, and the commonly used
surrogate model mainly includes response surface, Kriging,
Support Vector Machine, Artificial Neural Network, etc.
[13, 14]. In order to study the influence of design parameters
on the contact stress of circular arc tooth line gear, this paper
proposes using Kriging surrogate model to establish the
mathematical model of contact stress between design pa-
rameters (tooth width, modulus, pressure angle, and tooth
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radius) of cylindrical gear with arc tooth. (e Kriging model
with the best effect is selected by comparing the prediction
effect of these common surrogate model methods on contact
stress of cylindrical gear with arc tooth. With a view to
improving the modeling accuracy of Kriging model, intel-
ligent algorithm is used to optimize the variation function of
Kriging; the commonly used intelligent algorithm mainly
includes genetic algorithm, immune algorithm, simulated
annealing algorithm, particle swarm algorithm, fish swarm
algorithm, ant colony algorithm, cuckoo algorithm, and so
forth [15]. In this paper, whale optimization algorithm
(WOA) was used for the parameters of the variation
function of the traditional Kriging model. (e Kriging
surrogate model with optimized parameters of the variation
function is used to establish the explicit mathematical model
between the design parameters and the contact stress of the
gear. (e influence of design parameters (tooth width,
modulus, pressure angle, and tooth radius) on the contact
stress of circular arc tooth line cylindrical gear is discussed
based on the established mathematical model.

2. Mathematical Model of Circular Arc Gear

According to its forming principle [16, 17], the coordinate
system of forming principle of circular arc tooth line cy-
lindrical gear is shown in Figure 1. In Figure 1, S(O − XYZ)

is the static coordinate system, S1(O1 − X1Y1Z1) is the
solidification coordinate of the gear blank, and ST(OT −

XTYTZT) is the tool coordinate, which moves in relation to
S(O − XYZ) coordinate at the speed of VT �R×ω.

In the coordinate system ST(OT − XTYTZT), the vector
expression of the parametric equation of the surface formed
in the cutting process is

rT
�→

� −
±q sin α + RT ± πm

4
 cos θiT

→

+
±q sin α + RT ± πm

4
 sin θ jT

�→
+ q cos αkT

�→
,

(1)

where a is the pressure angle of the cutting edge of the
cutting tool; θ is the angle from the current enveloping point
of the gear blank to the middle section; and q is the length of
the enveloping reference point from the point on the cutting
surface of the cutting tool along the direction of the gen-
eratrix of the cutting cone in the coordinate system. R is
dividing circle radius of gear, RT is cutter head radius of
machining tool, Rn is inner edge radius in the tangent di-
rection of dividing circle, Rw is outer edge radius in the
tangent direction of dividing circle, Rw �RT+ πm/4, m is
gear module, ω is cutter head rotation angle speed of ma-
chining tool, and VT is cutter head moving speed of ma-
chining tool.

Transform ST(OT − XTYTZT) to S(O − XYZ), and its
coordinate conversion relationship is as follows:

T0T �

1 0 0 Rφ + RT

0 0 1 R

0 1 0 0

0 0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (2)

Transform S(O − XYZ) to S1(O1 − X1Y1Z1), and its
coordinate conversion relationship is

T10 �

cos φ − sin φ 0 0

sin φ cos φ 0 0

0 0 1 0

0 0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (3)

If ST(OT − XTYTZT) is converted to S(O − XYZ), then
the coordinate transformation matrix is T1T � T10T0T.

2.1. Unit Normal Vector of Tool Surface. (e tool surface
equation is

rdq
�→

� ± sin α cos θiT
→
± sin α sin θ jT

�→
+ cos αkT,

��→

rdθ
�→

� −
±q sin α + RT + πm

4
 sin θiT

→
+
±q sin α + RT + πm

4
 cos θ jT

�→
.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(4)

(en, the unit normal vector of the tool surface is

n
→

�
rdq
�→

× rdθ
�→

rdq
�→

× rdθ
�→




� − cos α cos θ iT

→
− cos α sin θ jT

�→

± sin α kT

�→
.

(5)

2.2. Relative Speed of Tool and Gear at Meshing Point.
(e direction vector can be expressed as

λ
→

� O1OT

�����→
� Rφ + RT( iT

→
+ RkT

�→
. (6)

(erefore, the relative speed of the tool and the gear at
the meshing point is
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v
→12

� ω→12
× r

→1
+
dλ
dt

− ω→2
× λ

→
,

� − ω1 q cos αiT
→

− ω1
±q sin α + RT + πm

4
 cos θ kT

�→
+ ω1RiT

→

− ω1 RiT
→

− ω1 Rφ + RT(  kT

�→
 ,

� − q cos αω1 iT
→

−
±q sin α + RT + πm

4
 cos θ + Rφ + RT(  ω1kT.

��→

(7)

2.3. Meshing Function. Based on the meshing principle, the
meshing function is expressed as follows:

Γ � n
→

· v
→12

� 0. (8)

Because ω1≠ 0, it can be concluded from the above
formula that

q � ∓sin α
cos θ RT + πm/4(  + Rφ + RT( 

cos θ
. (9)

2.4. Conjugate Surfaces. Combining equations (1) and (9),
the contact line equation between the tool and the gear to be
machined is as follows:

xT � −
±q sin α + RT ± πm

4
 cos θ,

yT �
±q sin α + RT ± πm

4
 sin θ,

zT � q cos α,

q � ∓sin α
cos θ RT + πm/4(  + Rφ + RT( 

cos θ
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(10)

By converting the coordinates in ST(OT − XTYTZT) to
S1(O1 − X1Y1Z1), the tooth surface equation of the cut gear
can be obtained as follows:

R
X

Y

XT

YT

OT
RT XT

VT
ZT

X1

Y1

OT

ω1

ω

X (X1)

Z (Z1)

Rφ + RT

O (O1)

O (O1)

θ

φ

α

Figure 1: Coordinate system of forming principle of cylindrical gear with arc tooth.
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x1 � −
±q sin α + RT ± πm

4
 cos θ + Rφ + RT cos φ − (q cos α + R)sin φ,

y1 � −
±q sin α + RT ± πm

4
 cos θ + Rφ + RT sin φ +(q cos α + R)cos φ,

z1 �
±q sin α + RT ± πm

4
 sin θ,

q � ∓sin α
cos θ RT + πm/4(  + Rφ + RT( 

cos θ
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(11)

2.5. Instantaneous Contact Line. Meshing function
Γ � Γ(q, θ, φ) is a function of variables q, θ,φ. As φ1 � ω1t,
φ1 is regarded as a function of entering Γ in a certain instant,
thus the function expression of the instantaneous contact
line between the rack cutter and the gear blank can be
obtained. If the value φ1 at any time is substituted into
equation (7), the contact line equation of the whole surface
can be obtained as follows:

xT � − 1 + sin2 α 
RT ± πm

4
  + sin2 α

Rφ + RT

cos θ
 cos θ,

yT � 1 + sin2 α 
RT ± πm

4
  + sin2 α

Rφ + RT

cos θ
 sin θ,

zT � ∓sin α cos α
RT ± πm

4
  +

Rφ + RT

cos θ
  .

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(12)

2.6. ToothProfile Equation. In the axial middle section of the
gear, from its extended coordinate system, it can be seen that
b� 0; then, θ is also equal to zero. Substituting these two
parameters into equation (11), the tooth profile equation of
the middle section is obtained:

x1 � −
±q sin α + RT ± πm

4
  + Rφ + RT cos φ − (q cos α + R)sin φ,

y1 � −
±q sin α + RT ± πm

4
  + Rφ + RT sin φ +(q cos α + R)cos φ,

q � ∓sin α
RT + πm

4
  + Rφ + RT .

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(13)

According to equation (13), it can be seen that the tooth
profile of the axial symmetry surface of the gear is involute.

Similarly, on the axial asymmetric plane, let z1 � b;
according to the expressions of Z1 and q in equation (11), we
can get

φ �
(− b/tan θ) + RT ± πm/4( cos θ /sin2 α − RT ± πm/4( cos θ − RT 

R
. (14)
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(us, the expression of the tooth profile of the non-
intermediate section can be obtained as follows:

xT � −
±q sin α + RT ± πm

4
 cos θ + Rφ + RT cos φ − (q cos α + R)sin φ,

yT � −
±q sin α + RT ± πm

4
 cos θ + Rφ + RT sin φ +(q cos α + R)cos φ,

q � ∓sin α
cos θ RT + πm/4(  + Rφ + RT( 

cos θ
,

φ �
− (b/tan θ) + RT ± πm/4( cos θ /sin2 α − RT ± πm/4( cos θ − RT 

R
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(15)

3. Contact Stress Analysis of Cylindrical
Gear with Arc Tooth Based on Finite
Element Method

3.1. Model Material Attribute Definition. Establish material
information in ABAQUS, such as modulus of elasticity
(E� 2.08MPa), Poisson’s ratio (0.298), and other
parameters.

3.2. Establishing Analytical Steps and Interactions.
Establish analysis steps, which mainly include defining
analysis type (static), defining analysis increment step, de-
termining iteration method, creating field variable, and
historical variable and determining output parameters. Turn
on nonlinearity, and define interaction as contact; then set
contact type of finite element analysis of circular arc tooth
line gear pair as “friction free.” (e MPC (multipoint
constraint) is established by the rotating centers of the active
and the driven.

3.3. Applying Restraint and Moment. (e torque of mag-
nitude 6.08×104N·mm is applied to the driving wheel. At
the same time, MPC is added to the driving wheel: the
direction of its rotation axis is set as free, and other rotation
and translation are set as fixed. In the driven wheel, all
directions of MPC constraints are fixed, and no motion is
allowed in any direction.

3.4. Gridding. (e method of sweeping is used to divide the
mesh of gear pair, with C3D8I as the mesh type. (e overall
unit size of the gear is set to 2mm, while the local subdivision
size of the contact area is 0.02mm. If the requirements are
not met, continue to adjust the parameters. In the subse-
quent calculation, the mesh can be further refined to im-
prove the quality of division. (rough multiple trial
calculation and comparative analysis results, the grid can be
used as the final analysis grid if the calculation result is nearly
stable. In the analysis process, due to the local subdivision of

the contact area, the number of grids for each pair of gears is
about 1.2×106. (e result of gear grid division is shown in
Figure 2.

3.5. Solution and Visualization. Considering that the mesh
number of each pair of gears is about 1.2×106, a parallel
calculation is used in the solution. (e calculated stress
nephogram of driving wheel and that of driven wheel are
shown in Figure 3. Figure 3(a) shows the dynamic contact
stress diagram of driving wheel, and Figure 3(b) shows the
contact stress diagram of driving wheel.

According to the simulation analysis, contact area is near
dividing circle. As shown in Figure 3(a), the driving wheel of
the contact area of the above standard pitch circle has a
maximum stress value of 503.3MPa. As shown in
Figure 3(b), driven wheel contact area of the below standard
pitch circle has a maximum stress value of 501MPa.
(erefore, the maximum contact stress is 503.3MPa, and the
difference in value between active and driven wheel is
2.3MPa, only equal to 0.4570% of the maximum contact
stress, which almost can be ignored. Similarly, it can be seen
from Figures 3(a) and 3(b) that the contact area of the gear
studied in this paper is an ellipse under the action of load,
which confirms the fact that the contact area of point contact
gear under the action of load is ellipse.

4. The Prediction Model of Contact Stress of
Cylindrical Gear with Arc Tooth Based on
Surrogate Model

4.1. Test Design and Response Results. (e common test
methods mainly include uniform test design, orthogonal test
design, Latin square test design, and other methods. (is
paper studies the relationship between tooth width, mod-
ulus, pressure angle, tooth radius, and contact force. Four
factors and three levels are selected for the simulation
scheme by using the principle of regression orthogonal test
method. (e level table of gear design factors is shown in
Table 1.
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In this paper, the orthogonal test is used to sample, and
then the finite element method is used to get the gear joint
stress under different sample data. According to the or-
thogonal table, 9 samples were processed, and the contact
stress simulation results of L9 (34) orthogonal test arc gear
are shown in Table 2.

4.2. Improved Kriging Model

4.2.1. Kriging Surrogate Model. Kriging model can obtain
ideal fitting results when solving the problem of high
nonlinearity. Its interpolation results are defined as the
linear weighting of the response value of the known sample
function, which is

y(x) � 
k

j�1
βjfj(x) + Z(x). (16)

In the formula, fj(x) is function, βj is corresponding
coefficient, and Z(x) is static random process, whose mean
value is 0, and its variance is σ2. (e covariance between the
random variables corresponding to two different points in
the design space is

Cov Z x
i

 , Z x
j

   � σ2R x
i
, x

j
 , (17)

R x
i
, x

j
  � 

Ns

l�1
Rl θl, x

i
l, x

j

l , (18)

(a) (b)

Figure 2: Meshing results of gears. (a) Global mesh results. (b) Local mesh results.

(a) (b)

Figure 3: Stress neutrogram analysis of driving wheel and driven wheel. (a) Driving wheel. (b) Driven wheel.

Table 1: Gear design factor level.

Level order Tooth width (mm) Modulus Pressure angle (°) Tooth radius (mm)
Level 1 38.83685 2.96737 18.83685 191.8425
Level 2 40 3.2 20 250
Level 3 41.16315 3.43263 21.16315 308.1575
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where R(xi, xj) is correlation function, which represents the
correlation between random variables at different positions.(e
commonly used correlation function is Gaussian-type function.

In equation (17), the parameter θ of the variation function
of Kriging model is determined by the maximum likelihood
estimation method to solve the optimization problem:

max −
Ns

2
ln σ2  −

1
2
ln(R) −

Ns

2
ln(2π) , θ> 0,

σ2 �
1

Ns

ys − Fβ 
T
R

− 1
ys − Fβ .

(19)

In order to minimize the root mean square error (RMSE)
betweenKriging prediction value and actual function value, the
approximate expression of Kriging model can be obtained as

y(x) � f
T
x
β + R x, x

(1)
 , R x, x

(2)
 , . . . , R x, x

Ns( )  
T
R

− 1
ys − Fβ ,

(20)

where F is matrix composed of basis function vector fT
x ; β is

least square estimate of KRG model coefficient; R is cor-
relation matrix; and Ns is sample number.

4.2.2. Whale Algorithm. (e principle of whale algorithm is
derived from the “bubble net,” foraging behavior of
humpback whales. (e mathematical expression based on
this special strategy is as follows:

D � C · X
∗
(t) − X(t)


,

X(t + 1) � X
∗
(t) − A · D,

(21)

where t is the number of current iterations; X(t) is the
coordinate vector of the current humpback whale; X(t + 1)

is the target coordinate vector after the next iteration; X∗(t)

is the best position vector obtained so far, which is updated
with time; D is the distance between the current humpback
whale and the best position; and A and C are the number of
systems, which are, respectively, expressed as

A � 2a · r − a,

C � 2r,
(22)

where a is parameter in the value range (0, 2) and linearly
decreasing with the iteration time and r is random vector in
the interval (0, 1).

When |A|> 1, whales have the behavior of wandering
and foraging. Using the random individual coordinates of
the population to locate and navigate food, the mathematical
expression is as follows:

X(t + 1) � Xrand(t) − A · D. (23)

When |A|< 1, there were two behaviors of encircling and
attacking prey, and the mathematical model is described as
follows:

X(t + 1) � X
∗
(t) − D · e

bl
· cos(2πl). (24)

In the formula, b is the constant of the spiral shape and l
is the random number on the interval (− 1, 1).

Since the contraction and spiral position updating of
whales are carried out synchronously, mathematically
selecting the same way of probability to update their posi-
tion, then we can get the following expression:

X(t + 1) �
X
∗
(t) − A · D, p< 0.5,

X
∗
(t) − D · e

bl
· cos(2πl), p≥ 0.5.

⎧⎨

⎩ (25)

According to the characteristics of Kriging and WOA
algorithm, the Kriging surrogate model based on WOA
algorithm is used for parameter impact analysis, and the flow
chart is shown in Figure 4.

4.3. Accuracy Evaluation Indexes of Kriging. Generally, the
evaluation indexes of correlation coefficient (R2), root mean
square error (RMSE), and relative maximum absolute error
(RMAE) are used to evaluate the accuracy of Kriging.

4.3.1. Ae Correlation Coefficient (R2).

R
2

� 1 −


n
i�1 fi − fi 

2


n
i�1 fi − f 

2 . (26)

4.3.2. Ae Root Mean Square Error (RMSE).

RMSE �

�������������


n
i�1 fi − fi 

2

n
.



(27)

Table 2: Contact stress simulation results of L9 (34) orthogonal test.

Order Tooth width (mm) Modulus Pressure angle (°) Tooth radius (mm) Contact force (MPa)
1 38.83685 2.96737 18.83685 191.8425 542.7
2 38.83685 3.2 20 250 457.2
3 38.83685 3.43263 21.16315 308.1575 396.8
4 40 2.96737 20 308.1575 452.9
5 40 3.2 21.16315 191.8425 494.1
6 40 3.43263 18.83685 250 449.1
7 41.16315 2.96737 21.16315 250 469.6
8 41.16315 3.2 18.83685 308.1575 440.2
9 41.16315 3.43263 20 191.8425 476.7
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4.3.3. Ae Relative Maximum Absolute Error (RMAE).

RMAE �
max f1 − f1



, f2 − f2



, . . . , fn − fn



 

���
1/n

√


n
i�1 fi − f 

2 . (28)

In equations (26) to (28), n is number of test sample points,
fi is the truth value of the actual model at the ith test sample
point, and fi is the predicted value of the surrogate model at
the ith test sample point. (e closer R2 is to 1, the better the
global approximation effect of the surrogate model will be. (e
smaller the RMSE is, the higher the precision of the surrogate

model will be, and the smaller the RMAE is, indicating that the
higher the precision of the surrogate model will be.

4.4. Numerical Simulation. Using the MATLAB digital
simulation platform, Kriging and the improved Kriging
algorithm based on WOA algorithm are, respectively, used
to establish the contact stress prediction model of circular
arc gear.(e evaluation indexes of the correlation coefficient
(R2), root mean square error (RMSE), and the relative
maximum absolute error (RMAE) before and after opti-
mization are shown in Table 3.

Initialize fish species with factor θ

t ≤ maximum number of 
iterations

Calculate RMSE of each whale
search agent and mark it as optimal

Iterative update aa, A, C, l and p

Compress the surrounding and update the 
position according to equation (6)

Wander for food and update the 
position according to equation (25)

p ≤ 0.5 Spiral surround and update position 
according to equation (26)

Calculate the RMSE value of each search 
agent and update the optimal solution θ

t = t + 1

Yes

No

Finite element verification of 
Kriging model

Establish Kriging model based 
on sample and optimal θ

Generate training and test sets

Test design and response

Factors and levels determination

Parameter impact analysis

Start

End

Return to optimal θ

No

No

Yes

Yes

|A| ≤ 1

Figure 4: Improvement process of Kriging surrogate model based on WOA algorithm.
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It can be seen from Table 3 that the correlation coeffi-
cient (R2) has increased from 0.9922 to 0.9974, which is
0.52% higher and closer to 1. (e correlation coefficient is
closer to 1 implying that the global approximation ability of
the optimized Kriging model is better. RMSE is used to
indicate the impairment between the estimated value and the
actual value. (e higher the value of RMSE, the greater the
impairment. After optimization, RMSE went from 2.8569 to
1.6540, reducing by 42.11%, which shows that the optimized
Kriging model can better estimate the samples. After op-
timization, RMAE decreased from 0.1322 to 0.0754, which is
42.97% lower and closer to 0. (is shows that the local error
is less after optimization. (erefore, Kriging algorithm is
improved based on WOA algorithm, which enhances the
fitting ability and accuracy of Kriging algorithm.

(e residual graph histogram of the test set for the
contact stress prediction model is established by using
Kriging and the improved Kriging algorithm based on
WOA, as shown in Figures 5(a) and 5(b).

It can be seen from Figure 5 that the error dispersion of
the optimized Kriging based on the improved WOA to
establish the contact stress prediction model of the circular
arc gear is more centralized, and the optimized error range is
reduced from (− 2, 4) to (0, 3), which significantly improved
accuracy.

4.5. Finite ElementVerification. In order to further verify the
validity of the established mathematical model, the finite
element method is used to analyze the gear. (e definition of
material attribute of the model, the establishment of analysis
steps and interactions, the application of constraints and
moments, and mesh division are the same as those in Section
3. (e gear parameters are shown in Table 4, and the results
of the finite element analysis are shown in Figure 6.

As shown in Figure 6, the maximum contact stress of the
gear is 472.2MPa. (e mathematical model established in
Section 4.3 is used to predict the maximum contact stress of
the gear in Table 4.

As shown in Table 5, the mathematical model established
in Section 4.3 is used to predict the maximum contact stress
of gears in Table 4. Compared with the results of finite el-
ement analysis, the maximum error is 3.2013MPa, which
shows that the mathematical model can effectively predict
the contact stress of gears.

5. Influence of Design Parameters on
Contact Stress

In this section, the influence of design parameters on contact
stress is discussed based on the explicitly mathematical
model between the gear design parameters (tooth width,

modulus, pressure angle, and tooth line radius) and the
contact stress of cylindrical gear with arc tooth by using the
proposed WOA-Kriging model. When the parameters
(tooth width, modulus, pressure angle, and tooth line radius)
are changed separately, the influence of tooth width,
modulus, pressure angle, and tooth line radius on the
contact stress of cylindrical gear with arc tooth is shown in
Figure 7.

As seen in Figure 7, with the increase of tooth width,
modulus, pressure angle, and tooth line radius, the contact
stress of the cylindrical gear with arc tooth gear was in
decline, which was negatively correlated with the design
parameter, the amplitude of contact stress of the cylindrical
gear with arc tooth is the largest due to the change of tooth
radius, followed by the change of modulus, and the influence
of tooth width is less.

(e influence of change in tooth width, modulus,
pressure angle, and tooth line radius on contact stress of the
cylindrical gear with arc tooth is shown in Figure 8.

As seen in Figure 8, when tooth width interacts with
modulus, pressure angle, and tooth line radius, respec-
tively, the variation range of contact stress for the cylin-
drical gear with arc tooth gear is in decline. (e response
surface is not large and the complexity of surface is not
high, indicating that the influence of tooth width inter-
acting with modulus, pressure angle, and tooth line radius,
respectively, on the contact stress is not significant. When
modulus interacts with modulus, pressure angle, and tooth
line radius, respectively, the complexity of the stress re-
sponse surface is relatively high, which indicates that the
influence on the stress is significant, compared with tooth
width interacting with modulus, pressure angle, and tooth
line radius, respectively. When pressure angle interacts
with tooth line radius, the complexity of the stress response
surface is relatively high, which also indicates that the
influence on the stress is significant. Influence of modulus-
tooth line radius interaction on contact stress of cylindrical
gear with arc tooth and influence of pressure angle-tooth
line radius interaction on contact stress of cylindrical gear
with arc tooth are significant. In the contour map above,
the smaller the distance between the contour lines is, the
greater the influence of their interaction on the contact
stress will be.

6. Conclusion

In order to study the influence of design parameters of
cylindrical gear with arc tooth on its contact stress, a
mathematical model of tooth width, modulus, pressure
angle, radius of tooth line, and contact stress of gear is
established by using Kriging surrogate model. Meanwhile,

Table 3: Evaluation indexes before and after optimization.

Indexes Kriging WOA-Kriging Optimization effect (%)
R2 0.9922 0.9974 0.52
RMSE 2.8569 1.6540 42.11
RMAE 0.1322 0.0754 42.97
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a Kriging model modeling method based on the whale
optimization algorithm (WOA) is proposed. (e pa-
rameters of variation function of traditional Kriging
model are optimized by whale optimization calculation to
improve the modeling accuracy of Kriging model. Based

on the established mathematical model, the influence of
design parameters (tooth width, module, pressure angle,
and tooth radius) of cylindrical gear with arc tooth on the
contact stress of circular arc tooth line cylindrical gear is
discussed.
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Figure 5: Residual diagram of contact stress prediction model. (a) Residual diagram of contact stress prediction model based on Kriging ((A)
residual histogram, (B) residual with sequence, (C) residual, (D) sequence of observations). (b) Residual diagram of contact stress predictionmodel
based on Kriging based on WOA ((A) residual histogram, (B) residual with sequence, (C) residual, (D) sequence of observations).
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Table 4: Gear parameters of finite element analysis.

Order Tooth width (mm) Modulus Pressure angle (°) Tooth radius (mm)
1 38.836850 3.2 20 308.157500
2 38.836850 2.967370 18.836850 308.157500
3 40 3.432630 21.163150 308.157500
4 40 3.432630 20.000000 191.842500
5 40 2.967370 21.163150 250

(a) (b)

Figure 6: Stress nephogram of driving wheel and driven wheel. (a) Driving wheel. (b) Driven wheel.

Table 5: Finite element prediction results.

Order Tooth width
(mm) Modulus Pressure angle (°) Tooth radius

(mm)
Finite element stress

(MPa)
Predicted stress

(MPa)
Error
(MPa)

1 38.83685 3.2 20 308.157500 427.2 429.7935 2.5935
2 38.83685 2.967370 18.836850 308.157500 462.3 465.5013 3.2013
3 40 3.432630 21.163150 308.157500 396.4 394.7222 − 1.6778
4 40 3.432630 20.000000 191.842500 479.2 478.3456 − 0.8544
5 40 2.967370 21.163150 250 470 471.8039 1.8039
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Figure 7: Influence of design parameters on contact stress. (a) Influence of tooth width on contact stress contact stress of cylindrical
gear with arc tooth. (b) Influence of modulus on contact stress contact stress of cylindrical gear with arc tooth. (c) Influence of
pressure angle on contact stress contact stress of cylindrical gear with arc tooth. (d) Influence of tooth line radius on contact stress
contact stress of cylindrical gear with arc tooth.
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(1) Based on the improved Kriging model of WOA
algorithm, the correlation coefficient (R2) is in-
creased from 0.9922 to 0.9974, MSE is reduced from
2.8569 to 1.6540, and RMAE is also reduced from
0.1322 to 0.0754. (e correlation coefficient (R2) of
the improved algorithm is improved, and root mean
square error (RMSE) and relative maximum absolute
error (RMAE) are improved to some extent, which
improves the global approximation ability of the
traditional Kriging algorithm, reduces the local er-
ror, and improves the fitting accuracy.

(2) Both the traditional Kriging algorithm and the im-
proved Kriging algorithm based on WOA algorithm
can establish the contact stress prediction model of
gear, and the accuracy is within the applicable range.

(e error range of Kriging is (− 2, 4), while the error
range of Kriging algorithm based on WOA algo-
rithm is (0, 3). (e accuracy of the improved Kriging
has been optimized obviously, and the accuracy of
the model is verified by the finite element method,
where the maximum error is only 2.5935MPa.

(3) Based on the established mathematical model, the
influence of design parameters (tooth width, mod-
ulus, pressure angle, and tooth radius) on the contact
stress of circular arc tooth line cylindrical gear is
discussed. With the increase of tooth width, mod-
ulus, pressure angle, and tooth line radius, the
contact stress of the cylindrical gear with arc tooth
gear was in decline, which was negatively correlated
with the design parameter, the amplitude of contact
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Figure 8: Influence of design parameters interaction on contact stress of cylindrical gear with arc tooth. (a) Influence of tooth width-
modulus interaction on contact stress of cylindrical gear with arc tooth. (b) Influence of tooth width-pressure angle interaction on contact
stress of cylindrical gear with arc tooth. (c) Influence of tooth width-tooth line radius interaction on contact stress of cylindrical gear with arc
tooth. (d) Influence of modulus-pressure angle interaction on contact stress of cylindrical gear with arc tooth. (e) Influence of modulus-
tooth line radius interaction on contact stress of cylindrical gear with arc tooth. (f ) Influence of pressure angle-tooth line radius interaction
on contact stress of cylindrical gear with arc tooth.
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stress of the cylindrical gear with arc tooth is the
largest due to the change of tooth radius, followed by
the change of modulus, and the influence of tooth
width is the least. And influence of modulus-tooth
line radius interaction and pressure angle-tooth line
radius interaction on contact stress of cylindrical
gear with arc tooth is significant.
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)e stochastic resonance system has the advantage of making the noise energy transfer to the signal energy. Because the existing
stochastic resonance system model has the problem of poor performance, an asymmetric piecewise linear stochastic resonance
system model is proposed, and the parameters of the model are optimized by a genetic algorithm. )e signal-to-noise ratio
formula of the model is derived and analyzed, and the theoretical basis for better performance of the model is given.)e influence
of the asymmetric coefficient on system performance is studied, which provides guidance for the selection of initial optimization
range when a genetic algorithm is used. At the same time, the formula is verified and analyzed by numerical simulation, and the
correctness of the formula is proved. Finally, the model is applied to bearing fault detection, and an adaptive genetic algorithm is
used to optimize the parameters of the system.)e results show that the model has an excellent detection effect, which proves that
the model has great potential in fault detection.

1. Introduction

When the nonlinear system interacts with the signal to be
measured and the nonsignal to be measured (noise), reso-
nance will occur. At this time, when the noise intensity
increases, the noise will not inundate the signal but will
increase the signal-to-noise ratio, and the noise energy will
transfer to the signal. )is shows that stochastic resonance is
a powerful method to extract a weak signal from strong noise
[1, 2]. However, a large number of studies have shown that
the classical SR theory has obvious detection advantages only
in the case of small parameters, i.e., adiabatic approximation.
In engineering application, most target signals are not small
parameter signals, which greatly limits the application in
engineering. In recent years, a series of achievements have
beenmade in the resonance phenomenon of large parameter
signals, such as the use of secondary sampling, single
sideband modulation, frequency-domain information ex-
change, and other methods, which canmake large parameter
signals produce resonance phenomenon [3]. In reference

[4], it is known that the piecewise linear model has better
performance than the classical model, and in reference [5],
the asymmetric model can obtain better performance than
the symmetric model by adjusting the asymmetric factor.
Zhang et al. applied a stochastic resonance system for
bearing fault detection [6, 7]. Zhang et al. found that the
performance of the system is also affected by the system
parameters [8], and the selection of parameters will directly
affect the quality of the system. Zhang and He obtained
better system parameters through an adaptive genetic al-
gorithm and applied them to bearing fault detection [9].

At present, some scholars are committed to exploring the
effect of asymmetry on system performance [2, 4]. Some
scholars have devoted themselves to the study of piecewise
linear systems. Both of them can achieve better system
performance [10]. However, there is no research on the
combination of them to obtain better performance. Based on
this, an asymmetric linear piecewise bistable model is
proposed.)e analytical expression and signal-to-noise ratio
of themodel are derived and compared with the symmetrical
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bistable piecewise linear stochastic resonance system and the
continuous bistable system. At the same time, in order to
obtain better performance in the application of bearing fault
detection, a genetic algorithm is used to obtain better system
parameters. In the second part of the paper, the concrete
formula derivation is given. It provides a theoretical basis for
the simulation and experiment. In the third part, numerical
simulation is carried out to verify the correctness of the
formula derivation. In the fourth part, the genetic algorithm
is proposed to optimize the parameters, which can improve
the system performance to the greatest extent. Finally, it is
applied to fault detection. )e results show that this method
can effectively extract fault feature frequency and has better
performance than the symmetric model.

2. TheoreticalAnalysis ofAsymmetricPiecewise
Linear Model

2.1. Asymmetric Piecewise Linear Model. )e expression of
potential function U(x) is as follows:

U(x) �

−
k3

r k1 − k2( 
x + rk1( , x< − rk2,

k3

rk2
x, − rk2 ≤x< 0,

−
k3

k2
x, 0≤ x< k2,

−
k3

k1 − k2( 
x − k1(  k2 ≤x.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

Among them, r is asymmetric factor, k1, k2 and k3 are
system parameters and are all greater than 0. Under the static
condition, the system has two potential wells and one barrier.
)e bottom of the two wells is x+ � k2 and x− � − rk2, re-
spectively, and the barrier height is ΔU � c.

When r � 1 is a symmetric piecewise linear model, other
cases are asymmetric linear systems. It can be seen from
Figure 1 that the width of a potential well varies with the
asymmetric factor.

2.2. System Response and Signal-to-Noise Ratio. )e steady
state of the system is +xm, − xn and rxm � xn. Let W±(t) be
the probability of time t system in bistability +xm, − xn and
define n±(t) as the probability of transition from steady state
+xm, − xn at time t. Because of the asymmetry of the two
potential wells, the transition probability of the two potential
wells is not the same, that is, n+(t)≠ n− (t). When the
asymmetry factor is r � 1, the equation holds. According to
the adiabatic approximation theory [2], the escape rate of the
asymmetric linear bistable system is as follows:

ƛ− 1
− �

1
D


− rk2

− rk1

e
− (1/D) k3/r k1 − k2( )( ) x+rk1( )( )dx 

0

− rk2

e
(1/D) k3/rk2)x( )dx, ƛ− 1

+ �
1
D


− k2

− k1

e
− (1/D) k3/ k1 − k2( )( ) x+k1( )( )dx 

0

− k2

e
(1/D) k3/k2)x( )dx,(

(2)

where D is the noise intensity, r is asymmetric factor, k1, k2
and k3 are system parameters. )e transition rate n±(t) is
generally considered to have an exponential form. Under the
action of periodic signal s(t) � A cos(w0t), it is expanded by
Taylor series, as shown in the following equation:

n+ � ƛ+ 1 +
Axm

D
cos ω0t(  +

1
2

Axm

D
 

2
cos2 ω0t(  + · · · ,

n− � ƛ− 1 −
Axn

D
cos ω0t(  +

1
2

Axn

D
 

2
cos2 ω0t(  − · · · .

(3)

Under the assumption of adiabatic approximation, the
probability equation of the model can be established
according to (2) and (3):

dw− (t)

dt
� − ƛ− W− (t) + ƛ+W+(t),

dw+(t)

dt
� − ƛ+W+(t) + ƛ− W− (t).

(4)

)e equations of solution (4) can be obtained as follows:

W− (t) �
1
2

1
ƛ−

+ e
− ƛ− +ƛ+( )t

 ,

W+(t) �
1
2

1
ƛ+

− e
− ƛ− +ƛ+( )t

 .

(5)

)e probability distribution function obtained from
formula (5) is shown in the following equation:

2 Complexity



w− (t) � _W− (t) � −
ƛ− + ƛ+

2
 e

− ƛ− +ƛ+( ),

w+(t) � _W+(t) �
ƛ− + ƛ+

2
 e

− ƛ− +ƛ+( ).

(6)

)e frequency-domain probability distribution function
can be obtained by Fourier transform of formula (6)

|w(ω)| � w− (ω)


 + w+(ω)




�
ƛ− + ƛ+�������������

ƛ− + ƛ+( 
2

+ ω2
 ,

φ(ω) � arctan
ω

ƛ− + ƛ+

 .

(7)

Since A is small, the response of the bistable system can
be expressed as follows:

〈x(t)〉 � x(D)cos ω0t + ϕ(D) , (8)

where

x(D) �
1 + r

2
 Ax

2
m

D

ƛ− + ƛ+�������������

ƛ− + ƛ+( 
2

+ ω2
0
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Φ(D) � arctan
ω0

ƛ− + ƛ+

 .

(9)

)e power spectrum of noise can be written as follows:

SN(ω) � 1 −
Ax

2
m

2D
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2
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2

+ ω2
0
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 x
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2
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0

.

(10)

)e output power spectrum is obtained by Fourier
transform of the autocorrelation function, as follows:

S(ω) �
π
2

x
2
(D) δ ω − ω0(  + δ ω + ω0(   + SN(ω). (11)

)en SNR is as follows:

SNR �


+∞
− ∞ S(ω) − SN(ω)dw

SN ω0( 

�
1 + r

2
 πA

2
x
2
m ƛ− + ƛ+( 

4D
2 1 − (1/2) Axm/D( 
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2
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.

(12)

For the system, xm � b and obtained from formula (2):

ƛ− �
k
2
3

r
2

k1 − k2( k2
e

− k3/D( ),

ƛ+ �
k
2
3

k1 − k2( k2
e

− k3/D( ).

(13)

If the higher order term of the denominator in formula
(12) is not considered, the SNR can be approximated as
follows:

SNR �
πk2 1 + r

2
 

2
k
2
3A

2

4D
2

k1 − k2( r
2 e

− k3/D( ). (14)

When r � 1, the SNR formula of the symmetrical
piecewise linear model shown in [5] can be obtained.
According to reference [2], the formula of signal-to-noise
ratio of continuous bistable system is as follows:

SNR �

�
2

√
u
2
A
2

4D
2 e

− u2/4D),( (15)

where u is the system parameter, the barrier height is
ΔU � (u2/4), and the well bottom is in x � ±

��
u

√
, u � 2.

Select the system parameter k1 � 1, k2 � 1, k3 � 1. )e
height of the potential well is the same as the position of the
potential well, and then the asymmetry factor is changed to
make a comparative study. When the input signal and noise
are identical, as shown in Figure 2, it is the change of SNR
with the noise intensity D. It can be seen from Figure 2 that
with the increase of the noise intensity D of the piecewise
linear system and the classical continuous bistable system,
the SNR also increases rapidly to the maximum value, but
the noise continues to increase and decreases. )e asym-
metric piecewise linear system also has the same phenom-
enon, but in the process of noise intensity from small to
large, the system is always larger than the other two systems.
It can be seen that the higher SNR can be obtained for the
asymmetric piecewise linear system with the same system
parameters.

3. Numerical Simulation of Asymmetric
Linear Model

In order to verify the above results, the symmetrical
piecewise linear model has been compared with the con-
tinuous bistable system in reference [5], and the
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Figure 1: Potential function U(x).
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performance of the piecewise linear model is better.
)erefore, only asymmetric and symmetric piecewise linear
models are compared. According to formula (1), the system
model can be written as follows:

_x(t) � −
dU(x)

dx
+ H(t), (16)

where H(t) � A cos(2πft) + ε(t), ε(t) for noise. Its mean
value is zero, and autocorrelation function can be expressed
as 〈 ε(t) ε(t + τ) 〉 � 2Dδ(t − τ). D is the noise intensity, τ
is the delay time, f is the input signal frequency, and A is its
amplitude. )e fourth-order Runge Kutta of (1) is simulated
[4], and the resonance behavior of r � 1 and r≠ 1 is com-
pared and explored.

Figure 3 is the input signal frequency f � 0.01, sampling
frequency, and amplitude noise intensityfs � 5,A � 0.1, D � 4,
system parameter k1 � 2,k2 � 1,k3 � 0.25. Figures 3(b) and 3(d)
show the amplitude frequency characteristics of the input
signal and the output signal, respectively. It can be seen that the
spectrum energy concentrates on the low-frequency compo-
nent. While Figure 4 is under the condition that other con-
ditions remain unchanged, making the asymmetric factor
r � 1.5, it can be seen from Figure 4(a) that the reduction effect
is better than Figure 3(c), and from the frequency domain, it
can be seen that the energy concentrated on the input signal
frequency is higher.

Figure 5 is a comparison of the average signal-to-noise
ratio gain [10] of the asymmetric piecewise linear model and
the symmetric piecewise linear model under the same other
conditions as Figure 4. It can be seen from the figure that the
average signal-to-noise ratio gain of the asymmetric model is
always higher than that of the symmetric model with the
increase of noise intensity, which is consistent with the
conclusion of the formula derivation. Figure 5 shows that the
performance of the asymmetric system is not superior to that
of the symmetric model because the selection of asymmetric

factors is not optimal. Figure 6 is a three-dimensional graph
of noise intensity D, asymmetric factor r an average signal-
to-noise ratio gain MSNRI under the same conditions as
Figure 5. It can be seen that r � 2 is not the optimal case. As
you can see, the performance improvement is not very high.
)is is because the asymmetric coefficient is not very suit-
able. It is because of this that the adaptive algorithm
mentioned below is needed to get the appropriate system
parameters.

4. Adaptive Genetic Algorithm

)e model proposed in this paper has four parameters,
namely k1, k2, k3, r and the dimension of the genetic algo-
rithm is set as four dimensions [11–13]. )e key of the
algorithm is to transform the solution into the chromosome
needed in a genetic algorithm. )ere are a variety of
“chromosome” transformation methods, which can be di-
vided into real number coding (parameter optimization
problem) and integer coding (shortest path problem)
according to requirements. )e genetic algorithm has a wide
range of applications. Usually, some changes will be made
according to actual needs. In this study, the range of pa-
rameter optimization is determined by theoretical analysis,
that is, the range of initial gene in genetic algorithm. By
replacing the signal-to-noise ratio with fitness function, the
purpose of improvement is achieved. )e genetic algorithm
can be well applied to the stochastic resonance system. )e
specific process is shown in Figure 7. Specific steps of the
proposed algorithm:

)e fitness function of the paper is the output signal-
to-noise ratio. Signal-to-noise ratio (SNR) is a common
measure in signal processing research. )e higher the
SNR, the better the fitness. Compared with correlation
and average signal-to-noise ratio, the genetic algorithm
has lower time complexity and little difference in effect.

Initialize population size and iteration: Random selec-
tion of individuals to build an initial population.

)e fitness function constructed in step (1) is used to
calculate the fitness of all individuals. And keep the best
individuals to the next generation.

)e individual genes in the population were crossed, and
when the crossing process met the variation conditions, the
cross was executed (5). )e crossover operator of the fol-
lowing formula is used:

X1′ � λ1X1 + 1 − λ2X2( ,

X2′ � λ1X2 + 1 − λ2X1( .
(17)

Variation, that is to say, the offspring produced genes
that the parents did not have. )e construction of the
mutation operator is as follows:

X′ � X + Δ. (18)

Generate offspring and replace any random individual in the
offspring with the optimal solution individual in step (3).
According to whether the termination condition reaches the
maximum number of iterations, the algorithm’s branch flow is
determined.
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Figure 2: Variation of SNR with D in the three systems.
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Figure 3: Time-domain and frequency-domain graphics of input and output signals.
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Figure 4: Time-domain and frequency-domain graphics of input and output signals.
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Adding optimization parameters to the genetic algorithm
will not exponentially increase the time complexity like an
ordinary iterative algorithm.)e time complexity of the iterative

algorithm is o(Nn), N is the number of iterations, and n is the
number of parameters.)e time complexity ofGA is o(N∗ nn).
N is the genetic algebra, n is the number of parameters.
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5. Bearing Fault Detection

5.1. Fault Characteristics Extraction of the Bearing Type 6205-
2RS JEM SKF

5.1.1. Characteristic Frequency. )e bearing model is 6205-
2RS JEM SKF deep groove ball bearing.)emain parameters
are shown in Table 1. Because the condition of a small
parameter is not satisfied, the resonance phenomenon is
produced by using the method of second sampling.

Sampling frequency fs � 12000Hz, number of sampling
points N � 10000. Here, 5Hz is selected as the second
sampling frequency. )e calculation formula of the char-
acteristic frequency is as follows:

fBPFI �
nrfr

2
1 +

D1

D2
cos α ,

fBPFO �
nrfr

2
1 −

D1

D2
cos α ,

(19)

nr represents the number of rolling elements, D1 represents
the diameter, D2 represents the bearing, the rotation fre-
quency is fr, the contact angle is α, fBPFI and fBPFO are the
characteristic frequencies of the inner and outer rings of the
bearing, respectively. Substituting the data in the table into
equation (19), it is known that the characteristic frequency of

the outer ring fault is 107.28Hz, and that of the inner ring
fault is 162.11Hz.

5.1.2. Outer Ring Fault Detection. Figure 8 shows the input
signal of bearing fault to be detected and the output signal
of the symmetrical piecewise linear system. It can be seen
that the fault signal is completely covered by other high-
frequency noises. After passing the SR system, the fault
signal is detected. )e parameters of this check are all
found through the adaptive parameter optimization of the
genetic algorithm. )e population number of genetic
algorithms is 200, the genetic algebra is 200, the crossover
probability is set to 0.4, and the mutation probability is set
to 0.2. (In the actual natural environment, the crossover
probability is much greater than the mutation probability,
but in order to jump out of the local optimum, the
mutation probability is set to be larger here.)

Figure 9 is an output signal through an asymmetrical
piecewise linear system. Compared with Figure 8, it can be
seen that the accuracy of amplitude value and inspection at
fault frequency is higher than that of the symmetrical seg-
mented system. )e time-domain waveforms of the sto-
chastic resonance system are compared. It can be seen that
the burr of time-domain waveform of an asymmetric system
is obviously less than that of a symmetric system. It is

Table 1: Main parameters of bearing.

Inner diameter (cm) Outer ring diameter (cm) Ball straight (cm) )ickness (cm) Stanza (cm) Number of ball bearings (one)
2.5001 5.1999 0.7940 1.5001 3.904 9
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Figure 8: Time and frequency-domain diagrams of input and output of outer circle fault detection system
(a � 0.422000206845763, b � 0.01, c � 2.645191139445148, r � 1).
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Figure 10: Time-domain and frequency-domain diagrams of the input and output of inner-loop fault detection system
(a � 1.263827550905825, b � 1.226069, r � 1, c � 0.253128458753468).
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Figure 11: Time and frequency-domain diagrams of the output of outer circle fault detection system
(a � 0.938548936195951, b � 0.11, c � 2.11048612862940, r � 1.6).
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Figure 9: Time and frequency-domain diagrams of the output of outer circle fault detection system
(a � 1.00619166102941, b � 0.11, r � 1.6, c � 0.284256838355532).
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consistent with higher amplitude at fault frequency of fre-
quency-domain waveform.

5.1.3. Inner Ring Fault Detection. In order to prove that
there is still a lot of room to improve the performance of the
system, the number of population and the number of it-
erations are doubled when a genetic algorithm is used for
parameter optimization. Figure 10 shows the signal to be

detected for the inner ring fault and the output signal after
the piecewise linear system model. It can be found that the
fault signal has been detected, but after a longer time of
parameter optimization, the system performance has not
been significantly improved.

Figure 11 shows the output waveform of the signal to be
detected through the asymmetric piecewise linear model. It
can be found that the performance is greatly improved after
the time of parameter optimization is increased. It is the
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Figure 12: )e entity diagram of the ID-25/30 test bench.
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Figure 13: Signal to be detected.
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same as the previous conclusion and proves the superiority
of the system.

5.2. Fault Diagnosis of ID-25/30 Bearing Health Test Bench.
In order to further verify the practicability of the system, it is
applied to another group of experimental platform for
verification. )e physical figure of the ID-25/30 bearing

health test bench is shown in Figure 12. )e calculation
method of the characteristic frequency signal of bearing fault
is the same as the previous one. )e frequency of the inner
ring and outer ring can be obtained from the formula. )e
inner raceway frequency of the bearing can be calculated
theoretically to be fInner � 117.14Hz.

Figure 13 shows the fault signal to be tested collected by
the platform. It can be seen that the fault model is completely
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Figure 14: Output signal of the piecewise linear system.
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Figure 15: Output signal of the asymmetrical piecewise linear system.
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submerged by noise and cannot be detected. Figure 14 is the
output graph of the piecewise linear system. It can be seen
that the fault signal is detected.)is part of the parameters is
also optimized by genetic algorithm, which proves the
practical value of the system again. Figure 15 shows the
output of the asymmetrical piecewise linear system. Fig-
ure 15 has a higher amplitude and the frequency doubling
has been checked, indicating that the detection effect per-
formance is very good.

6. Conclusion

An unsymmetrical piecewise linear system has good effi-
ciency. )is paper discusses the performance of the system
from three aspects: formula derivation, numerical simula-
tion, and engineering application. )e results show that it
has a good performance both in theory and in practice,
which is consistent with the formula derivation results. Of
course, the performance of a system is closely related to its
parameters, and it is difficult to find out the coordination
between parameters. )erefore, a genetic algorithm is
proposed to find better parameters.

)e asymmetry mentioned in this paper is the asym-
metry of the width of the potential well and the steady state is
assumed to be two steady states, which is not explored in the
asymmetry of the depth of the potential well and the
multisteady state, so we will continue to study in the fol-
lowing work.
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In this paper, the forest algorithm and the decision tree algorithm are mainly used to analyze students’ physical education
information, course exam results, and student learning data and relevant feature attributes from the online teaching platform. We
aim to generate decision trees using the decision tree algorithm for the purpose of generating classification rules, based on which
we can find factors that are important to students’ physical education performance and form data basis for improving teaching
quality to help teaching management and teachers improve teaching methods and adjust teaching strategies. We specifically
achieved this objective by constructing a model for assessing the effectiveness of student teaching, the steps of which include data
collection and preparation, data preprocessing (data cleaning, conversion, integration), model construction (algorithm training),
and algorithm optimization, as well as realizing the simulation results of the model. At the same time, the importance of the
relevant attributes of the model is analyzed, and some measures are proposed to improve the universities: the standard of physical
education teaching and the corresponding strategies for improving teachingmethods.'emainstream development environment
is chosen to ensure the complete operation of the project system that integrates learning, operation, and evaluation. 'e sports
virtual simulation experimental teaching system realized in this paper has good functionality, stability, and application benefits in
operation and use.

1. Introduction

'e report “Quality Physical Education: A Guide to Action
for Policymakers,” published by UNESCO, states that
physical education is the only way to combine the devel-
opment of physical motor skills with the learning and
communication of values and is the ideal path for students to
acquire core competencies [1]. 'e study of physical edu-
cation in universities is the final stage of being able to receive
formal physical education and is an important way to refine
and improve their knowledge of physical education, and the
development of physical education in universities is a
prescribed requirement imposed by school education, as
well as meeting the needs of the development of sports [2].
'e results of the survey on the physical health of

adolescents found that the lung capacity of university stu-
dents from recent years is a declining trend. Students also
have poor vision, neurological failure, and cardiovascular
disease, and some of the problems have seriously affected
physical and mental health. Compared with university
students in developed countries of the world, the fitness and
health of university students need to be improved [3].
Existing studies have concentrated on the development of
the core competencies of physical education and are directed
at transforming and teaching the physical education cur-
riculum, andmost of them focus on the theoretical aspects of
the basic education field. 'ese studies neglect the factors
that influence the development of the person himself as well
as other aspects [4].'erefore, this study is not limited to the
disciplinary boundaries but is based on the development of
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core human sports literacy as the starting point, in addition
to the study of the strategies for the development of core
human sports literacy in higher education [5]. Based on the
development of higher education, on top of the rich expe-
rience in implementing quality education and under the
accumulation of practical teaching, the college students’
sports core literacy has been promoted [6]. Many factors are
influencing the development of college students’ physical
education core quality. First of all, physical education, as one
of the important influencing factors, is the main way for
college students to participate in physical exercise, which is
closely related to the professional quality of physical edu-
cation teachers as well as the school’s implementation policy,
management system, sports environment, and organization
of extracurricular sports activities [7]. 'erefore, to be able
to better cultivate students’ sports core qualities, the whole
school should be placed in the cultivation system, seek the
cultivation implementation way, and optimize the cultiva-
tion strategy.

Pai et al. based their PageRank model on the perfor-
mance statistics and ranking of student-athletes in basket-
ball, hockey, and other sports to assess the individual and
team performance of students in a more comprehensive way
and to promote their participation in learning [8]. 'e
quantitative performance assessment was used to define the
students’ game performance, and the qualitative assessment
of the students was implemented with a personalized in-
terview form to facilitate the participants’ perception and
experience of the game performance [9]. At the level of the
structural design of the physical education curriculum,
Martin et al. in their paper analyzed the new concept of
physical education curriculum in comparison with tradi-
tional teaching [10]. On this basis, they discuss the im-
portance of classroom assessment as it evolves. 'e research
points out that the New Physical Education (NPE) curric-
ulum perspective, based on national development and youth
health issues, has significant implications for traditional
curriculum design, implementation, and assessment [11].
Furthermore, research on assessment for physical education
and learning has focused on communication and linkages
between schools, communities, and families; for example,
Kim et al. studied parents’ perceptions of school assessment
and the need to improve the school’s curriculum based on
parents’ views [12]. Dieter et al. have further analyzed the
physical education model (SEM) to assess students’ moti-
vation from the perspective of self-determination theory,
stating that students need a certain time to determine their
behavior in an educational environment. One of the most
effective means of dealing with classroom assessment is the
design and use of rubrics [13]. Mao et al. state that the use of
rubrics to determine students’ overall learning performance
can greatly enhance students’ motivation [14].

As can be seen, there are quite several articles and
writings on assessment for physical education learning.
Whether it is about the relationship between learning as-
sessment and curriculum development or the specific
implementation and application of learning assessment, it is
evident that physical education learning assessment has
become an important hotspot in today’s education sector. It

is necessary to establish the educational concept of “health
first” and to provide adequate physical education classes, to
help students enjoy fun, strengthen their physiques, enhance
their personalities, and temper their wills in physical ex-
ercise. 'ese important discourses have greatly elevated the
status of college sports and are important guidelines for
college personnel training. Apply the software theory to the
evaluation system functional requirement analysis, design
the main functional modules, realize the decision support
system based on data mining and simulation, improve the
work efficiency of the evaluation department, and provide
decision guidance through certain mining analysis. 'e
research proposes a simple and effective data warehouse
design and implementation method and uses online analysis
and processing technology to analyze the data in the data
warehouse and provide basic data for subsequent data
mining. After studying and researching the commonly used
data mining algorithms and understanding the character-
istics of different algorithms, a decision tree algorithm
suitable for this data mining is selected based on the data
studied in this paper, an improved algorithm is used to
establish the mining model, and the mining results are
analyzed to extract valuable decision information.
According to the problems found by applying the decision
tree algorithm, the algorithm is studied in depth, analyzed,
and compared, combined with the characteristics of the data
of this project, and the analysis of data mining and data
warehouse and online analysis and processing techniques
are used to obtain useful information to provide a mean-
ingful reference for decision making in the evaluation of
physical education.

2. Design of a Decision Tree-Based Model for
Assessing Teaching
Effectiveness in Universities

2.1. Improved Decision Tree Algorithm and Computer Simu-
lation Design. As one of the most commonly used methods
for data mining, the decision tree algorithm has been widely
used in different fields since its introduction. It has un-
dergone a long process of going from shallow to deep and
from simple to complex. 'e decision tree is a top-down,
recursive division that uses a top-down, divide-and-conquer
approach, and its basic algorithm is essentially greedy [15].
Starting from the root node, each nonleaf node is found to
find an attribute in its corresponding sample set to test the
sample set, and the training sample set is divided into several
subsamples according to the different results of the test. Each
subsample set constitutes a new leaf node, and the above
process is repeated for the new leaf node so that the loop
continues to reach a specific termination condition [16]. 'e
flexible approach to management adopted by teachers and
teaching, which is determined by the characteristics of
university work, is to go to class when there are classes and
then to have free time when there are no classes.While this is
conducive to research and learning, it is also likely to keep
certain aspects of teaching, such as lesson planning,
homework revision, and lab instruction, out of control. 'e
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decision tree adopts a top-down recursive approach to
compare and evaluate the attribute values of nodes within
the decision tree and determine the branch down from the
node based on the different attribute values. One of the
biggest advantages of the decision tree-based learning al-
gorithm is that it does not require the user to acquire a lot of
basic knowledge during the learning process, as shown in
Figure 1.

'e process of constructing a decision tree is divided into
two steps: tree building and pruning. 'e first step is the tree
building stage, which selects part of the training data and
builds a decision tree by the breadth-first recursive algo-
rithm until each leaf node belongs to the same class. 'e
second step is the pruning stage, which uses the remaining
data to check the generated decision tree and correct the
errors, and it finally prunes the decision tree and adds nodes
until a correct decision tree is built. 'e decision tree
building algorithm is a recursive process that ultimately
results in a decision tree, and pruning reduces the impact of
noisy data on classification accuracy. In general, the greater
the information gain, the greater the “purity improvement”
obtained by using features to partition the dataset.'erefore,
information gain can be used to select attributes for decision
tree partitioning, which is to select the attribute with the
greatest information gain.

Information gain is the amount of change in the desired
information, which mainly reflects the method of sample
feature importance, and there is a positive correlation be-
tween the two: the importance of the sample feature in-
creases and decreases with the amount of information gain.
Information entropy is mainly used to measure the amount
of information, so we define the entropy w of data [17].
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'e information gain rate and destination information
gain will tend to select the attribute with the larger infor-
mation gain value. It applies a parameter value to the
specification of the information gain, which is calculated as
follows [18].
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and based on this, the formula for calculating the gain rate
can be obtained as follows:

mi(g) �
fiti − worst(g)

best(g) − worst(g)
. (3)

'ere are many algorithms for generating decision trees
in data mining, and several typical decision tree generation
algorithms are highlighted below. 'e ID3 algorithm is the
most influential and typical in decision tree mining, which

selects test attributes for each nonleaf node in the tree
through a set of rules based on information theory, using
entropy as the basis for classification, and finally classifies the
data into the form of a decision tree [18]. 'e basic idea of
the ID3 algorithm is to use information entropy as a measure
of attribute selection of decision tree nodes; each time it first
selects the attribute with the most information, i.e., the
attribute that can change the entropy value to the smallest, to
construct a decision tree with the fastest decrease in entropy,
so that the entropy value at the leaf node is 0 [19]. Currently,
the set of instances corresponding to each leaf node belongs
to the same class. Since the attribute with the highest gain of
information is always selected to divide the rules, the al-
gorithm classifies data quickly, the depth of the tree is av-
erage, and the division rules are simple.'e ID3 algorithm is
important in the process of constructing a decision tree:
attribute determination and set partitioning. 'e process of
attribute determination is to select the attribute with the
largest value of gain information from the selected data as
the root node and construct a branch with the attribute value
of this node to divide the selected data into several unrelated
subsets; after branching the nonleaf node, it will determine
the attribute of the subset value twice and then continue to
branch until it branches to the leaf node.

C4.5 is a classification decision tree algorithm in ma-
chine learning, which is based on the ID3 algorithm and
improves on the advantages of ID3 again. 'is algorithm
uses the concept of information gain or entropy reduction to
select the optimal division, to better realize the construction
of the decision tree: (1) It selects attribute columns based on
the information gain rate, overcoming the deficiency of
biased selection of attributes with more values when
selecting attributes with information gain. (2) It constructs a
decision tree. 'e tree pruning process is completed in the
tree construction process. (3) 'e data of continuous at-
tributes are processed by applying discretization. (4)'e tree
pruning construction is also used for incomplete data. 'e
ID3 algorithm can only solve the discrete data attributes, but
the C4.5 algorithm can handle the discretized continuous
attributes well, with the following procedure.

Q(w) �
QN(w)

QL(w)
�
tr w

TXLNX
Tw

 

tr w
TXLXTw
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Computer simulation (data visualization), as the name
implies, is a simulated representation of data that uses
computer graphics and image processing techniques to
interpret data through analysis, transformation, and graphic
patterns (including animation) in either planar or three-
dimensional form, while providing methods, theories, and
techniques for interaction [20]. It helps people to view data
and the relationships between data more visually. 'e atlas
of computer simulation is composed of a large amount of
data. Each data item is the basic unit of the atlas, and the
value of each attribute of the data is represented by the
multidimensional terms so that the user can observe and
analyze the data from different angles to better serve the user
and help the user to make decisions. Simulation technology
is the data mining results of abstract information, with a
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simple and intuitive form of expression, to deepen the user’s
understanding of the meaning of the data, while under-
standing the interrelationship between the data and devel-
opment trends. 'e characteristics of computer simulation
technology are as follows. 'ere is strong interaction with
the user. 'e user is no longer simply a receiver of infor-
mation but can also manage, process, and develop the data.
Computer simulation technology can classify, arrange, and
present data from multiple perspectives. For example, users
can view data time, percentage, rank, and other dimensions.
Users can view data and analyze it using simulation charts,
histograms, line graphs, puzzles, etc. [21].

Scientific computational simulation refers to the use of
computer graphics and image processing techniques to
display engineering measurement data, data generated by
scientific calculations, and calculation results on the screen
and transform them into images. 'ey can also be processed
interactively using theoretical methods and techniques. 'e
classification of scientific computing data is relatively ex-
tensive and can be divided into structured, unstructured,
and mixed data according to different data structures or
scalar, vector, and tensor according to data types. Scientific
computing simulation technology faces two difficulties in
the development process: first, the way to classify the object
data by research; second, how to display the simulation
object on the screen practically and effectively, making users
view it interactively.

2.2. Evaluation Design of the Effect of Physical Education in
Universities. Model building is at the heart of data mining,
which means determining which algorithm to choose to
build the decision tree. 'e implementation of the algorithm
requires certain tools for programming. In this paper,
MATLAB tools are used to build the CART decision tree.
'ere are three main reasons for this. Firstly, the research

content of data mining is the learning and application of
models and algorithms, and MATLAB is particularly suit-
able for algorithm development. Because MATLAB can
directly call a rich library of mathematical functions to
quickly implement algorithms according to the flow steps of
the algorithm, the programming workload using MATLAB
will be greatly reduced when the computational require-
ments are the same. 'e syntax of MATLAB is more in-
tuitive than Python or R, and the learning and programming
of algorithms are easier. Secondly, MATLAB has efficient
and rich scientific computation functions, including cal-
culus, matrix computation, and symbolic computation, and
system simulation applications are very extensive. 'irdly,
MATLAB itself is a program development tool with a
friendly GUI development function [22]. MATLAB was
used to learn the principle of algorithms in depth, and then
hands-on programming computer programs were deployed
to solve many machine learning problems in practical ap-
plications. Using MATLAB is more focused, and the toolbox
is mostly developed in C. 'e tools are all interconnected,
and it is easier to get started if you have or understand this
data mining knowledge and then apply these tools, as shown
in Figure 2.

From the above rules, by analyzing the meaning of the
rules in detail, some teaching strategies can be adjusted for
the problems that arise, such as the need to have relatively
effective teaching methods in the online teaching platform,
whether to make it mandatory or set open assignments
(conscientious students do open assignments, while lazy
students do mandatory assignments) and guide students to
learn independently. Other aspects, such as out-of-province
students with a poor foundation and students with a good
foundation who also fail exams, can be predicted pre-
intervention can be made; students with good English scores
generally have a positive attitude to learning and are en-
couraged to study professionally. Since the data is not
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Figure 1: Model of improved decision tree algorithm.
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complete and comprehensive, the results obtained can only
serve the major students’ local construction advice, but to
some extent to make the assessment of student learning
effectiveness possible. With the continuous deepening of the
new curriculum, curriculum reform is steadily advancing in
depth; in the gradual integration of the new curriculum
concept and classroom teaching, we have made some
achievements and accumulated some experience in the
classroom. At the same time, many problems often arise in
the classroom, which we did not anticipate in advance, when
wemust think of a good strategy and find a good way to solve
them.

With the development of colleges and universities and
the advancement of network technology, the introduction of
data mining technology, visualization technology, etc. into
the assessment information management system of colleges
and universities will provide great convenience and work
efficiency. Besides, through data mining technology to an-
alyze student information over the years, you can find some
valuable laws and factors that affect the assessment of stu-
dent reporting, hence more scientific guidance to adjust our
plans and decisions. 'e design of the database system di-
rectly affects the quality and operation of the assessment
management system. 'e relative independence, data in-
tegrity, and consistency of the database were followed in the
design of the database. According to the design features of
this system, the traditional database processing mechanism
differs greatly from the decision analysis needs and cannot
handle online analysis processing, so a data warehouse was
established based on the database for the data between
different databases. 'e evaluation management informa-
tion of this system uses SQL Server 2012 as the software for
data storage and management, and this paper only takes the
design of the evaluation database as an example, aiming to
illustrate the relationship between data tables, databases, and
data mining functions and visualization functions.

2.3. Performance Evaluation Design. When performing data
mining algorithms, to improve the college’s reporting suc-
cess rate, the assessment dataset is used as the object of study;
therefore, the decision tree algorithm is used to analyze the
key attributes of the assessment data source that may affect
the reporting rate and to identify the factors that are most
likely to affect the student reporting, so that these potentially
relevant influences can be scientifically applied to provide
key decisions for future assessment work. 'e advantages of
decision tree algorithms include easy-to-understand anal-
ysis, high classification accuracy, and high execution effi-
ciency, making decision tree algorithms well-suited for use
in mining large amounts of data. 'e commonly used de-
cision tree algorithms are ID3 and C4.5, but the two algo-
rithms are very different in the selection of splitting rules.
ID3 selects the classification criterion of information gain,
which is to select more attribute values as splitting attributes,
and it can only mine nonlinear data. C4.5 evaluation clas-
sification criterion is the information gain rate, that is,
according to information; therefore, C4.5 can effectively
circumvent the problems of ID3. Moreover, through the
comparative analysis in Section 2.1, the decision tree algo-
rithm of C4.5 is preferred to be used for data mining for
better attribute factors, as shown in Figure 3.

'e improved algorithm merges branches with higher
and lower entropy values, i.e., branches where the division is
not important, effectively reducing the fragmentation
problem, improving branch efficiency, and limiting the
impact of the overfitting problem. In contrast, this paper
studies the promotion of assessment in universities, with
diverse student sources, but the number of people assessed
in each major is relatively small due to local and other
reasons, so this requires a more balanced analysis of the
diverse assessment channels and student sources, to prevent
analysis bias. 'e improved C4.5 decision tree algorithm
makes better use of memory space, balances the selection of
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information entropy, and avoids low or high information
entropy caused by the human influence of competent fac-
tors, which is more conducive to a more accurate decision
tree.

Due to the small data amount selected in the selection of
the training set, there may be some deviations in the ob-
tained mining model, and then the training set model is
verified through the test set to verify whether the model is
accurate, so that the mining model can be further improved
and revised, which will be analyzed in the decision tree
analysis function module of the system module analysis.

3. Results and Analysis

3.1. Analysis of Assessment Results. It is found that the more
the decision tree base classifiers are, the smaller the gen-
eralization error will be. 'e accuracy of the algorithm is
close to 98.25% compared to 8258% for a single base clas-
sifier. 'is is comparable to the accuracy of the CART al-
gorithm. 'is shows that the decision tree algorithm can
predict new data better than the CART algorithm.

In Figure 4, it is found that the prediction error rate of
the classifiers is decreasing; i.e., the prediction accuracy rate
is increasing. It is more clearly known that the algorithmic
accuracy of the decision tree keeps improving with the
increase in the number of classifiers. Evaluating the decision
tree classification performance cannot be done by simply
counting the accuracy of a single breakpoint, but it requires
analysis of the classifier’s ROC curve, AUC value, and other
metrics. 'e decision tree algorithm is used to validate
predictions for 30.25% of the test sample and compare them
with the true category. 'e ROC curve and AUC value are
calculated and Figure 5 is obtained. It has an AUC value of

0.7444, although the ROC and AUCmetrics are improved by
a point over the CART algorithm and the decision tree is
more accurate. However, whether the comprehensive per-
formance of this algorithm can still be improved remains to
be explored further by the experiment. 'e ROC (Receiver
Operating Characteristic) curve and AUC (Area under the
Curve) values are often used to evaluate a binary classifier
(the advantages and disadvantages of ROC and AUC
(classifier) are discussed here). 'e ROC and AUC are used
in the evaluation of model prediction results when doing
medical image computer-aided pulmonary nodule detection
in the past. 'e characteristics of ROC and AUC are briefly
introduced here, and how to make ROC plots and calculate
AUC values is discussed in more detail.

An analysis of the unsatisfactory experimental results, in
terms of the distribution of the dataset, reveals possible
causes. One is the problem of data imbalance in the dataset.
'e target variable classification ratio in the two-category
dataset was 586 :110 (pass or fail). Afterward, we adjusted
the target classification ratio to 407 : 258 (mean division) for
training, made predictions on 30.25% of the test data, and
then conducted the ROC curve and AUC value statistics.'e
expected experimental effect was achieved. 'e decision tree
algorithm can predict the classification more accurately.
However, the importance of the attributes of the indepen-
dent variables cannot be represented as clearly as the de-
cision tree. According to the most important attribute
summarized in the decision tree (professional grades), after
removing this attribute and retraining the classifier, the false
and true rates of the test set can be calculated to obtain the
ROC curve Figure 6, which has an AUC value of 0.611 and a
decrease of 23.34%, which shows the importance of this
attribute. Similarly, the ROC curve and AUC value can be

Performance evaluation process

Classification 
accuracy

Splitting 
attributes

Reporting rate

Regional
Fragmentation 

problem

Evaluation process

Assessment

Competent factors

Merges branches

Memory space

Future assessment

Information entropy

Decision tree algorithm

Balanced analysis 

Entropy 
values

Figure 3: Performance evaluation process design.

6 Complexity



statistically determined by removing the other attributes. In
this way, we can indirectly analyze the characteristics of the
most important attributes that affect the target variable.

'e AUC of the highest decision tree algorithm is only
0.8441, which is far from excellent performance. 'e highest
decision tree algorithm has an AUC of only 0.8441, which is
far from excellent performance. However, the actual clas-
sification application in this dataset can predict the classi-
fication more accurately and meet the practical application
requirements.

'e CART and RF algorithms are used to train the data.
Firstly, the CARTmodel is used as a single classifier, and the
CARTclassifier is used as a base classifier. 'e data is trained
using the random forest algorithm with different numbers of
base classifiers, resulting in four integrated classifiers and a
total of five classifiers. 'e new data table “data” is predicted
using each classification model, and the predicted results are
compared with the actual classification labels, as shown in
Figure 7.

'e results show that for both decision tree (CART) and
random forest (RF) algorithms, by constructing a random
forest algorithm based on CARTclassifier, the random forest

algorithm integrated with a different number of base clas-
sifiers enhances the classification evaluation indexes, in
which the true rate, precision-P, recall-R, and F1 value are
improved, and the classification performance of the model
reaches the expected results. 'e accuracy of the random
forest algorithm is 0.981 for the 5-tree classification model,
0.99 for the 10-tree classificationmodel, and 0.991 for the 20-
tree and 100-tree classification models. 'e classification
accuracy has reached the ideal state. As for the compre-
hensive performance ROC and AUCmetrics of the classifier,
a comparison has been given in the previous section and will
not be repeated here.

In the process of predicting student achievement using
classification algorithms, the performance of the final
classification model is related to not only the criteria of
algorithm goodness and split attribute selection, but also
the collection of raw dataset and data preprocessing. 'e
key to classifying and predicting student performance is the
need to filter out the main attributes that influence student
course performance from the attribute characteristics of the
raw data, use this influencing factor as a candidate attribute
set, and construct a classification prediction model with
student test scores as the target variable. It is found that the
attribute set of the raw data may not be very comprehensive
and may lack some of the main feature attributes; then, the
accuracy of the constructed classification model will not be
very high.'erefore, the algorithm is not a panacea; there is
no perfect algorithm in the world, and perfect data needs to
be collected to implement it. Anomalous data in the dataset
can also affect the classification accuracy of the model. It
affects a single decision tree model more, while integrated
combinatorial models are relatively less easy to affect, and it
has a strong generalization ability. However, if multiple
trees are trained on the same data, it is also easy to get
strongly correlated trees, and then the effect is rather bad,
which is all related to the choice of the sample set and
attribute selection.

3.2. Analysis of Computer Simulation Results. According to
the system test case design scheme, the virtual simulation
experimental system of “Human Movement Ability As-
sessment and Fitness Path Design” was tested. 48 test cases
were set up and the test report is shown in Table 1.

Among them, 18 user interface test cases, 20 functional
test cases, and 10 performance test cases passed the test at a
rate of 100%, which shows that the system has passed the
application test and can be put into teaching application, as
shown in Figure 8.

'e interaction of the system is the basic characteristic of
virtual simulation experiments. According to the con-
structivist theory, keeping good interaction in the learning
process can effectively stimulate learners’ motivation and
enhance the learning effect. Ease of use is an important
dimension to evaluate the logic and science of the virtual
simulation experimental teaching system in terms of
functional design, which can provide important instructions
for the design and optimization of the system. Besides, the
vivid experimental scenarios and easy-to-use operation
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procedures are also beneficial to the efficient operation of the
knowledge learning process, which is an effective extension
of the traditional experimental sports education.

'e usefulness of the system is one of the indicators to
evaluate the teaching effect of sports virtual simulation
experiments. 'e goal of sports virtual simulation exper-
iments is to meet the actual needs of sports experimental
teaching and improve the teaching effect of the experi-
ments. By evaluating the usefulness of the system, we can
clearly understand the learners’ knowledge of virtual

simulation experiments, to provide a basis for the assess-
ment of the practical effect and teaching significance of
sports virtual simulation experimental teaching system.
'e motivation of the system is the psychological feedback
of the learners after using the virtual simulation experi-
mental system. 'e high level of motivation indicates that
the learners recognize the value of the virtual simulation
experiments in terms of learning effect; on the other hand,
it also indicates that the system can dig deep into the
learners’ learning needs to strengthen their desire for
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Table 1: Test cases.

Test cases Number of questionnaires
issued

Number of questionnaires
withdrawn

Number of valid
questionnaires

Recovery rate
(%)

Efficiency
(%)

Numbers 12 16 20 93.65 94.86
Parents 14 14 20 87.47 86.74
Total 14 15 19 88.47 85.78

8 Complexity



learning sports knowledge, which reflects the guiding role
of the virtual simulation experiments in sports to the
learners. 'e development of virtual simulation experi-
mental teaching in higher education is an important
content of higher education informatization. 'is paper
points out the necessity of virtual simulation experimental
teaching according to the experimental practice of higher
education in China, analyzes the problems of the current
virtual simulation experimental teaching project, and
proposes the sustainable development mechanism of vir-
tual simulation experimental teaching project.

'e application function and teaching effect of sports
virtual simulation experimental teaching are evaluated by a
Likert five-point scale and the specific results of statistical
analysis are shown in Figure 9. 'e above results show that the
test subjects are highly satisfied with the virtual experiment of
“Human Movement Ability Assessment and Fitness Path
Design,” with an average score of more than 4, which indicates
that the four dimensions of interactivity, usability, usability,

and motivation of the system are at a relatively good level, and
the system is recognized and praised by the test subjects.

From the evaluation feedback of interactivity, ease of use,
usefulness, and motivation, we can see that the system can
build a virtual simulation teaching scenario with good
interactivity, which enables the test subjects to use the virtual
experimental equipment and instruments easily, freely, and
fluently to learn and explore sports knowledge indepen-
dently and improve their sports knowledge, practical ap-
plication ability, and learning motivation.

In this paper, two decision tree algorithms, ID3 and C4.5,
are used to select the same training dataset to construct models
of student reporting situations, and then the same test dataset is
used to evaluate the performance of these two differentmodels.
'e best performing algorithm is shown in Figure 10.

'e accuracy of the two algorithms was calculated
according to the formula for the accuracy assessment index,
and Figure 10 shows that the accuracy of C4.5 is significantly
higher than that of the ID3 algorithm.
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4. Conclusion

In this paper, the CART algorithm is applied to the
analysis and prediction of students’ basic information,
course test scores, and e-learning platform learning be-
havior characteristics. In addition, a CART model is
constructed based on the improved decision tree algo-
rithm to study the effectiveness of physical education in
universities and to study its evaluation model and com-
puter simulation. 'e CART identifies rules for corre-
lating student learning factors, and some pedagogical
strategies can be adjusted, such as the need to have a
relatively effective teaching method in the e-learning
platform, whether to make it mandatory or set open-
ended assignments to guide students’ independent
learning. In addition to guiding the importance of fore-
seeing the building of the profession in terms of student
and professional teaching, some degree of assessment of
the effectiveness of student learning may be achieved.
'ere are many different methods of data mining, among
which decision trees and random forests have a very wide
range of applications and practical implications. 'is is
because they are theoretically clear, easy to understand,
relatively computationally modest, and highly accurate. In
this paper, the application of CART algorithms to the
analysis and prediction of the assessment of student ef-
fectiveness in physical education is significant.
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Recently, the development and utilization of industrial heritage resources by using big data has gradually attracted attention. *is
paper proposes a real-time visualization optimizationmanagement simulation of an industrial heritage cloud platform, which realizes
the high reliability and diversified storage and utilization of industrial big data by the cloud data distributed storage subsystem. *e
big data predictionmodel of the GRU neural network based on a spark distributed framework is constructed to realize the prediction
of industrial genetic data. Finally, visualization technology can provide information supporting for industrial production by dis-
playing effective information intuitively. *e model’s effectiveness and reliability are verified by simulation.

1. Introduction

China’s industrial development level has reached a new stage
due to the gradual improvement and rapid development of
today’s social and economic system [1]. In order to better
adapt to the industrial development environment of modern
society, it is imperative to do a good job of industrial heritage
information analysis, which is also an important research
topic of modern industrial enterprise development [2, 3].
*e protection and management of industrial heritage data
is of great significance for enterprises to better analyse the
industrial development history and the evolution process of
industrial development [4]. *erefore, according to the
existing big data information technology application, it is
necessary to do a good job in the management and inte-
gration of industrial heritage resources, so as to provide
effective industrial history development content for the
development of modern industrial enterprises and make the
modern industrial development conform to the develop-
ment of the social system. *e basic demands are of great
significance to guide the industrial development [5]. Espe-
cially, in the era of big data, people’s workload of processing
information is increasing [6]. *erefore, in order to

effectively save the time of information processing and
improve the efficiency of information processing, more and
more fields begin to use visual methods to process data, and
the main emphasis is on the comprehensive processing of
some large-scale information [7]. *e advent of the big data
era is both an opportunity and a challenge for information
processing. *erefore, relevant staff should strengthen the
development of visualization technology so as to provide
technical support for actual data processing [8].

At present, many scholars at home and abroad have
carried out certain research and exploration on the appli-
cation of industrial big data at the level of technical tools.*e
literature [9] has sorted out the current situation of the use of
big data in industrial enterprises in the world, elaborated and
summarized the current use needs of industrial big data and
the difficulties to be overcome, and pointed out the key
direction of its application research in the future. *e paper
elaborates the importance of industrial big data for the
development of intelligent manufacturing, as well as the
current development status of industrial big data in this field,
and puts forward the current lack of industrial data stan-
dards, data security problems, and future development
suggestions. *e literature [10] studies the application status
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of big data technology in industrial production workshop
and summarizes the importance of big data technology in
this field. *e literature [11] analyses the current use of big
data technology in industrial and mining enterprises from
various aspects and analyses the challenges faced by big data
in this field and the development direction in the future. In
recent years, as a representative of the LSTM algorithm, the
time series data prediction and analysis method based on the
deep neural network model has accumulated certain re-
search results. ARIMA (autoregressive integrated moving
average model) time series model and other neural network
algorithms are used to mine and analyse a kind of time series
data [12]. However, the ARIMA method has strict re-
quirements for data conditions and needs to meet the sta-
bility of the target data and cannot process the nonlinear
information in the data to a certain extent. In the literature,
the algorithm of combining CNN (volatile neural networks)
and RNN (recurrent neural networks) is used to transform
keystroke time data into keystroke vectors so as to complete
the learning of personal keystroke vector sequence data
[13, 14]. In the literature [15], an improved RNN model
based on the time series decomposition backward propa-
gation algorithm is proposed, and a RNN prediction model
based on time series decomposition is established, which
improves the accuracy of prediction [16]. Although the RNN
algorithm has a certain memory ability for the input of the
past time, it cannot solve the problem of gradient vanishing
or gradient explosion [17]. *e LSTM neural network al-
gorithm is used to predict the bus time from the starting
point to the target location [18]. A prediction model based
on RNN for obtaining information is proposed, which can
achieve high accuracy prediction for messages [19]. Al-
though the LSTM algorithm overcomes the problems of
RNN gradient vanishing and gradient explosion, its struc-
ture is too complex and the model parameters are too many,
so the training time is doubled. Especially in the face of large-
scale data set analysis and processing requirements, this
method is difficult to meet the actual computing speed
requirements [20, 21].

*erefore, in order to solve the practical application
problems of the above industrial big data technology and the
performance problems of data mining algorithms, this paper
constructs a small private cloud platform, which is built on
the current mainstream Hadoop distributed computing
platform. At the same time, to solve the algorithm perfor-
mance problems of cloud platform analysis, it uses the GRU
(gated recurrent unit) recurrent neural network combined
with a spark distributed computing engine to realize the
prediction and analysis of industrial time series big data, and
the effective information is displayed by data visualization
method. *e simulation shows the effectiveness of the vi-
sualization platform.

2. Structure and Design of Industrial Heritage
Cloud Platform

*e industrial heritage big data cloud platform constructed
in this paper is an intelligent monitoring and analysis big

data cloud platform integrating real-time monitoring and
intelligent prediction analysis. Under the background of big
industrial data acquisition and high efficiency [22], it is of
great significance to solve the problems of traditional in-
dustrial data acquisition and high-efficiency data acquisition
which has reference significance.

2.1. Architecture Design of Cloud Platform. According to the
order of data analysis, the big data technology system is
divided into three levels: data integration, data processing,
and knowledge visualization, and the data processing pro-
cess is shown in Figure 1.

*e data processing process of the industrial big data
cloud platform constructed in this paper can be roughly
divided into data collection stage, data persistence stage, and
data information processing to the final visual decision-
making management. Firstly, in the data acquisition stage,
the data from multiple data sources are collected into the
industrial big data platform constructed in this paper, and
the data are stored in different storage modes according to
the characteristics and actual needs of different data.*en, in
the data analysis stage, through the relevant data analysis
tool components, the data are analysed and mined and
further store the results. *e analysis results of the previous
step are finally visualized for the final decision management.

On the basis of data processing process, combined with
the overall requirements, the overall architecture of cloud
platform is designed from the perspective of services re-
quired in each stage. *e overall level service of the cloud
platform is shown in Figure 2. Its industrial genetic cloud
platform includes data layer, data integration and storage
layer, computing layer, data service layer, and application
layer.

In the service of industrial heritage cloud platform
which is shown in Figure 2, its work can be described as
follows: the sensor equipment transmits the monitoring
data to the data processing platform through HTTP, TCP,
MQTT, and other transmission methods and stores it in
MySQL after analysis, providing support for real-time
query. *e massive historical data use hive storage ware-
house to provide large-scale data support for data mining
and analysis of the system. In order to improve the query
and analysis speed of the system, the query engine based on
memory computing is used in statistical query and data
mining analysis of historical data. In the application layer,
the output of the big data platform layer is used for chart
display. Build a web server platform to provide a visual
interface for data display and analysis. *e data processing
of terminal equipment includes real-time monitoring,
statistical query analysis, data mining analysis, and data
visualization services.

*e cloud data distributed analysis subsystem con-
structed in this paper has the following advantages:

(1) *e efficiency of the algorithm: the prediction al-
gorithm based on the GRU threshold recurrent
neural network has less parameters and better sta-
bility, which is very suitable for the prediction of
industrial time series data.
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(2) High availability: the GRU threshold recurrent
neural network is constructed on the basis of a spark
core engine. It makes full use of spark’s memory-
based computing characteristics while parallel
computing on multiple computers so that the al-
gorithm still has high availability in the environment
of large amount of data.

(3) High scalability: the bottom layer of the cloud data
distributed analysis subsystem is based on a spark
distributed computing framework. In other words,
the data analysis subsystem can be integrated with
other components of the Hadoop ecosystem, which
ensures the high scalability of the cloud platform in
future application development.

(4) Support of the cloud platform for other algorithms in
the future: in terms of the data analysis algorithm,
the cloud data distributed analysis subsystem itself is
based on the design of a spark distributed computing
platform, which makes it suitable for spark. At the
same time, the subsystem supports the development
and application of other types of data mining al-
gorithms in the future

2.2. Structure Design of Industrial Heritage Cloud Platform
Based on Hadoop. *e structure of the industrial heritage
cloud platform is shown in Figure 3. *e platform is
composed of a master node and a group of task subnodes. In
the platform, the master node is responsible for the task
scheduling and platform management and each subnode is
responsible for the task execution, and after the task is
completed, the data processing results are fed back to the
master node, and the main node presents the results to the
user and completes the serialization operation.

Firstly, considering the high reliability and high scal-
ability of the industrial big data cloud platform, the cloud
data distributed analysis subsystem is also designed as an
independent middleware to provide data analysis services
for the cloud platform. Secondly, the cloud data distributed
analysis subsystem provides model training and data pre-
diction and analysis functions for the industrial big data
cloud platform as a whole. *erefore, the data analysis

subsystem provides two core functions: model training and
cloud reservedmodel library. Finally, from the perspective of
the overall performance of the industrial big data cloud
platform, when facing the data analysis scenario with large
amount of calculation and responsible calculation, the
traditional single machine computing mode cannot meet the
actual production requirements. *erefore, this part builds
the data analysis subsystem on the spark platform and takes
spark as the core computing engine. *is design can make
full use of the characteristics of spark parallel computing and
memory-based computing advantages to improve the effi-
ciency of data analysis.

3. Research on Big Data Mining Algorithm
Based on GRU Network

3.1. Data Mining Model Based on GRU. In short-term in-
dustrial data forecasting, historical load series is the most
important input. It contains rich information to forecast the
future load demand and can represent the potential law of
load demand. When the traditional machine learning
method and single DNN are used to process historical load
data, it is necessary to manually select relevant features from
the original data, such as the load value of the previous hour
and the load value of the same time of the previous day. *e
features selected according to the correlation will destroy the
potential internal relations in the historical load series and
affect the accuracy of the prediction results, and this feature
selection method also increases the difficulty of prediction.
*e GRU neural network can effectively avoid this problem.
Its internal gating cycle structure can automatically learn the
relevant features from historical load data without manual
extraction, which makes the prediction method more simple
and easy to implement, and can also improve the prediction
accuracy. In addition to the historical load series, short-term
load forecasting is also affected by weather, holidays, dates,
and other factors. *e internal potential laws of these fea-
tures are not obvious, so they are not suitable for the input of
the GRU neural network. DNN can effectively deal with
these external factors and learn the relationship between
these characteristics and load demand so as to improve the
prediction accuracy.
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Figure 1: Process chart of data mining and visualization on the cloud platform.
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*e structure of the GRU prediction model is shown in
Figure 4. *e historical data input matrix T1 in the model is
the input of the GRU network, and the matrix TN is the
output of the GRU network. *e description of each layer in
the input matrix model composed of other features is as
follows.

*e model is mainly divided into three layers. *e first
layer is data processing layer, which mainly normalizes the
data and discretizes the normalized data into time series
data; the second layer mainly extracts the features with small
amount of data to reduce the prediction error; the third layer

mainly uses the prediction model based on GRU unit to send
the data and feature extraction data to this layer, where the
prediction of data can be realized. GRU unit is the core part
of this model, and the detailed information is designed as
follows. (1) Preprocess the historical input data and select the
input features. According to the characteristics of historical
data, external factors with greater influence are selected as
other features.*e length of historical load data and external
characteristics ism, which needs to be corresponding to each
other. In addition, in order to facilitate training, it is nec-
essary to normalize the real value data and code the symbolic
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Figure 2: Architecture of the industrial heritage cloud platform.
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data. (2) *e GRU model is trained by the training sample
set, and the network parameters are optimized and updated
to get the prediction model. *e input data samples at the
time to be predicted are input into the trained model to
obtain the load forecasting value at each time. *e output of
a neuron in GRU networks is calculated as follows:

zt � σ W(z)xt + U(z)ht−1 ,

rt � σ W(r)xt + U(r)ht−1 ,

ht � tanh Wxt + rt ∘Uht+1( ,

ot � ht � zt ∘ ht−1 + 1 − zt(  ∘ ht,

(1)

where ht−1 and ht are the output of hidden layer at time t − 1
and t; zt, rt, and ot denote the output of update gate, reset
gate, and neutron at time t; and W(z), U(z), W(r), U(r), W,
and U represent the weight parameters that we learned
during the training process.

3.2. Evaluation Index of Model. In the training process, the
model parameters are optimized by using the Adam
(adaptive motion estimation) [21] optimization algorithm.
Adam is a first-order optimization algorithm which can
replace the traditional stochastic gradient descent process. In
the process of training, the weight and deviation of each
neuron node in the network model are updated iteratively to
reduce the output value of loss function to the optimal value.
*e loss function of the model uses the mean square error
function:

min
θ�Ω

MAE �
1

M


M

i�1
T

i
e(iT|θ) − T

i
e(iT)




2

, (2)

where Ti
e(iT|θ) and Ti

e(iT) represent the predicted engine
torque and real engine torque at sample time iT, respectively,
i is the length of the i − th time step, and M is the total
number of the sample time that are used to train or validate.
Ω is the solution space of θ.

3.3. Parallel Distributed GRU Prediction Model Based on
Spark. In order to speed up the training of the model, the
spark distributed parallel computing framework is used in
the training of themodel.*e idea of “divide and conquer” is
adopted. *e training data are distributed to a specified
number of cluster worker nodes through the spark parallel
computing framework. Each worker node executes its own
according to the logic of the actual task. In the model
training task, the driver reduces and averages the weight
parameters of each node by setting the average frequency of
parameters and redistributes the weight results to each node
until the predetermined training target of the model is
reached. Figure 5 shows the workflow of model paralleli-
zation training.

*e detailed process is formulated as follows. Spark
application communicates with spark cluster through
Sparkccmtext in driver program. Spark program applies for
the required resources from the cluster resource manager
through Sparkccmtext. *e cluster resource manager

allocates the resources and creates an exciter on each run-
ning node. Sprkcontext distributes the program code and
corresponding data trained by the model to the running
node, and each work node allocates the current allocation
the model training task is parallelized. Finally, the results of
each node are collected to the driver program to realize the
parallel training of the model.

4. Simulation Results and Analysis

4.1. Simulation Environment of Cloud Platform. *is part
mainly introduces the data server and Hadoop cluster server
node environment. *e relevant environment and config-
uration information of the data server and cluster server
nodes are shown in Table 1. All of our simulations are
performed on the parallel cloud platform with one GTX-
1080Ti card under CUDA9.0 and cudnnv7. In addition, the
Sqoop component can realize the mutual conversion be-
tween the traditional relational database data and HDFS,
HBase and other data, so as to ensure the efficient and safe
import and export of data in different systems. *e Spring-
Boot OpcUa data acquisition server realizes the real-time
data acquisition and monitoring management of remote
equipment in the factory. Abp Core server is the basis of
cloud platform visual management.

4.2. Validation of GRU Evaluation Model. *e simulation
takes a group as an example, which mainly provides OEM
services to famous overseas clothing brand companies. *e
export revenue has occupied the first place of knitting ap-
parel enterprises for many years and also maintains the first
position of export to Japan for many years.

Planned production capacity, planned capacity index,
service capacity index, timely delivery rate, order fulfilment
rate, and average delivery period are the main indicators to
evaluate a company. We use industrial heritage data for
evaluation and visualization. In order to compare the ad-
vantages of our algorithm, we choose to compare it with
SVM (support vector machine algorithm). *e comparison
results are shown in Figure 6.

As can be seen from Figure 6, external customers and
internal management departments can provide reports in-
tuitively and clearly on this unified interface so as to find out
the changes of capacity indicators in time. *e system will
also rely on the interval early warning information to carry
out automatic early warning prompt, meet the statistical data
support of predictive scheduling, and monitor the
manufacturing capacity under the contract. In addition, we
can use the prediction model based on the GRU network to
accurately predict the operation status of enterprises, and it
is consistent with the actual production data. Compared
with the SVM-based algorithm, our algorithm has higher
prediction accuracy. *e detailed prediction results are
shown as in Figure 7.

From the results, it can be seen that the industrial
heritage cloud platform model proposed in this paper has
better prediction effect; it can more accurately capture the
law of data change, can predict the trend of data change
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faster, can improve the prediction accuracy, and has high
accuracy compared with the SVM prediction algorithm.

In addition, the cloud platform of industrial heritage also
needs to evaluate the possible risks in the actual production
process. *is paper mainly shows the risk warning function
of the industrial heritage cloud platform, and the results are
shown in Figure 8.

Risk early warning was from the material and plan
conflict, fabric supply interruption, lack of planning infor-
mation, abnormal expectations, production progress lag,

and other five aspects of early warning. According to the
contract number, the system can import production plan
data and execution data according to the contract number,
count the execution progress of all unfinished orders in real
time, realize the automatic early warning of delivery date
delay, and estimate the delayed delivery date under the
existing constraints. As shown in the figure, our industrial
heritage cloud platform can provide real-time early warning
and visualization of possible problems in the production
process so that enterprise decision makers can adjust their

Table 1: Overall deployment of the cloud platform.

Server type OS Memory (GB) IP address Other information
Data server 1 Windows 7 4 10.33.46.45 opc.tcp://10.33.46.45: 4401
Data server 2 Windows 7 4 10.33.46.96 opc.tcp://10.33.46.45: 4401
Master node CentOS 7.5 64 10.33.46.113 Hadoop 2.7.3; Spark 1.5.1
Slave node 1 CentOS 7.5 64 10.33.46.114 Hadoop 2.7.3; Spark 1.5.1
Slave node 2 CentOS 7.5 64 10.33.46.115 Hadoop 2.7.3; Spark 1.5.1
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Figure 6: Simulation results compared with the SVM algorithm.
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own production plans. In addition, the accuracy of our
prediction model is much higher than that based on SVM,
which achieves good prediction performance.

4.3. Production Data Visualization Based on Cloud Platform.
*e process flow of products corresponding to different
orders is not completely the same, and the operations re-
quired by different products in the same process are also
different, so the decision and arrangement of production
balance are complex. At the same time, the volatility of
orders is also obvious. Orders fluctuate frequently due to the
influence of seasons, fashion trends, prices, emergencies, and
other factors. In addition, the company’s OEM business is
also affected by the order fluctuation. Different orders from

different enterprises have different order placing time and
delivery time, and the product types and quantities pre-
sented in the weekly and daily production plans are also
different. Considering the order satisfaction rate oriented
production balance adjustment, the factors need to be
considered comprehensively are more complex, which is a
typical mixed loading balance decision-making problem
under uncertain environment.

It can be seen from the figure that the production data
are chaotic before processing, complex and disordered, as
shown in Figure 9(a). We need to carry out feature ex-
traction and visualization through the cloud platform, and
the visualization results are shown in Figure 9(b). *rough
the full mining of the industrial heritage cloud platform, the
relevance of production data began to show. Production data
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are a complex high-dimensional and multi-dimensional
data, which refer to data variables with multi-dimensional
attributes. It widely exists in the application based on
traditional relational database and data warehouse. *e
goal of high-dimensional multivariate data analysis is to
explore the distribution rules and patterns of high-di-
mensional multivariate data items and to reveal the implicit
relationship between different dimensional attributes.
From the visualization results (Figure 9(b)), we can see that
the production data mainly includes five aspects (planned
production capacity, planned capacity index, service ca-
pacity index, timely delivery rate, order fulfilment rate, and
average delivery period); we can figure out which leading
force plays a leading role at what time and then deal with it
according to the actual changes. Simulation results show
that our industrial heritage big data platform has good data
mining ability.

5. Conclusion

In order to solve the practical application problems of the
above industrial big data technology and the performance
problems of data mining algorithms, this paper constructs a
small private cloud platform, which is built on the current
mainstreamHadoop distributed computing platform. At the
same time, to solve the algorithm performance problems of
cloud platform analysis, it uses the gated recurrent unit
recurrent neural network combined with a spark distributed
computing engine to realize the prediction and analysis of
industrial time series big data, and the effective information
is displayed by data visualization method. *e simulation
shows the effectiveness of the visualization platform com-
pared with the SVM algorithm.
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Fine particulate matter with diameters less than 2.5 μm (PM2.5) concentration monitoring is closely related to public health, outdoor
activities, environmental protection, and other fields. However, the incomplete PM2.5 observation records provided by ground-based
PM2.5 concentration monitoring stations pose a challenge to the study of PM2.5 propagation and evolution model. Consequently,
PM2.5 concentration data imputation has been widely studied. Based on empirical orthogonal function (EOF), a new spatiotemporal
interpolation method, EOF interpolation (EOFI) is introduced in this paper, and then, EOFI is applied to reconstruct the hourly
PM2.5 concentration records of two stations in the first half of the year. +e main steps of EOFI here are to firstly decompose the
spatiotemporal data matrix of the original observation site into mutually orthogonal temporal and spatial modes with EOF method.
Secondly, the spatial mode of the missing data station is estimated by inverse distance weighting interpolation of the spatial mode of
the observation sites. After that, the records of themissing data station can be reconstructed bymultiplying the estimated spatial mode
and the corresponding temporal mode.+e optimal mode number for EOFI is determined byminimizing the root mean square error
(RMSE) between reconstructed records and corresponding valid records. Finally, six evaluation indices (mean absolute error (MAE),
RMSE, correlation coefficient (Corr), deviation rate bias, Nash–Sutcliffe efficiency (NSE), and index of agreement (IA)) are calculated.
+e results show that EOFI performs better than the other three interpolationmethods, namely, inverse distance weight interpolation,
thin plate spline, and surface spline interpolation.+e EOFI has the advantages of less computation, less parameter selection, and ease
of implementation, it is an alternative method when the number of observation stations is rare, and the proportion of missing value at
some stations is large. Moreover, it can also be applied to other spatiotemporal variables interpolation and imputation.

1. Introduction

Fine particulate matter (PM2.5) is particulate matter with
aerodynamic diameter less than 2.5 μm in ambient air [1].
Hazy weather will form if PM2.5 concentration is too high,
which has adverse impacts on human health, traffic, and
outdoor activities [2], and it will also produce other indirect
inestimable economic losses [3]. +erefore, many countries
attach great importance to the monitoring and forecasting of
PM2.5 concentration. A large number of ground-based
monitoring stations have been established. For example,

1500 monitoring stations have been set up in the United
States. In China, around 1500 stations have been set up in
454 cities by 2018, and a new national ambient air quality
standard for PM2.5 was introduced in 2012 [1, 2]. Generally,
it is believed that high PM2.5 concentration has become a
prominent challenge for air pollution control in China,
which is mainly caused by the industrial combustion of coal
and gasoline, traffic emissions, and long-distance transport
[4, 5]. +e North China Plain, especially the Beijing-Tianjin-
Hebei region (Figure 1(a)), is one of the regions most se-
verely affected by the hazy weather [4, 6]. To monitor air
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pollution, many urban environmental stations have been
built in this region, and many researchers have analyzed the
causes and behavior of high PM2.5 concentration recently
[3, 7].

+ere have been many studies on PM2.5 concentration
data analysis methods, such as real-time data space inter-
polation of monitoring points, weighted regression models,
and mixed models [1, 8]. +e application of the preceding
methods mostly depends on the complete and continuous
monitoring data provided by local monitoring stations.
However, problem arises when original spatiotemporal
PM2.5 concentration data are incomplete, which hinders
further analysis and modelling, such as aerosol-related haze
control and environmental health risk assessment [9, 10].

In practice, missing values and data gaps always exist in
the original spatiotemporal observation records due to
various factors. For example, satellite-based remote sensing
may be affected by clouds, rain, aerosols, or incomplete track
coverage in atmospheric research [11, 12]; in situ observa-
tions from land-based stations, shipborne monitoring, off-
shore buyo stations, and other platforms may suffer
unexpected factors such as instrumental malfunction, power
supply failure, and Internet outage [10, 13]. Directly ignoring
incomplete spatiotemporal observation data should be
carefully considered. +e reasons include that the some
platforms of data acquisition are expensive and irreplaceable
(e.g., ocean research vessels and buoy stations), the de-
manding requirements of data quality (e.g., coastal tidal
gauge records), and ignoring missing values sometimes may
lead to biased spatial patterns and invalid inferences [10, 13].
+us, many temporal, spatial, and spatiotemporal data in-
terpolation and imputation methods have been proposed to
fill these gaps in records.

Simple methods commonly used to fill gaps in univariate
time series include mean value substitution (or median value
and mode value), polynomial interpolation (linear, piece-
wise polynomials, and spline interpolations), and last

observation carried forward (locf ), but they may result in
large deviations when the time gaps are too large [14–17].
Based on a Markovian process, statistical parametric models
include autoregressive (AR) models, moving average (MA)
models, ARMA models, and linear weighted or exponential
weighted MA. Complex machine learning techniques in-
clude gradient boosting and artificial neural networks
(ANNs), which are computationally intensive [10, 18].

At present, there are also numerous spatial interpolation
methods. Common simple methods include inverse distance
weighting (IDW) interpolation [19], global polynomial in-
terpolation (GPI), local polynomial interpolation (LPI) [20],
surface spline (SS) interpolation [21], Cressman interpola-
tion [22], and radial basis function (RBF). Using different
basis functions, RBF includes thin plate spline (TPS), thin
plate spline with tension, regularized spline, multiquadric
spline, and inverse multiquadric spline. +e TPS method
does not need to set parameters, while other RBF needs to set
parameters [23]. Some statistical-based methods (e.g.,
Kriging interpolation, optimal interpolation (OI), and
Kalman filter) are conventional and classical methods in
geoscience [12, 13, 24–27].

Numerous methods have been proposed to deal with
spatiotemporal data containing missing values, and a con-
siderable part of them are based on empirical orthogonal
function (EOF) (e.g., [28–31]). Compared with other
methods, EOF-based methods have the advantages of ease of
implementation and less computation costs [32, 33].

EOF is based on the theory of matrix eigenvalue de-
composition, and the core step of EOF is to decompose the
spatiotemporal matrix into the sums of space-dependent
spatial modes multiplied by corresponding time-dependent
temporal modes.+ese EOF spatial and temporal modes can
reveal data inherent characteristics or some phenomenon
(e.g., ENSO) [13, 28]. EOF is usually used for spatiotemporal
data analysis, but it can be also used to fill the missing data
gaps.
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Figure 1: (a) Map of the Beijing-Tianjin-Hebei region. +e rectangle in Tianjin is the study area of (b). (b) Location of 14 monitoring
stations in Tianjin. From 1 to 14, they are located in the city testing center, Nankou Road, Qinjian Road, Nanjing Road, Dazhigu No. 8 Road,
Qianjin Road, Beichen Science and Technology Park, Tianshan Road, Yuejin Road, Fourth Avenue, Yongming Road, Hangtian Road,
Hanbei Road, and Tuanbowa. +e stars represent the missing data stations (stations 1 and 8), the black dots represent the stations used for
the interpolation (stations 2, 3, 4, 5, 6, and 9), and the circles represent the stations far from the missing data stations (stations 7, 10, 11, 12,
13, and 14).
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One of the earliest applications of EOF interpolation is
reconstruction of global-scale sea surface temperature (SST)
[28]. Based on gridded data (1982–1993) processed by OI,
EOF decomposition was performed to obtain spatial modes,
and then, the temporal modes were expanded to longer time
period (1950–1992) via least squares method when the data
coverage was relatively poor; next, the longer time period
spatiotemporal SSTdata were reconstructed. +eir work can
be considered as another form of optimal interpolation
[13, 34]. In 2003, Data INterpolating Empirical Orthogonal
Functions (DINEOF), an iterated EOF interpolation
method, was proposed to fill the missing data gap [30]. Based
on the principle of EOF, DINEOF was successfully used to
reconstruct missing data and fill data gaps. Alvera-Azcárate
et al. [32] reconstructed missing data of Adriatic sea surface
temperature. Sirjacobs et al. [35] used DINEOF to show the
reconstruction of complete space-time information for 4
years of surface chlorophyll-a (CHL), total suspended
matter, and SSTover the Southern North Sea and the English
Channel. However, DINEOFmay fail if the data gaps are too
huge.

Similar to the principle of DINEOF, EOF interpolation
(EOFI) was proposed to reconstruct spatially continuous
water levels in the Columbia River Estuary using limited tide
gauges along the river [36]. +eir main steps are as follows:
firstly, the spatial-temporal data matrix of the river existing
observation stations was decomposed with EOF method.
+en, Pan and Lv adopt one-dimensional linear interpola-
tion and one-dimensional spline interpolation to estimate
the missing data station’s spatial modes, respectively; then,
EOFI reconstruction sequence is obtained by the estimated
spatial modes multiplied by corresponding temporal modes,
and this reconstruction sequence was in good agreement
with that of the NS_TIDE method. NS_TIDE is specially
designed and applied to the analysis of river tidal water level,
and river flow discharge data are needed [37].

Based on the research of Pan and Lv [36], this study
attempts to extend the missing data station’s EOFI spatial
mode from one-dimensional spatial interpolation to two-
dimensional spatial interpolation. +e river upstream and
downstream sites are nearly one-dimensional distributed,
and there is a strong correlation between the upstream and
downstreamwater level records (e.g., when the upstream of a
river rises, the water level in the downstream generally rises).
+erefore, it is reasonable to apply one-dimensional inter-
polation to establish the spatial mode’s connection between
the observation stations and the missing data station.
Compared with the river water level reconstruction, the
PM2.5 stations’ correlation is not so strong and intuitive
because the PM2.5 concentration stations are spatially
distributed. To establish a connection between variables that
two-dimensional distributed in space, a simple idea is using
IDW, so EOFI here uses IDW to estimate the spatial modes
of the missing data station. Of course, other spatial inter-
polation methods can also be applied to the establishment of
spatial mode relationships, but we will not discuss them in
this paper. We consider the simple case (IDW) to verify the
usability of EOFI. To the best of our knowledge, our pro-
posed EOFI has not been applied to PM2.5 concentration

data reconstruction currently; therefore, we firstly introduce
and use this method to fill the data gaps and compare the
result with IDW interpolation, surface spline (SS), and TPS
interpolation.+e competingmethods we choose here are all
widely used and easy to implement [38].

Compared with widely used DINEOF- and other EOF-
based methods, the novelty of our method is to deal with the
case of sparsely distributed observation stations and a large
proportion of missing values in some stations’ records. In
this case, the data of the station with too many missing
values are not suitable for EOF decomposition (DINEOF fills
these gaps with first guess values and then uses these data for
EOF decomposition); otherwise, the accuracy of temporal
and spatial modes will be affected. EOFI here only uses the
observation data with a small proportion of missing values
for decomposition; thus, the EOF decomposed temporal and
spatial modes are more accurate and less affected. +en,
spatial interpolation is applied to establish spatial modes’
connection between observation stations and missing data
station, and next, the reconstruction sequence with optimal
mode number is determined by root mean square error
(RMSE). +e EOFI reconstruction sequence can be used as a
reasonable first guess value of the missing data station for
other methods further EOF decomposition (e.g., DINEOF).
In this way, the spatial mode patterns are considered to some
extent. Further comparison between DINEOF and EOFI will
be explained in Discussion.

+e paper is arranged as follows: Section 2.1 describes the
study area and data. +en, we revisit the principle of EOF
decomposition and introduce IDW, EOFI, TPS, and SS. +e
evaluation indices of these methods will also be mentioned
in Section 2. Four methods (IDW, EOFI, TPS, and SS) are
applied to reconstruct two stations’ PM2.5 concentrations
records, and then, the results are compared with corre-
sponding valid observations in Section 3. EOFI inverse
distance weighting power P, the impact of site number and
data time length on the EOFI reconstruction, and com-
parison between DINEOF and EOFI will be discussed and
analyzed in Section 4. Finally, we present the advantages and
disadvantages of EOFI in Section 5.

2. Materials and Methods

2.1. Study Area and Data. +ere are 14 monitoring stations
(Figure 1(b)) located in Tianjin. +ese stations are distrib-
uted in different regions of the city: some stations are located
in the urban area (e.g., stations 1, 2, and 3), while other
stations are near the Bohai Sea (e.g., stations 10, 11, and 13).
+e PM2.5 concentration data provided by these monitoring
stations come from China National Environmental Moni-
toring Center (CNEMC). +e CNEMC releases near real-
time PM2.5 concentration data online, but there are no
direct data download interface [10]. Bai et al. used web
crawler technology to obtain many cities PM2.5 concen-
tration data from 2014 to 2019. Here, our data sources and
acquisition method are the same. In this study, some of the
stations provided the hourly PM2.5 data throughout the year
of 2015, except for the first 25 hours from January 1st 0:00
AM to January 2nd 0:00 AM. +us, the total time length is
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8735 hours (8760 hours in 2015). +e reason for first 25
hours missing values may be web crawler technology failure,
or CNEMC did not release the data for that time period.
Figure 2 shows the original observation records of several
stations used in this study. Among them, the first half year
PM2.5 concentration data of station (sta) 1 and station (sta)
8 are reconstructed and compared with their corresponding
valid records (Figure 2 (1 and 7)).+ere are no observed data
from June 30th 23:00 PM to the end of the year (near six
months) in sta 1 and sta 8. In addition, Bai et al. [10]
mentioned that some monitoring stations across China have
stopped releasing PM2.5 observations since the middle of
2015, and consequently, observations at these stations for the
second half of 2015 are missing. +is is the exact case at sta 1
and sta 8 in Tianjin. In sta 1, 10.70% of the data in the first
half year are missing, and the percentage of missing data for
the nearly whole year record is 55.86% (Figure 2 (1)). At sta
8, the proportions of missing data for the first half year and
the nearly whole year are 9.59% and 55.31%, respectively
(Figure 2 (7)). It shows that there are still nearly 400 missing
values in the first half of the year for both sta 1 and sta 8.

2.2. Methods

2.2.1. EOF Decomposition. +e EOF method was firstly
proposed by the statistician Pearson in 1902, and meteo-
rologist Lorenz firstly introduced the EOF method into
meteorological and climatic research in 1956 [39]. We
consider that there are N stations providing observation
records with data length L, composing the N× L space-time
matrixX.+e column xi consists ofN points records at time i
(i� 1, 2, . . ., L). +e most important step of EOF is to solve
the eigenvalues and eigenvectors of symmetric matrix XXT;
the results of this decomposition include eigenvalues λk and
their corresponding eigenvectors Fk (normalized orthogonal
spatial modes) [13]:

XXTFk � λkFk, k � 1, . . . , N. (1)

+e column Fk of matrix F is arranged from left to right
in the descending order of the corresponding eigenvalues λk
(k� 1, . . ., N), the elements of the diagonal matrix D� diag
(λ1, λ2, . . ., λN) are also arranged in this order, and thus,
equation (1) can be written as follows:

XXTF � FD. (2)

+e N×N matrix F is called spatial modes coefficient
matrix, which is also orthogonal (i.e., FFT � FTF� I), cor-
responding to the temporal modes coefficient matrix A or
principal component (PC). +e N× L matrix A is calculated
by the following equation:

A � FTX. (3)

+e column vector xi, N points records at time i, is
reconstructed as

xi � Fai. (4)

Here, ai is the column of A at time i, and obviously,
X= FA. +e k-th row of the matrix A is called the temporal
k-th mode, and the element of the i-th column is the
temporal coefficient at time i. Correspondingly, the column
Fk is called the spatial k-th mode, and the elements of the j-th
row of F (i.e., F (j)) represent the coefficients of each spatial
mode of the j-th station. +us, matrix element Fjk is the k-th
spatial mode of the j-th station. +e temporal modes are
time-dependent, while spatial modes are space-dependent
[13]. In addition, different spatial modes and different
temporal modes are, respectively, orthogonal (i.e.,
FFT=FTF= I and AAT=D). Finally, the eigenvalue λj of the
j-th mode can be used to calculate the cumulative variance
contribution rate of the first k modes to the total variance:

G(k) �


k
j�1 λj


N
j�1 λj

× 100%, (k≤N). (5)

+e closer the G (k) approaches 100%, the more in-
formation the first k modes reflect of the original signals
[36]. In spatiotemporal data analysis, we often only care
about the first kmodes with large variance contribution and
regard them as the dominant modes. However, many EOF-
based interpolation methods do not only consider the
dominant modes, and the less important modes should also
be considered. +e optimal number of modes for recon-
struction is determined by the root mean square error be-
tween the reconstruction sequence and the corresponding
valid observation record [40].

2.2.2. IDW and EOFI. +e IDW formula is given as follows:

Wj �
1/dP

j


N
j�1 1/d

P
j

(j � 1, . . . , N), (6)

ZIDW � 
N

j�1
Zj · Wj, (7)

XIDW � 
N

j�1
X(j) · Wj, (8)

where dj denotes the distance between the j-th station and
the target station, P is the inverse distance power parameter,
Wj is the corresponding normalized weight,X (j) denotes the
observation records sequence at the j-th station (i.e., the j-th
row of X), and ZIDW and XIDW represent IDW estimated
value and estimated reconstruction sequence, respectively.
IDW is based on Tobler’s First Law of Geography: “every-
thing is related to everything else, but near things are more
related than distant things” [41]. +e feature of this method
is to produce “bull’s eyes” around the observation points in
the nearby area when observation points are rare and dis-
tributed sparsely [20]. For IDW, the common values of P are
1 and 2 (also called inverse squared distance weighting), so
we only discuss the influence of these two parameters on
IDW and EOFI in the later experiments.
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In this study, the EOFI method steps are as follows: the
missing data station shares the same temporal modes with
observation stations, but the spatial modes F are estimated
by the IDW interpolation of spatial modes of observation
stations (F (j), j� 1, . . ., N):

F � 
N

j�1
F(j) · Wj. (9)

Here, Wj is the same as the weight mentioned in IDW
(equation (6)). +en, the 1×N row vector F and corre-
sponding temporal mode A reconstruct the estimated value
xk

i at time i and estimated reconstruction sequence X
k

EOF
using the first k modes:

xk
i � F(1, 1: k)A(1: k, i), 1≤ k≤N,

X
k

EOF � F(1, 1: k)A(1: k, 1: L), 1≤ k≤N.
(10)

Using first k modes means that only the first k columns
of F and the first k rows of A are considered. Finally, the
optimal mode number for EOFI reconstruction is deter-
mined by the minimizing RMSE between the reconstructed
sequence (Xk

EOF, k � 1, . . . , N) and the corresponding valid
observation sequence Xvid:

XEOF � min
RMSE(Xvid,·)

X
k

EOF, k � 1, . . . , N . (11)

+e spatial mode is deemed space-dependent and can
reflect the spatial characteristics under the assumption of
EOF decomposition. In this study, the estimated spatial
mode F is closely related to the distance from the obser-
vation station. If the missing data station and the observation
station are close in space, their spatial modes are also close to
each other (larger weight, equation (6)); thus, the EOFI
reconstruction sequence is also close to the observation
sequence, which is consistent with our experience.

Prior to reconstruction, the raw datamatrixXmay contain
missing values and cannot be directly EOF decomposed.

+erefore, it is necessary to preprocess the raw data and get the
data matrix without missing measured value before decom-
position. Here, we first replace the missing values with ob-
served values’ space average at missing values time points and
then apply linear interpolation to fill all the temporal intervals
(i.e., spatial mean value substitution and temporal linear in-
terpolation). Note that the temporal gaps should not be too
large, so as to avoid that the interpolation affects the accuracy of
dominant temporal and spatial modes [36]. In this study, the
data used for EOF decomposition include the preprocessed
records of stations 2, 3, 4, 5, 6, and 9 (near one year). +eir
temporal gaps of original records are short (Figure 2 (2–6, 8)),
so we believe that the dominant modes are slightly affected and
still reliable.+e first half year records of sta 1 and sta 8 are both
excluded from EOF decomposition.

2.2.3. 3in Plate Spline Method and Surface Spline. +e TPS
method is a spatial interpolation method based on surface
fitting, and it is one of the most frequently compared spatial
interpolation methods [38], which was first proposed by
Duchon [42]. It is often used to deal with uneven data in
geoscience, such as generating continuous smooth elevation
surface from discrete and sparse sample point elevation data.
By simulating the bending of sheet metal, the TPS method
generates a smooth surface with minimum bending energy
through all observation points. Its form is as follows:

ZTPS � 
N

i�1
Tid

2
i ln di(  + a + bx + cy. (12)

Among them, d2log (d) term is the basic function and
a+ bx+ cy is the local trend function. +e missing data
station’s horizontal coordinate (x, y) and its distances from
the i-th (i� 1, . . .,N) observation station are needed for TPS.
In order to determine theN+ 3 unknown parameter Ti (i� 1,
. . .,N), a, b, and c (equation (12)) are subject to the following
relations:
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j�1,j≠i
Tjd

2
ji ln dji  + a + bxi + cyi � Zi,



N

i�1
Ti � 0,



N

i�1
Tixi



N

i�1
Tiyi

d
2
ji � xj − xi 

2
+ yj − yi 

2
,

(13)

with the N observation points’ horizontal coordinates (xi, yi,
i� 1, . . ., N), distances between each other (dji, i, j� 1, . . ., N),
and observation values (Zi, i� 1, . . ., N), a smooth surface
(N+3 linear equations and N+ 3 unknown parameters) is
generated, the value at the missing data station is also as-
sumed to be on this surface, and then, the TPS estimated value
ZTPS is calculated by equation (12). +e TPS matrix form was
fully described in Bookstein [43], and the coefficient matrix of
unknown parameter is only related to spatial attributes
(coordinate and distance), but not to time attribute.

+e surface spline (SS) method is also a good spatial
interpolation method based on surface fitting. It generates
smooth surfaces through discrete points too. However, the
basic function of the SSmethod is different from TPS. It does
not consider trend term, the fitting function is different, and
the radius R is introduced. Guo et al. [44] used the SS
method to interpolate the bottom friction coefficient of the
selected independent points to obtain values for the entire
Bohai Sea and combined the adjoint assimilation method to
invert the bottom friction coefficient of the entire sea.+e SS
method is also used for the inversion of initial conditions
and parameters estimation in the ocean pollutant transport
model [21], which is a significant improvement over the
Cressman interpolation. Its form is as follows:

ZSS � 
N

j�1
Sj

d
2
j

R
2 ln

d
2
j

R
2 + 1 −

d
2
j

R
2

⎛⎝ ⎞⎠, (14)

d
2
j � x − xj 

2
+ y − yj 

2
. (15)

Similar to TPS, the N observation points’ spatial attri-
butes and observation values sequences z generate a smooth
surface, and then, the unknown parameter column vector s
is solved by the matrix form:

Ds � z,

D � Dij 
N×N

,

s � S1, . . . , SN( 
T
,

z � Z1, . . . , ZN( 
T
,

Dij �

d
2
ij

R
2 ln

d
2
ij

R
2 + 1 −

d
2
ij

R
2 , i≠ j,

1, i � j.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(16)

Here, the elements of parameter matrix D are only re-
lated to the distance between observation points dij (i, j� 1,
. . ., N) and prescribed radius R. +e radius R is set to 15 km
because the distance between any two stations is within this
radius. After solving the unknown sequence s, SS estimated
value ZSS of missing data station is calculated with equations
(14) and (15). Note that the value of s changes with radius R,
but selecting R within the appropriate range will not have a
great impact on the final interpolation result.

2.3. Evaluation Indices. At the end of Section 2.2.2, the
preprocessing of the original data has been mentioned. We
emphasize that the preprocessed data used for each inter-
polation method is the same. +erefore, the evaluation of
different interpolation methods is persuasive and reliable.
Table 1 summarizes their parameter settings. We will list a
series of quantitative indices to evaluate these interpolation
methods [38]. +e evaluation indices listed in this study
include mean absolute error (MAE), root mean square error
(RMSE), correlation coefficient (Corr), and deviation rate
bias, Nash–Sutcliffe efficiency (NSE) [45], and index of
agreement (IA) (or Willmott’s D) [46].

Among them, MAE (equation (17)) and RMSE
(equation (18)) are often used as indicators of the per-
formance of interpolation or models [38]. +e smaller they
are, the better the interpolation effect is. Corr (equation
(19)) and bias (equation (20)) measure the correlation and
deviation between simulation value sequence S and the
observation series O, and S and O are their average values,
respectively. Higher degree of correlation and smaller
deviation both indicate the better interpolation effect. NSE
(equation (21)) is a common index used to measure the
performance or interpolation effect in meteorological,
hydrological, and environmental models. Its value ranges
from negative infinity to 1. +e closer to 1, the simulation
results are closer to observations; the closer to 0, the result
are closer to the observation average values, but the process
error is large, while negative NSE indicates that the per-
formance of mean observed values is even better than
simulated values and indicates this simulation unaccept-
able. IA (equation (22)) is referred as the potential error. IA
is a nondimensional and bounded index with values closer
to 1 indicating better agreement. +e above six indices are
defined as follows:

MAE �
|S − O|

n
, (17)

RMSE �

���������

(S − O)
2

n



, (18)

Corr �
(S − S)(O − O)

���������

(S − S)
2

 ����������

(O − O)
2

 , (19)

bias �
|S − O|

 O
× 100%, (20)
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NSE � 1 −
(S − O)

2

(O − O)
2, (21)

IA � 1 −
(S − O)

2

(|O − O| +|S − O|)
2. (22)

In Section 3.2, we calculated the above six evaluation
indicators, which reflect the accuracy of these simulations,
and the indicators for the EOFI first k modes (k� 1, . . ., N)
are also calculated. +e results of EOFI with the optimal
mode number will be compared with other three interpo-
lation methods.

2.4. Site Selection. To pursue better interpolation perfor-
mance, here we just choose the data of the five nearest
stations for interpolation; that is, the imputation of sta 1 and
sta 8 data is based on the data of stations 2, 3, 4, 5, and 6 and
the data of stations 2, 4, 5, 6, and 9 (Figure 1(b)), respectively,
while the data of other stations are not included. +e near
one-year records of sta 1 and sta 8 are reconstructed, re-
spectively, by interpolating data of the five nearest stations
with four interpolation methods, and then, the recon-
structed sequences are compared with corresponding valid
observation data in the first half year (Figure 2) to calculate
the evaluation index. In Section 4.2 for further validation,
multiple sets of experiments in different time periods are
implemented, and the RMSE between four interpolation
methods’ reconstruction sequence and corresponding valid
observation records are further compared.

3. Results

3.1. Interpolation Result of Four Methods. +e distances
between the observation stations and the target station and
the corresponding normalized weight are presented in Ta-
ble 2.+e distance from sta 4 is the shortest, and the weight is
the largest in the sta 1 group, while distance from sta 5 is the
shortest, and the weight is the largest in the sta 8 group.With
the increase in IDW and EOFI power parameter P (from 1 to
2), the normalized weights of the nearest stations (sta 4 and
sta 5) increase, while the weights of other stations decrease.
+erefore, the estimated spatial mode F of sta 1 and sta 8
calculated by equation (9) is more affected by those of sta 4
and sta 5, respectively.

+e temporal modes or principal components (PCs) of
sta 1 and sta 8 (Figure 3) and the corresponding spatial
modes (Table 2) are obtained by EOF decomposition. It can
be seen that the variance contribution rate of PC1 in sta 1
and sta 8 is both over 98%, and the spatial 1st modes are all
around 0.44. Most of the other modes of PC change around 0

(Figure 3 (a2–a5 and b2–b5)), and the corresponding ab-
solute value of spatial modes is also less than the first mode.
+erefore, from the second PC to the fifth PC, these modes
play a less important role in reconstructing data than the first
mode, but the later indices show that ignoring these less
important modes may lead to less perfect performance of
EOFI reconstruction. In addition, Figure 3 (a1 and b1) il-
lustrates that the amplitudes of PC1 in winter months
(November, December, January, and February) were sig-
nificantly greater than those in summer months (April, May,
June, and July). It demonstrates that PM2.5 concentration in
winter in North China Plain was significantly higher than
that in summer [47].

Figures 4 and 5 depict the four interpolation recon-
struction sequences and their residuals for sta 1 and 8, re-
spectively. Both power parameters P (1 or 2) are adopted for
IDW and EOFI reconstruction for sta 1 and sta 8, but the
indices show that choosing P� 1 for IDW and EOFI is more
accurate in sta 1, while P� 2 for IDW and EOFI is more
accurate in sta 8. +e optimal mode number for EOF re-
construction is both three in sta 1 and sta 8. In the part of
Result Evaluation and Discussion, we try to explain the
reasons for this. It can be seen that four methods can roughly
reproduce the valid records in sta 1 and sta 8. In sta 1
(Figure 4), the residuals of the four interpolation methods all
change near 0, but there are several errors which are quite
different from the observed values. For example, they all
show errors of more than 100 μg/m3 around February 20th
and mid-March. Regardless of the instrument failure and
other factors, the large error at these times may indicate that
the PM2.5 concentration varies greatly among different
regions of the same city, and it is not accurate to rely on only
the adjacent data in this case. In Figure 5 of sta 8, the sit-
uation is similar, but the fluctuation magnitude of the re-
sidual sequence is significantly larger than that of sta 1, and
the large residuals are also more frequently occurred. +e
performance of the four methods in sta 8 is generally worse
than that of sta 1.

3.2. Result Evaluation. In this section, we evaluate four
interpolation methods with quantified indices. Figure 6
shows a comparison of 4 interpolation methods in terms
ofMAE, RMSE, and Corr, and Figure 7 shows bias, NSE, and
IA. Because many indices of the TPS method are quite
different from those of other methods, in order to see their
differences clearly, the indicator values of TPS are directly
marked on each subgraph. It can be seen that the EOFI
interpolation performance of sta 1 and sta 8 varies with the
number of modes, many indices show that the optimal mode
number of EOFI is three (e.g., Figure 6 (a1 and b1)), and the
performance of EOFI is sometimes worse than other in-
terpolation methods when it is not the optimal mode
number. We arrange all six indices of the best performing
EOFI and other three interpolation methods in the
descending order of performance. It can be seen that, in sta
1, all 6 indicators show that the performance of EOFI (P� 1)
is the best (red lines) (1-EOFI>1-IDW> SS>TPS), while in
sta 8, all 6 indicators show that EOFI (P� 2) is the best (green

Table 1: Four interpolation methods parameter setting.

Method Parameter setting
IDW P� 1 and 2
EOFI Spatial mode is dependent on IDW
TPS —
SS R� 15 km
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lines) (2-EOFI> 2-IDW> SS>TPS). +e IDW performance
of many indices is similar; sta 1 prefers P� 1, while sta 8
prefers P� 2. In addition, the indices performance of sta 8 is
generally worse than that of sta 1. In Section 4.1, we try to
explain why different parameters are chosen at the two sites.

4. Discussion

4.1. IDW Power P Choice and Sites Number Impact on EOFI.
For the EOFI of this study, we did not take the data of sta 1
and sta 8 into EOF decomposition. +e spatial modes of
these two stations are calculated by the spatial modes of
other 5 stations with IDW, and of course, their spatial modes
estimates can also be obtained by other methods, such as Pan
and Lv [36] using linear and spline interpolation, respec-
tively, to calculate the spatial modes of river water level
measurement points. Next, we try to explain why different P
values are chosen in the two sites as mentioned in Section 3
and discuss the influence of the number of data sites on the
EOFI reconstruction.

Firstly, the indices performance of sta 8 is obviously
inferior to those of sta 1. +ere are four same stations
(stations 2, 4, 5, and 6) data selected by both sta 1 and sta 8.
But the number of missing values at sta 9 for sta 8 imputation
is more than that of the sta 3 for sta 1 (the first half of the year
missing percent of the sta 9 in Figure 2 reaches 13%), so the
completeness of the original data may account for the worse
results of sta 8. In addition, for sta 8, when P is increased
from 1 to 2, the EOFI spatial modes and reconstruction
sequence will be more dependent on the spatial modes
(Table 2) and observation records of the closest station (sta
5), respectively. +e adverse impact of the data of sta 9 is
reduced, which may be an explanation of sta 8’s preference
for P� 2.

Furthermore, in previous experiment, data of sta 1 and
sta 8 are reconstructed with the data of the other 5 adjacent
stations, of which 4 stations (stations 2, 4, 5, and 6) are both
used for reconstruction of sta 1 and sta 8. In order to further
explore the influence of the remaining station on the in-
terpolation results, another experiment is conducted where
the data of sta 3 are not used for sta 1 reconstruction and the

Table 2: Distances from station 1 and 8 to other five observation stations and corresponding normalized inverse distance weights when
power P� 1 and 2, respectively.

Target station Station 1 Station 8
Observation stations 2 3 4 5 6 2 4 5 6 9
Distance (km) 9.19 7.62 3.86 7.52 4.43 7.88 7.48 3.96 7.36 6.07
Weight (P� 1) 0.1268 0.1530 0.3018 0.1550 0.2634 0.1560 0.1643 0.3105 0.1669 0.2023
k-th mode (P� 1) 0.4471 0.1179 0.0579 −0.0574 0.0592 0.4449 −0.0714 0.0192 0.0076 0.1143
Weight (P� 2) 0.0718 0.1045 0.4066 0.1073 0.3098 0.1124 0.1247 0.4453 0.1287 0.1889
k-th mode (P� 2) 0.4474 0.2282 0.0871 −0.1222 0.1191 0.4426 −0.1291 0.0332 0.0227 0.2540
G (k) (%) 98 98.78 99.35 99.72 100 98.14 98.78 99.38 99.76 100
It is noteworthy that EOF estimated spatial 1st, 2nd, 3rd, 4th, and 5th modes are listed in the 5th and 7th rows (rather than observation station’s coefficients).
+e contribution of the first k modes to the total variance G (k) is listed in the last row.
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data of sta 9 are not used for sta 8. +e 4 sites and 5 sites
EOFI reconstruction results are shown in Table 3.

It can be seen that, for both sta 1 and sta 8, the EOFI
reconstruction with 5 sites is better than that with only 4
sites. In addition, inclusion of data from coastal stations such
as sta 10 (Figure 1(b), far away from sta 1 and sta 8) in EOFI
is not as good as interpolation with data from only five
nearest sites. It is very vital to determine the appropriate
number of stations for EOFI according to the feature and
quality of the original data. As we can see the performance of
using less sites data or adding costal sites data for EOFI, both
of which are worse than that of only five nearest sites data.

4.2. Further Validation and Impact of Data Time Length on
EOFI Results. In the previous experiment, EOFI selected
PM2.5 data of nearly a full year from five adjacent stations
data to perform EOF decomposition and obtained nearly a
full year of PC and corresponding spatial modes. In this part,
a number of experiments with different lengths of record are
implemented to further evaluate and compare the four
interpolation methods. Since there are only valid observa-
tion records in the first half of 2015 for both sta 1 and sta 8,
the reconstruction sequence of four interpolation methods
must be compared with valid observations during the same
period. Divided by the calendar month, we divided the
records in the first half of the year into six one-month
sections (Jan, 1; Feb, 2; Mar, 3; Apr, 4; May, 5; and Jun, 6) in

the experimental group E1 and five two-month sections (1-2,
2-3, 3-4, 4-5, and 5-6) in experimental group E2. Four three-
month sections (1–3, 2–4, 3–5, and 4–6) are implemented in
the experimental group E3. Similarly, E4, E5, and E6 rep-
resent the experimental groups with a duration of 4, 5, and 6
months, respectively.+ere are 21 experiments in total. Since
the temporal mode of EOF decomposition is related to the
continuity of record, experimental groups with continuous
months are set to reduce the inaccuracy of the temporal and
spatial modes of EOF decomposition. February in winter
and June in summer represents different seasons, and the
feature of PM2.5 concentration is significantly related to the
seasons. For example, in winter, more fossil fuels may be
consumed for heating; therefore, the PM2.5 concentration is
significantly higher than other seasons.

Figure 8 depicts the main results of EOFI reconstruction
sequence of sta 1 and sta 8. It can be seen that, although the
spatial 2nd, 3rd, 4th, and 5th modes in different time periods
are different, the spatial 1st mode always remains stable at
around 0.44, and the corresponding variance contribution
also accounts for more than 95% (c1 and c2), which is
consistent with the previous results. +e RMSE range of
EOFI reconstruction for sta 1 is 10–16 μg/m3 (b1), while the
range for sta 8 is 22–36 μg/m3 (b2). +e range is also
consistent with the previous results, which shows the sta-
bility of the EOFI method. In addition, the number of ex-
periments with the optimal mode number 4 (i.e., using first 4
modes to reconstruct) for sta 1 and sta 8 are both largest,
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respectively, but there are still other optimal mode numbers.
+e optimal mode number can be determined by finding the
smallest RMSE [40].

Table 4 compares the performance (in terms of RMSE) of
four interpolation methods reconstruction sequence.
Among the 21 experiments, there are 19 experiments in sta 1
and 13 experiments in sta 8 showing the RMSE of EOFI
reconstruction is the smallest, respectively. +ere are also
another 7 groups in sta 8 showing SS performed best in
terms of RMSE, and these groups mainly include winter
months January, February, and March. We infer that this is
due to large PM2.5 concentration difference in different sites
in winter, and the accuracy of spatial and temporal modes is
not as good as those of other seasons.

4.3. Comparison between EOFI and DINEOF. +ere have
been many EOF-based interpolation methods (e.g.,
DCCEOF in [10], EOFI in [36], and VE-DINEOF in [40]).

One of the most widely utilized methods is the iterated EOF
method, DINEOF [30]. +erefore, it is necessary to compare
DINEOF and EOFI in this study.

First of all, two methods are both based on the matrix
eigenvalue decomposition theory, and they all assume that
the short missing value intervals of original spatiotemporal
observation records will not affect the dominant temporal
and spatial modes significantly. Moreover, the first guess
values are given to the missing values to enable matrix
decomposition. By calculating the RMSE and other indi-
cators, the temporal and spatial modes of the optimal mode
number will be used for final reconstruction.

However, the most significant difference between
DINEOF and EOFI is the original data used for matrix
decomposition. In EOFI, the data of sta 1 and sta 8 (the
second half of the year data is missing) are not included in
the decomposed matrix, but in DINEOF, the data of sta 1
and sta 8 are taken into EOF decomposition; firstly, the
missing values are replaced with first guess values and then
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Figure 7: Same as Figure 6, but the indices are bias, NSE, and IA in sta 1 and sta 8.

Table 3: RMSE between the results of EOFI reconstruction and the valid observation records of 4 and 5 stations selected by sta 1 and sta 8,
respectively.

RMSE (μg/m3) Stations
Modes

1 2 3 4 5

sta 1 (P� 1) 2, 3, 4, 5, 6 13.759 13.739 13.558 13.686 13.764
2, 4, 5, 6 14.313 14.116 14.486 14.582 —

sta 8 (P� 2) 2, 4, 5, 6, 9 28.344 28.072 28.061 28.082 28.119
2, 4, 5, 6 29.079 28.991 28.923 28.652 —
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conducted matrix decomposition and iterative replacement
until convergence. However, this stepmay be not suitable for
the data processing of a small number of stations because the

first guess values of these missing stations may greatly affect
the accuracy of temporal and spatial modes in this case. Even
if the final convergent temporal and spatial modes are
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represent the experimental groups with durations of 1, 2, 3, 4, 5, and 6 months, respectively.

Table 4: RMSE of four interpolation methods in sta 1 and sta 8.

RMSE Station 1 8
Method IDW EOFI TPS SS IDW EOFI TPS SS

Groups Month(s)

E1

1 14.562 14.547∗ 23.675 15.878 36.031 35.751 38.931 35.458∗
2 14.629 14.613 20.924 13.780∗ 27.065 26.984 28.915 26.103∗
3 11.123∗ 11.123∗ 13.989 11.380 26.376 26.040 27.469 25.815∗
4 15.001 14.772∗ 22.446 15.689 22.207∗ 22.207∗ 24.905 22.820
5 10.286 10.273∗ 16.905 10.968 22.399 22.313∗ 27.000 24.248
6 16.229 16.029∗ 23.275 16.749 32.065 31.596∗ 36.881 33.100

E2

1-2 14.596 14.557∗ 22.308 14.840 31.889 31.688 34.317 31.159∗
2-3 12.980 12.908 17.769 12.627∗ 26.723 26.519 28.203 25.960∗
3-4 13.120 12.901∗ 18.518 13.610 24.371 24.339∗ 26.212 24.357
4-5 12.732 12.650∗ 19.716 13.406 22.303∗ 22.303∗ 25.965 23.539
5-6 13.545 13.478∗ 20.296 14.116 27.549 27.215∗ 32.208 28.913

E3

1–3 13.507 13.459∗ 19.855 13.753 30.175 29.934 32.211 29.497∗
2–4 13.650 13.508∗ 19.368 13.668 25.301 25.273 27.143 24.953∗
3–5 12.209 12.178∗ 17.973 12.752 23.737 23.692∗ 26.475 24.321
4–6 14.016 13.913∗ 20.991 14.625 25.846 25.758∗ 29.911 26.984

E4
1–4 13.878 13.791∗ 20.503 14.239 28.390 28.262 30.545 27.974∗
2–5 12.858 12.791∗ 18.757 13.018 24.614 24.594∗ 27.108 24.780
3–6 13.340 13.262∗ 19.450 13.872 25.981 25.837∗ 29.312 26.693

E5 1–5 13.204 13.114∗ 19.800 13.616 27.310 27.196∗ 29.878 27.278
2–6 13.607 13.542∗ 19.754 13.853 26.204 26.142∗ 29.232 26.574

E6 1–6 13.764 13.691∗ 20.432 14.197 28.119 27.985∗ 31.096 28.283
+e power P of IDW and EOFI is based on the analysis of Section 4.1 (i.e., P � 1 for sta 1 and P � 2 for sta 8), and the EOFI reconstruction with optimal mode
number is considered. “∗” represents the smallest RMSE of this experiment.
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obtained through iteration, the calculation resources con-
sumed may be huge. Alvera-Azcárate et al. [32] mentioned
that the data points with missing percent more than 95% are
removed before data decomposition because they cannot
provide effective information. +e number of data points
involved in their decomposition is huge; therefore, these
less-informative points’ removal has little impact on the final
results. +e DINEOF has been widely used for recon-
struction of gap-free satellite images where densely sampled
and numerous observations are obtained by remote sensing,
while in other platforms (e.g., PM2.5 land-based stations in
this study and offshore buoy stations array), where obser-
vations are relatively rare and sparse sampled, the temporal
and spatial modes of iterated EOF methods may be not
accurate when there is a large proportion of missing values
in the few sites observation data matrix.

+erefore, for the observation records of finite number
stations, if we want to make full use of the data of station
with large proportion of missing values, EOFI may be more
suitable for this kind of interpolation. +e superiority of
EOFI here is to obtain more reasonable spatial and temporal
modes by excluding the records of large missing percent
stations before EOF decomposition. All stations share the
same time-dependent temporal mode, while the space-de-
pendent spatial mode of the missing data station is estimated
by spatial interpolation (IDW is used in this study), and the
spatial mode features and patterns are considered. In ad-
dition, EOFI can provide more reasonable first guess values
for the data of these missing stations, and next, DINEOF is
used to iteratively calculate until convergence. For other
differences, such as DINEOF iterative decomposition, EOFI
can also use iterative decomposition in this study; DINEOF
randomly selects a part of observation data as cross vali-
dation points, and EOFI here uses the first half year valid
observation records andmonthly records of sta 1 and sta 8 as
check points, both of which can be unified in these aspects.

5. Conclusion

In this paper, two-dimensional EOFI is introduced and
applied to reconstruct spatial-distributed PM2.5 data as an
extension to one-dimensional EOFI in river water level
reconstruction. +e main step of EOFI here is to calculate
the missing data station’s estimated spatial modes F by IDW
interpolation of spatial modes of the observation sites and
then multiply F and the corresponding temporal modes to
obtain the EOFI reconstruction sequence, and the optimal
mode number of EOFI reconstruction is determined by
minimizing RMSE. Compared with the other three inter-
polation methods (IDW, TPS, and SS), the quantitative
indices show that EOFI can improve the interpolation effect.
+e conclusion is as follows.

TPS and SS have fixed function forms, and their coef-
ficient matrices are space-dependent.+e advantage of EOFI
is that the spatiotemporal matrix is decomposed into time-
dependent temporal modes and space-dependent spatial
modes under EOF assumption. Observation stations and
missing data stations share the same temporal modes, while
the spatial modes of missing data station are estimated by the

IDW of observation stations’ spatial modes. +e benefit of
IDW is that when the distance between the missing station
and the observation station is very close, the spatial mode
estimated by IDW is very close to that of the observation
station; thus, the EOFI reconstruction sequence of the
missing station is also close to the data of the observation
station, which is consistent with our cognition. More es-
sentially, the IDW weights of neighboring points are gen-
erated by statistical estimate of covariance between the
observation points. TPS and SS weights do not depend on
the statistical features of interpolated fields. EOFI can reduce
MAE and RMSE compared with other three methods, and
other indices show that the performance of EOFI is better
too. +is shows that EOFI can improve the interpolation
effect with optimal modes. +e results of several experi-
mental groups with different data lengths show that the
dominant spatial modes of EOF decomposition almost do
not change with the time length, which is consistent with the
EOF assumption that the spatial modes are independent of
time. At the same time, the RMSE of EOFI reconstruction
with optimal mode number still shows the advantages over
the other three methods.

+e proposed method is suitable for interpolation when
observations are rare and sparsely distributed, and there are
large percent of missing values for some stations’ original
records. +e EOFI reconstruction sequence of missing data
station can be a reasonable first guess value for further
DINEOF (or other iterated EOF-based method) steps.

EOFI has the advantages of less calculation, less pa-
rameter choices, and ease of implementation and can be
extended to fill the missing data gaps of other two-di-
mensional spatial distribution physical variables. +e limi-
tation of EOFI is that the missing values’ temporal and space
gaps should not be too large; otherwise, it will affect the
accuracy of spatial and temporal modes. At the same time,
the quality of the original data has an impact on the re-
construction results. High quality and complete observation
data can produce more accurate spatial and temporal modes,
which is conducive to EOFI reconstruction.
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With the shortage of resources and the increasingly serious environmental pollution in China, green innovation has become a
sustainable competition for a region. *e Yangtze River Economic Belt (YREB) strategy is one of the most important strategies for
the sustainable development of China’s economy under the new normal. Green innovation plays a linking role in the resources
exchange and trade flow in YREB, and it is also the foundation and guarantee to implement the YREB strategy. *e global en-
vironmental pollution and the weak recovery of world economy make the traditional extensive economic growth model unsus-
tainable. Sustainable economic growth should focus on the quality of development and its external costs to the environment. In order
to implement the concept of sustainable development, the improvement of logistics ecological efficiency is related to the quality of
ecological civilization construction.*erefore, it is of theoretical and practical significance to study the measurement, evolution, and
driving factors of coordinated development level of regional green innovation system. *is paper proposes a super-slack-based
measure (super-SBM) data envelopment analysis (DEA) model to measure the green innovation efficiency of 11 provinces and cities
in YREB from 2008 to 2017, mastering its spatial and evolutionary characteristics, and conduct empirical analysis on the influencing
factors. *e empirical results indicate that economic development, government support, and industrial structure upgrading are the
leading forces to directly enhance the green technology innovation ability of cities in the Yangtze River Economic belt and play the
core driving role of green innovation. To further enhance the capacity of urban green innovation in the Yangtze River Economic belt,
we will increase the government’s support for green innovation, optimize the environmental governance model, promote the green
upgrading of industrial structure, and enhance the enthusiasm of enterprises for green innovation.

1. Introduction

With the adoption of China’s reform and open up policy, the
miracle of rapid economic growth is attracting the world’s
attention. In the meantime, the emerging issues of envi-
ronment and resource depletion also pose a huge challenge
to economic development. Coordinating the relationship
between economy and environment is the key to the
implementation of sustainable development strategy [1],
made in China 2025, and raised the “green innovation-

driven development” strategy to promote the healthy de-
velopment of national economy.

As an important support belt for China’s economic
development in the new era, the YREB spans three regions in
China, connects the Yangtze River Delta Basin with the most
developed economy in China, and together with the coastal
economic belt forms the T-shaped model of economy de-
velopment in China, and it is important in promoting and
demonstrating industrial transformation and upgrading and
green development. With the diversification of innovation
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sources, ecological environment has become an important
factor in innovation transformation and upgrading. How-
ever, there aremany industries with high pollution and high-
energy consumption in the YREB. Environmental pollution
and resource shortage have become important factors
restricting the YREB strategic development. *e contra-
diction of ecological environment and economic society has
become extremely acute. Under the rigid constraints of
energy and environment, it is urgent to incorporate green
development concept into technological innovation [2].
*erefore, as the integration point of innovation-driven and
green development, green innovation has become an ef-
fective means to break through the constraints of resources
and environment and promote sustainable development. It
is of great practical significance to improve the green in-
novation efficiency of the YREB and realize the win-win of
innovation efficiency, ecological efficiency, and economic
efficiency, so as to enhance the ability of regional sustainable
development and promote high-quality economic devel-
opment [3].

In early 2016, Present Xi Jinping proposed that the
ecological environment of the YREB should be placed in an
overwhelming position. In March 2016, the meeting of the
Political Bureau of the CPC Central Committee presided
over by General Secretary Xi approved the outline of the
development plan of the Yangtze River Economic Belt,
stressing once again that “development should be promoted
on the premise of protecting the ecology, enhancing the
overall planning, integrity, coordination, and sustainability
of development, and improving the efficiency of essential
allocation.” In March 2018, it was clearly pointed out in the
work report of the 19th National Congress of the Communist
Party of China that the development orientation of the
Yangtze River Economic Belt should be guided by ecological
priority and green development, promote the overall layout
of “five in one:” innovation, coordination, green, opening,
and sharing, accelerate the construction of ecological civi-
lization, and achieve regional coordination and sustainable
development. *e fundamental way to adjust the regional
economic structure, change the mode of economic devel-
opment, and promote high-quality economic development
lies in the continuous green innovation. “Green innovation”
is a complex system including resource input, innovation
output, and environmental benefits. It coordinates the re-
lationship between economic development and ecological
protection, realizes the optimal benefit output with the least
resource input, and creates the highest green innovation
efficiency.

*is paper modifies the super-SBM-DEA model to
measure the green innovation efficiency of 11 provinces and
cities in YREB from 2008 to 2017, mastering its spatial and
evolutionary characteristics, and conduct empirical analysis
on the influencing factors. *e main contribution is using
the undesirable super-SBM-DEA method to avoid any
underestimation or overestimation of the green innovation
efficiency caused by radial and nonradial DEA. *e re-
mainder of this paper is organized as follows. *e literature
review is presented in Section 2. Section 3 briefly describes
the measurement method for green innovation efficiency.

Section 4 presents the data and variables. Empirical results
and analysis are reported in Section 5. Section 6 draws
conclusions and policy implications. *e article structure is
shown in Figure 1.

2. Literature Review

According to the needs of balanced development in ecology
and economy, we need to find a relationship among the
rapid development of economy, excessive use of resources,
and deterioration of natural environment. By measuring
green innovation efficiency, we can find key influencing
factors and promote the sustainable development of green
ecological economy [4–6]. According to existing literatures,
research on green innovation efficiency can be summarized
in the following three aspects: (1) research on green inno-
vation efficiency; (2) research on the measurement of green
innovation efficiency; (3) research on the influencing factors
of green innovation efficiency.

2.1. Research on Green Innovation Efficiency. Green inno-
vation has become a popular concept, and it is often known
as ecological innovation, sustainable innovation, and envi-
ronmental innovation [7]. Fussier and James first introduced
the term green innovation in the book driving green in-
novation, defining as new products or processes which
provide customer and business value but significantly de-
crease environmental impacts [8]. Kemp et al. define green
innovation as a new process technology, system, and product
to avoid or reduce environmental damage [9]. Compared
with traditional innovation, green innovation takes both
economic and environmental benefits into account and
adapts to the improvement of supply side structural reform
quality and efficiency of industrial parks. From the per-
spective of systems theory, green innovation is a combi-
nation of industrial innovation system theory and green
economy theory, in reference to both green products and
green processes [10, 11], including the introduction of any
new or significantly improved product, process, organiza-
tional change, or marketing solution to reduce the con-
sumption of natural resources and the emission of harmful
substances in the product life cycle [12].

In 1951, Kaufman first put forward the concept of “ef-
ficiency.” He pointed out that if technology cannot realize
the increase or decrease in output or input at the given level
of output or input, the input-output vector in this state was
defined as technology efficiency. *en, Schumpeter com-
bines the concept of innovation and efficiency and points out
that the fundamental purpose of innovation is to maximize
regional economic and social benefits. Feng Zhijun defined
green innovation efficiency as an input-output efficiency that
can promote the unity of “economic benefits, environmental
benefits, and social benefits” [13]. *e authors in [14]
pointed out that green innovation efficiency should not only
reflect “green” and “innovation” but also reflect its economic
characteristics, that is, economic efficiency. In addition, the
authors in [15] believe that green innovation efficiency is a

2 Complexity



comprehensive innovation efficiency considering the cost of
resource consumption and environmental pollution.

2.2. Research on the Measurement of Green Innovation
Efficiency. *ere are two main methods to measure green
innovation efficiency: the parametric analysis method, using
SFA, and nonparametric analysis method, using DEA [16, 17].
Parametric analysis assumes that the departure from the
frontier of the DMU is the result of a combination of stochastic
disturbances and technical inefficiencies. *e application of
SFA focused mainly on enterprises’ efficiency and its influ-
encing factors and on research in the economic field [18, 19].
*e authors in [20] measured the green innovation efficiency
in China’s provinces based on the improved stochastic frontier
model and demonstrated the spatial agglomeration charac-
teristics and path dependence of interprovincial green inno-
vation efficiency from a spatial perspective.

*e nonparametric analysis method constructs a mini-
mum output possibility set that can accommodate all in-
dividual production modes according to the input and
output of all decision-making units in the sample and
measures the input-output efficiency based on the pro-
duction possibility set. *e authors in [21] compared the
innovation efficiency of 185 regions in 23 European coun-
tries with the multiobjective DEA model and pointed out
that there were differences in the innovation efficiency be-
tween different regions and different innovation stages. *e
authors in [22] used DEA to measure the innovation effi-
ciency values of hospitals in 29 OECD countries between
2000 and 2010 and then applied the panel Tobit model to
determine the environmental factors affecting hospital ef-
ficiency scores. By decomposing the Malmquist Productivity
Index Decomposition, the change in the efficiency decom-
position value was analyzed. *e authors in [23] used the
DEA method to calculate the overall efficiency, patent

production efficiency, and scientific paper production effi-
ciency of 32 Mexican states. *e authors in [24] used the
SBM model to measure the green innovation efficiency of
Chinese industrial enterprises without considering the
nonexpected output and analyzed the regional differences of
the green innovation efficiency of industrial enterprises in
the regions. Luo et al. [3] applied the Malmquist Index and
data envelopment analysis to evaluate the efficiency of green
technology innovation in strategic emerging industries. Du
et al. [25] used a two-stage network DEA with shared input
to measure the efficiency of regional enterprises’ green
technology innovation and explored the regional differences
in industrial enterprises’ green technology R&D and the
efficiency of green technology achievement transformation.

2.3. Research on the Influencing Factors of Green Innovation
Efficiency. *e influencing factors of green innovation ef-
ficiency can be classified into direct factors and indirect
factors. Direct factors included labor quality, industrial
structure, resource consumption, and technological inno-
vation. *e authors in [26, 27] conducted a dynamic eval-
uation on the efficiency of technological innovations in
OECD countries and 20 member states of the European
Union based on the Malmquist Index. Guan and Zuo [28]
applied dual network DEA model to compare technological
innovation efficiency of 35 countries. Yu et al. [29] con-
sidered the direct factors such as human capital, enterprise
nature, and industrial structure when measuring the effi-
ciency of technological innovation in China and found that
they all have a significant impact on the efficiency of
technological innovation. Wang et al. [30] found that R&D
investment intensity has double threshold effect on green
innovation efficiency of high-tech industry based on pro-
vincial panel data from 2006 to 2012.
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*e indirect factors included economic development,
government funding, regional infrastructure, foreign direct
investment, opening up, and environmental regulation. Yu
et al. [31] reveal that environmental regulation can signif-
icantly improve the green innovation efficiency of the YREB,
but different environmental regulation models have differ-
ent effects on the green innovation efficiency of the YREB.
Yang et al. [32] further analyzed the driving mechanism of
green innovation efficiency in the YREB and found that the
cost of enterprise pollution, the maturity of technology
market, and the openness of market are conducive to
promoting the efficiency of green innovation in the YREB,
while the industrial structure has no significant impact on
the efficiency of green innovation. Luo et al. [3] revealed the
impact of international R&D capital technology spillover on
the efficiency of green technology innovation by building a
spatial model. According to the agglomeration effect of FDI,
Gong et al. [33] demonstrated the effect and transmission
mechanism of industrial green innovation efficiency.

According to the existing literatures on green innova-
tion, there are still some shortcomings: Renyan Long con-
centrated on the level of enterprises, industrial, or provinces.
*e research on the efficiency of regional green innovation
or specific economic zones and economic basins is of great
practical significance for promoting the coordinated de-
velopment of regional economy. At the same time, factors
flow, technology spillover, pollution discharge, and inno-
vation all show spatial interdependence and mutual influ-
ence. Existing literatures ignore the spatial correlation of
green innovation as data with spatial correlation. Using the
11 provinces/cities’ panel data in the YREB from 2008 to
2017, this paper uses the super-slack-based measure (super-
SBM) model to evaluate the green innovation efficiency,
using Global Moran Index to analyze the spatial correlation
and spatial agglomeration characteristics and finally use the
spatial measurement model to analyze the influencing fac-
tors of green innovation efficiency.

3. Materials and Methods

3.1. Super-SBMModel. Traditional DEA models, such as the
CCR and BCC models, are radial projection constructs by
Cook and Seiford [34], which assumes that all the outputs of a
production system are valuable and should be maximized for
given inputs. Nevertheless, the undesirable output will have
significant effects on the efficiency in the whole process
[35, 36].Tone [37] developed a nonradial measurement to
solve the problems of input and output slacks by proposing
the slack-based measure (SBM). Compared with the tradi-
tional DEA, the efficiency value of this method is distributed
in the (0, 1) interval, and the efficiency value of the effective
DMU is 1. *erefore, when there are multiple effective
DMUs, further comparison cannot be made. *en, Tone [38]
developed a superefficiency SBM-DEA model which solves
the problem of effective sorting and allows the efficiency score
to be greater than 1 and can be easily rank-efficient DMUs.
Super-SBM model can not only deal with the unexpected
output more appropriately but also make further comparison
in effective decision-making units, so it is more accurate and

rigorous. *erefore, the super-SBM with undesirable outputs
is introduced into measuring green innovation efficiency in
this study, and the model is as follows:
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where ρ∗ is the green innovation efficiency and λ is the
constant vector. *e super-SBM model is simultaneously
able to measure DMU efficiency and can also calculate DMU
input and undesirable output redundancy rates, and it fully
considers and effectively solves the problem with undesir-
able output and is more accurate to evaluate and analyze
regional sustainable development.

3.2. Spatial Econometric Model

3.2.1. Spatial Autocorrelation Analysis. Spatial autocorre-
lation analysis is a kind of spatial data analysis method that is
used for the estimation and analysis of spatial dependency
and heterogeneity among objects, which is commonly in-
dicated by Moran Index (Moran’s I) [39–42]. Before using
spatial econometric methods, it is needed to be constructed
to examine whether the green innovation efficiency in YREB
has spatial dependence.

Global spatial autocorrelation is used to measure the
distribution characteristics of the entire research unit among
spatial elements, and it can effectively test the autocorre-
lation of adjacent units. *e global Moran’s I value ranges
from [−1, 1]. If I< 0, there is a negative spatial correlation,
which indicates that the efficiency in the study area is in a
discrete state. If I> 0, there is a positive correlation, indi-
cating an agglomeration state. If I� 0, demonstration is
made that the treatment efficiency is random, and the
formula is as follows:

Moran′s I �
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where S2 � (1/n) 
n
i�1 (xi − x)2 , x � (1/n) 

n
i�1 xi , S2 is the

variance value of green innovation efficiency, n represents
the total 11 provinces/cities in YREB, xi and xj show
province i and province j′ s green innovation efficiency, x

represents the average green innovation efficiency, and wij is
the spatial weighting matrix.
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3.2.2. Spatial Weighting Matrix. Setting spatial weighting
matrix is the basis of the spatial autocorrelation test and
spatial econometric model. It reflects the spatial distance
between two regions, usually including geographical dis-
tance and socioeconomic distance. At present, geographic
distance is more common in research.*e spherical distance
(d) between provincial capitals can be used to construct the
spatial weighting matrix of geographical distance [43]. It
uses the reciprocal of the square of the central distance
between regions. *e specific formula is as follows:

Wij �

1
d
2
ij

, (i≠ j),

0, (i≠ j).
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3.2.3. Spatial Econometric Model. Following Elhorst and
Geogr [44], there are mainly three kinds of spatial econo-
metric models: spatial lag panel model (SLM), spatial error
panel model (SEM), and spatial Durbin panel model (SDM).
*e SLMmodel hypothesizes that the value of the dependent
variable observed at a particular location is partially de-
termined by a spatially weighted average of neighboring-
dependent variables.

If the level of green innovation efficiency in the region is
not only affected by some variables in the region and by the
level of green innovation efficiency in neighboring regions,
the spatial lag model (SLM) can be set up, which can be
expressed as follows:

lnGIEit � αit + ρW ln GIEit + Xitβit + μit, (5)

where α is the constant term and W is the spatial
weighting matrix. X is the variable matrix of the corre-
sponding influencing factors after the logarithmic treat-
ment, and β is the influencing coefficient of the local
influencing factors on the local green innovation effi-
ciency. i represents the corresponding region, t represents
the corresponding year, and μ is the random error term. ρ
is the spatial lag variable influence coefficient of green
innovation efficiency development, which reflects the
spillover effect of green innovation efficiency development
on green innovation development in the surrounding
areas of the target area.

If the spatial dependence of green innovation behavior is
affected by some error disturbance terms which are difficult
to observe and have certain spatial structure, and to effec-
tively measure the impact of this error impact on the effi-
ciency of green innovation in this region, the spatial error
model (SEM) can be expressed as follows:

lnGIEit � αit + ρW ln GIEit + Xitβit + μit,

μit � λWμit + εit,
(6)

where the parameter λ reflects the regional spillover effects
caused by the error term and ε is the residual term.

If the level of green innovation efficiency in the region is
not only affected by the spatial spillover effect of green
innovation efficiency in neighboring regions but also by
other variables in neighboring regions, the spatial Durbin
model (SDM) can be considered, which can be expressed as
follows:

lnGIEit � αit + Xitβit + WXitθit + μit, (7)
where θ reflects the weighted influence of other regional
factors on the efficiency of green innovation in this region,
which is defined as other spillover effect in this paper.

3.2.4. Decomposition of Direct and Indirect Effects. Due to
the spatial correlation in the spatial regression models, the
authors in [45] point out that the coefficients of the ex-
planatory variables in the regression model cannot accu-
rately reflect the marginal effect. Spatial spillover effect is an
important analysis tool in the spatial econometric model.
Because spillover effect has a certain direction of source and
source, there will be other spillover effects of other regional
influencing factors on innovation efficiency in the region,
and there will be other spillover effects of regional relevant
variables on green innovation efficiency in the surrounding
regions. In the spatial econometric model, the independent
variable and the dependent variable will interact. At this
time, the marginal effect of the independent variable on the
dependent variable cannot be regressed by the linear model.
Further deconstruction is needed to simplify the above
spatial Durbin model into a vector expression at a specific
time point:

lnGIEit � (1 − ρW)
− 1αyN +(1 − ρW)

− 1
,

· β lnXi + θW lnXi( μ∗,
(8)

whereyN is the vector of N × 1-order dependent variable, α
is the constant term, μ∗ is the cross-section, random, and
period error term, and lnXi is the N × K dimension matrix
composed of all independent variables. At a specific time
point, the derivative matrix expression of the dependent
variable lnGIEit to the independent variable K is
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(9)

*e mean value of the elements on the main diagonal of
the right matrix in the formula reflects the influence degree
of the independent variable on the dependent variable in the
province, that is, the effect of a province on the efficiency of
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green technology innovation in the region through a certain
influencing factor, which is called direct spillover effect. It is
expressed as Mdirect � N− 1. tra[X(W)], where tra[X(W)] is
the trace of matrix X(W), and it is the sum of main di-
agonals. *e mean value of other elements on the nonmain
diagonal of the right matrix in this formula reflects the
spillover effect of a province on the green innovation effi-
ciency of other provinces through its own relevant influ-
encing factors, which is called the indirect spillover effect
[46]. In this paper, it is defined as the spillover effect; that is,
N− 1.y. X(W). y − N− 1. tra[X(W)]. Finally, direct spillover
effect and indirect spillover effect are summed up as the total
spillover effect.

3.3. Variables and Data Description

3.3.1. Variables for Green Innovation Efficiency.
According to the principles of comprehensiveness, scientific,
and availability of data, the index system for evaluating the
efficiency of industrial green technology innovation is
constructed by referring to the relevant research of green
technology innovation:

(1) Inputs: including labor input (number of R&D
employees), capital input (total investment in R&D),
and resource input (total energy consumption),
which represent the consumption degree of inno-
vation activities on resources.

(2) Desirable outputs: including new product sales
revenue and patent applications, which, respectively,
reflect the economic benefits, living standards, and
output level of scientific research achievements of
each region.

(3) Undesirable outputs: industrial pollution is the main
source of environmental pollution, so the undesired
output variable adopts the industrial wastewater
discharge, industrial smoke (dust), and industrial
sulfur dioxide discharge of each city in the YREB and
uses the entropy method to calculate an environ-
mental pollution index, which is used to explain the
comprehensive impact of innovation activities on the
ecological environment.

*e input-output index system of green innovation ef-
ficiency in YREB is constructed in Table 1.

3.3.2. Influential Factors on Green Innovation Efficiency.
*ere are many driving factors for the coordinated devel-
opment of green innovation system. *ese factors will affect
the development level of the subsystem invested in the re-
gional green innovation subsystem and then affect the co-
ordinated development level of the regional green
innovation system. However, these factors cannot be used as
the direct investment of each subsystem, and these factors
are often not directly measured [47]. *erefore, in order to
systematically and comprehensively study the driving factors
of regional green innovation system, the factors that affect
the efficiency of green innovation in the YREB are

summarized as direct and indirect factors, including envi-
ronmental regulation and industrial structure, and the in-
direct factors include the level of economic development, the
strength of government support, and the level of opening to
the outside world [48]. Consider that the YREB, as a strategic
region of our country, has different responsibilities and
requirements in its upper, middle, and lower reaches. Based
on the previous study, the following five factors are used to
examine the impact on the green innovation efficiency:

(1) Economic development (ED): green innovation has a
higher threshold than traditional innovation. A
higher level of economic development is conducive
to the improvement of environmental protection
needs and environmental human capital of residents
and provides the necessary material basis and social
environment for promoting the green innovation
achievements. *e exhibition has green incentive
effect and cumulative effect of innovation ability, and
it can promote the promotion of green innovation
ability. *e YREB is a national key construction
inland river economic belt with global influence. Its
economic development speed is at the national
leading level, which should promote the ability of
green innovation and enhance the competitiveness
of regional green innovation development.

(2) Environmental regulation (ER): Porter believes that
environmental regulation can drive green innova-
tion, which is the famous “Porter Hypothesis” [49].
Porter believes that appropriate environmental
regulations can stimulate enterprises to increase
investment in technology research and development,
promote green innovation, and achieve a win-win
situation of technological progress and environ-
mental protection. Since the “Porter Hypothesis” was
put forward, a large number of empirical research
results show that environmental regulation is one of
the important driving factors of green innovation
[50–52]. Under the restriction of environmental
regulation, the innovation subject in the region

Table 1: Evaluation indicator system of green innovation efficiency
in YREB.

Type Indicator Description

Inputs

Labor Number of R&D employees
(10,000 people)

Capital Total investment in R&D
(Billion yuan)

Energy Total energy consumption
(tons of standard coal)

Desirable outputs
Economic New product sales revenue

(billion yuan)

Technology Number of patent
applications (billion)

Undesirable
outputs

Industrial
waste

Exhaust emissions,
wastewater

discharge, and solid waste
(tons)
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should increase the investment in technological in-
novation, promote the improvement of the devel-
opment level of technological innovation system and
then reduce the expected output of the cost of
achievement transformation subsystem, and pro-
mote the coordinated development of regional green
innovation system. *erefore, environmental regu-
lation is also an important driving factor for the
coordinated development of regional green inno-
vation system.

(3) Government support (GS): technology driving fac-
tors are considered to be the fundamental cause of
green innovation, and the improvement of tech-
nology capability triggers green innovation. *is
paper chooses government support for technology
innovation to represent technology driving factors.
*e government’s financial expenditure on science
and technology improves the national green inno-
vation ability and promotes economic growth. *e
government’s support for scientific and technolog-
ical innovation has created a good external envi-
ronment for regional green innovation. To a large
extent, the government’s financial support also re-
flects the strength of the government’s policy sup-
port. *is paper chooses government funds from
R&D funds as the indicator of government support
for technological innovation. To a large extent, the
government’s financial support also reflects the
strength of the government’s policy support. Choose
government funds from R&D funds as the indicator
of government support for green innovation.

(4) Foreign direct investment (FDI): the degree of
market opening reflects the degree of exchange be-
tween a region and other regions in the fields of
economy, science, and technology. *e impact of
market openness on green innovation is still con-
troversial in academia. One of the most famous
hypotheses is the “pollution shelter” hypothesis [53].
According to the “pollution shelter” hypothesis,
companies in developed countries will transfer their
pollution intensive industries to developing coun-
tries with relatively low regulation so that developing
countries will become “pollution shelter paradise”
and bear more environmental pollution [54]. But
another hypothesis, pollution halo hypothesis, holds
that market opening can reduce environmental
pollution [55]. *rough the spillover effect of foreign
investment, developing countries bring advanced
foreign green technologies, which can significantly
improve the level of regional technological innova-
tion and the level of regional unexpected output, thus
promoting the coordinated development of regional
green innovation system [56, 57]. *e YREB covers
the three major economic zones of the East, the
middle, and the West. *e introduction of foreign
investment may promote the local technological
progress, and at the same time, there will be

competition for foreign investment, which will make
the surrounding cities backward in production
capacity.

(5) Industrial structure (IS): optimizing the internal
allocation of the industry is conducive to stimulating
the vitality of industrial innovation and enhancing
the capacity of industrial green technology innova-
tion. With the gradual upgrading of industrial
structure, the secondary industry with strong pol-
lution production capacity has transformed into a
clean and low-carbon service industry, and the
secondary and tertiary industries have accelerated
the pace of integrated development [58, 59]. *e
close connection is promoted between green tech-
nology R&D services and industrial green trans-
formation and enhanced the technological
innovation ability with industrial characteristics. *e
YREB actively promotes the optimization and
upgrading of industrial structure, promotes the in-
tegrated development of urban productive service
industry and manufacturing industry, and requires
enterprises to strengthen the research and devel-
opment of green production technology to meet the
technical requirements of industrial structure
upgrading, and low-end production capacity may be
forced to move to surrounding areas.

*e influencing factors of green innovation efficiency in
YREB is constructed in Table 2.

4. Empirical Analysis

4.1. Green Innovation Efficiency of YREB. Considering that
there will be a certain time lag when green innovation input
is converted into output, using other research results for
reference, the input-output time lag is set as 1 year [60]; that
is, the time interval of input index is set as 2008–2017, and
the output index is set as 2008–2017. All the data were
directly derived from the China Statistical Yearbook
(2008–2017), the China Energy Statistical Yearbook
(2008–2017), and the China Statistical Yearbook
(2008–2017), the carbon dioxide emissions were estimated
using the method provided by the Intergovernmental Panel
on Climate Change [61]. Descriptive statistics of related
variables are shown in Table 3. It can be preliminarily judged
that the green innovation efficiency of 11 provinces and
cities may also be significantly different, and further em-
pirical analysis will be carried out in the future.

*is paper relies onMax DEA PRO 8.0 software by using
super-SBM model to measure the green innovation effi-
ciency of 11 provinces in YREB from 2008 to 2017. *e
results are summarized in Table 4.

From 2008 to 2017, the overall green innovation effi-
ciency of YREB was relatively stable. From 2008 to 2010,
there was a slight downward trend. It increased significantly
in 2013 and decreased slightly in 2013–2017. *ere are
significant regional differences in green innovation effi-
ciency level and time evolution trend in the upper, middle,
and lower reaches of the YREB. During the research period,
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the green innovation efficiency of the middle and lower
reaches of the province showed a trend of increasing first
and then decreasing slightly, while that of the upper and
lower reaches showed a trend of decreasing first and then
increasing and then decreasing, but the fluctuation range
was small. Since the promulgation of several opinions of the
State Council on promoting the rise of the central region in
2005, the industrial undertaking policies to promote the rise
of the central and western regions have promoted the inflow
of a large number of capital and labor factors, which has led
to the economic growth of the central and western regions.
However, the industrial undertaking has brought economic
benefits as well as unexpected output, making the green
innovation efficiency of the middle and upper reaches of
provinces at it is low and declining, and only in recent years,
does it show an upward trend. In 2014, the policy of building
the YREB into a leading demonstration zone of ecological
civilization was issued. Since then, the state and local
governments of the YREB have successively issued relevant

policies, and the construction of ecological civilization in the
YREB has achieved initial results.

Table 2: *e influencing factors of green innovation efficiency in YREB.

Variable Description
Economic development (ED) GDP per capita
Environmental regulation (ER) *e ratio of total investment in industrial pollutants to GDP
Government support (GS) R&D funds
Foreign direct investment (FDI) *e proportion of foreign investment as a percentage of the regional GDP
Industrial structure (IS) Proportion of total output value of tertiary industry to total GDP in each region

Table 3: Descriptive statistics of green innovation efficiency in YREB.

Index Minimum Maximum Mean Standard deviation
Number of R&D employees (10,000 people) 12656 466735 111834 134245
Total investment in R&D (Billion yuan) 324986 4365780 4326382 6023576
Total energy consumption (tons of standard coal) 4658 30480 13762 6187
New product sales revenue (billion yuan) 3795210 7456754 7134578 7238568
Number of patent applications (billion) 1785 125784 32650 33468
Exhaust emissions (10,000 tons) 8730 64390 23561 13652
Wastewater discharge (10,000 tons) 14370 455321 138542 100654
Solid waste (10,000 tons) 1450 17890 8974 4376

Table 4: Green innovation efficiency of YREB in 2008–2017.

Region
Year

2008 2009 2010 2011 2012 2013 2014 2015 2016 2017
Jiangsu 1.032 1.053 1.047 1.092 1.085 1.066 1.023 1.026 1.024 1.031
Shanghai 1.042 1.035 1.037 1.032 1.013 1.021 1.032 1.027 1.034 1.089
Zhejiang 0.765 0.763 0.768 0.827 0.845 0.976 0.853 0.812 0.743 0.751
Anhui 0.652 0.654 0.667 0.706 0.71 0.733 0.724 0.697 0.681 0.678
Jiangxi 0.622 0.623 0.631 0.673 0.668 0.677 0.682 0.653 0.646 0.643
Hubei 0.649 0.661 0.667 0.711 0.733 0.742 0.744 0.725 0.711 0.698
Hunan 0.68 0.671 0.68 0.731 0.745 0.947 1.012 0.98 1.092 1.001
Chongqing 0.625 0.63 0.639 0.688 0.705 0.698 0.707 0.715 0.689 0.691
Sichuan 0.625 0.633 0.643 0.707 0.722 0.703 0.702 0.686 0.664 0.653
Guizhou 0.596 0.591 0.59 0.635 0.632 0.636 0.634 0.638 0.645 0.63
Yunnan 0.619 0.601 0.602 0.628 0.631 0.632 0.636 0.63 0.615 0.613
Average 0.719 0.720 0.725 0.766 0.772 0.803 0.795 0.781 0.777 0.771

Table 5: Global Moran’s I Index of green innovation efficiency.

Moran’s I z
2008 0.540∗∗∗ 3.544
2009 0.510∗∗∗ 3.415
2010 0.514∗∗∗ 3.432
2011 0.533∗∗∗ 3.476
2012 0.487∗∗∗ 3.258
2013 0.313∗∗ 2.022
2014 0.252∗∗ 1.756
2015 0.233∗∗ 1.622
2016 0.226∗ 1.634
2017 0.209∗ 1.567
Note: ∗∗∗, ∗∗, and ∗ represent the significance level at 1%, 5%, and 10%.
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4.2. Spatial Autocorrelation Analysis

4.2.1. Global Spatial Autocorrelation. *is paper uses
MATLAB to calculate the Global Moran’s I Index of logistics
green innovation efficiency in YREB. Table 5 presents the results.

*e results show that the Global Moran’s I Index of the
green innovation efficiency passed the test at 10% signifi-
cance level in 2008–2017, indicating that the green inno-
vation efficiency displays a positive spatial correlation, it is
not distributed randomly, the index is basically between 0.3
and 0.6, and it indicates that the green innovation efficiency
shows a weak agglomeration state. In the main, the Global
Moran’s I Index moves upward along a wave-like curve, this
may be related to the macroeconomic environment in which
the Chinese economy enters the “new normal,” and the
industrial structure is transformed and upgraded.

*e high and low efficiency neighboring provinces show
a spatial cluster. *e higher green innovation efficiency
regions were adjacent, and the regions with lower green
innovation efficiency were close to each other.

4.2.2. Spatial Effect of Green Innovation Efficiency.
Because the data used in this paper are panel data, it is
necessary to determine whether the fixed effect model or the
random effect model should be used before regression
analysis of the model. *e Hausman test was carried out for
SLM and SEM byMATLAB, and the test results are shown in
Table 6.

According to Table 6, both SLM and SEM passed the
Hausman test at 5% significance level, so the panel model
with fixed effect was selected for regression analysis.

According to the test of spatial correlation, Table 7 shows
that the test of LM_lag is greater than LM_error, so the
estimation method of spatial lag model is studied and
analyzed.

*e general OLS regression coefficient is smaller than the
spatial Durbin model (SDM), which shows that OLS re-
gression ignores the spatial interaction between independent
variables and dependent variables and overestimates the
influence of related variables. From the regression results of
the SDMmodel, the log-L and R2 of the spatiotemporal fixed
model are obvious, and it is larger than the fixed time model
and the fixed space model, so the double fixed model has the
best estimation results. Table 8 is an analysis of the influ-
encing factors of green innovation efficiency based on the
empirical results of the time-space fixed model. *e results
are shown in Table 8.

(1) Economic development (ED) has a significant pos-
itive role in promoting the green innovation effi-
ciency of the YREB. For every 1% increase in GDP
per capita, the efficiency of green innovation will
increase by an average of 0.3487%. It shows that
economic growth will improve the green innovation
efficiency. Economically developed regions in the
YREB, on the one hand, will pay more attention to
the development of environmental quality; on the
other hand, the R&D investment in the field of green
innovation will increase, and the investment

subsidies and production subsidies for products and
services will be greater. *e coefficient of the spatial
lag term of economic growth is −0.1593, and through
the 1% significance test, it shows that the economic
growth of the neighboring areas in the YREB has
negative spatial spillover effects to the green inno-
vation efficiency of the region. *is is because the
economic development of the neighboring areas will
have a certain siphon effect on the relevant inno-
vation elements of the region, which is not conducive
to the improvement of the green innovation effi-
ciency of the region.

Table 6: Hausman test results.

Test summary Hausman test-statistic Variance
SLM 29.631∗∗∗ 15
SEM 231.586∗∗∗ 29
Note: ∗∗∗, ∗∗, and ∗ represent the significance level at 1%, 5%, and 10%.

Table 7: Spatial correlation test results.

Spatial
dependence
test

LM_lag Robust
LM_lag LM_error Robust

LM_error

□ 68.237∗∗∗ 19.632∗∗∗ 50.792∗∗∗ 10.011∗∗∗

Note: ∗∗∗, ∗∗, and ∗ represent the significance level at 1%, 5%, and 10%.

Table 8: Estimation and test results based on spatial Durbin model
(SDM) for the driving factor.

OLS TF SF STF

LnED 0.1813∗∗∗ 0.1255∗∗∗ 0.2536∗∗∗ 0.3487∗∗∗
7.17 4.23 5.36 6.91

LnIS 0.0521∗∗∗ 0.074∗∗∗ 0.0867∗∗∗ 0.1356∗∗∗
0.82 1.32 1.43 0.38

LnFDI 0.023∗∗∗ 0.017 1.551 0.027
0.639 2.35 3.75 4.11

LnGS 0.003∗∗∗ 0.003∗∗∗ 0.030∗∗ 0.029∗∗∗
0.38 0.13 2.45 2.99

LnER 0.002∗∗∗ 0.003∗∗∗ 0.019∗∗∗ 0.005∗∗∗
1.17 2.04 2.91 0.67

W∗LnED −0.1675∗∗∗ −0.2036∗∗∗ −0.1593∗∗∗
−2.34 −3.12 −4.02

W∗LnIS 0.074∗∗∗ 0.0867∗∗∗ 0.1356∗∗∗
1.32 1.22 0.46

W∗LnFDI 0.017∗ 1.551 0.027
2.35 4.00 2.06

W∗LnGS 0.001∗∗∗ 0.030∗∗ 0.029∗∗∗
0.13 2.40 2.99

W∗LnER 0.004∗∗∗ 0.021∗∗∗ 0.003∗∗∗
−0.44 −0.22 −0.44

ρ 0.434∗∗∗ −0.464∗∗∗ −0.003∗∗∗ −0.117∗∗∗
7.57 7.53 4.76 0.96

R2 0.642 0.643 0.709
log-L 568.895 683.685 709.185
∗∗∗, ∗∗, and ∗ represent the significance level at 1%, 5%, and 10%.
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(2) Industrial structure (IS) has a significant positive role
at the level of 5%. In the TF model, the coefficient is
also significantly positive. *is is mainly because in
the adjustment and upgrading of industrial structure
in the YREB, those high energy consumptions and
high pollution situation have improved. However, in
the process of promoting the industrial structure to
achieve a high degree and rationalization in a certain
region in the YREB, it may cause the imitation of
neighboring regions and promote the coordinated
development of regional green systems in different
regions.

(3) Foreign direct investment (FDI) has no significant
effect on the green innovation efficiency of the YREB.
At the same time, the corresponding spatial lag has
not passed the significance test, which means that
when the YREB regions introduce FDI, they neither
promote the efficiency of local green innovation nor
bring spillover effects to the efficiency of green in-
novation in the surrounding areas. *e reason may
be that FDI does not really consider regional envi-
ronmental technology innovation in most provinces
or even occupies the provincial R&D innovation of
the YREB and inhibits the technological innovation
ability, and the green innovation efficiency of in-
troducing foreign investment is not ideal. *is also
means that the purpose of most FDI entry is to
pursue low cost and tax advantages. It does not really
consider environmental technology innovation, and
the quality of investment still needs to be further
improved.

(4) Government support (GS) has a significant positive
role in promoting the green innovation efficiency of
the YREB. *e government’s support for green in-
novation activities can improve the development
level of scientific and technological research and
development subsystem, so as to reduce the unex-
pected output in the process of achievement trans-
formation, increase the expected output, and
promote the coordinated development of green in-
novation system. *e government should continue
to increase its support for green innovation in the
YREB, especially in the less developed areas such as
the central and western regions. By promoting the
development of technological innovation, we can
develop more technologies that are beneficial to the
ecological environment and promote the coordi-
nated development of green innovation system.

(5) Environmental regulation (ER) has significant pos-
itive effect on the green innovation efficiency of the
YREB. For every 1% increase in the level of envi-
ronmental regulation, the green innovation effi-
ciency will increase by an average of 0.005%, which
means that the more stringent the environmental
regulation is, the stronger the environmental pol-
lution cost constraints enterprises bear, so that they
have the motivation to pay attention to the

production of clean, ecological, and recycling, and
the enterprises that take the lead in technological
innovation have the first mover advantage in pol-
lution control. It is helpful for enterprises to seize
market share and gain competitive advantage, and it
is also helpful for enterprises to improve their green
innovation performance. *e coefficient of the
spatial lag term of environmental regulation is
−0.003, and through the 1% significance test, it
shows that the environmental regulation of the
neighboring areas has negative spatial spillover
benefits to the green innovation efficiency of the
region. *is may be due to the deterrence effect of
environmental regulations on enterprises, which
forces enterprises to increase investment in envi-
ronmental governance, so that the corresponding
low-tech pollution links are transferred to other
areas with relatively low environmental standards,
leading to the “pollution shelter” effect and inhib-
iting green innovation.

4.2.3. Spatial Spillover Effects of Green Innovation Efficiency.
Based on the SDM model, this paper analyzes the direct,
indirect, and total effects of various influencing factors,
among which the total effect represents the average impact of
influencing factors on green innovation, while the direct
effect and indirect effect represent the decomposition of the
total effect, which, respectively, represents the impact of
influencing factors on the region and adjacent regions.
Table 9 are the results.

*e indirect effect of the level of economic development
is negative, which shows that, in general, the level of eco-
nomic development is not conducive to the spatial spillover
of green innovation efficiency in the period under investi-
gation, especially in the provinces with the higher level of
economic development, the lower the spatial spillover effects
of green innovation efficiency, which highlights that the
more developed provinces pay more attention to “protect”
the efficiency of green innovation in their own provinces in
the YREB. Under the requirements of national green de-
velopment, the economically developed regions in the YREB
make use of their own advantages in capital, and the eco-
nomically underdeveloped regions are eager to improve the
local economic level and transfer some high energy con-
sumption, high pollution, and high emission industries to
the economically underdeveloped provinces, which to some
extent causes the green innovation efficiency to show neg-
ative spatial spillover effects.

*e total effect, direct effect, and indirect effect of in-
dustrial structure are all positive. *e optimization of in-
dustrial structure is conducive to the transformation of
development mode, reduction of energy consumption, and
environmental pollution, so as to improve the efficiency of
green innovation.

FDI in this region has no significant impact on the
green innovation efficiency of surrounding areas in the
YREB. It shows that there are corresponding regional
technical barriers in the process of promoting the
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efficiency of green innovation in all regions of YREB. On
the one hand, they are unwilling to cooperate and share
the technical innovation; on the other hand, they are easy
to transfer the cost of environmental pollution to the
surrounding areas.

*e direct effect regression coefficient is positive under
the significance of 5%, and the indirect effect regression
coefficient fails to pass the significance test. Government
support is a strong backing to enhance the capacity of green
innovation, especially along with the transformation and
upgrading driven by green innovation in the YREB, and the
government has given strong support in building basic
innovation platform and increasing investment in innova-
tion and R&D. *e guiding effect of green innovation policy
is significant, laying a solid foundation for the high-quality
development of the YREB.

*e direct effect of environmental regulation on the
spatial spillover of green innovation efficiency is positive and
passes the significance test; the indirect effect and the total
effect on the productivity of green innovation pass the
significance test of 5% but has a negative impact on the
change in green innovation efficiency. *is shows that, on
the one hand, environmental regulation has a positive role in
promoting the efficiency of green innovation in our prov-
ince, but at present, it has not fundamentally changed the
level of green development in China, so it cannot signifi-
cantly improve the efficiency of green innovation in China.
On the other hand, when China’s green innovation capacity
is insufficient, the imbalance of the intensity of interpro-
vincial environmental regulation is likely to lead the envi-
ronmental pollution industry in the provinces with high
intensity of regulation to enter the provinces with low in-
tensity of regulation in the YREB.

5. Conclusions and Discussion

5.1. Conclusions. *is study used super-SBM model to
consider undesirable outputs, measuring the green inno-
vation efficiency in YREB from 2008 to 2017. Since green
innovation efficiency has spatial spillover effects, therefore, a
spatial econometric model SDM model is applied to analyze
the influencing factors of green innovation efficiency. *e
green innovation efficiency empirical results indicate the
green innovation efficiency is developing slowly, and the

green innovation of the eastern part of YREB is significantly
better than that of the lower reaches in the west. From the
spatial autocorrelation result, it shows that there is a sig-
nificant spatial autocorrelation of green innovation effi-
ciency in YREB regions. From the spatial econometric of
SDM analysis, indicating that the level of economic devel-
opment, foreign direct investment to the outside world and
environmental pollution control has positive effects on the
green economic efficiency of the YREB, while the proportion
of the secondary industry has negative effects. *e green
economic efficiency of the YREB has a significant spatial
correlation. *e provinces with high level of economic
development and environmental pollution control have a
significant positive role in promoting the green economic
efficiency of the neighboring provinces. *e provinces with
high proportion of the secondary industry and high gov-
ernment support have a negative inhibitory effect on the
green economic efficiency of the neighboring provinces.

5.2. Discussion. According to the empirical results, this
study put forward proposals to enhance green innovation
efficiency.

First, the optimization and upgrading of industrial
structure is promoted. Industrial structure has a significant
negative inhibitory effect on the green innovation efficiency
of the YREB, so it is necessary to speed up the pace of
industrial structure adjustment and new industrialization.
We will bring superiority into full play of industry and
intelligence intensity in the YREB, vigorously implement
innovation-driven development strategy, add to new
momentum of reform, innovation, and development,
subtract from the elimination of backward production
capacity, and accelerate industrial transformation and
upgrading. We will build a manufacturing innovation
system, improve the ability to develop key systems and
equipment, and foster and expand high technology in-
dustries, emerging sectors of strategic importance,
equipment manufacturing, and other industries. We will
optimize the layout of strategic emerging industries, ac-
celerate the construction of regional characteristic in-
dustrial bases, give free rein to radiation driving and
leading demonstration, and form a national strategic
emerging industry development highland..

Second, the quality of opening up is improved. *e
technology spillover effects of FDI in the YREB are more
than the environmental pollution effect. *e introduction of
FDI can improve green economic development level in the
YREB, but improvement effect is not significant, so we
should further improve the quality of opening up. We
should further promote the improvement of the negative list
of market access in the YREB, improve the project access
mechanism, promote the formation of an institutionalized,
standardized, green, transparent, and procedural system for
foreign capital introduction system, vigorously introduce
new green technologies and industries, attract environ-
mentally friendly enterprises to settle down, give full play to
the technology spillover effects of green foreign capital in-
dustries, and improve the green production of local

Table 9: Spatial spillover effects of green innovation efficiency.

Direct effect Indirect effect Total effect

LnED 0.244∗∗∗ −0.232∗∗∗ 0.012∗∗∗
5.20 4.48 8.82

LnIS 0.038∗∗∗ 0.047∗∗∗ 0.085∗∗∗
1.29 0.89 1.27

LnFDI 0.162∗ 0.414 0.576
1.45 3.68 2.87

LnGS 0.025∗∗∗ 0.034 0.059∗∗
2.56 3.28 2.62

LnER 0.381∗∗∗ −0.463∗∗ −0.082∗
1.41 1.86 1.12

∗∗∗, ∗∗, and ∗ represent the significance level at 1%, 5%, and 10%.
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enterprises to build a green ecological industrial chain and
improve the level of green development and ecological
quality.

Finally, we will intensify efforts to prevent and control
environmental pollution. Environmental pollution control
in the YREB has a positive role in improving green inno-
vation efficiency, but it has not produced significant results,
so the efforts of environmental pollution control need to be
further strengthened. We should strengthen the joint pre-
vention and control of environmental pollution; establish
and improve the emergency response mechanism for cross
department, cross region, and cross basin environmental
emergencies; strictly control industrial pollution; dispose of
urban sewage and garbage; control agricultural nonpoint
source pollution; prevent ship and air pollution; strengthen
the collaborative protection of ecological environment; es-
tablish a negative list management system; strengthen daily
monitoring and supervision; and strictly implement the
ecological environment. *e system of responsibility in-
vestigation for environmental damage should be improved,
the proportion of resource utilization rate, environmental
pollution prevention and control, and quality evaluation
system of economic and ecological development should be
increased, and the performance evaluation system reflecting
the requirements of ecological civilization should be
improved.
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+e Internet of +ings (IoT) is an information carrier based on network communication, and it can make all general physical
objects which can be independently addressed from an interconnected network. Controller Area Network (CAN) is a kind of serial
communication network which can effectively support distributed control or real-time control. +is paper proposes the design of
an IoT-oriented universal CAN bus. In order to build a complete CAN communication simulation model, message sending and
message receiving models are constructed, respectively. +e simulation experiment proves that the IoT-oriented network
communication model designed in this paper not only has low power consumption, but it can also solve the front-end
compatibility problems caused by different communication protocols.

1. Introduction

Internet of +ings technology has been listed as one of the
emerging industries with strategic significance in the world
and has developed rapidly. IoT is an object-oriented In-
ternet. Its three major technologies, sensor technology,
communication technology, and embedded system tech-
nology, correspond to its three attributes of perception,
transmission, and control [1]. Among these three technol-
ogies, embedded system technology is the foundation,
sensor technology is the function expansion, and the
communication technology is the core connection tech-
nology of IoT [2]. +e communication technology of IoT
includes four types: wire transmission, wireless transmis-
sion, traditional Internet, and mobile air network. +e IoT
system does not need every device to be connected to the
Internet; it can have one device as the control core, to which
the other devices are connected through wireless commu-
nication technology and this device is connected to the
Internet for communication [3]. +is method can lower the

application cost of IoT. CAN bus is a serial communication
network that can effectively support distributed control and
real-time control and it has been widely applied in the field
of automatic control with its high performance and reli-
ability. +e CAN protocol has multimaster control and it
also has the functions of error detection, error notification,
and error recovery. All units can detect error and the unit
which detects the error will notify all other units immedi-
ately [4]. Besides, CAN bus has many connection nodes, and
it can be connected to the bus with multiple units. +eo-
retically, there is no limit for the number of connectable
units. Besides, it has a fast communication speed and a long
communication distance. +e fastest speed is 1Mbps (with
the distance less than 40m) and the longest distance is 10 km
(with the speed slower than 5 kbps) [5]. In field bus, CAN
bus has obtained extensive support of computer chip
makers, who have released microcontroller unit (MCU) chip
with direct CAN interface one after another. With the de-
velopment of CAN bus technology, it has already become
one of field buses that has been widely applied inmany fields,
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including agriculture, robot, computer numerically con-
trolled machine tool, medical apparatus and instruments,
vehicles, vessels, and national defense [6].

+e special contributions of this paper include the
following:

(i) It has firstly elaborated the significance and back-
ground of this paper, analyzed the research status at
home and abroad of IoT and CAN bus, and
expounded the related theoretical foundation.

(ii) It has introduced the technological architecture and
logical architecture of industrial equipment IoT
platform, analyzed CAN real-time communication
technology, and studied the network communica-
tion, socket mechanism, and breakpoint resume
with reliable time sequence.

(iii) It has proposed an IoT-oriented universal CAN bus
and explored some problems to which attention
should be paid in application. It has also proposed
the design method for CAN bus interface circuit for
its highly integrated communication controller.

(iv) It has effectively simulated and constructed CAN
communication, constructed the complete model
structure, and conducted simulation and operation
to check its effect. It has proven that the CAN
communication design scheme of this paper is
effective.

+e remainder of this paper is organized as follows.
Section 2 discusses related works, and IoT-oriented CAN
communication design is outlined in Section 3. Experi-
mental procedure is presented in Section 4. Section 5 shows
the experimental simulation results, and Section 6 concludes
the paper with a summary and proposed directions for
future research.

2. Related Work

With the development of IoT, communication technology,
and control technology, conventional industrial control field
has been experiencing an unprecedented reform and the
networked industrial control has expanded the development
space for industrial control field and brought new devel-
opment opportunities [7]. In a wide range of industrial
fields, CAN bus can be taken as the field device-level
communication bus and compared with other buses, which
has high reliability and cost performance.+is will be a main
direction for CAN technology open for the development and
applications of IoT [8]. CAN is a multimaster serial com-
munication bus and according to its basic design specifi-
cations, it has a fast bit rate and high anti-electromagnetic
interference, and it can detect any error. Firstly, the CAN
controller works in a variety of modes, and each node in the
network can adopt bit-by-bit arbitration of lossless structure
and send data to the bus contention according to the bus
access priority and message identifier. Besides, CAN pro-
tocol has replaced station address coding with communi-
cation data coding, enabling different nodes to receive the
same data at the same time [9].+ese characteristics have led

to strong real-time data communication among network
nodes formed by CAN bus and the easiness to constitute a
redundant structure and improved the reliability and flex-
ibility of the system. +e data communication of CAN bus
has outstanding reliability, timeliness, and flexibility. Due to
its excellent performance and unique design, CAN bus has
attracted more and more attention. Most automobile
manufacturers have adopted CAN bus to realize the data
communication between internal control system and vari-
ous test and execution institutions. Meanwhile, because of
the characteristics of CAN bus, its application is no longer
restricted to auto industry, but it also develops towards IoT
and other fields. CAN has become an international standard
and it has already been considered as one of the most
promising field buses [10, 11].

In as early as 1998, Massachusetts Institute of
Technology in the United States had come up with the
idea of IoT at that time, i.e., EPC system, and one year
later, the concept of IoT had been deemed as the logistics
network based on Radio Frequency Identification (RFID)
[12]. IoT has not had a formal definition: IoT is the
network that makes all objects which have and can im-
plement independent functions achieve interconnection,
until 2005 when the International Telecommunication
Union (ITU) released “ITU Internet Report 2005: In-
ternet of +ings” [13]. CAN bus is one of the field buses
which have been applied the most in the world. It was first
launched by Bosch, a German company, and used in the
data connection protocols between internal measurement
and execution units. +e application of CAN bus ranges
from high-speed networks to low-cost multiline network
and it is widely applied in the data communication be-
tween various detection and execution agencies in the
control system [14]. CAN bus can mount many com-
munication nodes, the signals between which are
transmitted via the bus so as to realize between-node
communication. +e use of RS-485 can only constitute a
master-slave structural system and the communication
can only be conducted by means of master station polling.
Worse still, the system has poor timeliness and reliability
[15].

In theory, as long as the bus has enough load, the number
of nodes is not limited, and the repeater can improve the
load. CAN bus can effectively reduce the number of wires
and it has flexible communication, excellent timeliness, and
high reliability. However, the communication quality of
CAN is related to many factors, mainly including the dis-
tance between communication nodes, the type and im-
pedance of communication lines, crystal oscillator error of
various communication nodes, and the deviation caused by
external environment [16]. In practical engineering field, the
preset CAN sample point may not be able to guarantee the
data receiving and dispatching quality of communication
nodes and there may be frame loss and receiving and dis-
patching abnormalities in data which affect the normal
operation of product functions due to the impact of the
above factors. To solve the problems in existing technology,
this paper provides an IoT-oriented scheme used in CAN
bus message management and the hardware design method
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of CAN bus interface circuit of highly integrated commu-
nication controller so as to guarantee the safety of network
communication [17].

3. IoT-Oriented CAN Communication
Control Design

3.1. Key Issues in Interface Circuit Design. Any node in CAN
can take an initiative and send a message to other nodes in
the network irrespective of master and slave at any moment.
It adopts nondestructive bus arbitration technology. When
two nodes send a message to the network at the same time,
the node with low priority voluntarily stops data trans-
mission while the one with high priority continues to
transmit the data insusceptibly. In addition, it has the
functions of point-to-point, one point to multipoints, and
global broadcast data transmission and reception. Every
frame of message has CRC check and other error detection
measures with an extremely low error rate and high reli-
ability. When a serious mistake occurs in message trans-
mission, the node can automatically cut its connection with
the bus so that other operations in the bus are not affected
[18].

3.1.1. Optoelectronic Isolation Circuit. Although optoelec-
tronic isolation circuit can strengthen the antijamming
capability of the system, it also increases the propagation
delay time of CAN bus effective loop signal and decrease the
communication speed or distance. CAN transceiver itself
has instantaneous anti-interference, radio frequency inter-
ference (RFI), and the ability to achieve thermal protection;
additionally, its current limit circuit has also provided
further protection to the bus.+erefore, in case of short field
transmission distance and little electromagnetic interfer-
ence, optoelectronic isolation may not be adopted to make
the system reach the maximum communication speed or
distance and simplify the interface circuit. If optoelectronic
isolation is needed in the field environment, high-speed
optoelectronic isolation device should be selected to reduce
the propagation delay time of effective loop signal of CAN
bus. +e propagation delay time is short and it is approx-
imate to the level of TTL circuit propagation delay time [5].

3.1.2. Power Isolation. +e power Vdd and Vcc used in the
two sides of optoelectronic isolation device must be com-
pletely isolated. Otherwise, optoelectronic isolation will not
play its due role. Power isolation can be achieved through
low-power DC/DC power isolation module.

3.1.3. Bus Impedance Matching. +e terminal of CAN bus
must be connected with n resistors, which have a significant
role in bus impedance matching; otherwise, it will greatly
reduce the reliability and anti-interference performance of
bus data communication and it may even make it impossible
to carry out communication. In order to improve the an-
tijamming capability of interface circuit, the following
measures can also be taken into consideration: connect n

parallel capacitors between CANH and CANL of the
transceiver and the earth to filter the high-frequency in-
terference in the bus and prevent electromagnetic radiation
[19].

3.2. CAN Bus Synchronization Mechanism. CAN commu-
nication is an asynchronous serial communication. Its
synchronization method is not achieved by providing extra
clock signals but by realizing read-write synchronization
through bit timing, fixed message frame structure, and hard
synchronization and resynchronization operations. +e
condition for communication between various nodes in
CAN bus network is that they have the same normal bit rate
(NBR), i.e., the bits are transmitted every second. Its re-
ciprocal is called normal bit time tbit which is composed of
four nonoverlapping time periods: reciprocal period,
transmission period, phase buffer period 1, and phase buffer
period 2. +e normal bit time can be defined as follows:

tbit �
1

NBR
� tSyncSeg + tpropSeg + tPS1 + tPS2. (1)

Every period of time in normal bit time is made up of
multiple time quanta TQ, the length of which depends on
the frequency of oscillator fOSG. +e relation between them
is as follows:

TQ �
2BRP
fOSC

. (2)

In which, BRP is the Baud rate prescale coefficient and
for the device that adopts the same clock frequency of the
master oscillator in CAN bus network, the normal bit rate
NBR can be adjusted to the same numerical value only by
setting BRP and the TQ in every time period [20, 21].

When IoT conducts wireless communication and if
the transport layer has a high packet loss speed-up rate or
the data is blocked, the channel protection mechanism
starts automatically. Assume that S(vj, vDAPi) is the link
communication of transmit data and v0, vDAPi represents
the data source and destination aggregation node. In
other words, when the system accesses any aggregation
point, stop the transmission if at the time of t0 and the
forward node vi in the congestion point will find the
homologous data continuously accumulated in the buffer
zone and meanwhile conduct self-inspection and aban-
don. +e backward node will not delete the link in the
transport layer. So, there is no homologous data in the
buffer zone. +erefore, the node can make a judgment
according to whether the connection channel is con-
gested or not so as to start the multiagent dynamic ad-
ditional channel protection mechanism [22, 23].

With regards to protection mechanism, the node goes
along the transmission channel in this technology. During
the traverse, the proxy includes two parameters in composite
measurement: the vacancy and surplus bandwidth rate of the
receiving node. In the composite measurement, the corre-
sponding equation to calculate the queue occupancy rate of
the receiving node is as follows:
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μk(t) � 1 −

qk −
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t0−
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1
K(t)dt +

t0+

t0

v
x
K(t)dt

Bk

+ ζ.
(3)

In which, μk is the receiving node, vk is the vacancy of
queue, qk is the current queue length of node vk, and v1k(t)

and vr
k(t) represent the velocities for communication buffer

zone of the node at t phase to send and receive grouping,
respectively. ξ is the buffer zone of the queue and it is used to
control the transmission of “flow” over message and
ξ ∈ [0.01, 0.08]. Bk represents the size of the communication
buffer zone of node vk [24].

+e composite measurement of proxy travel restoration
is defined as follows:

M ehk(  � aμ(t) + bc ehk(  + 0.5. (4)

In which, α and β represent weight coefficient and
a + b � 1. It controls the transmission of real-time message
through low a/b rate as data flow will generate low jitter
during the transmission. So, the rate shall increase properly.

+ere are two main types of CAN physical layer. +e
CAN communication network in Figure 1 is a high-speed,
short-distance “closed-loop network” that complies with the
ISO11898 standard. Its maximum bus length is 40m, and its
communication speed is up to 1Mbps. Each end requires a
120Ω resistor [25].

Figure 2 is a low-speed, long-distance “open-loop net-
work” that follows the ISO11519-2 standard. Its maximum
transmission distance is 1 km, and its maximum commu-
nication rate is 125 kbps.+e two buses are independent and
do not form a closed loop. Each bus is required. +ere is a
2.2 kΩ resistor in series on each [26].

4. Experimental Procedure

4.1. Create the Message Transmission Model. +is section is
about creating the part which transmits CANmessage in the
model. It sets and connects with each module by using the
relevant modules in Simulink library.

4.1.1. Create the Model. Start Simulink in MATLAB soft-
ware platform, select “Blank Model”→ “Create Model,” and
complete the creation of a new blank model window.

4.1.2. Add Related Modules. Click the button of “Library
Browser” in the toolbar and open Simulink module library.
In the left side is the available module library. Select the
related modules from “Vehicle Network Toolbox”→ “CAN
Communication” and use them in the transmission of CAN
communication in this instance.

Move the modules of “CAN Configuration,” “CAN
Pack,” and “CAN Transmit” to the editing interface, re-
spectively, and create one instance for each of them. +e
related module descriptions are shown in Table 1.

Select different types of modules as data source. In this
paper, constant is used as the data source to verify the CAN
communication model.

4.1.3. Connect Modules. +e above modules are connected
through wires: the output port of Constant is connected with
the input port of CAN Pack, the output port of which is
connected to the input port of Transmit and CAN Con-
figuration is not connected with any other modules. In this
module configuration, CAN channel is used for
communication.

4.1.4. Set Module Parameters. Double click CAN configu-
ration to configure its parameters. +e specific parameter
description is shown in Table 2.

Double click CAN Pack to configure its parameters, the
specific descriptions of which are shown in Table 3.

Double click CAN Transmit to configure its parameters,
the specific description of which can be found in Table 4.

+emodel structure after various modules are connected
and configured in the transmission part is shown in Figure 3.

4.2. Create theModel to ReceiveMessage. +is section is used
to create the part which receives CANmessage in the model.
It sets and connects various modules by using related
modules in Simulink library.

4.2.1. Add Related Modules. Select related modules from
“Vehicle Network Toolbox”→ “CAN Communication” and
use them to receive CAN communications in this instance.
Select the module of “Simulink”→ “Sinks”→ “Scope” to
display the data received.

Move the modules: “CAN Configuration,” “CAN Re-
ceive,” “CAN Unpack,” and “Scope” to the editing interface,
respectively, and create one instance for each. +e related
module descriptions are shown in Table 5.

4.2.2. Connect Modules. Create CAN message pack sub-
system with the module of “Function-Call Subsystem” in
“Ports & Subsystems” module library and move CAN
Unpack to this subsystem.

In CAN Receive, CAN Msg (output port) is connected
with In1 (input port) of CAN Unpack subsystem [27]. In
CAN Receive, f() (output port) is connected with function()
(input port) of CANUnpack subsystem and in CANUnpack
subsystem, CAN Msg(output port) is connected with the
input port of scope [28]. CAN Configuration1 is not con-
nected with any other modules and it configures CAN
channel for communication [29, 30].

4.2.3. Set Module Parameters. Double click CAN Config-
uration1 to configure its parameters and their descriptions
are indicated in Table 6.

Double click CAN Receive to configure its parameters.
+e related descriptions of these parameters are demon-
strated in Table 7.

Double click CAN Unpack to configure its parameters.
Refer to CAN Pack for the related parameters’ description.

+e model structure of the reception part after various
modules are connected and configured is shown in Figure 4.
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Table 1: Description of modules in CAN communication transmission.

Module Diagram Description

CAN
Configuration

Vector CANcaseXL 1
Channel 1

Bus speed: 500000

CAN Configuration

It is used to configure the parameters of CAN device which is used in transmitting and
receiving message and it uses one CAN Configuration module to configure every device

that sends and receives message in the model.

CAN Pack
Data

Message: CAN Msg
Standard ID: 250 CAN Msg

CAN Pack

It is used to upload signal data at a designated interval to a message during the simulation.
+e number of module inputs depends on the dynamic adjustment of the number of

specified signals. It has an output port.

CAN Transmit
Vector CANcaseXL 1

Channel 1CAN Msg

CAN Transmit

It is used to send and transmit data to the virtual CAN channel, and it can transmit a single
message or message array. +ere is no output port in this module.

Node 1 Node N

CAN
controller 1

CAN
controller N

CAN_Rx CAN_Tx CAN_Rx CAN_Tx

CAN
transceiver 1

CAN
transceiver N

CAN_High CAN_Low CAN_High CAN_Low

CAN_High

CAN_Low
120Ω 120Ω

Figure 1: CAN closed-loop bus communication network.

Node 1 Node N

CAN
controller 1

CAN
controller N

CAN
transceiver 1

CAN
transceiver N

CAN_Rx CAN_Tx

CAN_High CAN_Low

CAN_Rx CAN_Tx

CAN_High CAN_Low
CAN_High

CAN_Low

2.2kΩ

2.2kΩ

Figure 2: CAN open-loop bus communication network.

Table 2: Description of parameters of CAN Configuration.

Parameter Value Description

Device MathWorks Virtual 1
(Channel 1)

Select from list CAN device and its necessary channel. +e device is used to transmit
messages.

Bus speed 500,000 Set the bus speed attribute for the device selected above with bits per second as the unit.

Acknowledge
mode Normal

Check whether the designated channel is in normal mode (normal) or silent mode (silent).
If normal, the channel can normally both receive and transmit message while if silent, the

channel can only receive message.
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4.3. Operate the Model. Select in the Toolbar the button of
“Run” and click it to simulate. When operating simulation,
CAN Transmit will obtain message from CAN pack. +en it
will transmit the message through virtual channel 1 and the

CAN Receive in virtual channel 2 will receive this message
and transmit it to CAN Unpack subsystem to unpack the
message. Finally, double click scope to check the trans-
mission result.

Table 4: Description of parameters of CAN transmit.

Parameter Value Description

Device MathWorks Virtual 1
(Channel 1) It selects the CAN device and channel which are used to transmit CAN message to the network.

Data 

MathWorks Virtual 1
channel 1

Bus speed: 500000

CAN Configuration 

Message: CAN Msg 
Standard ID: 500 CAN Msg CAN Msg MathWorks Virtual 1 

channel 1 

CAN pack CAN transmit 

1

Figure 3: Transmission part model structure.

Table 3: Description of parameters of CAN pack.

Parameter Value Description

Data is input
as Raw data

It selects the input signal. +e raw data input the data in the form of uint8 vector array; manually
specified signals can assign the definition of data signal; and CANdb specified signals can assign the

CAN database file which includes the definitions of message and signal.
Name CAN Msg +e name of CAN message can be assigned with the default value of CAN Msg.

Identifier type Standard (11-bit
identifier) It assigns whether the identifier of CAN message is standard or extended.

Identifier 500 It assigns the ID of CAN message. For standard identifier, the figure must be any positive integer
from 0 to 2047; and for extended identifier, it must be any positive integer from 0 to 536870911.

Length (bytes) 8 It assigns the length of CAN message, the scope of which ranges from 0 to 8 bytes.

Table 5: Description of modules in the reception part of CAN communication.

Module Diagram Description

CAN
Receive

Vector CANcaseXL 1
Channel 1

Std. IDs: all
Ext. IDs: all CAN Msg

f()

CAN Receive

It is used to receive messages from CAN and transmit them to Simulink model. In this module,
there are two output ports: f() is a trigger to function-call subsystem and CANMsg includes the

CAN messages received during the specific timestep.

CAN
Unpack

Message: CAN Msg
Standard ID: 250CAN Msg Data

CAN Unpack

It is used to unpack CAN message by using designated output parameters in every timestep
into signal data and the data is output as a single signal.

Scope It is used to display time-domain signal.

Table 6: Description of parameters of CAN Configuration1.

Parameter Value Description

Device MathWorks Virtual 1
(Channel 2) Select from list CAN device and the necessary channel and use this device to receive messages.
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5. Simulation Experiment and Results Analysis

After the above links, the model structure which includes
such links as transmission, reception, and operation are
basically built. In this section, different types of modules will
be selected as data sources so as to verify the CAN com-
munication Simulink model.

Use “Constant” as the data source and add a Constant to
the model from Simulink→ Sources. Constant generates
real-number or plural constant-value signal, and it is used to
provide the input of constant signal. Among them, the
parameter of “Constant value” is set as [1 2 3 4 5 6 7 8]. +e
final output result of CAN communication is shown in
Figure 5.

Use “Sine Wave” as the data source and add a Sine Wave
to the model from Simulink→ Sources library. Sine Wave
takes simulation time as the time source to generate sine
wave and outputs sinusoid wave. +e equation of wave
function is

y � amplitude × sin(frequency × time + phase) + bias.
(5)

In this instance, the value of each parameter is set as
follows: amplitude is 1, bias is 200, frequency is 1, and phase
is 0.+e final output result of CAN communication is shown
in Figure 6.

Use “Repeating Sequence” as the data source and add a
Repeating Sequence to the model from Simulink→ Sources
library. Repeating Sequence is used to generate periodic
signal of any shape and it can output periodic scalar signal
with wave shape designated by parameters: time values and
output values. Among them, Time values assign the output
time vector and Output values specify the corresponding
signal amplitude vector to output time. In this instance, the

values of various parameters are set as follows: Time values
within [0 5], and Output values within [0 100]; in other
words, starting from simulation, repeat one sawtooth
waveform with the maximum amplitude of 100 every 5
seconds. +e final output result of CAN communication is
indicated in Figure 7.

Use “Step” as the data source and add a Step Module to
the model from Simulink→ Sources library. Step is used to
generate step function and it can provide 2 steps which can
define level during the designated time. If the simulation
time is less than the parameter value of Step time, the pa-
rameter value of Initial value will be the output and if it is
bigger than or equal to Step time, the output is the parameter
vale of Final value. In this instance, various parameters are
set as follows: step time is 15, initial value is 5, and final value
is 100. +e final output result of CAN communication is
shown in Figure 8.

Use “Pulse Generator” as the data source and add a
module of Pulse Generator to the model from Pulse Gen-
erator library. Pulse Generator is used to generate square-
wave pulse at a fixed interval and its waveform parameters,
Amplitude, Pulse Width, Period, and Phase delay, and
determine the shape of output waveform. In this instance,
the values of various parameters are set as follows: phase
delay is 0, amplitude is 100, pulse width is 20, and period is 5.
+e final output result of CAN communication is shown in
Figure 9.

Take “Ramp” as the data source and add a “Ramp”
module to the model from Simulink→ Sources library.
Ramp is used to generate the signals that constantly increase
or decrease, and it can generate the signal which changes at a
designated speed starting from designated time and value. Its
parameters of slope, start time, and initial output decide the
features of output signal. In this instance, the values of these

MathWorks Virtual 1 
Channel 2 

Std. IDS: all 
Ext. IDS: all 
CAN Receive 

f () 

CAN Msg 

MathWorks Virtual 1 
Channel 2 

Bus speed: 500000 

CAN Configuration1 

Function() 
CAN Msg 

CAN Unpack subsystem 

Data 

Scope 

Figure 4: Receiving part model structure.

Table 7: Description of parameters of CAN Receive.

Parameter Value Description

Device MathWorks Virtual 1
(Channel 2)

It is used to select CAN device and channel to receive CAN message from this
device.

Sample time 0.01 It is used to assign the sample time of modules during the simulation and it is
defined as the operating frequency of CAN receive during this time.

Number of messages received
at each timestep All

It is used to select the number of messages the module receives at each
designated timestep. All is to transmit all messages in the buffer zone to model

and 1 is to transmit one message to the model.
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parameters are set as follows: slope is 5, start time is 15, and
initial output is 5. +e final output result of CAN com-
munication is shown in Figure 10.

Use “Signal Generator” as the data source and from
Simulink→ Sources library, add amodel of Signal Generator
to the model. Signal Generator can be used to generate four
different waveforms: sine wave, square wave, sawtooth wave,
and random wave. +e equation of wave function is

Y(t) � Amp∗Waveform(Freq, t). (6)

In this instance, sine wave is selected, and the values of
parameters are set as follows: amplitude is 1 and frequency is
1. +e final output result of CAN communication is shown
in Figure 11.

Use “Chirp Signal” as the data source and from Simu-
link→ Sources library, add a “Chirp Signal” to the model.

350

300

250

200

150

100

50

Scope

0 5 10 15 20 25 30 35 40

Ready Sample based T = 50,000

Figure 6: Output result of CAN communication of sine wave.

250

200

150

100

50

Scope

0 5 10 15 20 25 30 35 5040 45

Ready Sample based T = 50,000

Figure 7: Output result of CAN communication of repeating sequence.
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2
1
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0 5 10 15 20 25
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Scope

Figure 5: Output result of CAN communication in constant.
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+is module is used to generate the waves, the frequency of
which constantly increases. +e parameters of initial fre-
quency, target time, and frequency at target time decide its
output. In this instance, the values of parameters are set as
follows: initial frequency is 0.1, target time is 100, and

frequency at target time is 5. +e final output result of CAN
communication is shown in Figure 12.

+rough the above experimental results, it can be ob-
served that the IoT-oriented network communication model
not only has low consumption, but also solves the front-end
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Figure 9: Output result of CAN communication of pulse generator.
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Figure 10: Output result of CAN communication in ramp.
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Figure 8: Output result of CAN communication of step.
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communication compatibility issues caused by different
communication protocols.

6. Conclusions

IoT is an extension of the Internet, which extends to the
communication network between objects through wireless
network. It goes through various sensor devices and it can
perform real-time collection, remote monitoring, connec-
tion operations, and interaction information on the device.
It can constitute a new-type network with Internet tech-
nology. Interface circuit is an important link in CAN bus
network and its reliability and security have directly affected
the operation of the entire communication network. +is
paper has summarized several key issues to be noted in the
design of CAN interface circuit, grasped the key in the
design, and proposed an IoT-oriented universal CAN bus
design, which has enhanced the quality and performance of
multi-interface circuit and ensured the secure and reliable
operation of CAN bus. +e simulation experiment has
proven that the proposed design scheme is effective.
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transmission and practical limitations with the worst-case
response-time analysis for controller area network,” Journal of
Systems and Software, vol. 99, no. 1, pp. 66–84, 2015.

[9] M. B. N. Shah, A. R. Husain, S. Punekkat, and R. S. Dobrin, “A
new error handling algorithm for controller area network in
networked control system,” Computers in Industry, vol. 64,
no. 8, pp. 984–997, 2013.

[10] Y. Shoukry, H. Shokry, and S. Hammad, “Distributed dy-
namic scheduling of controller area network messages for
networked embedded control systems,” IFAC Proceedings
Volumes, vol. 44, no. 1, pp. 1959–1964, 2011.
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Imperfect information games have served as benchmarks andmilestones in fields of artificial intelligence (AI) and game theory for
decades. Sensing and exploiting information to effectively describe the game environment is of critical importance for game
solving, besides computing or approximating an optimal strategy. Reconnaissance blind chess (RBC), a new variant of chess, is a
quintessential game of imperfect information where the player’s actions are definitely unobserved by the opponent. (is
characteristic of RBC exponentially expands the scale of the information set and extremely invokes uncertainty of the game
environment. In this paper, we introduce a novel sense method, Heuristic Search of Uncertainty Control (HSUC), to significantly
reduce the uncertainty of real-time information set.(e key idea of HSUC is to consider the whole uncertainty of the environment
rather than predicting the opponents’ strategy. Furthermore, we realize a practical framework for RBC game that incorporates our
HSUC method with Monte Carlo Tree Search (MCTS). In the experiments, HSUC has shown better effectiveness and robustness
than comparison opponents in information sensing. It is worth mentioning that our RBC game agent has won the first place in
terms of uncertainty management in NeurIPS 2019 RBC tournament.

1. Introduction

Game theory is the mathematical study of interaction among
independent, self-interested players, providing a very simple
but powerful paradigm to capture decision problem. (e
classical category divides games into perfect information
games (PIGs) and imperfect information games (IIGs). In
PIGs, players can obtain complete information of game
environment. However, pervasively existing in real world,
players cannot sense complete or reliable information of
games. IIGs address these cases and model strategic inter-
actions among agents with only partial or unreliable in-
formation. (us, the exploitation of imperfect information
of IIGs is one of the most critical challenges for game solving
since how well players understand the game environment
greatly influences the effectiveness of their strategies.

In this paper, we focus on a recently introduced IIG,
reconnaissance blind chess for research of imperfect infor-
mation exploitation. Reconnaissance blind chess is actually a

family of games, and we only focus on one variant, which we
will refer to as RBC for simplicity [1]. RBC was designed
intentionally to add a certain amount of uncertainty by
adjusting some rules of chess and adding an explicit sense step.

Furthermore, we utilize the algorithm of MCTS in this
paper. Monte Carlo (MC) method has been used extensively
in PIGs [2] and IIGs [3] which uses random simulations to
approximate the true value of states in IIGs. Furthermore,
Upper Confidence Bound for Trees (UCT) is the most
popular MCTS algorithm, using upper confidence bounds, a
formula trying to settle the exploitation-exploration di-
lemma, as a tree policy for selection and expansion [4]. UCT
converges to Minimax, the optimal algorithm used for two-
player zero-sum games [5], given enough time and memory.
However, the reality is that time and memory are limited.
Hence, one severe challenge of the MCTS+UCTstructure is
the contradiction between the accuracy of states’ estimation
and limited simulation time both of which are critical for a
competitive game program.
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(e contribution of this paper is twofold. First, we in-
troduce a novel sense method, HSUC, to effectively exploit
and manage the uncertainty of the game environment. Our
method is no longer entirely dependent on the accuracy of
opponents’ actions prediction which severely relies on
plenty of simulation time. Instead of that, the key idea of
HSUC is focusing on reducing the whole uncertainty of the
environment, which is characterized by real-time infor-
mation set in the game solving process. Second, we realize a
practical framework for RBC game that incorporates HSUC
with MCTS+UCT. NeurIPS 2019 tournament contains a
final win rate rank and several ranks of different indicators.
Our agent constructed with this framework has ranked the
7th in the final rank and won the first rank in terms of
uncertainty management in particular.

2. Environment and Preliminaries

In this part, we will briefly introduce the rules of RBC,
explain why RBC is a problem worth studying, and point out
the difficulty of research. And then, we provide some pre-
liminaries for later discussion.

2.1. Environment: RBC and Its Challenges. (e major dif-
ference between RBC and standard chess is that RBC players
are not informed of the opponent’s actions in the process of
the game. For managing this hidden information, an ad-
ditional step called “sense” is embedded prior to the move
step. During the sense step, a player selects a square of the
chessboard and learns all pieces and their types within the
square, and that action is invisible to another player. (is
step is the most important way for the player to obtain real
information about the opponent. (at means players should
consider their sense strategies to choose a region to review an
unknown part of the board. In addition, some changes have
been made to other rules, for example, the player wins by
capturing the opponent’s king, but, in chess, a win occurs
when the King is in under attack or in “check” and every
possible move by the King will also put it in check. Since
the player cannot see the opponent’s chess pieces, some
invalid actions may occur when the player moves. For de-
tails, please check the description of the website (https://rbc.
jhuapl.edu/gameRules). (e game tree of RBC is shown in
Figure 1.

(e past decades have witnessed rapid progress in the
ability of AI systems to play increasingly complex games,
such as go of PIGs [6] and poker of IIGs [7]. Not long ago,
Brown et al. proposed poker agent Pluribus to solve the
problem of multiplayer poker [8]. But RBC, as an IIG, is even
more complex in certain aspects than multiplayer poker. We
will discuss challenges in RBC in the following two aspects:
the game size and the number of possible states in the in-
formation set.

Generally speaking, the game size can be measured by
the number of states that players may encounter in the game.
A practical method to measure the game size proposed by
Shannon in 1950 [9] is widely adopted. According to the
method, the game size of Lim 2-P Poker (Lim 2-P Poker

refers to Limit Heads-Up Texas Hold’em) is 1013, the game
size of chess is 1043, and that of RBC is 10139 [10]. Table 1 lists
the number of states for several representative games and it
denotes that RBC can approximately achieve a level similar
to No-Limit Poker and go in terms of game size.

IIGs’ complexity can be measured by another metric: the
average number of possible states in the information sets. In
RBC, this metric represents how difficult it is to evaluate a
given perceived state. Poor sense strategy may lead to an
exponential growth of the scale of information sets.(us, the
key property of RBC is the information asymmetry, that is,
the uncertainty about the opponent’s information. Table 2
shows that Jared Markowitz et al. [10] have calculated that
the approximate average number of states of real-time in-
formation set in RBC is 1.3 × 1068, which is even larger than
Six-Player-No-Limit Poker.

2.2. Preliminaries

2.2.1. Extensive-Form Games. Sequential games are nor-
mally formalized as extensive-form games in which one or
more agents or players perform sequential interactions. (e
extensive-form game can be described as a conceptual mode
of six-tuple 〈P, H, Z, Am(h), σc(h, a), up(z)〉:

(1) P: the set of players.

× ×

Sense and move

Black turn

White turn

Sense

Move
(b8, c6)(d7, d5)(c7, c5)

(e2, e4)

Figure 1: Game tree of RBC. One turn in RBC containing two
phases cannot be observed by the opponent: sense and move. In the
sense phase, a sense square (area in the red box) is chosen based on
sense strategy firstly. (en, positions in the sense square of the
chessboard are checked and conflicting states are removed from the
information set based on sense result. After sense, a move is se-
lected based on the move strategy. Move action (c7, c5) means that
moving the piece of pawn from positions c7 to c5 and (b8, c6)
means moving the knight in b8 to c6.
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(2) H: a finite set H of sequences, the possible histories
of actions, such that the empty sequence is in H and
every prefix of a sequence in H is also in H.

(3) Z: the set of all terminal states, corresponding to all
leaf nodes in the game tree.

(4) A(h): the set of legal actions from state h(h ∉ z),
corresponding to all edges starting from node h in
the game tree.

(5) σc(h, a): the probability that chance will take action
a ∉ A(h) from state h.

(6) up(z): the payoff for player p if the game ends in state
z(z ∈ Z).

We can further define the notations in RBC based on the
mode as follows.

(e behavior of players in RBC is similar to that of chess,
except that an additional sense step is added before the move
step. (us, each player’s strategy in one turn contains two
phases, sense and move.

In each turn, player i chooses actions (a sense action and
a move action), by its strategy σi � (σi

s, σi
m), σi

s is player i’s
sense strategy, and σi

m is move strategy.
Furthermore, action set A(h) in RBC is generated from

the set of legal sense actions As(h) and the set of legal move
actions Am(h), A(h) � Am(h) × As(h). Specifically, a sense
action as � s ∈ As(h) locates a 3∗ 3 area centered on s to be
sensed.

2.2.2. Information Set. For IIGs, information set Ip for each
player p is a partition of Hp. For any information set I ∈ Ip,
any two states h, j ∈ I are indistinguishable to player p.
Figure 2 uses RBC to give an example of information set.

In a game tree, Ip is a set of decision nodes of player p,
which meets the following two conditions:

(1) Each decision node in Ip is the decision node of
player p

(2) When the game reaches a decision node in Ip, player
p knows that it is in Ip but does not know which
decision node of Ip it encounters

3. Heuristic Search of Uncertainty Control

A heuristic method is an approach for problem solving or
self-discovery, which is not guaranteed to be optimal, per-
fect, or rational, but sufficient for reaching a feasible solu-
tion. While finding an optimal solution is impossible or
impractical, heuristic methods can be used to speed up the
process of finding a satisfactory solution. Heuristic search
refers to a search strategy that attempts to optimize a
problem by iteratively improving the solution based on a
given heuristic function or a cost measure [11].

(e heart of heuristic search methods is the idea of
“continual researching” where a sound local search proce-
dure is invoked whenever the agent must act without
retaining any memory about how or why to reach the
current state [12]. Our method for RBC game can be seen as
a kind of heuristic search methods, using some measure
function for better information exploitation. For solving
RBC game, we divide the problem into two subproblems:
how to control the explosive growth in scale of information
sets and how to choose the most beneficial move action
under imperfect information during the game. (ese two
parts make up our heuristic search strategy.

3.1. Heuristic Search for Sense Strategy in RBC Game. (e
characteristic of RBC brings several difficulties to heuristic
search in game solving. Firstly, since we cannot definitely
know the opponent’s knowledge and strategy, unreliable
information may lead to an incorrect search direction.
Secondly, how to control the growth of game states in in-
formation sets is another challenge. In order to ensure that
the subsequent search is performed correctly, we must retain
all possible states of the opponent as the current information
set and cannot casually abandon any state. In addition, the
player has a variety of action options.(ese two aspects have
led to an information set of space rapid explosion and
brought difficulty to storage.

Considering the above difficulties, we propose a novel
sense method, HSUC, to prevent scale of real-time infor-
mation set from exponential growth. Although RBC rules
provide some extra information, such as notification of sense
results, move results, and whether the player captures pieces,
which can be employed to help reduce the uncertainty,
HSUC is the major method to exploit all hints of RBC in our
game system.

In this section, we will discuss how HSUC works to
minimize the scale of the information set in RBC. An ideal
way is to predict the opponent’s next move action (sf, st)

and then take sense action ast
to get the sense result. A

practical method for predicting opponents’ actions is to
absorb the idea of self-play, which is to use our own strategy
to simulate the opponents’ actions. Whenever we act sense
action, we obtain the opponent’s most likely action for every

Table 1: Approximate size of games.

Game Size
Lim 2-P Poker 1013
Chess 1043
RBC 10139
No-Lim Poker 10162
Go (19×19) 10170

Table 2: Approximate means the number of possible opponents’
states in an information set.

Game Game states
Heads-Up No-Limit 1083
Chess 1
RBC 1.3 × 1068
Six-Player-No-Limit 6.4 × 1014
Go (19×19) 1
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remaining situation after the previous turn by move action
selection strategy.

Unfortunately, the above approach is prone to bias. First
of all, the initial premise of self-prediction is that the op-
ponents adopt similar strategies to ours. When dealing with
some specific agents, such as random ormore powerful ones,
sense actions will be severely misled which causes crashed
performance of the whole system. Moreover, since the in-
formation set contains more than one state, plenty of
sampling is required during the game tree search in order to
guarantee the accuracy of state value evaluation.

HSUC focuses on estimating and reducing the whole un-
certainty of the environment. Specifically in RBC, HSUC tries to
find out the best sense square to minimize the number of
possible states in real-time information set. Considering the
game tree given in Figure 1, after the white player moves, the
black player expands the game tree to form its real-time in-
formation set, which is the foundation of the next phase’s
strategy. To describe sense actions, the information set in the
k-th turn is described as Ik: Ik � h0, h1, . . . , hn , |Ik| � n is the
number of possible states in Ik. Each sense action reveals a 3∗ 3
sense square and helps eliminate some impossible states from Ik.
For example, if the sense action reveals no piece in the sense
square, all states with pieces in the sense square can be deter-
mined as “impossible states” and removed from Ik. LetAs(Ik) �

a0, a1, . . . , at  and Ik(ai) denote the reduced information set
by taking sense action ai. (en, Ik(ai)⊆ Ik, mi � |Ik(ai)|.
Employing gk � ((|Ik| − |Ik+1|)/|Ik|) � 1 − (mi/n) as the
representative decay radio of sense action ai, the target of
heuristic search can be formalized as

ai � arg max
ai∈As Ik( )

gk � arg max
ai∈As Ik( )

1 −
mi

n
 . (1)

Here, gk is employed to trace the tendency of game
uncertainty. In this sense, the goal is to choose a sense action
to maximize gk for each turn of the game. However, there is
no guarantee that the exact value of gk can be found under the
condition of imperfect information. So what should be done is
to design a proper heuristic function H to evaluate gk.

Firstly, we introduce how to evaluate the sense action’s
efficiency. Let Di(h1, h2) indicate whether sense action ai can
distinguish between states h1 and h2 in Ik. As long as one of
the 9 positions in the 3∗ 3 sense square is different (existence
or types of pieces), Di is set to 1; otherwise, it is set to 0.
Figure 3 shows a specific example.(e formula description is
as follows:

Di h1, h2(  � max
s1∈h1 ai( ),s2∈h2 ai( )

L s1, s2( , (2)

where s1 and s2 are the corresponding position in h1’s and
h2’s sense squares of ai. L(s1, s2) is defined as

L s1, s2(  �
1, Ps1
≠Ps2

,

0, otherwise,
 (3)

where Ps1
and Ps2

mean the pieces in positions s1 and s2.
In this sense, Di(h1, h2) � 0 means states h1 and h2

cannot be distinguished by sense action ai. Let HDi
be the

maximum subset of the current information set which
contains the largest number of indistinguishable states given
the sense action ai. HDi

satisfies the following three
constraints:

(1) HDi
⊆ I.

(2) ∀h1, h2 ∈ HDi
, Di(h1, h2) � 0.

(3) ∀hi ∈ HDi
, hj∈HDi

Di(hi, hj)> 0.

We define that

C ai, I(  � HDi



. (4)

Note that, in some cases, there may exist more than one
maximum subset and the indistinguishable states they
contain are different, but values of C(ai, I) are the same. In
this way, given sense action ai and current real-time in-
formation set Ik, the sense efficiency can be described by the
following heuristic function:

H ai, Ik(  � n − C ai, Ik(  � n − C ai, I( . (5)

Information set
of black player

State nState 2State 1

(a2, a3) (b2, b3) (b2, b4)

Root node of
white player

Figure 2: An example of the information set in RBC game.(e root node is a white turn node. After the white player moves, the black player
faces many indistinguishable possible states that are created by the opponent’s unknown move; e.g., (a2, a3) and (b2, b3, are all possible
move actions. (ese indistinguishable states in the dotted box form an information set of the black player.
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By using the heuristic function H(ai, Ik) to evaluate gk,
sense action can be searched in As(Ik) as follows:

a � arg max
ai∈As Ik( )

H ai, Ik( . (6)

By now, we have presented the details of HSUC method
which adopts a heuristic searching approach tominimize the
information sets’ scale. (e whole algorithm is shown in
Algorithm 1.

3.2. Foundation of the RBCGame System. In this section, we
will introduce the framework of our RBC game system
incorporating the HSUC method. As shown in Figure 4, our
architecture contains two main parts, HSUC for sense
strategy and MCTS for move strategy.

When it is our turn in the RBC game, for example, at step
t, firstly, we keep an information set of step (t− 1) which
contains all possible board states formed by our last move
action. (en, we simulate all legal opponent’s move actions
on these board states to form the initial information set of
step t. Generally, the scale of the information set will increase
rapidly at the rate of dozens of times in this stage. And then,
we apply our sense action provided by the HSUC algorithm.
Powerful sense strategies will effectively eliminate impos-
sible states as many as possible to get a reduced information
set. At last, each remaining state will be solved as a root node
by MCTS method and all of the returned solutions will be
counted and the move strategy is determined by the statistics
result. MCTS consists of four steps per iteration generally:
selection, expansion, simulation, and backpropagation [13].
To control the iteration time, we use Stockfish to speed up

S1 S2

Figure 3: An example of evaluating sense efficiency. (e two chess boards above denote two different states h1 and h2in the current
information set. As shown in the shaded part of the figure, when sense action ai is adopted, a difference between the upper right corners s1
and s2 appear. In this case, L(s1, s2) � 1 and Di(h1, h2) is set to value 1.

Input: Information set of agent in turn k: Ik, (e set of legal sense actions: As

Output: Sense action: as

(1) for each hj in Ik do
(2) Perform every legal move action for hj to get successors
(3) end for
(4) Combine all successors to update Ik

(5) Let T � 0, as � None
(6) for each ai in As do
(7) for each two states (h1, h2) in Ik do
(8) Calculate Di(h1, h2) using formula (2)
(9) end for
(10) Find HDi

and calculate C(ai, Ik) using formula (4)
(11) Calculate H(ai, Ik) using formula (5)
(12) if T<H(ai, Ik) then
(13) as � ai

(14) T � H(ai, Ik)

(15) end if
(16) end for
(17) return as.

ALGORITHM 1: HSUC algorithm.
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the termination of iterations and we constrain the depth of
iterations based on the remaining time.

4. Experiments

In this section, we evaluate the effectiveness of HSUC and
the RBC game-solving framework mentioned in the pre-
vious section. During the experiment setting, we choose one
agent from the NeurIPS 2019 tournament, Strangefish
(https://github.com/ginop/reconchess-strangefish), as a
comparison baseline. Strangefish ranks the first place in the
tournament, which makes the comparison in the

experiments much more convincing. We conduct two ex-
periments to verify the effectiveness of our proposed sense
method HSUC (Section 4.1) and the performance of the
overall RBCGame System (Section 4.2).(e experiments are
based on the package provided by the tournament’s orga-
nizer, and the agents we implement all comply with the
competition rules and restrictions.

4.1. Performance of HSUC in RBC Sense Phase. To illustrate
the growth rate of the number of states in RBC’s information
set and the importance of a good sense method in solving
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Figure 5: Result of different sense strategies. N is the number of states in the information set of RBC.

Our last move

Step t – 1 infomation set

......

Opponent’s
possible moves

Step t initial infomation set

Sense based on HSUC algorithm

Reduced infomation set

Solve move strategy
by MCTS method

Sense strategy
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Figure 4: Architecture of our RBC game.

6 Complexity

https://github.com/ginop/reconchess-strangefish


IIGs like RBC, we conducted a comparative experiment of
different sense methods firstly. In the experiment, agents
with different sense methods play against the same opponent
agent. During the game, the number of states in the real-time
information sets after each sense action of each agent is
tracked to obtain the experiment result.

As shown in Figure 5, the number of states in the
information set of RBC increases exponentially without
sense, and the problem of the exponential explosion of
information sets can only be slightly alleviated with ran-
dom sense actions. HSUC from our system and the sense
method of Strangefish both perform better than the other
two sense methods. We can conclude that the use of good
sense methods can greatly reduce the scale of information
set in RBC game.

(e second experiment aims to verify the empirical ad-
vantages of HSUC. We let our RBC game system with HSUC
compete with the baseline system at the platform of the
NeurIPS 2019 tournament for 10 batches of games to obtain a
statistical result. Each batch contains 24 rounds of games and
each agent plays 12 rounds as black and 12 as white.

A robust sense method should satisfy the requests of
efficiency and stability at the same time. First, decay ratio gk

mentioned in Section 3.1 is used to describe efficiency. (e
higher decay ratio denotes the method can reduce more
impossible states by sensing. Second, the performance of the
sense method should not fluctuate too much when facing
opponents from different levels, which can be evaluated by
the average scale of real-time information sets. (e average
scale of real-time information sets of turn j is Nj, which is
calculated as follows:

avgN
j

� 
T

i�1

N
j

i

T
, (7)

where N
j
i denotes the average number of states of turn j in

batch i and T is the total number of batches. We use the same
experimental settings as above for the experiments.

(e sense strategy of the Strangefish system is employed
by scoring each move action to predict for sense area. (e
Strangefish method picks up the move with the highest score
as the most likely action of the opponent and selects sense
area based on the move action. It is similar to the method we
introduce in Section 3.1.

(e specific implementation of the experiment is to
employ another agent as the opponent of our agent with
HSUC and Strangefish, respectively, to collect data for
calculating the indicator gk for efficiency and avgNj for
stability during the game.

In Figure 6, we compare HSUC and the sense method of
Strangefish by the decay ratio gk. Figure 6(a) shows the result
of playing against Random bot and Figure 6(b) is about the
result of playing against Trout (another bot using Stockfish
which performs better than random in the tournament). It
can be seen that HSUC maintains a better performance
against different bots than sense method of Strangefish.
Moreover, HSUC shows more obvious advantages when
playing against agents with a higher degree of randomness
by reducing no less than 90% of uncertainty. (e effective
decay of uncertainty will bring great advantage to follow-up
and can avoid the risk of failure due to timeout in game
which is suffered by the agents maintaining a large number
of states in the real-time information sets.

Figure 7 shows the average scale avgNj of the real-time
information sets of HSUC and Strangefish. (e curves in the
figure obviously indicate that our method performs better on
managing scale of information sets than the method of the
Strangefish against both of the rivals. In Figure 7(b), the
maximal average scale of information sets of Strangefish even
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Figure 6: Efficiency of HSUC compared with sense method of Strangefish. Curves show the decay ratio gk of the game during our agent with
HSUC and Strangefish playing against different bots, respectively. (e curve of our agent is higher than Strangefish in a large margin, which
means that HSUC can maintain an obviously higher decay ratio of game uncertainty than Strangefish. (a) Against Random bot. (b) Against
Trout bot.
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reached 6000 while that of HSUC is about 1000. (e number
of states of HSUC fluctuates smoothly while that of
Strangefish fluctuates violently. Besides, considering Figure 6,
we can conclude that the performance of HSUC is pretty
stable for each turn and against different opponents from
different levels.

By the way, the result of the NeurIPS 2019 tournament
can also be a reference for the effectiveness of the sense
method. As shown in Table 3, our sense method performs
best on uncertainty management rank (https://slideslive.
com/38923177/reconnaissance-blind-chess-
competition).

4.2. Performance of Our RBC Game System in NeurIPS 2019
Tournament. In the NeurIPS 2019 tournament, each agent
will fight against all the other opponents in turn by 24
rounds, and each agent begins with a cumulative 15-minute
clock to make all their actions including sense and move.
Our agent A_bot, constructed with HSUC for sensing in-
formation and MCTS+UCT for move selection which in-
corporates new evaluation function Stockfish, achieves good
result against many competitive opponents (such as agents
from Microsoft and Google). For more details, please check
here (https://rbc.jhuapl.edu/tournaments/26).

5. Conclusion

(is paper introduces a novel method of uncertainty
management in IIGs called HSUC. HSUC adopts a heuristic
search process to guide sense actions to reduce the envi-
ronment uncertainty of IIGs like RBC by minimizing the
number of possible states in the real-time information sets.
(at is, HSUC can help agents to well understand the en-
vironment under imperfect information which enhances the
effectiveness of game strategies. Furthermore, a viable RBC
game system is realized by combining HSUC for sensing
information and MCTS+UCT for selecting move actions.
(e experiments about HSUC and the RBC game system
show that the scale of information sets is reduced effectively
and efficiently through our method, providing convincing
verification for the superiority of our method in terms of the
uncertainty management in IIGs. In the future, we will
conduct further research on factors affecting the uncertainty
of the game environment and enrich the methods family of
uncertainty management in IIGs.
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Data gathering is the basis of monitoring applications in an underwater sensor network, and excellent network coverage and data
transmission reliability are the guarantees for the quality of monitoring tasks. However, the energy consumption of the nodes is
too fast due to the heavy load of the cluster heads closer to the sink when data is transmitted between cluster heads (CHs) and the
sink by multihop, which leads to an energy hole problem in an underwater sensor network of clustering technology. Aiming to
address this problem, we propose a dynamic hierarchical clustering data gathering algorithm based on multiple criteria decision
making (DHCDGA) in a 3D underwater sensor network. Firstly, the entire monitoring network is divided into many layers. For
selecting a cluster head in each layer, multiple criteria decisionmaking of an intuitionistic fuzzy Analytic Hierarchy Process (AHP)
and hierarchical fuzzy integration is adopted. Furthermore, a sorting algorithm is used to form a clustering topology algorithm to
solve the problem that there is the only node in one cluster. +en, an energy-balanced routing algorithm between clusters is
proposed according to the residual energy of the node, the depth, and the number of neighbor nodes. Finally, the simulation
results show that DHCDGA can not only effectively balance the energy consumption of the network and prolong the network
lifetime but also improve network coverage and data gathering reliability.

1. Introduction

With the development of science and technology, the
ocean, which covers 70% of the earth’s surface area, plays
an important role in the development of smart city [1, 2].
With the rise of the marine economy, countries all over the
world pay more and more attention to the rights and in-
terests of the ocean, and humans urgently need new
technologies to observe and develop the ocean [3]. Un-
derwater sensor networks are one of the hot ocean ob-
servation technologies that have emerged in the recent
years [4, 5]. Underwater sensor networks have broad ap-
plications in many military and civilian fields, for example,
for ocean exploration and development [6], for disaster
warning and forecast [7], for environmental monitoring
[8], and submarine detection [9]. +erefore, the

underwater sensor network has attracted widespread at-
tention from domestic and foreign researchers.

Compared with traditional sensor networks [10], the
main feature of underwater sensor networks is the use of
underwater acoustic communication [11]. +e absorption
rate of radio signals in the water is very high, the signal
propagation distance is limited, and the distance of un-
derwater radio communication is generally not more than
100 meters. +erefore, it is not suitable for the needs of long-
distance communication in underwater sensor networks
[12]. Besides, the optical signal cannot be transmitted over
long distances in seawater, its medium has a high absorption
rate, and it is easily blocked, refracted, and reflected by
various creatures and obstacles in the sea [13]. +erefore,
underwater sensor networks use acoustic communication
[14, 15]. +e underwater acoustic channel has the
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remarkable characteristics of high delay, high bit error rate,
and low communication bandwidth [16, 17]. +is makes the
traditional sensor network communication protocol not
directly applicable in underwater, which brings challenges to
the protocol design of the underwater sensor network. In
summary, the environment of underwater acoustic com-
munication is harsh and the data transmission rate is very
low. +erefore, it is of great significance to study the data
gathering of underwater sensor networks.

+ere has been a lot of research studies on the data
gathering strategy of underwater sensor networks. DBR [18]
was a flat data gathering algorithm that provided a solution
for the networking of underwater sensor networks in the
early years. However, flat data gathering algorithms are often
used in smaller networks. If the network scale is large, nodes
close to the sink will undertake too much data forwarding
and consume a lot of energy. +is causes the nodes near the
sink to die prematurely and form an energy hole. +e death
of these nodes will cause the rapid death of the surrounding
nodes. +erefore, delaying the appearance of energy holes
helps to prolong the network lifetime. Compared with the
flat data gathering algorithm, the clustering data gathering
algorithm can balance the energy load of the network.
Hence, to adapt to a large-scale network environment, the
use of clustering data gathering algorithms can alleviate the
appearance of energy holes and effectively prolong the
network lifetime.

At present, clustering data gathering algorithms are
mainly focused on traditional ground wireless sensor net-
works. Its network topology is a two-dimensional flat net-
work. +ese algorithms cannot be directly applied to the
environment of a 3D underwater sensor network. Regarding
the clustering data gathering algorithm of the 3D underwater
sensor network, some theoretical research studies have been
studied by many researchers. However, most of the algo-
rithms are based on the clustering data gathering algorithm of
the two-dimensional ground sensor network. +ese two-di-
mensional clustering algorithms have been transplanted into
the three-dimensional underwater sensor network environ-
ment. +ey do not consider the mobility of nodes and un-
known location information so that they cannot solve the
problem of clustering data gathering in underwater sensor
networks. +e main deficiencies are as follows:

(1) Little consideration is given to the impact of node
mobility on the network. +e clustering data gath-
ering algorithms of two-dimensional sensor net-
works mostly use flat static sensor networks as the
research premise, ignoring the impact of node
movement on the network topology.

(2) A two-dimensional sensor network can use GPS to
determine the distance between nodes, but GPS
cannot be used to locate an underwater sensor
network. +ere is a large error in the way of wireless
measurement distance, and underwater measure-
ment distance has become another hot issue.

(3) At present, most clustering data gathering of un-
derwater sensor networks use energy as a measure to
select cluster heads or design clustering algorithms

based on underwater characteristics. +ey rarely
consider coverage and data transmission reliability.
Hence, this is difficult to ensure network coverage
and data collection reliability, which is a fatal defect
for monitoring applications in underwater sensor
networks. Accordingly, some scholars have begun to
study cluster algorithms for sensor network coverage
preservation and data gathering reliability. +e data
gathering algorithm with coverage preservation and
reliability can reduce the rate of the decline of
network coverage, at the same time, and the reli-
ability of data gathering is guaranteed. Current re-
search focuses on data gathering algorithm with the
coverage preservation and data gathering reliability
in traditional wireless sensor networks [19]. Little
work on the clustering data gathering algorithm is
suitable for coverage preservation and data gathering
reliability in underwater sensor networks.

In this paper, we propose a dynamic hierarchical clus-
tering data gathering algorithm based on multiple criteria
decision making in 3D underwater sensor network. Aiming
at these problems, the contributions of this paper are as
follows:

+e entire monitoring network is divided into layers. In
each layer, multiple criteria decision making of an
intuitionistic fuzzy AHP and hierarchical fuzzy inte-
gration is adopted in the phase of selecting a cluster
head.
A sorting algorithm is used to form a clustering to-
pology algorithm to solve the problem that there is only
one node in one cluster.
According to the residual energy of the node, the depth,
and the number of neighbor nodes, an energy-balanced
routing algorithm is proposed between cluster heads.
In the simulation, DHCDGA is compared with leach-
coverage-U and NULCPR, in terms of network lifetime
and other five performances. +e simulation results
show that DHCDGA can not only effectively balance
the energy consumption of the network and prolong
the network lifetime but also improve network cov-
erage and data gathering reliability.

+e remainder of this paper is organized as follows. +e
related work of the field is introduced in Section 2. After
introducing the network model and energy consumption
model, in Section 3, a detailed description of the proposed
clustering data gathering algorithm is presented in Section 4.
In Section 5, we analyze the DHCDGA theoretically. Section
6 presents and analyzes six performance metrics of the
DHCDGA in comparison with two other data gathering
algorithms, and we conclude the paper in Section 7.

2. Related Work

By now, some work has been finished on improving energy
efficiency or coverage preservation or data gathering reli-
ability for 2D wireless sensor networks. However, there are
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only a few clustering algorithms improving the above-
mentioned three factors in a joint way for 3D underwater
wireless sensor networks. Some clustering algorithms have
been introduced in Section 1. In this section, we only briefly
review some other typical clustering algorithms and con-
sidering coverage preservation and data gathering reliability.

Leach-coverage-U [20] was modified from the LEACH
and the virtual grid routing protocols. +e CPCHSA algo-
rithm was added based on LEACH to achieve the best
sensing coverage. Different nodes were assigned different
probabilities of being a cluster head tomaximize the network
sensing coverage. However, Leach-coverage-U does not
focus on data gathering reliability in underwater sensor
networks. NULCPR [21] was a distributed unequal cluster
size and hierarchical coverage-preserving routing algorithm.
Spatially, the network was gradually built up from the sink
node to the outside. Logically, a downward tree structure
with the sink node as the root was constructed. +e farther
the node was from the Sink, the lower the level in this tree
structure. Each layer ran the NCPR algorithm independently
to complete the cluster head election, and each layer of the
cluster head established a connection link with the upper
node to ensure network connectivity. At the same time, the
communication radius of nodes in each layer gradually
increased as the number of network layers increased. In this
way, the communication radius of the node was smaller and
the cluster density was larger in the area close to Sink, and
the communication radius was larger and the cluster density
was smaller in the area far away from Sink. Hence, the energy
consumption was balanced and the network lifetime is
prolonged. However, NULCPR only considers energy effi-
ciency and coverage preservation and ignores the reliability
of data gathering.

CBEER [22] was an event-driven energy-efficient rout-
ing approach called clustering-based energy-efficient rout-
ing. In CBEER, a BS was responsible to run the routing
scheme to optimize the cluster head (CH) selection for
cluster creation. By cluster head selection, dynamic clusters
were established. In this way, finding the shortest routing
paths and consuming energy uniformly became possible in
the entire network. Otherwise, a novel evolutionary algo-
rithm based clustering was used to realize the reduction of
energy consumption. For avoiding energy consumption of
the same CHs, the CHs included in the current routing path
were deleted from the other paths in the routing table.
However, CBEER does not focus on coverage preservation
and data gathering reliability. HENPC [23] was an energy-
efficient clustering algorithm for magnetic induction-based
underwater wireless sensor networks. +e clustering pro-
tocol included two main parts. First, the jellyfish breathing
algorithm was constructed based on the node contribution
density to optimize the cluster size. Second, a node ad-
justment was built based on the Voronoi diagram to obtain
an appropriate number of selected CHs. However, HENPC
only focuses on energy efficiency, and it is not suitable for
network scenarios with the request of high network coverage
and data gathering reliability.

SMO [24] was a clustering approach based on spider
monkey optimization. It resolved the node mobility caused

by the water current. Due to the node mobility, it led to
transmission errors, link loss, collisions, and congestion, if
not well handled. SMOwas fit for heterogeneous underwater
wireless sensor networks. +ere were three different roles in
the network. +ey were cluster heads, local leaders, and
global leaders. +ey worked together to provide energy-
efficient data gathering. However, CBEER does not focus on
coverage preservation and data gathering reliability. QERP
[25] was a Quality-of-Service (QoS) aware evolutionary
routing protocol for underwater wireless sensor networks. It
addressed the challenge caused by reliable data delivery. For
example, impairments of the acoustic transmission were
caused by excessive noise, extremely long propagation de-
lays, high bit error rate, low bandwidth capacity, multipath
effects, and interference. QERP could improve the packet
delivery ratio and reduce average end-to-end delay and
overall network energy consumption. However, QERP is not
suitable for network scenarios with the request for high
network coverage. CUWSN [26] was an energy-efficient
routing protocol selection for a cluster-based underwater
wireless sensor network. In CUWSN, the multihops com-
munication technique was adopted to reduce network en-
ergy. For further reducing energy consumption, CUWSN
selected the cluster coordinator node and cluster head. +e
proposed CUWSN reduced power consumption by selecting
the cluster coordinator node and cluster head to get a
maximum lifetime of the network. However, CUWSN only
considers energy efficiency, and it is not suitable for network
scenarios with the request of high network coverage and data
gathering reliability.

In [27], a fuzzy- and PSO-based clustering scheme using
energy and distance parameters was proposed. +e nodes
were clustered by fuzzy clustering algorithms based on the
geographical locations and the probability of belongingness
of the sensor nodes. An improved PSO was used to select a
cluster head. +e process of cluster head selection considered
multifactors to minimize energy consumption. However, the
clustering scheme does not consider other factors, such as
network coverage ratio and reliability of data gathering.
MLCEE [28] was a multilayer cluster-based energy-efficient
protocol for UWSNs. +e goal of MLCEE mainly addressed
the issue of a hotspot, high error rate, and high consumption
of energy. In MLCEE, the entire network region was firstly
divided into different layers from the surface to bottom and in
every layer. +en, the second stage was the clustering of the
nodes at the same layers. Finally, the cluster head selected the
next-hop among the CHs based on the greater fitness value,
small Hop-id, and small layer number. Although MLCEE has
improved energy efficiency and data gathering reliability, it
does not consider network coverage. FCMMFO [29] was a
hybrid clustering method based on fuzzy c means and the
moth-flame optimization method to improve the perfor-
mance of the network. FCMMFO adopted FCM to divide the
network. +eoretically, the optimal number of clusters could
be determined by the elbow method. By MFO, the optimal
locations of the cluster heads could be obtained. However, the
clustering factor does not consider other factors, such as
network coverage ratio and reliability of data gathering in an
underwater sensor network.
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3. System Model

In this section, we will introduce three models used in our
clustering data gathering algorithm. +ey are the network
model, the energy consumptionmodel, and the nodemotion
model.

3.1. Network Model. +is paper assumes that there are the
following properties in the underwater sensor network:

(1) Sensor nodes are randomly deployed to form a three-
dimensional underwater network, and the commu-
nication link between the nodes is reliable and two-
way symmetrical.

(2) +ere is a sink on the water. Its computing power
and energy are not limited, and it can carry out
wireless transmission.

(3) +e node moves within a certain range under the
influence of water flow. We assume that the maxi-
mum offset distance is r.

(4) Nodes can obtain their depth value, and each node is
equipped with low-cost depth-sensing hardware.

(5) +e distance between nodes can be calculated
according to the signal transmission strength.

(6) DHCDGA is a periodic data gathering service. +e
nodes periodically gather data from sensors to sink
in the underwater sensor network.

3.2. EnergyConsumptionModel. +e algorithm in this paper
adopts the same energy consumption model for underwater
acoustic communication as in [30]. For underwater sensor
nodes, the energy consumption of sending a message is
about ten times that of receiving amessage and idle listening.
+erefore, the energy consumption of sending messages
accounts for a large proportion of the total energy con-
sumption, and reducing the energy consumption of sending
messages means that the total energy consumption of the
entire network can be reduced. +e algorithm in this paper
uses the energy consumption generated by sending the
message as the main parameter to measure the total energy
consumption of the entire network. Assume that Po is the
minimum power required by the node to receive messages
normally; if the power attenuation function for the broad-
casting distance x is A (x), the transmission power should at
least reach PoA (x) to ensure that the node can receive the
message. Assuming that the sending delay of a node sending
l bit data is TP, the energy consumed by sending l bit data Etr
(l, x) is

Etx(l, x) � TPPoA(x), (1)

in which A (x) is a function variable related to the under-
water acoustic propagation model and the transmission
frequency, which can be expressed as

A(x) � x
k
a

k
, (2)

in which k is the related parameter of the underwater
acoustic propagation model. When k is 1, it is a cylindrical

propagation model, and when k is 2, it is a spherical
propagation model. Usually, k is 1.5 to represent the actual
underwater acoustic propagation model. a is related to
frequency f and can be obtained from the energy absorption
coefficient z(f).

a � 10z(f)/10
, (3)

in which the energy absorption coefficient is

z(f) � 0.11
f
2

1 + f
2 + 44

f
2

4100 + f
2 + 2.75 × 10−4

f
2

+ 0.03.

(4)

3.3. Node Motion Model. To be able to simulate the motion
state of the node in the water more accurately, the following
conditions need to be considered when establishing the node
motion model. Since the node is fixed at the bottom of the
water, the depth of the node can be changed by adjusting the
length of the anchor chain. +e nodes in this state are af-
fected by the water flow and the traction of the anchor chain
and move within a certain range [31]. Figure 1 shows the
node force in the underwater environment.

As shown in Figure 1, the force analysis of the node shows
that the node is subjected to the lateral impact force F, buoyancy
f of the water flow, and the tensile force Tof the anchor chain to
the node (ignoring the gravity of the node). +ese three forces
constitute a set of balance forces. We set that the maximum
angle between the anchor chain and the vertical direction is α,
tan α� F/f. It is worth noting that we do not research on fluid
mechanics. For simplification, the maximum offset distance of
node movement is given in Section 6. Nodes perform random
waypoint movement within this offset distance [32].

4. DHCDGA

Firstly, after the network is initialized, it will be layered
according to the initial information. DHCDGA is implemented
in each layer.+e time unit of DHCDGA is round. Each round
is divided into a cluster topology establishment phase and a
data transmission phase. In the cluster establishment phase,
multiple criteria decision making of an intuitionistic fuzzy
AHP and hierarchical fuzzy integration is adopted to select
cluster head so that cluster topology of unequal size is
established. Namely, the cluster farther from the sink on the
water surface has a larger cluster size, and the cluster closer to
the sink has a smaller cluster size. In the data transmission
phase, according to the remaining energy of the node, the
depth, and the number of neighbor nodes, an energy-balanced
routing transmission between cluster heads is proposed. +e
schedule architecture of DHCDGA is shown in Figure 2.

4.1. Cluster Selection. In this subsection, the cluster head
nodes in the network are selected. Multiple criteria decision
making of an intuitionistic fuzzy AHP and hierarchical fuzzy
integration is adopted to select the cluster head. To achieve
energy efficiency while taking into account service quality
requirements, the main criteria for cluster head selection are
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defined as energy status, service quality status, and node
location status. Furthermore, each main criterion has two
subcriteria. +ey are residual energy, message cost, coverage
factor, link reliability, number of neighbor nodes, and depth
factor. According to multiple factors affecting the selection
of cluster heads, we have established a comprehensive
evaluation hierarchical structure showed in Figure 3. It is
mainly for a comprehensive evaluation of various indicators
selected by cluster heads.

4.1.1. Comprehensive Attribute Evaluation Value of the
Cluster Head (h). In the initialization phase, each node
broadcasts an initialization message INITIAL_UN_MES to
the network, which includes the node’s ID, remaining energy,
communication radius, and the distance between layers. +e

node can locate the depth in the water to determine the level of
the node. Nodes can estimate the distance between nodes based
on the strength of their received signals. After the initialization
phase is completed, each node can calculate the maximum and
minimum residual energy of neighboring nodes, the number of
neighboring nodes, and other information according to the
neighbor node table. In this way, each node can obtain the
evaluation value of each attribute in the comprehensive eval-
uation hierarchy of the cluster head.

(1) Residual Energy. In a clustered topology network, there is
a huge difference in energy consumption between cluster
heads and member nodes because the cluster head is re-
sponsible for receiving data from member node, fusing data,
and relaying data to other cluster heads. In the underwater
sensor network, the power supply cannot be replaced due to
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Figure 2: Schedule architecture of DHCDGA.
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environmental restrictions. Hence, energy is the most im-
portant and scarce resource. +e evaluation value of residual
energy is defined as follows:

Ei �
Er − Emin

Emax − Emin
, (5)

inwhichEr is the residual energy of node i.Emax andEmin are the
maximum andminimum residual energy in the neighbor nodes
of node i, respectively.+e higher the value of Ei is, themore the
residual energy is and the smaller the energy limit of the node is.

(2) Number of Message Exchanges. +e number of message
exchanges is mainly reflected in the total number of mes-
sages sent and received by nodes from the beginning of the
network initialization stage to the establishment of the
cluster topology. Since both sending and receiving messages
consume the energy of the node, the number of exchanges of
messages directly affects the energy consumption of the
node. +e evaluation value of the number of message ex-
changes is defined as follows:

Mi �
MT − MC

MT

, (6)

in which MT is the total number of messages received and
sent by all its neighbor nodes and MC is the total number of
messages received and sent by node i. +e smaller the MC
value is, the higher the message cost Mi is.

(3) Coverage Factor. Coverage preservation is one of the most
basic issues to ensure the Quality-of-Service (QoS). Selecting
a node with better coverage as the cluster head can effectively
prolong the functional time and make the residual energy of
the node more. In a three-dimensional underwater sensor
network, the coverage factor is the main factor to judge the
QoS of a node. Its evaluation value is defined as follows [18]:

r(i) �

volume ∪
j∈N(i)

aj ∩ ai(  

volume ai( 
,

(7)

in which ai represents the perception area of node i. aj
represents the perception area of node j. Node j is the

neighbor node of node i. r (i) is the ratio of the volume
intersection of the perception area of node i and its
neighbor nodes to the perception area of node i. +e larger
the value of r (i) is, the larger the volume of intersection
between node i and its neighbors is. Namely, the larger r (i)
indicates that the node i is more likely to become the cluster
head.

(4) Data Transmission Reliability. Data transmission reli-
ability is an important issue to be considered for QoS be-
cause any node failure or packet loss will cause a large
amount of packet loss in data transmission. In this way,
more reliable requirements of data gathering are put forward
for network scenarios with data collection reliability. +e
cluster head as the leader of the cluster unit is responsible for
forwarding and receiving data more often in the network of
clustered data gathering. +erefore, the probability of a
highly reliable node as the cluster head should be greater.
+e evaluation value of data transmission reliability is de-
fined as follows:

Ri �
Bava(i)

Btotal(i)
, (8)

in which Bava (i) is the available buffer space for node i and
Btotal (i) is expressed as the total buffer space of node i. We
can observe that the smaller the available space of the node’s
buffer is, the lower the reliability of node i is.

(5) Number of Neighbor Nodes. In the network initialization,
the number of current neighbor nodes can be determined
according to the information in the neighbor information table.
In an underwater sensor network where nodes are randomly
deployed, the sink will calculate the optimal number of cluster
heads in each layer when the energy is the smallest based on the
global information of the nodes to obtain the optimal number
of cluster members. According to this information, the closer
the number of neighbor nodes is to the optimal number of
clustermembers, the greater is the probability that the nodewill
become the cluster head.+e evaluation value of the number of
neighbor nodes is defined as follows:
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energy 
factor
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Coverage 
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Figure 3: Comprehensive evaluation hierarchical structure of the cluster head.
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N �
Ni − No




No

, (9)

in which Ni is the number of neighbor nodes of node i and
No is the best number of cluster members.

(6) Depth Factor. +e depth of the node will affect the
possibility of the node becoming the cluster head. +e data
gathering algorithm proposed in this paper is suitable for
large-scale hierarchical underwater sensor networks. Since
the selection of cluster heads is carried out in the same layer,
the depth factor D (i) is calculated as the ratio of the relative
height of the current node in the layer to the height of the
layer. +e depth factor is defined as follows:

D(i) �
l × Lni − hi + d × mod(n − 1, l/d)

l
, (10)

in which l is the height of the layer; hi is the current depth
information of the node i; d is the downward adjustment
distance of each network layer; and Lni is the network layer
of the nth round of node i. +e calculation equation is as
follows:

Lni � ⌊
hi + l − d × mod(n − 1, l/d)

l
⌋. (11)

4.1.2. Determining the Attribute Importance Degree of the
Cluster Head (g). In the previous section, the compre-
hensive attribute evaluation value of a cluster head has been
obtained. +is section determines that the attribute im-
portance degree (g) of the comprehensive evaluation of
cluster heads will be determined according to the fuzzy
integral. To be consistent with the actual selection of cluster
heads in underwater sensor networks, it is necessary to use
the intuitionistic fuzzy AHP that is closer to human thinking
to select cluster heads because it can represent the neutrality
of the expert’s scoring. DHCDGA uses the cluster head
selection comprehensive evaluation hierarchical structure in
Figure 3 and the fuzzy analytic hierarchy process proposed
in [33] to obtain the attribute importance degree (g) of the
cluster head. Firstly, many experts are asked to compare the
importance of the indicators in the criterion level and the
subcriteria for the upper-level target level. Based on the
opinions of experts, the distance of intuitionistic fuzzy
complementary judgment is established, where the intui-
tionistic fuzzy complementary judgment matrix of all at-
tributes of the second layer to the target layer is shown as
follows:

L1 − L2 �

0.5 (0.7, 0.9) (0.8, 0.9)

(0.1, 0.3) 0.5 (0.7, 0.8)

(0.1, 0.2) (0.2, 0.3) 0.5

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (12)

+e intuitionistic fuzzy complementary judgmentmatrix
of the attributes of the third-level subcriteria layer to the
attributes of the second-level criterion layer is shown as
follows:

L21 − L3 �

0.5 (0.8, 0.9) (0.5, 0.8) (0.8, 0.9)

(0.1, 0.2) 0.5 (0.1, 0.2) (0.6, 0.7)

(0.2, 0.5) (0.8, 0.9) 0.5 (0.7, 0.8)

(0.1, 0.2) (0.3, 0.4) (0.2, 0.3) 0.5

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(13)

L22 − L3 �

0.5 (0.5, 0.8) (0.3, 0.7)

(0.2, 0.5) 0.5 (0.5, 0.6)

(0.3, 0.7) (0.4, 0.5) 0.5

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (14)

L23 − L3 �

0.5 (0.3, 0.5) (0.5, 0.7)

(0.5, 0.7) 0.5 (0.4, 0.7)

(0.3, 0.5) (0.3, 0.6) 0.5

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (15)

Furthermore, the fuzzy approximation judgment matrix
of the abovementioned four matrices is obtained as follows:

FL1 �

0.5 0.875 0.889

0.125 0.5 0.778

0.111 0.222 0.5

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (16)

FL21 �

0.5 0.889 0.714 0.889
0.111 0.5 0.111 0.667
0.286 0.889 0.5 0.778
0.111 0.333 0.222 0.5

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (17)

FL22 �

0.5 0.714 0.5
0.286 0.5 0.556
0.5 0.444 0.5

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (18)

FL23 �

0.5 0.375 0.625
0.625 0.5 0.571
0.375 0.429 0.5

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (19)

+en, we realize Algorithm 1 in [33] by Matlab R2013
(b). +e consistency test of the abovementioned four fuzzy
complementary judgment matrices was performed, where
λ� 0.5. After checking and adjusting the consistency of the
matrix, a satisfactory consistency matrix is obtained as
follows:

FL1′ �

0.5000 0.5521 0.5843

0.4479 0.5000 0.5464

0.4157 0.4536 0.5000

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (20)

FL21′ �

0.5000 0.8914 0.6512 0.9380
0.1086 0.5000 0.2466 0.5722
0.3488 0.7534 0.5000 0.7974
0.0620 0.4278 0.2026 0.5000

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (21)

FL22′ �

0.5000 0.5670 0.5132
0.4330 0.5000 0.4851
0.4868 0.5149 0.5000

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦, (22)
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FL23′ �

0.5000 0.4516 0.5484
0.5484 0.5000 0.5710
0.4516 0.4290 0.5000

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦. (23)

Finally, the weight vector can be calculated by the (1) in
[33]. After obtaining the satisfactory consistency matrix, the
weight of all attributes in the second layer to the target layer
can be obtained asW� (0.2879, 0.3352, 0.3769). In the same
way, the weights of the attributes subcriteria layer in the
third level to the second level in the comprehensive hier-
archy and the final combined weights of the attributes of the
subcriteria layer in the third level relative to the elements of
the target layer can be obtained. +ese weights are as shown
in Table 1.

By the previous sections, the evaluation value (h) of each
attribute and its corresponding importance degree (g) are
obtained. Next, the overall evaluation value of the node can
be obtained by the comprehensive evaluation hierarchical
structure of the cluster head according to Figure 3. +e
process of calculating the overall evaluation value adopts the
same tree structure as in [34]. Firstly, the attribute evaluation
value is calculated from the leaf node. +en, the evaluation
value of the previous layer can be obtained by the fuzzy
integral to integrate the attribute evaluation value of the
node and the weight of this layer. For instance, by the fuzzy
integral, the evaluation value of the second layer L2 can be
obtained by the evaluation value (h) of the third layer L3 and
the weight (g) of the third layer. In the same way, by the
fuzzy integral, the evaluation value of the first layer L1 can be
obtained by the evaluation value (h) of the second layer L2
and the weight (g) of the second layer. By analogy, the
evaluation value of the upper layer and the weight of this
layer are calculated by fuzzy integral, and the comprehensive
evaluation score of the node becoming the cluster head can
be obtained.

4.2. Establishment of the Cluster Topology

4.2.1. Cluster Head Broadcast Time. In this section, the
mapping relationship between the comprehensive evalua-
tion value and cluster head broadcast time is illustrated. +e
cluster head broadcast timing method of the final cluster
head adopts the method in [16]. Its core is to map the
comprehensive evaluation score of the candidate cluster
head to trigger the message of being a cluster head on the
timeline.+e time for publishing the competing cluster head
message is shown in (24). Its purpose is to broadcast the
message FIN_CH_MES for the cluster leader election quickly
with high comprehensive evaluation scores.

Ti � c × 1 − CSi(  × Tini, (24)

in which c is a random number from 0.8 to 1; CSi represents
the comprehensive evaluation score calculated by the hi-
erarchical fuzzy integral; and Tini is the preset clustering
time.

4.2.2. Competition Radius of the Cluster Head. After the
cluster head is selected, the node needs to broadcast the

message in the range of the cluster head competition radius.
Hence, clusters closer to the sink have the smaller cluster
size, and clusters farther from the sink have the larger cluster
size. +e specific regulations are as follows.

We set that the network layer i starts from 0 and is
numbered with increasing from the top to bottom. In the
initial stage of the network, the NO.0 layer does not exist,
and the network number starts from 1. +e network
number starts from 1. After that, the 0th layer of the
network is within the communication range of Sink, so the
0th layer is required to not cluster and send data directly
to Sink. +e cluster head at other levels needs determi-
nation of its level according to (10), and then, the cluster
head competition radius is determined by the following
equation:

CH(i).cr � CH(i).br + level(j) × initial_range, (25)

in which CH (i).cr is the competition radius of the cluster
head i; CH (i).br is the broadcast radius of the cluster head i;
level (j) is the number of layers; and initial_range is the
initial range value. From (25), it can be seen that the larger
the cluster head is, the larger the competition radius is.

4.2.3. Cluster Topology Formation. In cluster topology for-
mation, if a node loses the opportunity to become the cluster
head, it will join a cluster as a common member node. In
joining a cluster, there are two very important parameters,
namely, the distance from the node to the cluster head and
the density of the cluster head. If there is more than one
cluster head in the communication range of a node, the node
will calculate the score of joining each cluster head node
according to the following equation:

SortCH � α · distanceito CH + β · DensityCH, (α + β � 1).

(26)

+e node’s decision to join which cluster head mainly
depends on its lower score. +en, this node sends a message
JOIN_CH_MES to the cluster head with the lowest score to
join it. +e cluster topology formation of other rounds is
similar to this process. Algorithm 1 shows the pseudocode of
the member nodes joining the cluster unit.

4.3. Data Transmission. After establishing cluster topology,
the nodes begin to transmit data steadily. When the energy
value of a node is lower than the threshold E0, it means that
the node is dead, and then, the network starts to reconstruct.

Table 1: Weights based on intuitionistic fuzzy AHP (g).

Attribute L21 L22 L23 Weights0.2879 0.3352 0.3769
L31 0.0866 0.3066 0.3333 0.2533
L32 0.3454 0.0000 0.0000 0.0994
L33 0.1833 0.3606 0.2935 0.2843
L34 0.0000 0.3328 0.0000 0.1116
L35 0.3846 0.0000 0.0000 0.1107
L36 0.0000 0.0000 0.3731 0.1406
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In the data transmission phase, each cluster member
node periodically gathers data from the sensing area and
transmits the data to its cluster head according to TDMA
timing allocated by the cluster head to avoid message col-
lision in the same cluster. When all the data of the cluster
members are transmitted to the cluster head, the cluster head
will fuse the data and transmit the fused data packets to Sink.
+erefore, data transmission can be divided into two stages:
intracluster communication and intercluster communica-
tion. Cluster members sense the data in the gathering en-
vironment and transfer the gathered data to their cluster
head. +is process is intracluster communication. Direct
transmission is adopted to simplify the communication
between member nodes and cluster heads. In intercluster
transmission, a multihop inter layer routing algorithm is
proposed. +e cluster head with a large layer number is
transmitted to the smaller layer number and, finally, to Sink.
+is can not only ensure the direction of data transmission
but also prevent the generation of routing loops. Before
selecting the next-hop node, the cluster head or node i
calculates the set of neighbor nodes in the upper layer
according to the location information of the sink and es-
tablishes a table of neighbor nodes, including node ID, node
depth, sink location, current remaining energy, and the
number of neighbor nodes. +e cluster head i calculates the
routing cost of its upper neighbor nodes and selects the next-
hop node of the cluster head with the lowest routing cost.
When the cluster head j is selected as the next-hop node, the
relay node of the next-hop is selected according to the depth
information. +e cost function is shown as follows:

cost(i, j) � α
dj−Sink

di−Sink
+ β

Eabove−Nei(i)

Eresidual CHj 
+ c

Nabove−Nei(i)

N CHj 
,

(27)
in which di−Sink is represented as the depth information of
the node i; dj−Sink is the depth information of the upper
neighbor node j; Eabove−Nei(i) is the average residual energy
of the neighbor nodes in the upper layer of the node i;
Eresidual (Nj) is the current residual energy of the cluster head
j; Nabove−Nei(i) denotes the average number of neighbor
nodes in the upper layer of the node i; and N (CHj) is the
number of neighbors of the node j. α, β, and c are weighted
coefficients, and the sum of the three weighting coefficients is
1. +e cluster head or node i selects the node whose cost
function is the least among its neighbors, namely,
k� armincost (i, j).

When designing this cost function, a relay node closer to
the sink may be selected in the first term of (27). Since the
transmission range of the node is fixed in this paper,
choosing a relay node closer to the sink can reduce the
number of relays and reduce the energy consumption of the
node.

In the second term, the node with higher remaining
energy may be selected as the next-hop relay node. Because
the energy of the underwater sensor network is limited, it
consumes energy during transmitting data, receiving data,
or selecting cluster heads. +erefore, the residual energy of
the node is the main factor in selecting the relay node.

In the third term, the node with more neighbor nodes
may be selected as the next-hop relay node. +is factor is
considered because the nodes are randomly deployed in this
paper, namely, some nodes are deployed densely and some
nodes are deployed sparsely. When the nodes are dense, the
selected next-hop relay nodes are more scattered, and the
energy consumption is more balanced. When the nodes are
sparse, the selected next-hop relay nodes are more con-
centrated. +is brings the nodes with the largest energy
consumption to appear prematurely, which shortens the
network lifetime.

It is worth noting that if there are multiple same min-
imum routing costs in the neighbor node table toward the
water surface, a node is selected randomly as the next-hop
relay node. If the set of neighbor nodes of the upper level of
the cluster head i is empty, the fallback mechanism in [14] is
adopted. Namely, this node is deleted from the neighbor
information table, and the node with the second smallest
cost function in the upper-level neighbor node set of CHi is
reselected as the next-hop relay node.

5. DHCDGA Theoretical Analysis

Proposition 1. >e message complexity of DHCDGA is O
(N) in the clustering phase, where N is the number of sensor
nodes in the network.

Proof. Because the energy consumption of sending mes-
sages is much greater than that of receiving messages, the
complexity of sending messages as the message complexity
of DHCDGA is discussed only in the clustering phase.
Firstly, in the initialization phase, N sensor nodes broadcast
initialization messages and establish the neighbor table of
the nodes. Furthermore, DHCDGA is executed in each layer

Input: the distance between node i to CH; the density of CH;
Output: cluster topology

(1) for each node i (i is not CH)
(2) Receive message with the distance between node i to CH; the density of CH
(3) Calculate SortCH � α · distanceitoCH + β · DensityCH
(4) Select Min (SortCH)
(5) Send request message JOIN_CH_MES to the CH which has the minimum score.
(6) end for

ALGORITHM 1: Cluster topology formation.

Complexity 9



to form clustering topology. Because three communications
are required between nodes, the total number of messages
sent is N+N+N. Otherwise, assuming that M nodes in the
network become the final cluster heads, M nodes broadcast,
at least, FIN_CH_MES messages. +ere are (N−M) non-
cluster heads, and they broadcast (N−M) JOIN_CH_MES
messages to the cluster head with the smallest score to
construct a clustering topology. In summary, the total
message overhead is 4N+M+ (N−M). +erefore, the
message complexity is O (N) in the clustering phase. □

Proposition 2. In DHCDGA, (2K+ l/d1 – 1) hops are re-
quired, at most, for any data packet transmitted to Sink,
where K � ⌊D/l⌋, D is the area radius of the underwater
sensor network; l is the width of the layer; and d1 is the average
distance of a hop in the first layer.

Proof. Assuming that the node Si is located in the Kth layer,
the node in its cluster has one cluster head. +ere are two
transmission methods for a data packet transmitted from the
Kth layer to the Sink. Namely, the second layer to the Kth
layer is clustered, and the flat multihop transmission mode is
used in the first layer.

Firstly, the number of transmission hops is calculated
from the Kth layer to the second layer. +e data packet of
node Si is transmitted to its cluster head, and the cluster head
is transmitted to the cluster head in the (K− 1) layer after
data fusion. Keeping this way, data packets are transmitted
until the second layer. +erefore, the number of hops for
data packets of (2K− 1) nodes is (2K− 2) in data
transmission.

Secondly, the number of hops is calculated for flat
multihop transmission in the first layer. When data packets
are transmitted from the second layer to the first layer,
different transmission methods will be used. In the first
layer, the flat multihop data transmission is used, and the
number of hops for the data packet transmitted to the sink is
l/d1. Another hop is fromCH in the second level to the nodes
in the first layer.

Accordingly, (2K+ l/d1 – 1) hops are required, at most,
for any data packet transmitted to the sink in
DHCDGA. □

Proposition 3. When the cluster head transmits data to
Sink, there is no routing loop.

Proof. Proof by contradiction is adopted for Property 3. We
assume that there is a routing loop {CH1, CH2, . . ., CHK,
CH1}. Di represents the depth of CHi. According to the
network model in this paper, the depth Di-1 of CHi-1 is
shorter than Di, namely, D1<D2 <. . . DL<D1. However, the
depth DL of the node CHL is longer than the depth D1 of the
cluster head CH1. +is contradicts the actual situation.
Accordingly, it is guaranteed that no routing loop will occur
when the cluster head transmits data to Sink. □

6. Simulation

6.1. Simulation Scenarios and Parameter Setting. +e sim-
ulation environment is the Intel Pentium dual-core pro-
cessor (2.2GHz), 2G memory, and the experimental
platform is Matlab R2013 (b). To analyze the effectiveness of
DHCDGA, three clustering data gathering algorithms,
DHCDGA, NULCPR, and LEACH-Coverage-U, are
implemented.

We analyze and compare the six performances of three
clustering data gathering algorithms whose network lifetime,
the number of alive nodes, the average remaining energy, the
number of cluster heads, coverage ratio of the network, and
the total amount of data are received by Sink. In the sim-
ulation, 1000 sensor nodes are randomly deployed in
100m× 100m× 100m of the underwater three-dimensional
monitoring area A. +e coordinates of the sink are (50, 50,
100) (m). For calculating the coverage ratio, areaA is divided
into 100×100×100 small cubes, and the size of each cube is
1m× 1m× 1m. +e simulation result is the average of
twenty experiments, and other parameters are shown in
Table 2.

6.2. Network Lifetime. +e network lifetime of three data
gathering algorithms is shown in Figure 4. FDT (First node
Died Time) is the time when the node is dead first in the
network. LDT (Last node Died Time) is the time when the
last node is dead in the network. FDT is one of the most
important indicators investigated by underwater sensor
network data gathering algorithms. However, when the first
node died in the network, if the node has strong coverage, it
will not have a great impact on the data gathering of the
whole network. +erefore, it is not enough to observe only
FDT but also LDT of three clustering algorithms.

As shown in Figure 4, we can observe that the FDTof the
Leach-coverage-U algorithm appears the earliest, while the
LDTappears at the latest. +is result can be explained by the
fact that Leach-coverage-U transmits data from CH to the
sink by a single hop in the data transmission phase. +e
cluster head consumes more energy.

Otherwise, in Leach-coverage-U, the cluster structure
must be rebuilt in each round. +e message is expensive and
consumes a lot of energy. +erefore, the FDT of the lease-
coverage-U algorithm appears the earliest. Also, single-hop
data transmission will bring that the nodes far away from the
sink are not able to transmit data to the sink due to in-
sufficient transmission range until their energy is exhausted.
Hence, the LDT of Leach-coverage-U appears the latest.
NULCPR and DHCDGA are unequal clustering data
gathering algorithms.+e FDTof DHCDGA is about 18.71%
longer than that of NULCPR.+e LDTof DHCDGA is about
15.38% longer than that of NULCPR. +is result can be
explained by the fact that the multihop routing path con-
structed takes into account factors such as residual energy,
depth, and the number of neighbor nodes during the data
transmission. But, NULCPR only focuses on the distance
between cluster heads.
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6.3. Number of Alive Nodes. +e number of alive nodes
represents the change in the number of nodes with energy
from the beginning of work to the exhaustion of energy.+is
indicator is to examine the stability of the data gathering
algorithm. +e number of alive nodes for the three data
gathering algorithms is shown in Figure 5.

As shown in Figure 5, the stability of DHCDGA is slightly
better than that of Leach-coverage-U and NULCPR. Although
DHCDGA occurs FDT, the number of alive nodes decreases
linearly until all the nodes die instead of the network split
causing the data gathering function paralysis. Since themessage
timing mechanism adopted by both DHCDGA and NULCPR
replaces the message negotiation mechanism of Leach-
coverage-U, energy consumption in the clustering phase is less
than Leach-coverage-U. Otherwise, NULCPR only focuses on
the factor of distance in selecting CH and data transmission;
however, DHCDGA integrates multiple attributes for cluster
head selection and routing path construction so that it is more
suitable for underwater sensor networks with nonuniform
node distribution. In summary, DHCDGA has better stability
than the other two data gathering algorithms.

6.4. Average Residual Energy of the Network. +e average
residual energy of the network is the ratio of the current

residual energy of each node in each round to the total
number of nodes, which mainly examines the balance of
energy consumption. +e average residual energy of the
three data gathering algorithms is shown in Figure 6.

As shown in Figure 6, DHCDGA consumes less energy
than NULCPR. +is result can be explained by the fact that
DHCDGA considers six factors in CH selection and the
competition radius has two factors when network forms
cluster topology. +ese are results in the cluster structure
more uniform and reasonable when nodes join in cluster
units. Meanwhile, the intermultihop route algorithm takes
into account factors such as the residual energy, depth in-
formation, and the number of neighbor nodes in the
interdata transmission, which makes the selection of the
next-hop relay node more reasonable and reduces energy
consumption.

Otherwise, the nodes of Leach-coverage-U that is an
equal size cluster algorithm have a less average remaining
energy because the equally clustered data gathering algo-
rithm does not use an effective balance mechanism for re-
ducing energy consumption. +e data gathering algorithm
with equal cluster size may produce clusters with only one
CH and no member nodes, which leads to an unbalanced
node load and huge differences in energy consumption.
Besides, Leach-coverage-U may cause CHs to be concen-
trated in certain areas. More edge nodes are generated,
which is a result when all CHs are not within their com-
munication range. Long-distance communication is re-
quired between edge nodes and sink, which increases energy
consumption.

6.5.NumberofClusterHeads. +enumber of cluster heads is
the total number of cluster heads in the network in different
simulation times. +is indicator is mainly to investigate the
stability of the clustering algorithm in the data gathering
algorithm. +e number of cluster heads with changes in
network time is shown in Figure 7.
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Table 2: Simulation parameters.

Parameters Value
Node throughput 0.25 (kB/s)
+e initial energy of the node 20 J
Lowest receiving power (Po) 3 (mW)
Size of a data packet (l) 4000 (bits)
Communication radius (R) 600 (m)
Sense radius 15 (m)
Carrier frequency (f) 10 (kHz)
Energy diffusion 1.5 (K)
Energy consumption of data fusion 5 (nJ/bit)
Maximum offset distance of node (r) 10 (m)
Initial radius 10 (m)
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As shown in Figure 7, compared with NULCPR and
Leach-coverage-U, the number of CH for DHCDGA is
relatively stable. Because the number of CHs in the
DHCDGA mainly depends on the number of neighbor
nodes of CHi’s every layer, network coverage, and other
information, the cluster head competition radius of each
layer is relatively fixed.

+erefore, the number of cluster heads in the DHCDGA
does not change significantly, so its clustering algorithm has
a better stability. NULCPR algorithm is the data gathering
algorithm with coverage preservation. After around, there
are no nodes to die, so the network topology has not changed
so that the coverage redundancy of each node has not
changed. NULCPR can continue to keep the cluster topology
of the previous round, and the number of CH is relatively

stable. However, the number of CHs fluctuates sharply for
Leach-coverage-U since Leach-coverage-U is a random
clustering data collection algorithm. Cluster topology must
be rebuilt in each round, and candidate CHs will be ran-
domly assigned according to the proportion of alive nodes,
which will generate a cluster with a single node. Accordingly,
the number of CHs in Leach-coverage-U fluctuates sharply.

6.6. NetworkCoverage Ratio. Network coverage refers to the
percentage of the total area of the node gathering range to
the entire network area.+e network coverage ratio for three
data gathering algorithms is shown in Figure 8. Because the
coverage ratio is closely related to the number of alive nodes,
Figures 5 and 8 are observed together.

As shown in Figures 5 and 8, comparing with NULCPR
and Leach-coverage-U, DHCDGA has certain advantages.
Furthermore, the coverage ratio decreases approximately
linearly after occurring FDT of three data gathering algo-
rithms. Besides, there is no network fragmentation caused by
the simultaneous death of a large number of nodes. +e
coverage rate of the NULCPR algorithm is higher than that
of Leach-coverage-U.

As shown in Figure 5, Leach-coverage-U has more alive
nodes than NULCPR before the network runs 265 rounds.
Leach-coverage-U and NULCPR have the same alive nodes
in the 265th round. As shown in Figure 8, in the 265th
round, although Leach-coverage-U has more alive nodes at
this time, the coverage ratio of NULCPR is about 8.62%
higher than the Leach-coverage-U. At the same time, the
coverage ratio of DHCDGA is about 39% higher than that of
the Leach-coverage-U. Assuming that the expected coverage
ratio of the monitoring area is about 70%, the number of
running rounds that meet the requirements for Leach-
coverage-U, NULCPR, and DHCDGA is about 212 rounds,
253 rounds, and 384 rounds, respectively. Compared with
Leach-coverage-U, the network lifetime of NULCPR and
DHCDGA has been prolonged by about 41 and 172 rounds,
respectively.

6.7. Total Amount of Data Received by Sink. +e total amount
of data received by the sink refers to the total amount of data
received by the sink in each round. +e total amount of data
received by the sink for three algorithms is shown in Figure 9.

As shown in Figure 9, +e data packets received by the
sink for three data gathering algorithms increase steadily as
the running time increases. Near the end of the simulation,
the slope of the curve gradually decreases, which is caused by
the continuous death of nodes as time increases.

Besides, the total amount of data received by the sink for
DHCDGA is more than that received by the other two al-
gorithms, since DHCDGA considers the reliability of data
gathering in CHs selection. Otherwise, neither NULCPR nor
Leach-coverage-U considers the reliability of data collection,
and NULCPR receives more data than Leach-coverage-U.
Because NULCPR is a data gathering algorithm with un-
equal cluster size, Leach-coverage-U is a data gathering
algorithm with equal cluster size. +e network lifetime of an
unequal clustering algorithm is longer than that of an equal
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clustering algorithm. +erefore, NULCPR receives more
data than Leach-coverage-U.

7. Conclusions

In this paper, a dynamic hierarchical 3D underwater sensor
network clustering data gathering algorithm based on
multiple criteria decision making is proposed. Firstly, the
entire monitoring network is divided into layers. For
selecting a cluster head in each layer, multiple criteria de-
cision making of an intuitionistic fuzzy AHP and hierar-
chical fuzzy integration is adopted. Furthermore, a sorting
algorithm is used to form a clustering topology algorithm to
solve the problem that there is the only node in one cluster.
+en, an energy-balanced routing algorithm between clus-
ters is proposed according to the residual energy of the node,

the depth, and the number of neighbor nodes. Finally, the
simulation results show that DHCDGA can not only ef-
fectively balance the energy consumption of the network and
prolong the network lifetime but also improve network
coverage and data gathering reliability.

Although DHCDGA shows good performances, it does
not focus on fault tolerance, security, and other application
scenarios in underwater sensor networks. We will study
clustering technology in a more comprehensive application
scenario in the underwater sensor network.
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Coronary artery aneurysms (CAAs) have been reported to associate with an increased risk for thrombosis. Distinct to the brain
aneurysm, which can cause a rupture, CAA’s threat is more about its potential to induce thrombosis, leading to myocardial
infarction. Case reports suggest that thrombosis risk varied with the different CAA diameters and hemodynamics effects (usually
wall shear stress (WSS), oscillatory shear index (OSI), and relative residence time (RRT)) may relate to the thrombosis risk.
However, currently, due to the rareness of the disease, there is limited knowledge of the hemodynamics effects of CAA.-e aim of
the study was to estimate the relationship between hemodynamic effects and different diameters of CAAs. Computational fluid
dynamics (CFD) provides a noninvasive means of hemodynamic research. Four three-dimensional models were constructed,
representing coronary arteries with a normal diameter (1x) and CAAs with diameters two (2x), three (3x), and five times (5x) that
of the normal diameter. A lumped parameter model (LPM) which can capture the feature of coronary blood flow supplied the
boundary conditions. WSS in the aneurysm decreased 97.7% apparently from 3.51 Pa (1x) to 0.08 Pa (5x). OSI and RRT in the
aneurysm were increased apparently by two orders of magnitude from 0.01 (1x) to 0.30 (5x), and from 0.38 Pa−1 (1x) to 51.59 Pa−1

(5x), separately. Changes in the local volume of the CAA resulted in dramatic changes in local hemodynamic parameters. -e
findings demonstrated that thrombosis risk increased with increasing diameter and was strongly exacerbated at larger diameters
of CAA.-e 2xmodel exhibited the lowest thrombosis risk among themodels, suggesting the low-damage (medication) treatment
may work. High-damage (surgery) treatment may need to be considered when CAA diameter is 3 times or higher. -is diameter
classificationmethodmay be a good example for constructing amore complex hemodynamic-based risk stratificationmethod and
could support clinical decision-making in the assessment of CAA.

1. Introduction

A coronary artery aneurysm (CAA) is a localized swelling in
one of the coronary arteries that supply oxygen to the heart.
It is typically defined by a diameter at least 1.5 times that of

the adjacent normal segments of the artery. It is called the
giant CAA when the diameter of a CAA exceeds four times
the diameter of its adjacent coronary artery [1]. -e inci-
dence of CAAs has been reported as 0.3%-5.3% [2]. How-
ever, the prevalence of CAA in different literature varies due
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to statistical data, [3–6], lack of standardization for diagnosis
on angiography [5, 7], and different CAA definitions [8].
CAA is generally associated with the risk of complications
such as infarction, ischemia, and thrombosis, with the
thrombosis being the most common [9]. Unlike other types
of aneurysms, which pose a risk of rupture, the main risk
caused by CAA is thrombosis rather than rupture [1].

Current American Heart Association (AHA) guidelines
for risk stratification rely on aneurysm size alone as the
criterion for initiating systemic anticoagulation; however,
studies suggest risk may also depend on hemodynamic
parameters such as low wall shear stress (WSS), high os-
cillatory shear index (OSI), and high relative residence time
(RRT), which are not available through image data alone
[10–13]. Indeed, CAAs’ complex geometries, such as the
diameter, may contribute to abnormal hemodynamics and
correlate with patient outcome. Considering the other risks,
doctors may be confused about the dilemma of whether to
adopt the watch-and-wait approach, with the risk of sudden
deterioration, or to expose the patient to the risks of
treatment if just based on the image data alone. -erefore, it
is necessary to evaluate the relationship between CAA di-
ameter and level of thrombosis risk based on the hemo-
dynamic study which could provide support for the doctors.

Patient-specific hemodynamic simulations by using
computational fluid dynamics (CFD) can non-invasively
supply informative hemodynamic parameters for better
thrombotic risk assessment; however, existing studies have
been limited and struggle to quantify effects of aneurysm
shape on local hemodynamics. With such limitations in
mind, existing patient-specific models can be augmented by
introducing artificial aneurysms of specified diameter, to
achieve a systematic evaluation of the relationship between
CAA size and the local hemodynamics. Ultimately, eluci-
dating the relationship between hemodynamics and aneu-
rysmal size characteristics may underlie more powerful risk
stratification methods to support clinical decision-making.
Usually, these treatments include high-risk surgical treat-
ment and conservative treatment regarding initiation of
anticoagulant therapy. Surgery has multiple risks such as the
risk of anesthesia, postoperative complications, and the like.
Due to the large changes in the cardiovascular structure of
the operation, even if the surgical operation has complete
risk management, some postoperative complications such as
weakened cardiac function and arrhythmia cannot be
completely avoided.

CFD has been used widely in the research of vascular
diseases in recent years [14–16] and can be used to estimate
important hemodynamic parameters including mass flow,
WSS, OSI, and RRT. -e mass-flow rate can usually be
calculated based on speed measurement using non-invasive
ultrasonic velocimetry. However, other parameter, WSS,
OSI, and RRT, measurements are much more complicated
and cannot be accurately measured directly. -e indirect
calculation method of in vitro experiments, which means
the need to build an experimental system and need to
consider every potential problem in the system, also has
high cost. -e advantages of CFD, such as gaining insight
into systems that might be difficult to test through

experimentation and lower costs, can overcome the
shortcomings of other measurement methods mentioned
above. Simulations have played important roles in other
studies, such as bypass grafts [17, 18] and abdominal and
cerebral aneurysms [19–21], but this technique has rarely
been applied to CAAs. One of the important factors is that
the characteristics of the coronary artery make its simu-
lation difficult. In the human physiological environment,
the resistance of the coronary arteries changes repeatedly;
during systole, the resistance of the coronary circulation
increases considerably due to the contraction of the heart.
In contrast, during diastole, the pressure decreases, which
reduces coronary microcirculation resistance. As a con-
sequence, the coronary blood supply increased. In order
not to lose the characteristics of the coronary artery, we
have adopted a circuit model called lumped parameter
model (LPM) to simulate the coronary artery to provide the
boundary conditions for the CFD simulation work [22].

-e aim of the study was to estimate the relationship
between hemodynamic effects and different diameter of
CAAs. We quantified hemodynamic parameters of likely
clinical relevance for assessing the thrombotic risk including
WSS, OSI, and RRT.We created virtual models by artificially
constructing models of normal coronary and different di-
ameter of CAAs to compare normal and pathological he-
modynamics. -is study will allow us to estimate the risk of
thrombosis of CAAs from a hemodynamic perspective and
provide more comprehensive support for doctors’ decisions.

2. Materials and Methods

2.1. Model Development and SimulationMethods. A patient-
specific anatomy model was constructed, based on patient
data provided by Anzhen Hospital. All patient information
for this analysis was anonymized. -is study has been ap-
proved by the Medical Ethics Committee of Beijing Anzhen
Hospital and Tohoku University. -e images used for the 3D
model reconstruction were obtained by CT. A personalized
real 3D anatomic geometry model was built with manual and
threshold segmentation by using Mimics processing software
(Materialise NV, Leuven, Belgium).-e single fusiformCAAs
of different diameters were added to the left anterior
descending artery by using the PHANTOM Desktop in
Freeform software (3D Systems, USA).We have only changed
the diameter of CAA and have not changed the length of CAA
along the coronary artery. -e link between CAA and normal
coronary artery was smoothed. All the changes have been
confirmed by the medical doctor. CAA models were con-
structed with diameters two, three, and five times that of the
normal segments of the coronary artery, as well as a model of
a normal coronary artery without an aneurysm (Models 2x,
3x, and 5x, respectively; Figure 1), so that we can study
hemodynamics on both regular and giant size (Figure 1).

-e computational models were generated by 3D model
meshing, using a hexahedral mesh controlled by size control
using ANSYSMeshing software (Swanson Analysis Systems,
Inc., USA). -e grids of the regions local to the CAA were
refined to allow more precise simulation calculations in
these areas for more accurate results.
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To confirm the reliability of the simulation results, we
performed a grid independence test on the number of elements
and nodes [22]. See Figure 2 to check more information of the
independence test. It can be found that the simulation results
tend to be stable when the number of grids exceeds a certain
standard.-e total numbers of nodes and elements for the four
models differed (Table 1), but they were all of the same order of
magnitude number. Blood flow simulations were performed by
using the Navier–Stokes solver in the ANSYS-CFX software
(Swanson Analysis Systems, Inc.). -e simulation calculation
assumed that the artery wall was rigid and stationary, the blood
flow was Newtonian, and the density and viscosity were
1050kg/m3 and 0.0035Pa s, respectively. Based on the Rey-
nolds number, the fluid is set as laminar flow. -e simulations
were run for three cardiac cycles. We selected a time step of
0.0025 s to satisfy the calculation of stability conditions. -e
maximum residual of momentum and continuity of the it-
erative calculation was set to 0.0001.

2.2. Lumped Parameter Boundary Conditions. -e coronary
artery blood flow simulation required careful consideration
of the physiological function of the coronary circulation
and microcirculation, especially the drastic change in
microcirculatory resistance due to heart contractions. -is
could be simulated appropriately by using an LPM. -e
LPM construction method for the boundary conditions was
based on previous research [22, 23]. -e LPM system
comprised a heart left ventricle module, coronary artery
modules, and arterial modules. -ese modules were de-
veloped based on the concept of the three-element
Windkessel RCR (resistor-capacitor-resistor) model [24], a
simple circuit model in which blood flow and blood
pressure were considered to be analogous to electrical
current and voltage, and the resistance and compliance of
blood vessels were characterized by resistance and capac-
itance, respectively.-e entire multiscale model is shown in
Figure 3. -e heart module can be built using some
components such as power source and variable capacitor
on the basis of the RCR model. -e power can simulate the

blood pressure and the variable capacitor can simulate the
volume change of the ventricular during the systole and
diastole.-e inlet flow via the ascending aorta was provided
by the LPM heart module, and the LPM heart model was
connected to the LPM coronary artery models through
intramyocardial pressure. -e components of this module
included resistors, capacitors, inductors, and diodes, which
were used to simulate coronary resistance, vascular com-
pliance, blood flow inertia, and the heart valves, respec-
tively. -e pressure–volume relationship representing the
vascular compliance was calculated as follows:

C(t) �
V(t) − V0

P(t)
�

1
E(t)

, (1)

(a) (b) (c) (d)

Figure 1: -ree-dimensional models with a normal coronary artery (Model 0) and with coronary artery aneurysms with diameters two,
three, and five times that of the normal diameter (Models 2x, 3x, and 5x, respectively). (a) Model 0. (b)Model 2x. (c) Model 3x. (d)Model 5x.
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Figure 2: -e result of grid independence test and the trend line of
the results.

Table 1:-e numbers of nodes and elements of the grid in the four
computational models.

Model 0 Model 2x Model 3x Model 5x
Nodes 1,098,996 940,577 1,047,183 936,749
Elements 1,437,901 1,231,913 1,370,433 1,230,434
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where V(t) and P(t) are the pressure and volume of the
ventricle and V0 is the reference pressure. E(t) characterizes
the time-varying elastic properties and was calculated as
follows:

E(t) � Emin + Emax − Emin(  · En tn( . (2)

-e units of E used were mL and mmHg. Normalized
time-varying elasticity En(tn) was calculated using a method
based on previous research [25] as follows:

En tn(  � 1.55
1

1 + tn/1.17( 
21.9

⎡⎣ ⎤⎦
tn/0.7( 

1.9

1 + tn/0.7( 
1.9

⎡⎣ ⎤⎦. (3)

In the present study, we set Emin � 0.002458 and
Emax � 2.0. tn � t/(0.2 + 0.15tc))( . -e cardiac cycle tc was
set to 0.8 s.

Compared with normal arterial blood vessels, the
coronary artery module required the addition of a mi-
crocirculation module to take account of the special
physiology of coronary arteries. -is module comprised a
resistor (Rv-micro) and a capacitor (Ci-micro), with the
cathode of the capacitor coupled to the internal pressure of
the heart module to simulate changes in systolic pressure.
-e target mean flow of every branch of the LPM coronary
arteries was determined by the area of each branch [23, 26].
Based on previous studies [22, 27], we assumed that the
total perfusion of the coronary arteries was 4% of the
cardiac output and that the total perfusion of the left and
right coronary arteries was 60% and 40% of the total
perfusion of the coronary arteries, respectively. As shown
in Figure 2, the simulation of coronary microcirculation is
to add a module on the basis of the common artery to
simulate the pressure from the left ventricle and the re-
sistance change caused by the pressure change. -e
debugging of the entire circuit model parameters is based
on previous research [22], in which the pressure adjustment
needs to match the patient’s blood pressure.

-e RCR model can be used to directly simulate arterial
blood vessels because these do not undergo drastic changes
in resistance. -e RCR boundary conditions were set as the
outlets of the descending aorta and supra-aortic arteries.

-e CFD boundary conditions provided by the LPM for
the inlet and outlets of the computational model corre-
sponded to different modules, known as the 0D/3D mul-
tiscale coupled method [22, 23]. -e important reasons for
adopting LPM are the easy-to-deploy circuit model and the
characteristics of not requiring a mainframe computer. -e
easy-to-deploy circuit model means that a complex circuit
model composed of many different components can be
simulated by programming. All four 3D models shared the
same LPM, because, apart from the CAA lesion, the pe-
ripheral vascular geometry did not change between the
models; this ensured changes in the geometric structure of
the CAA were the main cause of the different simulation
results. Clinical observation has shown that the coronary
structure of the distal end of the coronary artery is not
affected by the CAA; this was important evidence supporting
the selection of this method.

3. Results

3.1. Mass Flow and Pressure Waveforms. Figure 4 shows the
computedmass flow and pressure over a cardiac cycle for the
ascending aorta (the inlet to the model), the descending
aorta, an outlet artery, and a coronary artery branch (ex-
amples of outlets from the model) for the four 3D models.
-e results confirmed that, except for the mass flow at the
coronary artery boundary, mass flow in the outlets peaked
during systole. -e coronary mass flow peaked during di-
astole. -ese results confirmed that the expected life-like
characteristics of the coronary circulation, which blood
supply mainly occurred during diastole, were successfully
captured in the model [22]. High systolic intra-myocardial
pressure resulted in increased distal downstream resistance
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LPM coronary artery module: coupled with 3D outlet

(coronary a–n)

LPM artery module: coupled with outlet

DAO, A1–A4)

LPM heart module: coupled with 3D inlet (AAO)

Figure 3: Details of the multiscale model used in the study, showing the coupled interface between the lumped parameter model
(LPM) and the three-dimensional model. an, coronary arteries; A1A4, arteries; AAO, ascending aorta; DAO, descending aorta; RCR,
resistor-capacitor-resistor.
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and decreased blood flow through the coronary artery; the
opposite was the case during diastole. Changes in the di-
ameter of the CAA did not have a significant effect on
coronary outlet flow.

3.2. Wall Shear Stress. -e WSS is the force per unit area
exerted by the wall on the fluid in a direction along the plane
of the local tangent [28], calculated as follows:

τω �
4μQ

πR
3 , (4)

where μ represents the blood viscosity, Q is mass-flow
rate, and R is vessel radius. Previous studies have reported
an association between thrombosis formation and low
WSS [29]. -e area average values of WSS in coronary
artery aneurysm over a cardiac cycle in the four models

are listed in Table 2, and the values over a cycle and
distribution contours are shown in Figures 5 and 6. -e
average WSS over a cycle in Model 0 (with no CAA) was
3.51 Pa. -e averages for Models 2x, 3x, and 5x were 0.68,
0.26, and 0.08 Pa, respectively, substantially reduced in the
CAA due to blood flow stagnation and recirculation, with
the reduction increasing in CAAs of greater diameters.
-e distribution contours in Figure 6 confirm that the
CAA results only in local hemodynamic disturbances
without wider hemodynamic changes in the arteries. At
some distance downstream in the coronary artery, the
coronary diameter and WSS both return to normal levels.

3.3. Oscillatory Shear Index. OSI is a parameter that
quantifies the magnitude of theWSS and directional changes
[18], calculated as follows:
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coronary artery f ) over a cardiac cycle.
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OSI � 0.5 × 1 −


T

0 τωdt





T

0 τω


dt

⎛⎝ ⎞⎠, (5)

where T is the cardiac cycle. OSI has values in the range 00.5,
with 0 representing undisturbed flow with no change in the
direction of the shear stress and 0.5 representing disturbed
flow with oscillating shear stress. Previous studies have
reported an association between high OSI and the formation
of intimal hyperplasia [30]. -e average values of OSI in the
aneurysm and OSI distribution contours are shown in Table 2
and Figure 7, respectively. -e average value of OSI over the
cardiac cycle inModel 0 was 0.01.-e averages forModels 2x,
3x, and 5x were substantially higher, at 0.03, 0.13, and 0.30,
respectively. Previous studies have pointed out that when OSI
is greater than 0.2, it will cause endothelial cell damage [31].
As shown in Table 3, the ratio of high OSI area in the
aneurysm to the area of aneurysm was 0%, 12.5%, 25.3%, and
66.2%, respectively. Model 0 has OSI close to zero throughout
the cardiac cycle, and the flow in Model 0 is unidirectional
without circulation. Normal coronary blood flow is unidi-
rectional, usually without flow recirculation, so the OSI of the
normal coronary artery (Model 0) was close to zero
throughout the entire cardiac cycle.-e highOSI values in the
CAA models, which reached 30 times higher in model 5x,
were due to the increased storage time resulting from the
increased size of the cavity, which led to recirculation within
the CAA lesion. -e effect on OSI was locally confined; there

was little difference between the OSI in the distal coronary
arteries in Models 2x, 3x, and 5x and those in Model 0.

3.4. Relative Residence Time. -e RRT is an indicator that
comprehensively characterizes the values and oscillation of
WSS [32], as well as the time of local blood flow and vascular
interaction [33]. It is calculated as follows:

RRT �
1

(1 − 2 · OSI) · TAWSS
, (6)

where

TAWSS �
WSS

T
. (7)

Here, TAWSS isWSS average over one cardiac cycle, and
T is a cardiac cycle. Figure 8 shows the distribution contours
for RRT in the four models, and Table 2 shows the area
average values of RRT within the CAA lesion over the
cardiac cycle. -e average value of RRT in Model 0 was
0.38 Pa−1. -e averages for Models 2x, 3x, and 5x were
substantially higher, at 2.88, 23.12, and 51.59 Pa−1, respec-
tively, showing a dramatic increase in RRT with increasing
diameter of the CAA. Studies have reported a significantly
increased risk of thrombosis when RRT is >10 Pa−1 [12, 34].
As shown in Table 3, the ratio of high RRT area in the
aneurysm to the area of aneurysm was 0%, 0.5%, 27.1%, and
78.6%, respectively. -e increased diameter of the CAA
makes it easier for blood to remain resident within it,
hampering the blood flow to the distal coronary artery. -e
change in RRT was locally confined to the CAA; there was
little difference between the RRT in the distal coronary
arteries in Models 2x, 3x, and 5x and that in the distal
coronary artery in Model 0.

4. Discussion

We have shown that the relationship between hemodynamic
effects and different diameters of CAAs can be achieved by
using CFD simulation method direct comparison with
virtual control case based on the same patient. We found
that changes in the diameter of CAA have a strong effect on
local hemodynamics while they do not have a significant
effect on global hemodynamics. -e potential risk of
thrombosis increases significantly with increasing CAA
diameter indicated through decreasing WSS, increasing OSI
and RRT. -is research will allow us to estimate the
thrombosis risk of CAAs from a hemodynamic perspective
and provide more comprehensive support for doctors’
decisions.

When making treatment decisions about CAAs, doctors
typically depend on their own clinical experience [35]. -is
may be because of the lack of useful diagnostic tools. -e
current used tool is the method of imaging which can
provide geometric information and almost no other infor-
mation. -e lack of other information cannot provide more
help for the doctor’s diagnosis. -erefore, it is necessary to
find a way to provide more information to help the doctor. It
has been shown that WSS over aneurysmal regions is

Table 2: Average values over a cardiac cycle for wall shear stress
(WSS), the oscillatory shear index (OSI), and relative residence
time (RRT) in the coronary artery aneurysm.

Model 0 Model
2x

Model
3x

Model
5x

Area averageWSS (Pa) 3.51 0.68 0.26 0.08
Area average OSI 0.01 0.03 0.13 0.30
Area average RRT
(Pa−1) 0.38 2.88 23.12 51.59
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Figure 5: Wall shear stress in the coronary artery aneurysm over a
cardiac cycle for the four models.
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associated with risk of thrombosis, and that is a more
predictive factor of thrombosis than aneurysm diameter
[36]. We confirmed that hemodynamic research is beneficial
for aneurysm diagnosis and treatment [37]. -erefore, in

this study, we quantitatively calculated the hemodynamic
parameters of CAA of different diameters in order to esti-
mate the relationship between the risk level of thrombosis
and the size of CAA. -e results showed that CAAs only
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Figure 7: Oscillatory shear index (OSI) distribution in the coronary artery aneurysm for the four models.

Table 3: -e area of high OSI and RRT in the aneurysm and the area of aneurysm.

Model 0 Model 2x Model 3x Model 5x
High OSI area/CAA area (mm2) (ratio) 0/463.62 (0%) 95.29/762.38 (12.5%) 298.53/1179.97 (25.3%) 1413.89/2135.79 (66.2%)
High RRT area/CAA area (mm2) (ratio) 0/463.62 (0%) 38.12/762.38 (0.5%) 319.77/1179.97 (27.1%) 1678.73/2135.79 (78.6%)
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Figure 6: Wall shear stress (WSS) distribution in the coronary artery aneurysm at its peak (t� 0.2 s) for the four models.
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affect the blood flow and pressure within the region of the
lesion itself, with little effect on global blood flow. However,
there were substantial changes in local hemodynamic pa-
rameters related to thrombosis in the lesion location.
Compared with the model without a lesion, all three CAA
models showed low WSS, high OSI, and high RRT, with
these changes exacerbated as the CAA diameter increased.
-ese changes were the results of the sudden increase in the
diameter of the lumen on entering the CAA. -ese results
suggest there may be a high correlation between CAA di-
ameter and the risk of thrombosis. CAA hemodynamic
studies may therefore allow the development of a prelimi-
nary classification of the risk of thrombosis, helping to
improve the effectiveness of anticoagulation therapy and
facilitating better personalization of treatment according to a
quantitative hemodynamic plan.

Simulation provides a powerful and effective method for
estimating important hemodynamic parameters that are
difficult to measure. As mentioned above, except mass-flow
rate which can be easily detected by non-invasive ultra-
sound, other parameters, WSS, OSI, and RRT, cannot be
directly measured which are usually obtained through in
vitro experiments or indirect measurements. Simulation is a
non-invasive way, providing a low cost way and avoiding the
potential risk of some invasive ways to obtain hemodynamic
parameters.

LPM boundary conditions can provide realistic physi-
ologic flow conditions, as what has been confirmed in
previous studies [38, 39]. In addition, the coronary mi-
crocirculation was introduced into the downstream
boundary condition via the LPM. Resistance and pressure
changes downstream of the coronary artery could be

accurately captured in this way, helping to ensure the ac-
curate simulation of physiological conditions in the coro-
nary artery. -ere was no difference between the models in
the peripheral vascular structure, so the CFD models shared
the same LPM, minimizing the impact of factors other than
the diameter of the CAA. -us, the differences in results
between the models were due to the differences in CAA
diameters.

As the diameter of the CAA increased, theWSS in the CAA
lesion area progressively decreased, with the WSS in Model 5x
observed to be >10 times lower than that of the normal
coronary artery (Model 0). Parallel plate flow experiments have
shown that a large number of platelets accumulate at locations
with low WSS (<0.4 Pa) [40], and animal endothelial cell ex-
periments have shown that thrombosis is associated with a
decrease in WSS to within the range 0.0770.279Pa [10]. In the
present study, the area average values for WSS in Models 3x
and 5x were within this range, suggesting that CAAs with
diameters>3 times that of the normal artery are likely to carry a
high risk of thrombosis. Although the area average WSS for
Model 2x was much lower than that of the model without
CAA, it was higher than 0.4Pa, suggesting that CAAs with
diameters double that of the normal artery may not be at high
risk of thrombosis. Another important pathophysiological
factor in vascular disease is endothelial dysfunction. Low WSS
can locally inhibit the production of certain important sub-
stances such as NO [41]. An abnormal response to vasodilation
agents, including the deactivation of NO by free radicals due to
the impairment of acetylcholine or endothelial NO synthase,
can lead to abnormal vasoconstriction, which can be associated
with endothelial dysfunction [41]. In addition, platelets are
prone to aggregation in areas of low WSS, which further
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Figure 8: Relative residence time (RRT) distribution in the coronary artery aneurysm for the four models.
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exacerbates the risk of thrombosis. WSS in the CAA lesion of
Model 2x was lower than that in the normal model; however,
further development is still to be studied just taking WSS as a
reference. -e risk for thrombosis in CAAs progresses with
increasing diameter, so the risk associatedwithModel 2xwould
be lower than that for Models 3x and 5x. -e development of
CAAs needs further study. Although studies have investigated
the association between WSS and thrombosis, the current
understanding is not yet comprehensive. -erefore, the pos-
sibility of WSS and thrombosis in the corresponding in vitro
experiments should be the focus of continued research.

-e OSIs for the CAAs increased rapidly with increasing
diameter of the lesion, with the OSI in Model 5x around 30
times greater than that of the normal coronary artery (which
was close to zero throughout the CAA). Previous studies
have pointed out that when OSI is greater than 0.2, it will
cause endothelial cell damage [31]. -e high OSI area
(OSI> 0.2) ratio increased from 0.1% to 66.2% between
Model 0 and Model 5x. In vivo experimental studies of
porcine aortas have reported that disturbed flow (i.e., an
increase in OSI) promoted the expression of proin-
flammatory cytokines in endothelial cells [11]. In addition,
an in vitro study of bovine endothelial cells reported that the
expression of monocyte chemoattractant protein-1 could be
induced by applying a low-amplitude oscillating shear stress
of 0.3 Pa at 1Hz (equivalent to an OSI of 0.5), and this
hemodynamic environment enhanced the binding of en-
dothelial cells to monocytes [42]. -ese findings suggest that
the elevated OSI values observed in the CAA models may be
associated with conditions that can trigger thrombosis.

-e RRT values for the CAAs increased dramatically with
increasing diameters of the lesions, with the RRT for Model
5x>100 times greater than that of the normal coronary artery.
-e high RRTarea ratio increased from 0.1% to 78.6% between
Model 0 and Model 5x. -ese findings indicate that the blood
flow in the CAA recirculates when the diameter of the lumen
increases, resulting in prolonged contact time between the CAA
wall and the blood. Studies have reported a significantly in-
creased risk of thrombosis when RRT is >10Pa−1 [12, 34]. -e
RRTvalues forModels 3x and 5x in the present study were both
>10Pa−1, suggesting a high risk of thrombosis when the di-
ameter of a CAA exceeds three times that of the normal cor-
onary artery. Conversely, the RRTforModel 2xwasmuch lower
than 10Pa−1, suggesting that the risk of thrombosis may be low
when the diameter of the CAA is only double that of the normal
artery. Although there have been various studies of the rela-
tionship between RRTand aneurysms [43], the current state of
knowledge remains insufficient for patient classification; for
example, there are no appropriate ranges of RRT values for
distinguishing the risk level of thrombosis which needs further
study.

In summary, the comparison of our modeling results
with the findings of previous studies suggested that the low
WSS, high OSI, and high RRT observed in the CAAs would
significantly increase the risk of thrombosis. However, the
risk varied considerably between the different diameters of
CAA. -e WSS, OSI, and RRT values for Models 3x and 5x
all suggested a high risk of thrombosis, based on the previous
study results.-us, for CAAs with diameters >3 times that of

the normal coronary artery, the risk of uncertainty with
conservative treatment may be higher than the risk asso-
ciated with surgery, suggesting that the surgical operation
should be considered. Conversely, although the WSS, OSI,
and RRT values for Model 2x were unfavorable compared
with those of the model of the normal coronary artery,
implying an increased risk of thrombosis, the magnitude of
these differences was insufficient to support a prediction of
the future development of the CAA. For CAAs with a di-
ameter up to two times that of the normal coronary artery,
conservative drug treatment may be the better option,
avoiding the risks associated with surgery.

-e limitations of this study are as follows. First, this study
has only one patient’s data, and the conclusion may be ac-
cidental. We need to use more data for research. Secondly, an
important assumption used in the CFD calculation is the rigid
wall, where, in fact, elastic walls should be used. In particular,
the coronary artery will deform greatly as the heart contracts
which can be solved by two-way FSI in the future.

5. Conclusion

-e evaluation of the relationship between hemodynamic
effects and different diameters of CAAs was performed in
this research through the CFD simulation method. -e
relationship between thrombosis risk and the size of the
CAA diameter could be preliminarily evaluated from a
hemodynamic perspective.

We found that as the diameter of the CAA increased, the
risk of thrombosis increased substantially. -e results sug-
gested that when the diameter of a CAA is small (less than
double that of the normal coronary artery), the risk of
thrombosis may be relatively low, suggesting that medica-
tion may be a sufficient approach for the patient, avoiding
the uncertain risks associated with surgery. If the diameter of
CAA is large (>3 times that of the normal coronary artery),
there may be a high risk of thrombosis, and surgical
treatment could be considered. A similar approach could be
taken in future studies to systematically assess the risk as-
sociated with different shapes, sizes, and locations of an-
eurysms. Such approaches may form the basis for more
sophisticated hemodynamic-based risk stratification
methods supporting clinical decision-making in assessment
of CAA.
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+e supply chain optimization of e-commerce is the optimization of the integrated linear management model for e-commerce
enterprises based on manufacturers, suppliers, warehouses, distribution centers, and channels. +e application of Internet of
+ings (IoT) technology to the optimization of e-commerce supply chain can help e-commerce enterprises to monitor each
product in real time and manage logistics system reasonably; thus, the circulation process of e-commerce product in the supply
chain can be monitored and shared, and the product information at each stage of the supply chain can be analyzed and predicted,
helping e-commerce companies to estimate the future trends or accident probability. On the analysis of summarizing and
analyzing previous works, this article expounded the research status and significance of e-commerce supply chain optimization,
elaborated the development background, current status, and future challenges of the IoT technology, introduced the methods and
principles of the node distribution model and constraint parameter analysis of logistics supply chain, constructed the IoT-based
e-commerce supply chain linear and nonlinear model including competition and risk-control modules, performed the design of
IoT-based e-commerce supply chain optimization, and discussed the solutions to procurement robustness optimization and
management process optimization. +e final simulation analysis showed that the proposed optimization model can effectively
predict e-commerce product information in each stage of the supply chain; the IoT-based e-commerce supply chain optimization
can enable each node company in the supply chain to improve the quality of information transmission and reduce the risk of
information asymmetry in the process of e-commerce exchanges and can quickly and easily respond to the sudden changes of
market and environment, thereby promoting them to cooperate with each other for establishing a supply chain network structure
with closer business relationships, smoother logistics transportation, more reasonable benefit sharing, and stronger
market competitiveness.

1. Introduction

Internet of +ings (IoT) is such an information-based and
intelligent network that utilizes the communication tech-
nologies such as Internet to connect sensors, people, and
things in a new way to form a connection. +rough direct
communication between things, the time taken for the entire
transfer process is shortened, and the operation efficiency of
the entire supply chain is improved so as to achieve the real-
time tracking, monitoring, and management in a real sense
[1]. +e IoT is composed of three parts of sensor network,
transmission network, and application network, including
four key technologies of radio frequency identification,
sensors, cloud computing, and network communication.

+e rapid developments and industry applications of the IoT
have brought huge opportunities to deepen the development
of e-commerce [2]. +e application of related technologies
and methods in the field of e-commerce will help promote
the rapid and healthy development of e-commerce. For
example, in the aspect of product management, the use of
IoT technology to establish a real-time tracking system for
products can enable enterprises to monitor the status of
products at any time and effectively manage the quality of
the products [3]. +e IoT provides an effective information
technology support platform for the integration of infor-
mation and resources in the e-commerce supply chain,
tracking, and monitoring of the entire product life cycle.
However, consumers still feel insecure about e-commerce
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psychologically due to various shortcomings in e-commerce
logistics, so it is necessary to study the optimization of the
IoT-based e-commerce supply chain [4].

+e application of IoT to the e-commerce supply chain
optimization can help the e-commerce companies to
monitor each product in real time and optimize the man-
agement of the logistics system, which can not only supervise
and circulate products in the supply chain but also share
related information [5]. +e e-commerce supply chain in-
formation integration and sharing platform can achieve
unified standards for internal and external information,
interoperable, seamless docking, integration, analysis, and
sharing so that each node company in the supply chain can
perceive information in a short time. It can analyze and
forecast the information of products at various stages of the
supply chain, help e-commerce companies to estimate future
trends or the probability of accidents, so as to take timely
remedial measures or early warnings, greatly improve the
ability of e-commerce companies to respond to the market,
and improve business management capabilities traditional
logistics is mostly confined within the enterprise [6]. With
information flow as the control object and the main en-
terprise as the core, the entire logistics system is controlled
from the supply source to the demand source [7]. +e
e-commerce supply chain is an optimization of integrated
linear management models based on manufacturers, sup-
pliers, warehouses, distribution centers, and channels, which
includes the optimization of five main related links of
production, distribution, and retailing in the context of
increasingly sophisticated transportation and warehousing,
global division of labor, and corporate transnational and
cross-regional operations [8].

On the analysis of summarizing and analyzing previous
works, this article expounded the research status and sig-
nificance of e-commerce supply chain optimization, elab-
orated the development background, current status, and
future challenges of the IoT technology, introduced the
methods and principles of the node distribution model and
constraint parameter analysis of logistics supply chain,
constructed an IoT-based e-commerce supply chain linear
and nonlinear model including competition and risk-control
modules, performed the design of IoT-based e-commerce
supply chain optimization, and discussed the solutions to
procurement robustness optimization and management
process optimization. +e study results of this paper provide
a certain reference for further research studies on the
e-commerce supply chain optimization in the IoT envi-
ronment. +e detailed chapter arrangement is as follows.
Section 2 introduces the methods and principles of the node
distribution model and constraint parameter analysis of
logistics supply chain; Section 3 establishes an IoT-based
e-commerce supply chain model including competition and
risk-control modules; Section 4 performs the optimization
design of IoT-based e-commerce supply chain and discusses
the optimization solutions to procurement robustness and
management process; Section 5 performs a simulation ex-
periment and its analysis; Section 6 provides conclusion.

2. Methods and Principles

2.1. Node Distribution Model of Logistics Supply Chain.
+e e-commerce supply chain is characterized by the
complexity and dynamics of the supply chain itself, and the
data and models used in supply chain optimization should
also meet the dynamic characteristics [9]. Considering the
disturbing effect of the dynamic environment on the supply
chain node distribution, the optimized node distribution
function is constructed as follows:

zφ(x)

zx
�
1
k

·
z
2

zx
2 [M(x) · φ(x)] +

1
r

·
z

zx
[M(x) · φ(x)],

(1)

where M(x) is the average trend of measuring the opti-
mization level of supply chain φ(t); k is the coefficient of
supply chain risk-control ability; r is the coefficient of dif-
fusion and convergence of supply chain optimization.

It is assumed that there is no shortage of e-commerce
product supplies in the upstream and meets the above-
mentioned optimization node distribution function, and
then the maximum profit function that the upstream sup-
plier may achieve is as follows:

Mx px, qx(  � px − k(  · q
2
x − k

1
α

· qx − k p
2
x, (2)

where px is the cost bonus coefficient in the IoT environ-
ment; qx is the output matching coefficient in the IoT en-
vironment; α is the profit loss caused by information
asymmetry in the entire e-commerce supply chain.

When the distribution of nodes such as manufacturers
and retailers in the e-commerce supply chain shares real
data, both parties can get a higher net income increase and at
the same time bear the risk of data being leaked by each
other, so the profit function of the two can be expressed as
follows:

Mx px,φ(x)  � w · Q · φ(x)
2

− c[φ(x) + P]p
2
x, (3)

Mx[p(x), φ(x)] � ρR · Q · φ(x)
2

− EM[φ(x) + P]p(x)
2
,

(4)

where w is the order price; c is the unit cost, Q is the market
demand, P is the market price of the product, EM is the
estimated value of the single-cycle shared data, and ρR is the
probability of leaking shared data.

When the distribution of the nodes of the logistics supply
chain does not affect each other, the standard deviation of
the aggregate industry demand is less than the sum of the
standard deviations (σ) of the individual regional require-
ments, indicating that the aggregate effect can reduce the
fluctuation of demand to achieve the purpose of reducing
safety stocks. At this time, the aggregate demand is normally
distributed:
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where Si is the company’s expected value of the market
demand in each period, cov(i, j) is the company’s covari-
ance of the market demand in each period, and R is the
average level of the periodic service. Such enterprises do not
participate in actual production and require less investment
in infrastructure but have high requirements on manage-
ment and planning.

2.2. Constraint Parameter Analysis of Logistics Supply Chain.
+e degree of information processing in the e-commerce
supply chain can be obtained by using the ratio of the
number of times the information is automatically processed
in each circulation link of the supply chain to the total
number of information processing times and then multi-
plying them by the importance of each supply chain link to
obtain the following [10]:

Ei � 
n

j�1

1
ρ

·
Xi

Yi

+ rij · EM[φ(x) + P]p(x)
2

 

2

, (6)

where Xi is the number of times that information is au-
tomatically processed on the i-th supply chain node; Yi is the
total number of times that information is processed on the i-
th supply chain node; rij is a weighted value that is the
importance of the information automation of the i-th node
company to the entire supply chain.

It is supposed that there are n optimization processes in
an e-commerce supply chain. Let X � (x1, x2, . . . , xn) (i� 1,
2, ..., n), and each process is represented bym indicator sets.
+e optimization process xi is measured by attributes, and
its attribute value aij is obtained from the actual situation so
as to form a decision matrix A � (aij)n×m:
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where n is the number of rows in the optimizationmatrix, i is
the number of optimizations for a particular process, and k is
a criterion. If rik represents the optimization level of process
i under criterion k, the ordinal value of the optimization
number i can be given by

Oi � 
n

k�1


n

i�1
n − rik( . (8)

It assumed that the revenue function of the upstream
supplier is Wi(si, qi), where si is the sales price of the
supplier and qi is the sales volume of the supplier; Qi is a
single item. +e cost of selling products and the inde-
structible constraint parameter function of the upstream
supplier is given by

Wi si, qi(  � si − Qi( qi. (9)

+e core company’s demand in each period follows a
normal distribution with an average value of m; each supply
interval period is L, so the demand in the L period also

follows a normal distribution with an average value of Lm of
target inventory holding N is as follows:

N � LQi( 
1/2 P − C

P − H
  + Lm − Wi si, qi( , (10)

where P is the price provided by the supplier management
enterprise to the core enterprise, C is the unit production
cost, and H is the unit inventory holding cost. When the
supplier management company cannot meet the inventory
requirements due to some force majeure, the company can
only go to resource pool for assistance.

3. IoT-Based E-Commerce Supply Chain Model

3.1. CompetitionModel of E-Commerce Supply Chain. In the
traditional model, there are information barriers between
logistics providers and they rely on information barriers to
obtain competitiveness due to the immature information
sharing mechanism and technology. But the IoT brings
technical support for information sharing. In this context,
the reasonable requirements for the disclosure of non-
commercial confidential basic information such as distri-
bution customers, channels, and partners of all logistics
suppliers have been realized, and they have not obeyed the
market because of the market’s need for higher quality and
lower cost logistics services. In the distribution and retail
links in the linear and nonlinear supply chain optimization
models, it is also convenient to monitor the inventory in real
time, grasp the detailed information of the goods, improve
the level of automation and mechanization of inventory and
distribution, and realize a highly modernized logistics op-
eration. Under the construction of the entire IoT architec-
ture, this involves the specification of logistics information
representation, the standardization of interfaces between
different links, and the input and processing of output file
formats from identification tags to label reading devices to
transmission and processing [11]. +is is beneficial to the
information exchange infrastructure between different
e-commerce supply chain member companies or different
logistics subsystems and to build the largest information
platform for information exchange between different indi-
viduals, of which the logistics industry is the biggest
beneficiary.

+e main risks faced by the e-commerce supply chain in
the IoT environment are information security risks, repu-
tation risks, and distribution risks in the linear and nonlinear
supply chain optimization models. Due to the complexity
and diversity of the e-commerce supply chain risk itself, it
also requires higher risk assessment methods. +erefore, the
selected risk assessment method must be able to deal with
some unknown, large fluctuations and cause large losses, and
it can give a more accurate assessment of the risks. +e
framework of the IoT-based e-commerce supply chain
model is shown in Figure 1. For supply chain managers, it is
necessary to determine the conditions under which the
supply chain needs to be adjusted and optimized in order to
reduce the maintenance cost of the supply chain while
improving the value of the entire supply chain. A complete
supply chain will always develop in two directions. First, the
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supply chain risks can converge well, and the influence of the
supply chain risk factors on each other is reduced to the
lowest level at a certain level of risk, and the supply chain
maintains stable operation at a certain level of risk through
effective management and control of the manager. Second,
the supply chain manager’s ability to manage supply chain
risks is low, causing the supply chain risk level to exceed a
critical value, and the supply chain risk cannot effectively
converge. +e mutual influence of factors is further
strengthened, making the risks continue to spread, even-
tually leading to the collapse of the supply chain [12].

+e closed-loop operation mode in the e-commerce
supply chain includes the forward supply chain activities of
new products from rawmaterials to consumers, the return of
waste products from end users to producers, and the con-
version of waste products into remanufactured products by
producer activities, product redesign activities for reuse of
waste products, environmental monitoring of raw materials,
new products, waste products, and green logistics man-
agement. Ensuring the accuracy and timeliness of infor-
mation is the key factor for the success of the closed-loop
operation mode of the linear and nonlinear optimization
models. +e rise of the IoT has provided good development
opportunities for its operation and management. +rough
the IoT platform, all companies in the closed-loop supply
chain are connected to form an end-to-end intelligent supply
chain logistics distribution service process, which can
achieve accurate and effective collaborative distribution
based on the real-time status of logistics distribution [13].
+e IoT provides an effective information technology sup-
port platform for the integration of information and re-
sources in the e-commerce supply chain, tracking and

monitoring of the entire product life cycle. +e closed-loop
supply chain operation system based on the IoT can im-
plement real-time tracking and supervision of the produc-
tion, distribution, retail, and recycling of products in the
supply chain, enhance management transparency, and en-
able companies in the e-commerce supply chain to respond
quickly to the market demand, improve service levels, and
enhance corporate competitiveness.

3.2. Risk-Control Model of E-Commerce Supply Chain.
Because many small-volume orders in the traditional supply
chain are difficult to access to the factory’s mass production
plan and subsequent shipment clearance is more trouble-
some, cross-border e-commerce has provided the possibility
to solve these problems. Centralized processing of small
orders enables exporters to place orders and produce uni-
formly, making it easy for factories to adjust product and
profit structure. In recent years, as the minimum order
quantity is not high, many customers have expressed dif-
ficulties in finding good suppliers. Some buyers prefer a
supplier with poor quality but a low minimum order
quantity, rather than a supplier with a high minimum order
quantity but a high quality. Since consumers are not limited
by time and space on the e-commerce platform and can
browse the information of the products they are interested
in, exporters need to pay more attention to the front end of
the linear and nonlinear optimization models, actively de-
velop and design products, and improve product quality to
attract consumers’ attention. +e high-quality shops on the
online platform will have a higher visibility than the
products on the offline exhibition. Large exporters also need
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to build brands, promote their brands on cross-border
e-commerce platforms, expand product awareness and in-
fluence, and establish cross-border e-commerce operations
teams to make every node on the line such as customs
clearance and logistics. It gives full play to its own offline
supply chain mature advantages, thereby forming an inte-
grated advantage of online transactions. Figure 2 shows the
relative optimization contribution rate of different optimi-
zation terms in the IoT-based e-commerce supply chain
model.

+e integration of intelligent sensing equipment and the
Internet has optimized the basic links of e-commerce supply
chain inventory management. +e traditional method of
manually recording financial data information has lagged
behind and cannot match the current market development
environment and technology level. For example, the
quantitative assessment benchmark is established through
corresponding index data. Before the related inventory
management model is reformed, the product quality and
service levels are difficult to quantify [14]. +e integration of
the IoT and Internet technologies can establish a sensor
network, reduce costs to a certain extent, perform timely
distribution, track real-time e-commerce products, reduce
the risk of disputes between enterprises and consumers, and
protect consumers’ basic rights and interests. +ey improve
the service level of the enterprise and increase customer
satisfaction, and the e-commerce companies should use
empirical data as the basic basis and make corresponding
basic management decisions. For example, they should focus
on capital investment, sort out changes in market demand,
and provide customers with basic value-added services. As a
method of supply chain inventory management reform, the
use of quantification as an assessment standard is the basic
sign of management progress for e-commerce enterprises,
and it can be used as a reference for enterprise data dem-
onstration and management reform.

Supply chain finance is a process of systematically op-
timizing the availability and cost of funds in a corporate
ecosystem dominated by core companies. When the sensor
of the IoT detects the risk of qualitative changes in the
collateral, it timely sends a signal to the information
management system and notifies the customer, which fa-
cilitates the bank to quickly determine the condition of the
collateral and decide whether to recheck the price and
compensate for the decline. If the total price drop exceeds
the bank’s minimum credit line and the borrower has not
added pledges or provided new guarantees, immediately
announce that the credits will expire prematurely. After
communicating with customers, take measures such as
auctions to sell pledges and repay loans. +rough radio
frequency identification technology, the e-commerce and
banks can clearly understand and grasp every link of col-
lateral from production and transportation to sales in the
linear and nonlinear optimization models. +e readers in-
stalled in factories, distribution centers, and logistics su-
pervision warehouses can automatically record items
throughout the supply of the flow of the chain. From the
perspective of the entire integrated supply chain, the
transparency of the supply chain and the accuracy of the

information will be maximized, which is exactly the problem
of difficult supervision of banks. After the bank has reached a
transaction with the on-chain enterprise, the bank delivers
the collateral from the enterprise to the cooperative ware-
house. +e warehouse is responsible for keeping the col-
lateral and regularly checks the value of the collateral with
the bank [15].

4. Optimization Design of IoT-Based
E-Commerce Supply Chain

4.1. Procurement Robustness Optimization of E-Commerce
Supply Chain. With the support of IoT technology and the
e-commerce procurement link, in order to achieve long-
term mutual benefit and close cooperation of information
sharing among members of the supply chain, it is necessary
to continuously improve the management level of suppliers
and support a series of supplier management activities. +e
perfect management system integrates powerful IoT tech-
nology, which can produce comprehensive data such as
quantity, quality, price, cost, delivery efficiency, and service
level and can provide the supplier’s supply performance,
supply capacity, supply reputation, and technical level. +e
management efficiency and other indicators better
streamline and optimize suppliers and ensure the quality of
supply chain procurement [16]. +e e-commerce procure-
ment logistics system includes many logistics activities, such
as packaging, loading, unloading, transportation, ware-
housing, handling, and information management from
suppliers to producers, and it is an important part of the
robust optimization of supply chain procurement (Figure 3).
+e packaging and transportation links, storage inspection
links, and material warehousing links of the e-commerce
procurement logistics system need to be fully optimized in
accordance with the new IoT environment. +rough a
comprehensive perception of raw materials, perfecting
transportation plans, optimizing logistics routes, and im-
proving procurement models, the scientific management of
raw materials storage warehouses, delivery vehicles, and
transportation routes is completed to realize flexible and
agile procurement.

Delivery management under traditional supply chain
management often becomes the last link that affects the
overall efficiency of supply chain enterprises. Uncertain
transportation information, poor timeliness, and high cargo
damage rates are the direct causes of customer satisfaction
decline. In e-commerce platforms, on the other hand, up-
stream companies in the supply chain can release logistics
and transportation information in a timely manner to
provide downstream companies and consumers with the
convenience of querying and tracking. In addition, they can
adjust delivery batches or delivery times in a timely manner
when market sales conditions change, increasing the
number of delivery companies and time flexibility and re-
ducing the risk of corporate material reserves.+e enterprise
can reasonably arrange the production plan of the product
according to the sales situation of the e-commerce platform
and can adjust the production capacity and product
structure in a timelymanner based on the analysis of the data
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transmitted by the ordering system to further reduce the
uncertain factors in production. +rough the timely and
rapid update of information and integrated processing, it
can achieve collaborative management of production and
sales, shorten the manufacturing cycle, reduce customer
waiting time, and improve customer satisfaction. In terms of
delivery and delivery time, real-time query of delivery in-
formation allows customers to reasonably arrange the de-
livery time and ensures the timely supply of goods in the
linear and nonlinear optimization models. +e customers
can also log in to the enterprise’s e-commerce platform to
query product update information in real time in order to

carry out material procurement planning and inventory
planning adjustment, and realize flexible procurement at any
time.

Under the support of IoT technology, the connection
between e-commerce companies has shown a networked
and cross-shaped development. +e network’s corporate
layout will provide a larger financial services industry in-
cluding banks market space. In addition, the IoTwill be used
to achieve efficient resource allocation and information
sharing, especially the IoT itself, in many areas of e-com-
merce product research and development and production
processes, due to the cross and openness of the network.
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With the further promotion and extension of the IoT in
various fields such as social production, there will be ap-
plications of IoT technologies in everything from raw ma-
terial production to product quality and logistics
distribution. +e services provided by this supply chain fi-
nance are no longer targeted at a specific customer but are
based on the overall situation of the entire IoT system to
formulate corresponding development strategies and
countermeasures in the linear and nonlinear optimization
models. Because the market is constantly changing and
developing, only from a global perspective, we can avoid
making wrong decisions due to unscientific analysis, which
ultimately affect the vital interests of the financial services
industry and its customers. Only constructing a three-di-
mensional and multidimensional IoT platform from the
scope and degree will lay a solid technical foundation for the
future development of e-commerce supply chain finance
[17].

4.2. Optimization of E-Commerce Supply ChainManagement
Process. +e supply chain management mode under the
e-commerce environment information flow management,
capital flow management, and logistics management con-
stitutes the three major parts of supply chain management.
+e enterprises in the supply chain should consider the
various business transactions within the enterprise and with
the nodes in the supply chain as an overall functional
process. By effectively and transparently coordinating the
information flow, capital flow, and logistics in the supply
chain, the internal supply chain of the enterprise integrated
management with the supply chain outside the enterprise to
form an integrated supply chain management system. Be-
cause the core enterprises of e-commerce and the upstream
suppliers, downstream end customers, banks, and logistics
centers can exchange information quickly through the In-
ternet, at the same time, the nodes in the supply chain can
also communicate with each other. +e IoT-based node
distribution of the logistics supply chain with horizontal and
vertical integration modes is shown in Figure 4. +ey
overthrow the traditional model and effectively connect the
islands of each business node in the supply chain to achieve
true business information integration and sharing through
the application of e-commerce. At the transaction stage, the
business needs to further improve the logistics management
link, minimize the time required for logistics in the supply
chain, and achieve unified and synchronized logistics
management with information flow and capital flow man-
agement, thereby establishing a truly powerful and fast
response of the supply chain management system.

+e IoT technology enables tracking of items flowing in
the e-commerce supply chain, and at the same time, it can
transmit data to all participants in real time, reducing the
phenomenon of information distortion. Fast information
transmission speed can greatly reduce the cost of trans-
mission time between roles such as enterprises, merchants,
and users. With the development of globalization and the
improvement of people’s living standards, the demand for
personalized customization is getting higher and higher, and

the e-commerce platform has turned to a user-oriented
personalized design concept [18]. Each part of the e-com-
merce supply chain can be associated with users through the
network to obtain a wider andmore effective interaction and
production scheme, so the platform more respects the in-
dividual needs of users. Intelligent management of e-com-
merce supply chain is an integrated management idea and
method, which integrates the planning, organization, co-
ordination and control of logistics, information flow, capital
flow, value-added flow, business flow, and trading part-
nership in the linear and nonlinear optimization models.
+rough supply chain management, the enterprises can
improve operational efficiency, improve asset utilization,
shorten the total order cycle, reduce transaction costs, en-
hance customer service, improve response speed, penetrate
new markets, obtain higher return on assets, and enhance
their competitiveness.

With the widespread application of e-commerce, in-
formation and funds are transparently, quickly, and accu-
rately transferred between member nodes of the supply
chain through the Internet, which greatly improves the
information flowmanagement and capital flowmanagement
in supply chain management. Breakthrough to change the
traditional scope of raw material procurement, production,
sales, and services to meet the new requirements of high
quality, high flexibility, and low cost imposed by the market
on corporate production management in the new com-
petitive environment is the inevitable requirement of the
supply chain management model in the e-commerce en-
vironment. +e realization of the e-commerce supply chain
management process optimization is based on the inte-
gration and sharing of information. +e efficient operation
of the supply chain requires the enterprises of each node to
give high-quality information data and fast information flow
[19]. +e e-commerce supply chain information integration
and sharing platform can achieve unified standards for
internal and external information, interoperable, seamless
docking, integration, analysis, and sharing so that each node
company in the supply chain can perceive information in a
short time. At the same time, it is convenient for the en-
terprises of each node to grasp the production progress of
the product and the operation of the supply chain in time.
Based on the integration of internal and external mass in-
formation and the direction of the wind, it promotes the
orderly interaction of internal and external management
systems and the coordinated development of business.

5. Simulation Experiment Analysis

5.1. Simulation Experiment Design. According to the IoT-
based e-commerce supply chain linear or nonlinear opti-
mization model, the importance order of each influencing
factor from least important to most important is circulation
sociality, circulation convenience, circulation timeliness,
surplus level, circulation quality, and circulation cost.

It is assumed that the selected e-commerce supply chain
contains n optimization processes; the hierarchical single-
order calculation of the above six influencing factors by the i-
th process is as follows:
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Mij � 


Aij(i, j � 1, 2, 3, 4, 5, 6). (11)

According to the judgment matrix of the supply chain
optimization process, it can be clearly obtained that the
optimization coefficients (Oi) are O1 � 15.34, O2 � 13.66,
O3 � 17.19, O4 � 14.03, O5 � 11.35, and O6 � 12.89.

+e optimization weighting factor si is calculated by
si � 

6
i,j�1(AijOi/Mij), and then the results are s1 � 0.54,

s2 � 0.23, s3 � 0.48, s4 � 0.56, s5 � 0.44, and s6 � 0.29.
+e optimization quality Qi is calculated by Qi � Oi/Wi,

and then the values were calculated as Q1 � 0.84, Q2 � 0.91,
Q3 � 0.75, Q4 � 0.87, Q5 � 0.66, and Q6 � 0.93.

According to the supply chain before and after the
optimization, each level is sorted separately from the par-
ticularity of the second-order matrix, and the weight pro-
portion (W1) and priority (W2) of each matrix are calculated
as follows. In Q1, the proportion of W1 is 0.31 and the
proportion of W2 is 0.25. In Q2, the proportion of W1 is 0.58
and W2 ratio is 0.42. In Q3, W1 ratio is 0.19 and W2 ratio is
0.85. In Q4, W1 ratio is 0.56 and W2 ratio is 0.63. In Q5, W1
ratio is 0.37 and W2 ratio is 0.94. In Q6, the W1 ratio is 0.59
and W2 ratio is 0.66.

Finally, the consistency of the matrix is checked, and the
supply chain optimization consistency parameter fn �

0.0537 under the condition of n � 6, and the value is less
than 0.1, that is, it can pass the consistency check.

5.2. Result Analysis. To a certain extent, the structural level
of the supply chain can reflect the cost and profit appre-
ciation process of e-commerce products from demand
forecasting, production, and processing to completion of
sales. +e more the layers in the supply chain structure, the
more the number of different companies’ value chains

linked, the greater the cost, and the worse the economic
benefits of the entire value chain in the integrated linear or
nonlinear management models (Figure 5). +erefore, re-
ducing the structural level of the e-commerce product
supply chain and establishing dynamic cooperation rela-
tionships are important ways for enterprises to reduce bad
costs and improve operating results. +e optimization ef-
ficiency varies from 0.96 to 0.50 when the weighting factor
equals 0.30 in the linear model while it varies from 0.88 to
0.61 in the nonlinear model. +e low entry cost of virtual
markets, as well as the uneven distribution of market in-
formation reformed by information overload and dynamic
information flow, makes the information asymmetry be-
tween economic entities continue to exist within a certain
range. In most cases, this sedimentary value is mainly
manifested as the cost of invalid logistics and continues to be
a defect in the overall economic benefits of the e-commerce
product supply chain. All members in the supply chain
should be a unified and harmonious division of labor and
cooperation, while the characteristics of the traditional
supply chain structure are relatively complex, the members
are relatively stable, and the interdependence is strong and
harmony between members of the supply chain in the linear
and nonlinear optimization models.

Different from the previous concept of the operation
level of e-commerce supply chain, as an intermediary var-
iable, the mechanism of IoT application affecting enterprise
performance is studied. Supply chain integration is used as
an intermediary variable to study the mechanism of IoT
application affecting enterprise performance. +e interme-
diary role of supplier integration and customer integration
can affect business performance. +e IoT applications can
affect e-commerce business performance through the full
mediation role of supplier integration but only through the
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Figure 4: IoT-based node distribution of logistics supply chain with horizontal (a, c) and vertical integration modes (b, d).
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partial mediation role of customer integration. +e
e-commerce can not only link the IoT with existing pro-
cesses, products, or services but also the IoT with new
processes, products, or services. In the process of IoT ap-
plication, e-commerce companies should pay attention to
the level of supply chain integration, especially supplier
integration, because the two types of IoT applications can
improve the performance of enterprises through the full
mediation of supplier integration and the partial mediation
of customer integration (Figure 6). +e optimization quality
changes from 0.87 to 0.84 when optimization coefficient

equals 11.00 in the linear model while it changes from 0.87 to
0.85 in the nonlinear model. +erefore, the enterprises
should increase investment in supplier and customer rela-
tionships, establish mechanisms for sharing information
with suppliers and customers, actively coordinate conflicts
with suppliers and customers, and promote joint resolution
of problems with suppliers and customers in the linear and
nonlinear optimization models, thereby enhancing the
company’s relationship with the level of supplier and cus-
tomer integration and then the performance impact of IoT
applications [20].
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Figure 5: Relationship between optimization efficiency and coefficient with different weighting factors (si) in the linear (a) and nonlinear (b)
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Cost optimization is the main way for enterprises to win
market competition. +e implementation of e-commerce-
based procurement supply chain management can effectively
reduce the cost of global procurement for enterprises andmake
the procurement supply chain cost optimized. +e optimi-
zation weighting factors of influential factors in IoT-based
e-commerce supply chain with horizontal and vertical inte-
gration modes are shown in Figure 7. +e procurement
management system implements procurement management
based on the supplier’s credit points to support enterprises to
realize the supply control process in the supply chain envi-
ronment. +rough the timely and rapid update of information
and integrated processing, it can achieve collaborative man-
agement of production and sales, shorten the manufacturing
cycle, reduce customer waiting time, and improve customer
satisfaction. +e inventory management system uses the
supplier’s joint inventory management strategy to share the
e-commerce enterprise’s inventory information with the
supplier to achieve supply integrated optimization of chain
inventory and service level [21]. +e management efficiency of
the supply chain depends on the coordination between en-
terprises through information sharing. +e basis of informa-
tion sharing is to establish an integrated management
information system to increase the supply chain members to
obtain information timeliness and visibility to improve de-
mand forecast accuracy [22]. In the IoT environment,
e-commerce can give full play to the synergies of products,
processes, and information, reduce loops and cycles, effectively
avoid problems caused by information asymmetry through
system construction, improve technology, and make the entire
system and management construction of the process cover all
aspects of information sharing requirements, which further
improves the effect of application integration and standardizes
and collects information in the supply chain.

6. Conclusions

+is article expounded the research status and significance
of e-commerce supply chain optimization, elaborated the
development background, current status, and future chal-
lenges of the IoT technology, introduced the methods and
principles of the node distribution model and constraint
parameter analysis of logistics supply chain, constructed an
IoT-based e-commerce supply chain model including
competition and risk-control modules, performed the design
of IoT-based e-commerce supply chain optimization, and
discussed the solutions to procurement robustness opti-
mization and management process optimization. +e op-
timization efficiency varies from 0.96 to 0.50 when the
weighting factor equals 0.30 in the linear model while it
varies from 0.88 to 0.61 in the nonlinear model. +e opti-
mization quality changes from 0.87 to 0.84 when the op-
timization coefficient equals 11.00 in the linear model while
it changes from 0.87 to 0.85 in the nonlinear model.With the
support of IoT technology, the e-commerce procurement
link requires long-term mutual benefit and close coopera-
tion of information sharing among members of the supply
chain, which is necessary to continuously improve the
management level of suppliers and support a series of
supplier management activities.+e final simulation analysis
showed that the proposed optimizationmodel can effectively
predict e-commerce product information in each stage of the
supply chain; the IoT-based e-commerce supply chain op-
timization can enable each node company in the supply
chain to improve the quality of information transmission
and reduce the risk of information asymmetry in the process
of e-commerce exchanges and can quickly and easily re-
spond to the sudden changes of market and environment,
thereby promoting them to cooperate with each other for
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establishing a supply chain network structure with closer
business relationships, smoother logistics transportation,
more reasonable benefit sharing, and stronger market
competitiveness. +e study results of this paper provide a
certain reference for further research studies on the
e-commerce supply chain optimization in the IoT
environment.
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Health assessment is an important part of PHM technology, which is crucial to product state monitoring and management. With
the complexity of product structure and diversification of functions, the product health presents uncertainty under the complex
influence of multiple factors. Nowadays, the general health assessment method is relatively simple and only considers the product
function completeness, and the assessment effect accuracy still needs to be strengthened in the actual working environment. Most
assessment parameters and assessment methods are selected ignoring the impact of environmental changes and operating time
performance. 'erefore, a new health measurement method for the avionic radio-frequency power source based on a three-
dimensional complex measurement model is proposed. Firstly, the product health definition is proposed, and the health
connotation is analyzed from three-dimensional aspects containing functional integrity, environmental adaptability, and
temporal sustainability. According to the function and structure characteristics of radio-frequency power source, the health
characterization parameters are then obtained and the health assessment parameter system is established. Finally, the three-
dimensional complex measurement model is given, and the RF power source health assessment is carried out comprehensively
from integrity, stability, and reliability aspects. 'e three-dimensional health assessment method provides a new way to solve the
uncertainty of product health state under multiple factor effects, which is conducive to the targeted optimization
management strategy.

1. Introduction

Prognostic and health management (PHM) technology re-
fers to the use of advanced sensor integration, with the aid of
various algorithms and intelligent models to diagnose,
predict, and monitor the product health state and reasonably
manage the product operation and maintenance so as to
obtain the best product health state with the minimum
investment. It has evolved from reliability analysis, test-
ability design, fault analysis, and system health management
[1]. With the economy development, people’s living stan-
dards are constantly improving, and the safety awareness is
also constantly improving. PHM technology is more and

more widely used, from the initial fighter field to the present
civil aviation, aerospace vehicles, computer systems, large-
scale mechanical equipment, nuclear power plants, complex
product systems, and other fields.

Nowadays, the PHM technology system is developing
towards a more intelligent, more precise, more compre-
hensive, and more convenient direction. Health manage-
ment is an important part of PHM technology. Its purpose is
to manage evaluation data, take proactive measures to
monitor the complex product health state, and predict the
performance change trend, failure time, and remaining
useful life so as to take necessary measures to alleviate the
complex product performance degradation [2]. As a state of
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product, health has no clear definition, so the product health
assessment method is different according to different peo-
ple’s understanding of health. According to the current
research situation at home and abroad, health assessment
methods are summarized into the following three categories:
evaluation methods based on traditional methods, evalua-
tion methods based on mathematical and physical models,
and evaluation methods based on data.

Traditional health assessment methods include analytic
hierarchy process (AHP), fuzzy theory and grey clustering
theory, and so on. Wang et al. used the evaluation model
combining fuzzy analytic hierarchy process, fuzzy prefer-
ence programming, and order performance similarity ideal
solution technology to evaluate the aeroengine health state
[3]. Ren et al. combined grey clustering theory with rough set
theory to form a fast and accurate fault classification deci-
sion-making method for numerical control machine tool
health assessment [4]. Zhu and Song used cross fuzzy en-
tropy to measure the similarity between test samples and
normal samples and used similarity to evaluate the per-
formance degradation state of bearings so as to complete the
health state assessment of bearings [5]. Wang et al. com-
bined the analytic hierarchy process (AHP) with variable
weight processing to realize the comprehensive health as-
sessment of diesel generator set operation state [6].

Health assessment methods based on mathematical and
physical models include the application ofMarkov chain and
so on. Allen et al. proposed a machine fault detection
method using the hidden Markov model in process control,
and the effectiveness of the method was illustrated by nu-
merical calculation [7]. Bin et al. proposed a method
combining Mahalanobis distance and histogram method to
construct a complex system health assessment method for
the comprehensive evaluation of system health state [8]. Liao
et al. applied a new and flexible system or component
prediction framework based on high-order hidden semi-
Markov model (HOHSMM) to assess the health state of
NASA turbofan engine [9].

With the development of science and technology, arti-
ficial intelligence has become a hot spot of learning and is
widely used in various fields; of course, the field of health
assessment is no exception. For example, health assessment
methods based on data are widely used. Samanta proposed
the performance of artificial neural network and support
vector machine in gear fault detection [10]. Xu et al. pro-
posed a fault diagnosis method based on the fusion of neural
network and D-S evidence theory to diagnose turbine fault
[11]. Liu and Zio established a dynamic evaluation and fault
prediction model of interconnected component system with
noise monitoring data by using parallel Monte Carlo sim-
ulation and recursive Bayesian method [12]. Qin et al. de-
veloped a GIS equipment operation state analysis model
based on machine learning algorithm and evaluated GIS
equipment state according to the severity of PD [13].
Oluwasegun and Jung proposed a general framework based
on discrete Bayesian network (BN), which is particularly
suitable for decision fusion of heterogeneous prediction
methods. BN parameters were calculated according to the
fixed prognosis target. 'e validity of the proposed

prediction method based on decision fusion is proved by
estimating the remaining useful life of turbofan engine [14].
Kexiong established a health assessment model of missile
inertial navigation platform system by combining expert
system with data driver according to the characteristics of a
missile inertial navigation platform system [15]. Zhang et al.
proposed a bearing health assessment method based on
Hilbert transform envelope analysis and cluster analysis [16].

Most health assessment methods nowadays are based on
the existing traditional assessment methods or modified by
one or several methods. 'e assessment results are relatively
simple, and the assessment effect accuracy still needs to be
strengthened in the actual working environment. Most
parameters are selected according to the product charac-
teristics, ignoring the impact of environmental changes and
operating time on product performance.

In this paper, a new multidimensional health assessment
method is proposed to evaluate the health of a certain
avionic radio-frequency (RF) power source. 'e model is
built from three dimensions of functional integrity, envi-
ronmental adaptability, and temporal sustainability. 'e
health of the equipment is described comprehensively from
three aspects of integrity, stability, and reliability so that the
health level is no longer one plane point line, but a number
of three-dimensional verticals. It provides a new idea to solve
the uncertainty of product health state under the effects of
multiple factors, which is conducive to the formulation of
health optimization management strategy.

2. Health Connotation and Three-Dimensional
Complex Measurement Model

Combined with the modern product characteristics, such as
diversified functions, changeable use environment, and
complex structure levels, product health is defined as the
product ability degree/state to continuously respond to the
environment and complete the specified tasks. When the
product function is intact, only with good sustainability and
stability can the product be in the best state. Otherwise, it
may reduce or damage the function and cause failure.
'erefore, a product in a healthy state should not only have
good functions to ensure its ability to perform tasks but also
maintain the stability of function, internal structure, and
organization for a long time and have certain adaptability to
environmental effects. 'erefore, the meaning of health is
diverse and extensive. 'e composition of product health
should include functional integrity, temporal sustainability,
and environmental adaptability.

In general, the changes of product health state are
functional failure, sustainability, and the decline of adapt-
ability to the external world. It has two interrelated char-
acteristics: the increase of failure rate with time and the
decline of adaptability to environmental changes. 'erefore,
focusing on three aspects of product health, a product health
three-dimensional spatial measurement model is proposed,
and the parametric modeling method is studied from the
three dimensions of function, environment, and time.
Among them, functional integrity is more focused on
whether the function of the product can be realized,
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temporal sustainability can be considered from the per-
spective of reliability and failure rate, and the essence of
environmental adaptability is to investigate the stability of
product performance in a certain environment. 'erefore,
the research of RF power source health measurement is to
study whether the function of RF power source is complete,
whether it has certain anti-interference stability, and how
long it can work continuously without fault.

2.1. Functional Integrity Dimension. In these three aspects,
the functional completeness and integrity is the basis of
health.'emost basic requirement of a healthy product is to
be able to realize all its functions normally. 'e so-called
function refers to the ability that a product should have when
it runs normally. It is an abstract description of the tasks that
a product can accomplish. It describes the inherent health
capability of a product from a static state. 'e functional
integrity of a product directly shows whether the product
function can be fully realized. 'erefore, the functional
integrity C of the product is taken as the measurement index
of its functional integrity, and the importance of each
function is taken as the weight to measure the conformity
between the functions and the complete functions of the
product at the present stage, that is, the functional coverage
rate, as shown in Figure 1.'e value range of health degree is
[0, 1]. When the research object meets all the design re-
quirements (such as functional integrity, environmental
adaptability, and temporal sustainability), the health degree
is 1, which indicates a technical state that fully meets the
design requirements. When the product fails to reach the
required health level, the health degree is 0, and the product
is in a complete failure state. 'e intermediate state is a
subhealthy state with some defects. In practical application,
we understand “the health degree state 1” as “the health
design state value 1”.

Suppose that the product has m functions Fi, and the
relationship between the functions is clear; let the impor-
tance weight of each function ωi ∈ [0, 1], i � 1, 2, · · · , m.
Because the relationship between product functions directly
affects the realization of the whole function, the expression
of function integrity is different according to different
functional relationships.

(1) When the function relationship is in series, the
functions are interrelated and indispensable. As long
as one function fails, the realization of the function
will be affected and the whole function cannot be
realized. 'e product functional integrity is
expressed as

C � 
m

i�1
Fi

���� ,

Fi

���� �
1, Fi function implementation,

0, Fi function not implemented,
 i � 1, 2, · · · , m.

(1)

(2) When the function relationship is in parallel, each
function relationship is independent. As long as one
function can be realized, it will not affect the realization
of the whole function. However, the failure of multiple
functions will directly lead to the decline of the product
health state and reliability. It can be seen in product
with reconfiguration and spare parts structure. 'e
function integrity of the product is expressed as

C � 

m

i�1
ωi Fi

���� ,

‖Fi �
1, Fi function implementation,

0, Fi function not implemented,
 i � 1, 2, · · · , m.

(2)

In general, the functions of a product are not only in
series or in parallel. In this case, according to the specific
product function relationship or task reliability block dia-
gram, the correlation of the functions should be analyzed,
and the functional integrity expression can be obtained.
However, when the product functional structure is more
complex, especially for some complex electromechanical
product, it is impossible to give a clear functional rela-
tionship. 'en, the characterization parameters describing
the product function can be used as variables to measure the
conformity between the function and the functional in-
tegrity of the product at this stage, and the overall functional
integrity of the product can be obtained.

Assuming that the characterization factor of product
function is f, the expression form of product functional
integrity C is

∀C ∈ [0, 1], s. t. XFϑC, (3)

C � ϑ XF − T , (4)

where XF is the parameter representing the functional state
of the product; T is the standard parameter with full
functionality corresponding to parameter XF and ϑ(·) is the
functional deviation function; ϑ: XF|R⟶ hf|[0, 1] indi-
cates that the mapping ϑ projects the functional charac-
terization parameter XF into a real number of C ∈ [0, 1].

'e projection of XF is a real number of C ∈ [0, 1].
In some complex conditions, when the product moni-

toring data are difficult to obtain, it is impossible to measure
the environmental adaptability or temporal sustainability,
and the product health can also be simplified as functional
integrity assessment.

2.2. Environmental Adaptability Dimension. Health is not
just the synonym of good function. Healthy product can
maintain the stability of function and structure for a long
time and can realize all the predetermined functions, per-
formance, or the ability not to be destroyed under the in-
terference of external environment, that is, it has the ability
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to adapt to the environment. Currently, healthy subjects
with normal parameters are likely to have fatal problems
once they are disturbed or changed due to lack of envi-
ronmental adaptability.

Product environmental adaptability refers to the product
ability to realize all its functions (properties) and not be
damaged under the influence of various environments ex-
pected to be encountered in its life cycle, which is an im-
portant product quality characteristic [17]. It is inseparable
from health. Environmental adaptability reflects the adapt-
ability and stability of product function and performance to
environmental changes, while functional integrity is to in-
vestigate whether the product can meet certain functional
standards. In other words, the better the anti-interference and
stability of the product under certain environmental condi-
tions, the stronger the ability to maintain its structure and
function and the stronger the environmental adaptability of
the product. 'erefore, product environmental adaptability is
essentially to investigate the stability of the product health
characterization parameters under the external environ-
mental interference, that is, the noise cancelling ability.

'e signal-to-noise ratio (SNR) of communication
theory is introduced as a parameter index of product en-
vironmental adaptability. 'e signal-to-noise ratio (SNR) is
the ratio of the effective part to the invalid part of the re-
search object; it is commonly used in signal processing,
speech recognition, image processing, and quality control
[18–20]. Here, the output data of product health charac-
terization parameters can be regarded as useful signal part,
while the noise caused by environmental interference is
useless signal part. 'e higher the SNR, the better the
adaptability and anti-interference ability of the product to
the external environment and the better the environmental
adaptability of the product, and vice versa.

'e signal-to-noise ratio (SNR), as a parameter to
measure the ratio of useful signal to noise, originally came
from the field of communication [18], which refers to the
ratio of signal power/amplitude to total noise power/am-
plitude. 'e calculation formula is as follows:

SNR �
PS

PN

�
AS

AN

 

2

, (5)

where PS andAS are signal power and amplitude and
PN andAN are noise power and amplitude. In order to get
the signal-to-noise ratio more intuitively, we need to convert
the time-domain signal to the frequency domain, so we can
calculate the signal-to-noise ratio SN through Fourier
transform, as shown in Figure 2.

SN � SNR � signal peak − noise floor − 10 lgN(dB), (6)

where signal peak is the peak value of the signal; noise floor is
the base of noise; and N is the number of samples.

2.3. Temporal Sustainability Dimension. 'e product health
is closely related to its complete function, good stability, and
sustainability, which is manifested in functional failure,
increased failure rate with time, and decreased adaptability

to environmental changes. Good temporal sustainability can
greatly increase the reliable time between failure so as to
maintain the stability of its function and structure. 'ere-
fore, the product temporal sustainability is studied from the
perspective of reliability.

In the theory of reliability, time is the core of reliability.
Generally speaking, the longer the normal work (time be-
tween failure) is, the higher the reliability is.'e definition of
basic reliability in GJB451-90 refers to the product non-
failure duration or probability under required conditions
[21]. We hope that the product can continue to have the
required capability for a period of time. 'e reliability
function R(t) precisely describes the possibility of the
product to perform and maintain its function in a certain
period of time [0, t], as shown in Figure 3.

As shown in Figure 3, with the increase of operating or
storage time, the reliability of the product decreases and the
failure rate increases, which means that the continuous
operation time of product reliability decreases and the
temporal sustainability decreases. 'erefore, from the per-
spective of time, reliability can fully reflect the continuous
working ability. 'erefore, this paper takes reliability as the
measurement parameter index of temporal sustainability.

'e higher the reliability R(t) of the product is, the
smaller the failure rate is, and the higher the probability that
the product canmaintain the required function in time [0, t],
the longer the sustainable working time is, that is, the better
the product temporal sustainability; otherwise, the lower the
reliability is, the shorter the product sustainable working
time is and the worse the temporal sustainability is.

'erefore, through the use of functional integrity, signal-
to-noise ratio, and reliability, a three-dimensional spatial
model of RF power health is established, which compre-
hensively describes the health of RF power source from three
aspects of integrity, stability, and reliability.

As shown in Figure 4, the health expression of the three-
dimensional space of the RF power source is recorded as

Functional integrity

C

Figure 1: Schematic diagram of functional integrity.
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HΔ � C, SN, R( , (7)

where C is functional integrity; SN is the signal-to-noise
ratio; and R is the reliability.

If the threshold range of the three dimensions of health is
determined, respectively, the three levels can be divided into
normal, dangerous, and abnormal (or failure).

C �

0, Cmin , abnormal{ },

Cmin, Cmax , dangerous ,

Cmax, +∞) , normal{ },

⎧⎪⎪⎨

⎪⎪⎩

SN �

−∞, Smin( , abnormal{ },

Smin, Smax , dangerous ,

Smax, +∞ , normal{ },

⎧⎪⎪⎨

⎪⎪⎩

R �

0, Rmin , abnormal{ },

Rmin, Rmax , dangerous ,

Rmax, +∞ , normal{ }.

⎧⎪⎪⎨

⎪⎪⎩

(8)

'erefore, it can be divided into three-dimensional
health level space, as shown in Figure 5. 'e health degree of
the product can be obtained as follows:

Hi �

unhealthy , 0, Cmin  ⋃ −∞, Smin(  ⋃ 0, Rmin  ,

subhealthy , 1 − 0, Cmin ⋃ −∞, Smin(  ⋃ 0, Rmin  − Cmin , +∞)∩ Smax, +∞ ∩ Rmax, +∞  ,

healthy , Cmin, +∞ ∩ Smax, +∞ ∩ Rmax, +∞  .

⎧⎪⎪⎨

⎪⎪⎩
(9)

When the product can meet all the ability requirements
of the three dimensions, the product belongs to the healthy
state, that is, all of them reach or exceed the health threshold
of the three dimensions [Cmax, +∞)∩  [Smax, +∞)∩
 [Rmax, +∞)—green space area; when at least one of the
three dimensions does not reach the health limit and these
three dimensions are above the abnormal threshold, then the
product health is in the subhealthy state—yellow space area.
As long as a dimension drops below the threshold of the
exception, i.e., [0, Cmin) ⋃ 

(−∞, Smin) ⋃ 
[0, Rmin), the

product is in a dangerous and unhealthy state—red space

area; until the three dimensions are reduced to zero, the
product develops to the state of complete failure.

3. Construction of Index System for Health
Characterization Parameters of RF
Power Source

'e typical powermodule of a certain equipment RF channel
system is selected as the research object. It is known that the
power module, antenna interface module, frequency

SN = SNR = Signal peak – noise floor –
101gN (db)

Signal
peak

Harmonic
wave

Frequency

Po
w

er

Noise
floor

Figure 2: Schematic diagram of SNR calculation based on Fourier
transform.

C

R

S N

H (C, SN, R)

Figure 4: 'ree-dimensional health measurement model.

R(t)

F(t)

0

1

t

Figure 3: Reliability function and failure distribution function
curve.
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conversion channel module, digital interface, and processing
module constitute the whole RF channel system. It is the
total power source of each component module in the system.
It completes the functions of signal receiving and sending,
signal channel switching, signal frequency conversion
processing, and signal preprocessing, commonly used in
aerospace equipment such as aircraft.

'e power module is a typical step-down power source
product, as shown in Figure 6. It includes DC/DC con-
verter and filter, which converts DC 270 V to DC 28 V and
performs filtering output and provides overheating pro-
tection, overvoltage protection, and short-circuit
protection.

3.1. Construction of RF Power Health Characterization.
'e key health characterization factors of RF power source
were determined and screened step by step. 'e specific
steps are as follows.

3.1.1. Defining the Research Object. 'e power source of RF
system is taken as the research object. 'e indenture levels
are as follows.

Initial indenture level: power module.
Minimum indenture level: constitutional unit:
P � pi , i � 1, 2, · · · , 6, including input filter circuit,
DC/DC converter 1, DC/DC converter 2, output filter
circuit 1, output filter circuit 2, and output filter circuit 3.

3.1.2. Dividing Product Levels. 'e power source module is
divided into levels according to its structure and functional
characteristics, and the hierarchical division diagram is
shown in Figure 7.

3.1.3. Importance Analysis. 'e power source converts
270V DC to 28V DC output and provides overheating
protection for DC/DC and short-circuit protection for input
filter. 'e power source adopts the redundant form of dual
DC/DC converters output in parallel and isolated from each
other. 'at is to say, when two DC/DC converters work
normally, they will share current output; when one DC/DC
converter is damaged, the other one will output full power
(500W), which reduces the impact on the normal operation
of power module. At the same time, 28V DC at the output
end is divided into two separate output channels. Among
them, the output end of output filter 2 is the normal output
end of power supply, while output filter 3 only provides a
short-term power transfer of about 30 seconds through
short-term capacitor storage when the normal power source

Cmax

Cmin

C

Rmax

Smax

Smin

RminS

R

Figure 5: 'ree-dimensional spatial range of health degree.

Figure 6: A step-down power source product.

6 Complexity



terminal fails, which is not normally used. Its function di-
agram is shown in Figure 8.

'e functional decomposition diagram of the power
source product is shown in Figure 9.

According to the functional characteristics and engi-
neering experience of step-down power source product, ex-
perts in the field scored each subfunction of the powermodule.

'e difference in function importance of RF power
source is not too big, and the number of subfunctions is not
too much, so the 0–4 scoring method is used as the scoring
standard [22]. 'e final scoring results are shown in Table 1.

Finally, the importance of each function of power module
to the system is I1 � 0.46, I2 � 0.29, I3 � 0.11, and I4 � 0.14,
as shown in Table 2.

'e product function should be realized by the entity, and
each subfunction is corresponding to its entity. As shown in
the function decomposition in Figure 5, the function im-
portance of the entity unit P � p1, p2, · · · , p6  is expressed as

If p1(  � I2 + I4

� 0.43,

If p2(  � I1 + I4

� 0.6,

If p3(  � I1 + I4

� 0.6,

If p4(  � I2

� 0.29,

If p5(  � I2

� 0.29,

If p6(  � I3

� 0.11.

(10)

'erefore, the function importance weight of each unit
power module is δi(pi) � If(pi)/

4
1 If(pi), i � 1, 2, · · · , 6,

i.e., input filter circuit, DC/DC conversion circuit 1, DC/DC
conversion circuit 2, output filter circuit 1, output filter

circuit 2, and output filter circuit 3 are
δi(pi) � 0.19, 0.26, 0.26, 0.12, 0.12, 0.05{ }.

According to the above importance analysis, all com-
ponent objects P � pk , k � 1, 2, · · · , 6 are sorted according
to the importance of power module, and we get P∗ � { input
filter circuit, output filter circuit 2, DC/DC conversion
circuit 1, DC/DC conversion circuit 2, output filter circuit 1,
output filter circuit 3}. Output filter 3 only provides a short-
term power transfer function for the power source when the
normal output of the power source fails. Its state does not
affect the normal operation of the power module, so the
weight of the function importance is very small. 'erefore,
according to the requirements, we can focus on the key units
of high importance for detailed characterization analysis.

3.1.4. Characterization Factor Analysis. In this paper, FMEA
and failure rate statistical analysis are carried out for each
key unit of power source module. Combined with engi-
neering experience and expert opinions, the main failure
modes, fault correlation, and monitoring parameters are
determined. 'e simplified FMEA analysis table is shown in
Figure 10.

Furthermore, according to the statistical failure rate dis-
tribution of historical fault case data, the frequency of DC/DC
converter output failure accounts for the largest proportion of
power system failure, and the failure modes of overheating
protection, output short circuit, or output overvoltage caused
by converter failure in DC/DC converter also occupy a large
proportion. 'erefore, power health characterization pa-
rameters mainly include DC/DC output voltage, ripple,
insulation resistance, and module temperature.

Combined with domestic and foreign research, engi-
neering experience, and expert opinions, six key functional
units P∗ � pi , i � 1, 2, · · · , 6. According to the importance
analysis, the importance of output filter 3 to the system is
very low, which basically does not affect the normal oper-
ation of the power supply. 'erefore, without considering
the transient transfer function, the set of key health char-
acterization factors can be expressed as Xk � {power con-
version efficiency η, DC/DC1 temperature T1, DC/DC2
temperature T2, power output voltage u, power output

Power module 1
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circuit
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converter
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DC/DC
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filter

circuit 1
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output
filter

circuit 2
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output
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circuit 3
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indenture

level
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level (unit)

Figure 7: Schematic diagram of power module hierarchy.
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voltage ripple V}, which can cover or transform the above
four factors greatly.

4. Health State Assessment of RF Power Supply

Product health includes functional integrity, temporal sus-
tainability, and environmental adaptability. Among them,
the integrity of functions is the foundation and main basis

for measuring the product health.'erefore, the health of RF
power source is directly related to the completeness of its
functions. In addition, it should have the stability to deal
with all kinds of disturbances and be able to work reliably for
a long time so as to achieve the health in a broad sense.

By using functional integrity, signal-to-noise ratio, and
reliability, we establish a three-dimensional spatial model of
product health in terms of function, environment, and time

Table 1: 0–4 scoring standard table.

Comparison score
k

j
i

Importance
A is much more important

than B
A is important

than B
A is as important

as B
A is not as important

as B
A is far less important

than B

A(kB
A) 4 3 2 1 0

B(kA
B ) 0 1 2 3 4

Input
filter and
protector

101

DC/DC
converter 1
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DC/DC
converter 2

103

Output
filtering 1

104

Output
filtering 2

105

Output
filtering 3

106

+270
VDC

+28
V

+28V
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Normal

Switch to
electricity

Figure 8: Functional block diagram of power source module.
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Figure 9: Functional decomposition diagram of power source module.
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and comprehensively describe the health of RF power source
from three aspects of integrity, stability, and reliability. First
of all, a high temperature test was conducted on a certain
type of RF power supply. 'e duration was 72 hours. A
group of health characterization parameter data of power
source was collected every 20minutes. Each group contained
5 key characterization parameter data. A total of 200 groups
of observation sequence samples were collected. Among
them, the first 20 groups of observation data under the initial
normal state are taken as the health reference state data, and
the last 180 groups of data are taken as the observation data
under different test conditions.

4.1. Functional Integrity. Suppose that the main function of
the power source is Fi, i ∈ R, including step-down, filtering,
overheating, and short-circuit protection. To judge whether
its function is in good condition, it can be obtained by
detecting whether the voltage, ripple, and efficiency exceed
the failure threshold. 'e functional integrity C is only
divided into 0 and 1. However, when considering the short-
term transfer function, it is also necessary to detect the
voltage at the transfer terminal, so the basic characterization
parameters of the power source are needed for the functional
integrity. According to the previous function importance
analysis, the function weights of step-down, filter, power

Initial indenture level: 

Power module Minimum indenture level: unit 

Code 

Product 
or 

function 
unit name 

Failure effect 

SEV Class 

Fault 
correlation 
or detection 
parameters 

Failure mode Failure cause

Local effect Upper effect
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has no output 

Power 
module 28V 

no output 

Output 
voltage 

Output ripple 
overrun 
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Input filter 
circuit output 

ripple 
overrun 

Nothing IV E Output ripple

Short circuit 
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output and 
housing 

Capacitor C8, C9 
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the housing 

Power 
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electrical 
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insulation 
resistance 
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connection 
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Diode V2 open 
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Input filter 
circuit input 

reverse 
connection 
protection 
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Power 
module input 

reverse 
connection 
protection 
function 
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III E

III E

III E Output 
voltage 

Figure 10: 'e screenshot of FMEA.

Table 2: Functional importance based on functional decomposition.

F1 F2 F3 F4 Accumulated score Correction score Functional importance Ii

F1 — 4 4 4 12 13 0.46
F2 1 — 3 3 7 8 0.29
F3 0 0 — 2 2 3 0.11
F4 0 1 2 — 3 4 0.14
Total 24 28 1.00
Note. In order to avoid zero score for the least important function, one point can be added to the cumulative score of each function as the correction score, and
then the next step of calculation can be carried out.
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transfer, and overheat protection are
I1 � 0.46, I2 � 0.29, I3 � 0.11, and I4 � 0.14.

'erefore, the level threshold of functional integrity can
be determined according to the importance of each function.
When all functions can be executed normally, the functional
integrity of the power source is 1; when the short-term
power transfer function fails, the product function integrity
can be determined by formula (2). By substituting the data
into the above formula, it can be concluded that the power
source functional integrity is 0.89. Obviously, the power

transfer failure does not affect the normal operation of the
power supply, so 0.89 is taken as the threshold value of
degradation stage; when the filtering function fails, the
functional integrity decreases to 0.71, and the power source
function is very incomplete, and the voltage output is un-
stable and close to the fault, which belongs to the upper limit
of danger, and the step-down function fails. 'erefore, it can
be considered that when the functional integrity is 0.54, it
has entered the area with the most incomplete function. 'e
area is divided as follows:

C � 
4

i�1
Ii‖Fi

�

0.89, 1{ }, functionally intact,

0.75, 0.86{ }, functional decline,

0.57, 0.60, 0.71{ }, dangerous area,

0, 0.11, 0.25, 0.40, 0.43, 0.46, 0.54{ }, the lowest functional integrity.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(11)

According to the 200 sets of characteristic parameter
data collected in 72 hours, it is found that none of them has
actually reached the failure threshold (such as output voltage
less than 25V, greater than 29V, and ripple peak≥ 120mV),
and there is no functional failure. 'erefore, from the
perspective of whether the overall function of the power

source can be implemented, the functional integrity has
always been 

4
i�1 ‖Fi � 1.

4.2. Environmental Adaptability. Taking the key health
characterization parameters of the product as the time-domain
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Figure 11: Power spectrum of power source key characteristic parameters based on fast Fourier transform.
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signal, the health characterization parameters under the en-
vironment can be converted to the frequency domain through
fast Fourier transform (FFT). 'e spectrum is shown in
Figure 11.

According to formula (6), the SNR of each parameter is
obtained, as shown in Figure 12.

'e results show that when the power source is running
at high temperature, the signal-to-noise ratio SN shows a
downward trend, indicating that the proportion of signal
and noise of the product increases gradually, and the anti-
interference and stability ability of the product to the en-
vironment gradually decreases, that is, the environmental
adaptability decreases. It should be noted that from the
beginning of sampling, the signal-to-noise ratio (SNR)
presents a downward trend until it reaches the 40th sampling
point. At this time, the signal-to-noise ratio (SNR) is about
14–16dB, and 15 dB is taken as the threshold value of SNR
degradation stage; then, the downward trend gradually
stabilizes until the sample points of 150–160th group de-
crease slowly, and the signal-to-noise ratio is about 3–6dB,
so 5 dB is the signal-to-noise ratio with better environmental
adaptability. According to the definition of SNR, when SNR
is less than 0 dB, the signal is far less than noise, so 0 dB is
taken as the worst threshold of environmental adaptability.

'us, according to the signal-to-noise ratio, the level
region of environmental adaptability can be determined.
When the signal-to-noise ratio SN > 15, the environmental
adaptability is the best; when the signal-to-noise ratio

5< SN ≤ 15, the environmental adaptability decreases, but it
is acceptable; when the signal-to-noise ratio 0< SN ≤ 5, the
product has low environmental adaptability and is in the
dangerous area; when the signal-to-noise ratio SN ≤ 0, the
environmental adaptability of the product is the worst and
extremely unstable.

4.3. Temporal Sustainability. Temperature is one of the
important environmental factors affecting product reli-
ability. Research [23] shows that the failure rate of electronic
product increases monotonously with temperature
according to exponential law when the temperature is higher
than general indoor environment temperature (about
20°C–25°C). It is known that the MTBF of the power source
module is 718.7041 hours when it operates at 100°C high
temperature. Since the power source belongs to electronic
product, its service life generally follows exponential dis-
tribution, so

λ(t) � λ,

MTBF �
1
λ
,

R(t) � e
−λt

� e
−t/MTBF

,

(12)
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Figure 12: 'e power source key characteristic parameters and the system comprehensive signal-to-noise ratio curve.
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where R(t) is the reliability and λ(t) is the failure rate.
When there is a power supply, the failure rate can be

approximated as

λ �
1

MTBF
� 1.3914 × 10−3

, (13)

and the power reliability function is obtained as follows:

R(t) � e
−λt

� e
−1.3914×10−3t

. (14)

According to the above reliability function, the reliability
value of the corresponding time in 72-hour experiment is
obtained, as shown in Figure 13.

With time increasing, the reliability decreases continu-
ously, which indicates that the reliable continuous operation
time is decreasing, so the product temporal sustainability

decreases. According to the engineering experience and the
characteristics of electronic devices, the health threshold of
reliability is 0.98, while for electrical devices, the product
failure rate with reliability of 0.90 is quite high, so only the
risk threshold is set as 0.90.

4.4. 8ree-Dimensional Complex Measurement Model.
'rough the analysis of the above three dimensions, the
health level area can be divided according to the pa-
rameter thresholds (functional integrity, signal-to-noise
ratio, and reliability)—with three dimensions of func-
tional integrity, environmental adaptability, and temporal
sustainability. 'erefore, the health level l can be divided
into healthy state, subhealthy state, dangerous state, and
fault state.

1

0.99

0.98

0.97

0.96

0.95

Re
lia

bi
lit

y

0.94

0.93

0.92

0.91

0.9
0 10 20 30 40

Testing time
50 60 70 80

Figure 13: Reliability curve of aging test stage.
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l �

1≥C> 0.89, SN > 15, 1≥R> 0.98 , healthy state,

0.71<C≤ 0.89, SN > 5, 0.9<R≤ 1 ⋃


0.71<C≤ 1, 5< SN ≤ 15, 0.9<R≤ 1 ⋃


0.71<C≤ 1, SN > 5, 0.9<R≤ 0.98 ,

subhealthy state,

0.54<C≤ 0.71, SN ≥ 0, 0≤R≤ 1 ⋃


0.54<C≤ 1, 5≥ SN ≥ 0, 0≤R≤ 1 ,
dangerous state,

0≤C< 1, SN < 0, 0≤R≤ 1 ⋃


0≤C< 0.54, −∞< SN < +∞, 0≤R≤ 1 ,
fault state.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(15)

'e RF power supply health level partition of the three-
dimensional space is shown in Figure 14. At this time, the
health level is no longer a plane point line, but a number of
three-dimensional areas. 'e green area represents the
healthy state, yellow represents the subhealthy state, blue
represents the dangerous state, and red represents the fault
state. According to the values of functional integrity C,
signal-to-noise ratio SN, and reliability R, a healthy three-
dimensional spatial expression HΔ � (C, SN, R) can be ob-
tained, as shown in the black curve in the figure, and then the
health degree of the power source at each time can be de-
termined according to the health level.

As can be seen from the above figure, with the power
supply aging, the health curve of the three-dimensional
space gradually changes from the initial green area to the
yellow area and then to the blue area, which represents the
gradual evolution of the health of the power source to
subhealth and then to the dangerous state.

5. Conclusion

In this paper, a new three-dimensional complexmeasurement
model-based avionic radio-frequency power source health
assessment method is proposed. 'e functional integrity,
signal-to-noise ratio, and reliability are taken as the parameter
indexes of functional integrity, environmental adaptability,
and temporal sustainability. Taking a certain RF power source
as an example, the three-dimensional complex health as-
sessmentmodel which can clearly reflect the three dimensions
of RF power source is then built, respectively. 'e proposed
method also provides a new approach to solve the product
health state uncertainty under multiple factor effects and
optimization management for decision makers. However,
further research can be carried out to find an accurate solution
for threshold division in the process of health measurement.
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)is paper is in view of the current algorithm to solve Multiple-Devices-Process integrated scheduling problems without
considering parallel process between the parallel processing. Meanwhile, the influence of the first processing procedure on the
second processing procedure is ignored, resulting in poor tightness between serial processes and poor parallelism between parallel
processes, ultimately affecting the product scheduling results. We proposed Multiple-Devices-Process integrated scheduling
algorithm with time-selective for process sequence. )e proposed Multiple-Devices-Process sequencing strategy determines the
process of scheduling order and improves the tightness between serial process. )is paper presents a method to determine the
quasischeduling time point of the multiequipment process, the time-selective strategy of Multiple-Devices-Process, and the time-
selective adjustment strategy ofMultiple-Devices-Process so that the first and the second processing processes cooperate with each
other, and the purpose of improving the tightness of the serial process and the parallelism of the parallel processes is achieved, so as
to shorten the product processing time.

1. Introduction

Scheduling, as a key factor affecting the production efficiency
of enterprises, has always been a hot issue studied by
scholars. Efficient scheduling optimization algorithm can
maximize production efficiency and help enterprises achieve
higher benefits [1]. At present, there are two main research
directions in this field, namely, single processing (assembly)
scheduling and integrated scheduling. Typical representa-
tives of the former scheduling are job-shop and flow-shop
scheduling [2]. )is type of processing and assembly is
common in mass production. )e reason is the large
quantity of the ordered products.)e centralized production
of disassembling them into work pieces will generate a large
amount of inventory, and then the inventory will be as-
sembled. In this way, synchronous processing and assembly
can shorten the production cycle.

Currently, there are many research achievements in this
direction, and more advanced methods include genetic

algorithm [3], tabu search [4], neural network [5], heuristic
algorithm [6], particle swarm optimization [7], bionics al-
gorithm [8], and various hybrid algorithms [9]. With the
improvement of people’s living standards, today’s con-
sumers increasingly pursue personalized products. Per-
sonalized product orders are often single small batch orders,
which only produce a small amount of inventory or even
zero inventories in the production process.

As a result, the above production methods will no longer
be dominant but will separate the internal relationship
between processing activities and assembly activities. )e
integrated scheduling problem makes up for this defect and
provides practical solutions for single small batch produc-
tion [10]. )e main scheduling idea is that during the
scheduling process, the assembly can be carried out as long
as the work piece is finished and the assembly conditions are
satisfied. )e assembly activity is carried out synchronously
with the ongoing processing activity, so as to effectively
improve the production efficiency and reduce internal
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consumption [11]. )e most advanced research achieve-
ments in this field include the integrated scheduling algo-
rithm for multiple-devices-process.

)e content of this paper is the scheduling problem of
Multiple-Devices-Process in the integrated scheduling
problem. In the actual manufacturing process, some
processes need to be processed by multiple equipment.
)is paper will study this problem. At present, the re-
search on this problem is in its infancy, puts forward this
problem, and gives solutions for the first time. In this
method, the critical path method and priority scheduling
the Multiple-Devices-Process method are adopted to
determine the process scheduling sequence, and the first
adaptive strategy is applied to determine the scheduling
time of the process. )e disadvantages are as follows:(1)
Paying too much attention to the serial processing of the
process, not considering the parallel processing between
parallel processes. (2) )e influence of the first processing
step on the second processing step is ignored, resulting in
poor tightness between serial processes and poor paral-
lelism between parallel processes, which ultimately affects
the product scheduling result.

In order to solve the above problems, a Multiple-De-
vices-Process Integrated Scheduling Algorithm with
Selecting Time for Process Sequence is proposed (MDOI-
SAWSTFPS). )e Multiple-Devices-Process sequencing
strategy is proposed. It can determine the scheduling se-
quence of the process and improve the tightness between
serial processes. )is paper presents a method to determine
the quasischeduling time point of the Multiple-Devices-
Process, the time-selective strategy of Multiple-Devices-
Process, and the time-selective adjustment strategy of
Multiple- Devices-Process so that the first and the second
processing processes cooperate with each other, and the
purpose of improving the tightness of the serial process and
the parallelism of the parallel processes is achieved, so as to
shorten the product processing time.

2. Problem Description and Analysis

)e product processing technology of the multidevices
scheduling problem is shown as a tree structure. )e node in
the tree represents the working procedure of the product, the
directed edge represents the partial order relation of the
working procedure processing order, the root node repre-
sents the last working procedure in the product, and the
finished processing of the root node indicates the finished
processing of the product.)e following constraints must be
met for the scheduling problem of Multiple-Devices-
Process:

(1) Each process must strictly comply with the agreed
partial order relationship in the processing tree.

(2) Each equipment can only process one process at any
time, and the processing process can not be
interrupted.

(3) )ere are no devices with the same function in the
device set.

(4) )ere are multiequipment processes in the process
set in which there are several related types of
equipment working together. )e multidevices
process refers to the process that requires multiple
equipment to cooperate with each other in a process.
)e processing time of multiple equipment is the
same, and the processing start time and the pro-
cessing end time are the same.

(5) A process can only be processed if and only if all the
preceding processes are in the finished state (or no
prior process).

(6) )e difference between the end time of the latest
processing step and the beginning time of the earliest
processing step is the total processing time of the
product.

3. Strategy Design

3.1. Multiple-Devices-Process Sequencing Strategy. )e de-
sign of this strategy is similar to that of the common
equipment process sequence sequencing strategy. )e dif-
ference between the two strategies is that the multidevices
process sequencing strategy contains multidevices processes
and needs to be discussed separately. Since the start time,
end time, and processing time of these processes are the
same, they can be regarded as the same process, and they are
arranged together in no particular order [12]. For example,
the product process tree is shown in Figure 1, which contains
7 processes. First, the path length of 3 leaf nodes is calcu-
lated, and the results are A2:35, A6:70, and A7:80. )erefore,
the process sequence 1 is A1, A3, A5, and A7. Remove the
process in the first process sequence from the process tree,
and the remaining leaf node is A2, A6. )e path length is
calculated, respectively, and the results are A2:20 and A6:35.
)erefore, the second process sequence is A4, A6. Remove
the process in the second process sequence from the process
tree, and the remaining leaf node is A2. Since it is the last
process sequence, there is no need to calculate its path
length, and the upper process of the third process sequence is
directly determined as A2.

A simplified version of the proposed algorithm can be
described as follows:

Step 1: i� 0.
Step 2: calculate the path length of existing leaf nodes in
the reverse process tree, respectively.
Step 3: i++.
Step 4: select the leaf node W with the longest path.
Step 5: if process W is not unique, select the process Q
with the highest number of sequences on its path.
Step 6: if process Q is not unique, select the process O
with the smallest difference between the number of
layers of the process and the number of layers of the
root node in the original processing tree.
Step 7: if process O is not unique, select the process P
with the maximum total processing time of all pre-
ceding processes of each process on its path.
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Step 8: the sequence formed by all the processes on the
path of process P is denoted as process sequence I.
Step 9: starting from process P, all the processes on
process sequence I are successively pushed into S,
followed by bomb stack S, and the resulting processes
are successively stored in queue Qu.
Step 10: remove the process in queue Qu from the
process tree.
Step 11: judge whether the current process tree is empty
or not. Turn step 2 and turn step 12.
Step 12: exit.

3.2. Determination of Quasischeduling Time Points of Mul-
tiple-Devices-Process. Set the current scheduling process as
processA, the finishing time of its pretightening process is T.
Starting from point T on its processing equipment, the
processing end time point of each scheduled process is found
as the “quasischeduling time point” of process A and added
to the “quasischeduling time point” set.

)e determination of quasischeduling time point of
Multiple-Devices-Process needs to consider the processing
equipment of each parallel subprocess separately. )e set of
quasischeduled time points of a Multiple- Devices-Process is
the union of all parallel subprocesses on its processing
equipment. For example, there are two parallel subprocesses
in processes A, A1, and A2, which are processed on different
processing equipment, respectively. )e “quasischeduling
time point” set of A1 is Ta1� {T1, T2, T3}. )e “quasi-
scheduling time points” set of A2 is Ta2� {T4, T5}.)e set of
“quasischeduling time points” of procedure A is
tA � ta1∪ ta2.

3.3. Time-Selective Strategy of Multiple-Devices-Process.
)e time-selective strategy of Multiple-Devices-Process
schedules each parallel subprocess separately at each time
point in the process’s “quasischeduled time points” set. In
the scheduling process, it should be noted that the first
quasischeduling time point is the end time of the pretight
process in the processing process tree of this process. )ere
are two situations at this time point, as illustrated below.

As shown in Figure 2,Wi is a Multiple-Devices-Process,
which contains two parallel subprocesses Wi1 and Wi2.

According to the partial order relationship in the process
tree, the start time of process Wi1 and Wi2 should be
consistent and greater than or equal to the end time T1 of the
process which tightening front of process A in the process
tree. )e processing equipment of process Wi1 is M2, and
the processing equipment of processWi2 isM1. At this time,
there are the following two conditions on the processing
equipment of each parallel subprocedure Wi at time T1.

Situation 1: T1 in Figure 2(a) is the end time of the
scheduled process B or blank time. At this point, T1 is
taken as the first “quasischeduling time point” of
processWi, so thatWi1 starts processing onM2 at time
T1, and Wi2 starts processing on M1 at time T1.
Situation 2: T1 in Figure 2(b) is the processing time of
the scheduled procedures B and C. In order to avoid
conflict, there are two solutions. One is processes B and
C do not move. Select T3, the maximum end time of
steps B and C, as the first “quasischeduling time point”
of step Wi. Second, T1 is selected as the first “quasi-
scheduling time point” of process Wi, and process B is
adjusted to the back of process Wi1, and process C is
adjusted to the back of process Wi2. As shown in
Figure 3, it is obvious thatWi is scheduled according to
the second processing mode, and the resulting Mul-
tiple-Devices-Process trial scheduling scheme set will
contain the case of Wi scheduled according to the first
processing mode. To enlarge the problem solution
space, the second processing method is selected to
schedule Wi.

A simplified version of the proposed time-selective
strategy of the Multiple-Devices-Process algorithm can be
described as follows:

Step 1: queue a process from queue Qu and set to
process A.

Step 2: suppose the end time of the tight preprocess of
procedure A is T.

Step 3: determine if the process is an ordinary process
or a Multiple-Devices-Process. If the ordinary process,
go to 4. If the Multiple-Devices-Process, go to 5.

Step 4: start from point T on the processing equipment
of process A, find the finishing time point of each

A1/M2/15

A3/M3/20 A3/M1M4/20

A4/M1/20 A5/M1M3/25

A6/M1M3/15 A7/M2/20

Figure 1: A product process tree with Multiple-Devices-Process.
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scheduled process as the “quasischeduling time point”
of process A, and add it into the “quasischeduling time
point” set.

Step 5: starting from point T on several parallel pro-
cessing equipment of process A, the processing end
time point of each scheduled process on each parallel
processing equipment is found to be the “quasi-
scheduling time point” of process A and added to the
“quasischeduling time point” set.
Step 6: judge whether the set of “quasischeduling time
points” is empty, not for idling to 7, for idling to 15.
Step 7: take a time point T from the set of “quasi-
scheduled time points,” and judge whether T point is
the first “quasischeduled time point,” if it goes to 8, if
not to 11.
Step 8: if process A is an ordinary process, go to 9. If
process A is a Multiple-Devices-Process, go to 10.
Step 9: determine whether process A has affected the
scheduled process on the current equipment. If the
affected process is added to the list of scheduled pro-
cesses of the equipment, the position is after process A
and goes to 12.

Step 10: judge whether each parallel subprocess of
Multiple-Devices-Process A has affected the scheduled
process on the current device. If the affected procedure
is added to the scheduled process chain list of each
parallel subprocess equipment, the position is after
process A and then goes to 13.
Step 11: if process A is an ordinary process, go to 12. If
process A is a multiple-devices-process, go to 13.
Step 12: take T as the start time of process A to conduct
trial scheduling of process A and adjust the processes
affected by the scheduling of processA, so as to produce
the trial scheduling scheme generated by the scheduling
of process A at the “quasischeduling time point,” and
add the trial scheduling scheme into the set of trial
scheduling schemes of process A and turn it to 10.
Step 13: take T as the start time of each parallel sub-
process in process A, and then conduct trial scheduling
for each subprocess, and adjust the processes affected
by each parallel subprocess of the scheduling process A
(in accordance with section 3.4). )e trial scheduling
scheme of process A at the quasischeduling time point
is generated; the trial scheduling scheme is added to the
trial scheduling scheme set of Process A.
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Figure 3: A schematic diagram of the backshift of the process affected by scheduling at the first “quasischeduling time point.”
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Figure 2: Scheduling analysis at the first quasischeduling time point.
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Step 14: delete this time point in the quasischeduling
time point collection and go to 6.
Step 15: exit.

3.4. Time-Selective Adjustment Strategy of Multiple-Devices-
Process. )e selection of “quasischeduling time point” only
considers the processing order between processes, without
considering whether the scheduling of the process will affect
the scheduled process on the equipment. )erefore, after the
scheduling process, it is necessary to check the scheduled
process that may be affected by it. When the processing
completion time of the scheduling process is greater than the
processing start time of the subsequent process on the same
equipment or the processing start time of the process in the
process tree, the time-selective adjustment strategy shall be
started. For Multiple-Devices-Process, all parallel subpro-
cesses need to be checked separately. Considering the sit-
uation of the first quasischeduling time point, as shown in
Figure 4(a), when scheduling process Wi1, the processes
affected are: Process B, Process D, Process E, and Process F.
Wherein, when process B determines the first quasisched-
uling time point, its equipment is processing process, which
has been processed in the design of time-selective scheduling
strategy. )e method is to arrange it in the chain list of
processed processes of the equipment, and the position is
after process Wi1.To adjust process B will affect the work
process D on the device after tight; to adjust process D will
affect the work process E on the device after tight, and work
process F after tight in the process tree, by the same token,
the scheduling process Wi1 affected by the process are
process C, working process, G/I and H. Consider the case
that it is not the first quasischeduling time point, as shown in
Figure 4(b), when scheduling process Wi1; the processes
affected are Process D, Process E, and Process F. When
scheduling processWi1, the processes affected are Process C,
Process I, and Process H. To sum up, the time-selective
adjustment strategy considers two situations when adjusting
a process: one is the posttightening process on the pro-
cessing equipment of the scheduling process.)e other is the
posttightening process on the equipment of the adjusted
process and the middle-tightening process in the processing
technology tree.

A simplified version of the proposed Multiple-Devices-
Process timing adjustment strategy algorithm can be de-
scribed as follows:

Step 1: queue all parallel subprocesses of the current
Multiple-Devices-Process in sequence into Aqu.
Step 2: queue Aqu and store the results in W.
Step 3: judge whether W is empty, do not idle to 4,
otherwise go to 10.
Step 4: suppose there are k post-tight processes in w’s
process tree, n� 1.
Step 5: judge whether n> k is true. If it is true, go to 8. If
not, go to 6.

Step 6: judge whether the processing completion time
of W is greater than the processing start time of process
wn after the tight process in the process tree (the
starting time of the unscheduled process is +∞ by
default), if to 7, otherwise to 8.
Step 7: take the machining end time of w as the start
time of wn, and put wn into the team Aqu, n++.
Step 8: determine whether w has tight postprocess WM

on the chain list of scheduled processes of its processing
equipment and the completion time of W is greater
than the start time of WM. If it is 9, otherwise it is 2.
Step 9: take the end time of W as the start time of WM,
enter WM into Aqu, and turn it to 2.
Step 10: after the adjustment, calculate the total pro-
cessing time of the current scheme, exit.

A simplified version of the proposed multiple-devices-
process integrated scheduling algorithm with time-selective
for process sequence can be described as follows:

Step 1: invert the processing partial order relationship
in the process tree.
Step 2: determine the process scheduling sequence in
the process tree by using the Multiple- Devices-Process
sequencing strategy.
Step 3: process sequence 1 is queued out of queue Qu
and an initial scheduling scheme is formed.
Step 4: determine whether the process queue Qu is
empty, not for idling to 5, for idling to 10.
Step 5: queue a process from process queue Qu and set
to process A.
Step 6: judge that process A is an ordinary process and
multiple-devices-process. If it is an ordinary process,
switch to 7. If it is a multidevices process, switch to 8.
Step 7: apply time-selective strategy and the time-se-
lective adjustment strategy to schedule process A,
generate process A trial scheme set, and go to 9.
Step 8: apply the time-selective strategy of Multiple-
Devices-Process and the time-selective adjustment
strategy of Multiple-Devices-Process to schedule pro-
cess A, generate process A trial scheme set.
Step 9: the scheduling scheme with the minimum
processing time is found out from the trial scheduling
scheme set of process A, which is taken as the
scheduling scheme of process A, go to 4.
Step 10: process A scheduling scheme is the product
scheduling scheme.
Step 11: exit.

4. Example Analysis

In order to facilitate to the reader to understand the algo-
rithm, the following is an example analysis. Product A is
shown in Figure 5, and its reverse process tree is shown in
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Figure 6 where each processing node represents A pro-
cessing process, which is divided into ordinary processes and
Multiple-Devices-Process. Such asA28/M1/20, whichmeans
that the process name is A28, and it is processed on
equipment M1, which is an ordinary process and the pro-
cessing time is 20. A17/M2M4/20 means that the process
name is A17, which needs to be processed on the equipment
M2 and M4 at the same time, and it is a Multiple-Devices-
Process. According to the algorithm proposed in this paper,
the product processing process tree is shown in Figure 6.)e
scheduling process is shown in Table 1, and the total pro-
cessing time of product A is 265. )e result of scheduling
product A is shown in Figures 7 and 8. Meanwhile, the total
processing time of scheduling product A according to the
algorithm proposed in [12] is 275, and the result of
scheduling final product A is shown in Figure 9.

5. Experimental Results and Analysis

To verify the effectiveness of the proposed algorithm, four
sets of data were randomly generated, with 50 products in
each set. )e parameters of the products were randomly
generated. )e software used on the experimental plat-
form is Windows 10, 64 bit, GCC5.5, and the hardware of
the experimental platform is an Intel Core I7-860 pro-
cessor with 32 GB of memory. Five groups of experiments
were designed as follows: Figure 10 is a comparison of the
total elapsed processing time when the number of mul-
tidevices is 2 for the two algorithms, Figure 11 is a
comparison of the total elapsed processing time when the
number of multidevices is 3 for the two algorithms,
Figure 12 is a comparison of the total elapsed processing
time when the number of multidevices is 5 for the two
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A27/M2/15

A24/M3/20 A25/M1M4/20A23/M1M2M4/30A22/M1/15A21/M3/15
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Figure 5: Product processing tree.
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Figure 4: Scheduling analysis at the first quasischeduling time point.
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Figure 6: )e reverse product processing tree.

Table 1: )e scheduling process of the algorithm scheduling product A in this paper.

Id Device Quasischeduling time
points

Total processing time of
trial scheduling scheme

Determine the
scheduling time

point

Scheduling time points for each process in the
current scheme

A28 M1 —— —— 0 A28:0
A26 M4 —— —— 20 A28:0, A26:20
A23 M124 —— —— 40 A28:0, A26:20, A23:40
A18 M3 —— —— 70 A28:0, A26:20, A23:40, A18:70
A13 M4 —— —— 95 A28:0, A26:20, A23:40, A18:70, A13:95
A8 M134 —— —— 125 A28:0, A26:20, A23:40, A18:70, A13:95, A8:125

A6 M2 —— —— 155 A28:0, A26:20, A23:40, A18:70, A13:95, A8:125, A6:
155

A2 M4 —— —— 175 A28:0, A26:20, A23:40, A18:70, A13:95, A8:125, A6:
155, A2:175

A27 M2 20|70|125|175 205|205|205|205 20 A28:0, A26:20, A23:40, A18:70, A13:95, A8:125, A6:
155, A2:175, A27:20

A25 M1M4 35|70|95|125|155|205 220|205|220|220|205|
225 70 A28:0, A26:20, A23:40, A18:70, A13:95, A8:125, A6:

155, A2:175, A27:20, A25:70

A20 M1M3 90|95|155 250|205|205 95 A28:0, A26:20, A23:40, A18:70, A13:95, A8:125, A6:
155, A2:175, A27:20, A25:70, A20:95

A14 M1M3 120|155 225|205 155 A28:0, A26:20, A23:40, A18:70, A13:95, A8:125, A6:
155, A2:175, A27:20, A25:70, A20:95, A14:155

A9 M2 180 205 180
A28:0, A26:20, A23:40, A18:70, A13:95, A8:125, A6:
155, A2:175, A27:20, A25:70, A20:95, A14:155, A9:

180

A21 M3 40|95|120|155|180 205|215|215|220|205 40
A28:0, A26:20, A23:40, A18:70, A13:95, A8:125, A6:
155, A2:175, A27:20, A25:70, A20:95, A14:155, A9:

180, A21:40

A16 M3 55|95|120|155|180 210|220|220|225|205 180
A28:0, A26:20, A23:40, A18:70, A13:95, A8:125, A6:
155, A2:175, A27:20, A25:70, A20:95, A14:155, A9:

180, A21:40, A16:180
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Table 1: Continued.

Id Device Quasischeduling time
points

Total processing time of
trial scheduling scheme

Determine the
scheduling time

point

Scheduling time points for each process in the
current scheme

A10 M2 200|205 250|230 205
A28:0, A26:20, A23:40, A18:70, A13:95, A8:125, A6:
155, A2:175, A27:20, A25:70, A20:95, A14:155, A9:

180, A21:40, A16:180, A10:205

A7 M1 125|155|180 245|245|230 180
A28:0, A26:20, A23:40, A18:70, A13:95, A8:125, A6:
155, A2:175, A27:20, A25:70, A20:95, A14:155, A9:

180, A21:40, A16:180, A10:205, A7:180

A3 M2M3 205|230 250|250 205
A28:0, A26:20, A23:40, A18:70, A13:95, A8:125, A6:
155, A2:175, A27:20, A25:70, A20:95, A14:155, A9:
180, A21:40, A16:180, A10:205, A7:180, A3:205

A1 M1 225 250 225

A28:0, A26:20, A23:40, A18:70, A13:95, A8:125, A6:
155, A2:175, A27:20, A25:70, A20:95, A14:155, A9:
180, A21:40, A16:180, A10:205, A7:180, A3:205, A1:

225

A17 M2M4 55|70|90|125|155|175|
205

285|270|265|270|270|
265|270 90

A28:0, A26:20, A23:40, A18:70, A13:110, A8:140, A6:
170, A2:190, A27:20, A25:70, A20:95, A14:170, A9:
195, A21:40, A16:195, A10:240, A7:195, A3:220, A1:

240, A17:90

A11 M4 110|140|170|220 285|285|265|265 170

A28:0, A26:20, A23:40, A18:70, A13:110, A8:140, A6:
170, A2:190, A27:20, A25:70, A20:95, A14:170, A9:
195, A21:40, A16:195, A10:240, A7:195, A3:220, A1:

240, A17:90, A11:170

A4 M4 210|220 265|265 210

A28:0, A26:20, A23:40, A18:70, A13:110, A8:140, A6:
170, A2:230, A27:20, A25:70, A20:95, A14:170, A9:
195, A21:40, A16:195, A10:240, A7:195, A3:220, A1:

240, A17:90, A11:170, A4:210

A24 M3 35|55|95|120|170|195|
215|240

265|265|265|265|285|
280|280|265 35

A28:0, A26:20, A23:40, A18:70, A13:110, A8:140, A6:
170, A2:230, A27:20, A25:70, A20:95, A14:170, A9:
195, A21:55, A16:195, A10:240, A7:195, A3:220, A1:

240, A17:90, A11:170, A4:210, A24:35

A19 M1 90|120|170|195|210|
255

265|265|285275|265|
275 90

A28:0, A26:20, A23:40, A18:70, A13:110, A8:140, A6:
170, A2:230, A27:20, A25:70, A20:110, A14:170, A9:
195, A21:55, A16:195, A10:240, A7:195, A3:220, A1:

240, A17:90, A11:170, A4:210, A24:35, A19:90

A15 M2 135|140|190|220|240|
265

310|265|280|285|285|
285 140

A28:0, A26:20, A23:40, A18:70, A13:110, A8:140, A6:
170, A2:230, A27:20, A25:70, A20:110, A14:170, A9:
195, A21:55, A16:195, A10:240, A7:195, A3:220, A1:
240, A17:90, A11:170, A4:210, A24:35, A19:90, A15:

140

A5 M3 170|195|215|240 285|280|280|265 240

A28:0, A26:20, A23:40, A18:70, A13:110, A8:140, A6:
170, A2:230, A27:20, A25:70, A20:110, A14:170, A9:
195, A21:55, A16:195, A10:240, A7:195, A3:220, A1:
240, A17:90, A11:170, A4:210, A24:35, A19:90, A15:

140, A5:240

A22 M1 40|70|90|110|135|170|
195|210|255

280|280|275|275|275|
280|270|265|270 210

A28:0, A26:20, A23:40, A18:70, A13:110, A8:140, A6:
170, A2:230, A27:20, A25:70, A20:110, A14:170, A9:
195, A21:55, A16:195, A10:240, A7:195, A3:220, A1:
240, A17:90, A11:170, A4:210, A24:35, A19:90, A15:

140, A5:240, A22:210

A12 M4 95|110|140|170|190|
230|260

285|280|280|265|265|
275|275 170

A28:0, A26:20, A23:40, A18:70, A13:110, A8:140, A6:
170, A2:230, A27:20, A25:70, A20:110, A14:170, A9:
195, A21:55, A16:195, A10:240, A7:195, A3:220, A1:
240, A17:90, A11:185, A4:210, A24:35, A19:90, A15:

140, A5:240, A22:210, A12:170
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Figure 7: Scheduling results of the time-selective strategy of Multiple-Devices-Process.
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Figure 8: Reverse scheduling results of the time-selective strategy of Multiple-Devices-Process.
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Figure 9: Scheduling results of the reverse multidevice first adaptation algorithm.
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Figure 10: Comparison of the total elapsed processing time when the number of multiequipments is 2 for the two algorithms.

Complexity 9



1600

1400

1200

1000

800

600

400

200

0
0 10 20 30 40 50

Product

�
e t

ot
al

 el
ap

se
d 

pr
oc

es
sin

g 
tim

e

ISAWMDO
MDOISAWSTFPS

Figure 11: Comparison of the total elapsed processing time when the number of multiequipments is 3 for the two algorithms.
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Figure 12: Comparison of the total elapsed processing time when the number of multiequipments is 5 for the two algorithms.
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Figure 13: Comparison of the total elapsed processing time when the number of multiequipments is 10 for the two algorithms.
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Figure 14: Comparison of the average elapsed processing time for the two algorithms.
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algorithms, Figure 13 is a comparison of the total elapsed
processing time when the number of multidevices is 10
for the two algorithms, and Figure 14 is a comparison of
the average elapsed processing time for the two
algorithms.

6. Conclusion

On the basis of ensuring parallel processing, the Multiple-
Devices-Process sequencing strategy improves the tightness
between serial processes and shortens the product com-
pletion time. )e time-selective strategy of Multiple-De-
vices-Process and the time-selective adjustment strategy of
Multiple-Devices-Process to make the current scheduling
process has to cooperate with each other, to make the
current partial product processing always take the smallest
scheduling scheme, further shortening the product com-
pletion time, and when the scheme of minimum total
available not only chooses the plan of process over time are
the first, to further improve the possibility of parallel pro-
cessing in the sequence after work.)e scheduling results are
superior to the existing Multiple-Devices-Process integrated
scheduling algorithms. )e introduction of a backtracking
strategy to improve the accuracy of the algorithmmay be the
next direction of work, and it is intended to solve the
problem of the multidevices process in distributed
manufacturing.
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In the traditional civil engineering industry, only abstract theoretical concepts are applied to express complex realistic contents,
but this method of information transmission is sometimes very limited for engineering participants, because its expression is not
comprehensive and specific and also makes the recipients have difficulty in understanding its information. )e rise and de-
velopment of virtual reality (VR) technology has become a good assistant to overcome this difficulty, providing an extremely
effective means for displaying and simulating civil engineering project in real time. )is paper introduced the methods and
principles of VR platform system and structure dynamic analysis, conducted virtual scene design and three-dimensional modeling
of civil engineering project, analyzed the synthetic debugging and simulation roaming of the virtual environment, proposed the
engineering model of virtual construction process and planning structure calculation, discussed the realization method of virtual
project management and visualization, and finally performed the simulation and its result analysis of panoramic display and
planning of civil engineering project based on VR technology. )e results show that the VR technology can simulate various
environments and activities of civil engineering projects in advance, analyze the rationality of various schemes, and modify their
different functional parameters, so it can achieve the simulation optimization of project planning, design, and construction.

1. Introduction

Virtual reality (VR) technology is an immersive interactive
environment based on computable information, and it
specifically uses modern high-tech with computer tech-
nology as the core to generate realistic visual, audio, and
tactile integration in a specific range of virtual environments,
through which the user interacts with the objects in the
virtual environment in a natural way with the necessary
equipment, so as to produce the feeling and experience of
being in the real environment and realize the exchange of
information between virtual and reality [1].)eVR is a more
ideal form of human-computer interface between users and
computers than traditional computer technology and users
roam in a virtual environment and allow objects to be
manipulated [2]. Applying the VR technology to the design,
engineering control, and structural analysis of very large and
complex structures will enhance the front-to-rear processing

capabilities of computing software. Compared with tradi-
tional computer technology, the VR technology has three
important characteristics of immersion, interactivity, and
imagination, and it has an extremely wide range of uses [3].
Because the VR technology can simulate various environ-
ments and activities beforehand, realize the function of
analyzing the rationality of various schemes, and modify
parameters of different schemes, it is possible to optimize
planning, design, and construction [4, 5].

In the past, in the civil engineering industry, researchers
could only express very rich content with very abstract
theoretical concepts, such as graphic design drawings,
section design drawings, elevation design drawings, and
other flat design drawings to form some specific symbols,
showing the three-dimensional building of three-dimen-
sional images, and using abstract graphics and refined
language as an auxiliary to describe the building to be built to
convey information [6]. However, this method of
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transmission will be restricted for the recipient of the in-
formation, because each recipient’s work, level of knowl-
edge, and ability to understand are different, so it will be
difficult to communicate, and it will not be able to com-
municate what was originally intended [7]. )e VR mobile
terminals are applied to collect field data to achieve col-
laborative management of civil construction safety and
quality and transfer potential safety hazards and quality
defects on the site to the VR application in the form of data.
)e rise and development of VR technology has become a
good assistant to overcome this difficulty, providing an
extremely effective means [8].)is technology is a new high-
end human-machine interface for the participants, and it is a
three-dimensional environment generated by electronic
computers, which not only enables users to feel the realistic
existence of objects in the virtual world environment. As a
structural entity, civil engineering is closely connected with
the natural world and human environment, so the VR
technology can be used to simulate the virtual environment
[9].

Based on the summary and analysis of previous literature
works, this paper expounded the research status and sig-
nificance of VR technology, elaborated the development
background, current situation, and future challenges of the
panoramic display and planning simulation of civil engi-
neering project, introduced the methods and principles of
VR platform system and structure dynamic analysis, con-
ducted virtual scene design and three-dimensional modeling
of civil engineering project, analyzed the synthetic debug-
ging and simulation roaming of the virtual environment,
proposed the engineering model of virtual construction
process and planning structure calculation, discussed the
realization method of virtual project management and vi-
sualization, and finally performed the simulation and its
result analysis of panoramic display and planning of civil
engineering project based on VR technology. )e detailed
chapters are arranged as follows: Section 2 introduces the
methods and principles of the VR platform system and
structure dynamic analysis; Section 3 analyzes the pano-
ramic display of civil engineering projects based on VR
technology including the synthesis debugging and simula-
tion roaming of virtual environment; Section 4 carries out
the planning and simulation of civil engineering projects
based on VR technology; Section 5 carries out civil engi-
neering simulation and its result analysis; and Section 6 is
the conclusion.

2. Methods and Principles

2.1. VR Platform System. )e VR technology is based on the
physiological and psychological characteristics of human
vision and hearing and the computer generates realistic
three-dimensional stereoscopic images. Users can put
themselves in a virtual environment and become a member
in the virtual environment by wearing interactive devices
such as helmet displays and data gloves. )e interaction
between the user and various objects in the virtual envi-
ronment is just like in the real world with all realistic feelings
and there is a feeling of being on the scene. )e human-

computer interaction in the VR system is a kind of nearly
natural interaction. )e user can not only use the computer
keyboard and mouse to interact but also interact with sensor
equipment such as special helmets and data gloves [10].
Users can investigate or operate objects in the virtual en-
vironment through their own natural skills such as language,
body movement, or movement. Because the VR system is
equipped with sensing and reaction devices for sight,
hearing, and touch, users can obtain a variety of perceptions
such as sight, hearing, and touch in the virtual environment,
thereby achieving personal presence of feeling the envi-
ronment. Due to the abovementioned advantages, the VR
technology has been widely used in civil engineering and has
broad application prospects.

)e function realization of the simulation system is
mainly at the model layer, the presentation layer realizes the
interaction with the user, and the data layer realizes the
recording and management of the simulation experiment
data. According to the simulation teaching design, the main
functions of user interaction are reflected in the movement
of model components, rotation, and change of viewpoint
and experiments of related animation display functions.
Virtual reality modeling language is an object-oriented
modeling language used to describe the data format of in-
teractive objects and is also the standard of the VR tech-
nology. )e modeling language can support network
communication through the programming of its scripts, so
that modeling language nodes can receive data through the
network and can render scenes in real time. )e language
defines users’ own objects by using prototypes, has object-
oriented class characteristics, encapsulates corresponding
data structures and methods, and is instantiated in appli-
cations, which has a certain degree of expansion. )rough
programming in routing and scripting languages, a visual
scene can be constructed with a user interface, which not
only facilitates user operations but also improves work ef-
ficiency. In the virtual simulation system, various common
prototypes can be defined to realize the main simulation
interactive functions, such as click, pan, rotate, select, and
other functional modules.

Traditional geographic information systems have closed
the characteristics from architecture to data format and
different geographic information systems have different data
storage formats. )ere are difficulties in data exchange
between systems developed on different software, and data
conversion standards can only partially solve the problem.
Different application departments have different under-
standings of geographic phenomena and different data
definitions of geographic information, which hinders the
sharing of data between application systems. )e digital city
data have an infinitely seamless distributed data layer
structure, including multisource, multiscale, multi-
resolution, historical and current, vector format, and raster
format data. In order to use these data for spatial analysis
and decision-making, a spatial data warehouse must be
established. )e information sharing, data acquisition, and
updating mechanisms and technologies have not been re-
solved, many necessary data standards and norms have not
been established, and low-level repeated development has
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occurred from time to time, resulting in a huge waste of
human and material resources. )erefore, in order to
achieve spatial information sharing, it depends on a special
kind of metadata and data describing some attributes such as
the format and precision of spatial data. )e construction of
themeta-database is very necessary; it is about the data of the
database, through which you can understand the name,
location, attributes and other information of the data,
thereby greatly reducing the time for users to find data
(Figure 1).

2.2. Structural Dynamic Analysis Method. )e simulation
model is composed of model components and the rela-
tionships between the components. )e components are
represented by multimedia objects, and the objects corre-
spond to the entities in the real world; the interaction re-
lationship between the components is realized by message
events and the hierarchical relationship between them is
described by combined multimedia simulation objects. )e
object is not only the basic conceptual unit of system
analysis, but also the basic model unit of system design or
basic programming unit of simulation programs. )e object
encapsulates all attribute definitions and operations about
the object, and the state change of the object is triggered by
internal or external events. Multimedia characteristics of
sound that characterize the appearance of an entity, like
quantitative parameters and state data that characterize the
characteristics of an entity, are an integral part of real-world
entity attributes. In real life, the external multimedia features
of entities are an effective way for people to understand and
understand nature; when people use models to describe the
properties and state behavior of actual systems, they should
not make the rich, colorful multimedia features of real
objects. It is the most direct and simple way to lose sight of
and disappear from the objective, so as to lose and un-
derstand the objective objects. )e advanced modeling ideas
and modeling methods of multimedia simulation are to
ensure that this idea becomes a reality.

In the structural dynamic analysis method, the interface
is firstly built and the first person and third person then are
browsed through to allow users to get an immersive expe-
rience, getting a realistic effect brought by the VR technology
and also getting a better understanding of every detail of the
architectural plan. )e flight mode is a bird-eye view of the
underground buildings in the sky, which solves the problem
that the overall style of the building cannot be observed in
the building group and can judge whether it meets the
aesthetic requirements and whether it can integrate with the
surrounding buildings. Camera animation roaming is a
roaming method that does not require manual operation
and realizes browsing of multiple routes. )is solves the
problem of being unfamiliar with the overall architectural
plan and easily disoriented and at the same time allows the
user to relax. Finally, in the sound processing, the sound can
deepen the sense of immersion and substitution, so that the
entire operation process becomes more vivid, so that users
get more operating experience. According to the above-
mentioned functions to be realized, make buttons

corresponding to the functions, respectively. For the sound
switch button, it is necessary to make an open button and a
close button at the same position, monitor and replace each
other, and execute the corresponding event [11].

)e civil engineering works basically have the charac-
teristics of large engineering volume and complex content,
which is particularly noticeable in their construction plans.
)e framework and structure of virtual reality platform
system is shown in Figure 2. )e construction plan of the
civil engineering project should take into account equipment
management, material scheduling, capital operation, work
type coordination, project schedule, quality control, cost
control, information management, contract management,
etc. Under such circumstances, the organization and
management of construction plans are very difficult. Not
only must they are able to collect, integrate, and use a large
amount of engineering data, but also to balance contra-
dictions and conflicts in various aspects. )erefore, the
traditional organization and management of construction
plans cost a lot of time and is difficult to ensure the quality
and implement ability of the program. In civil engineering, a
considerable part has the characteristics of a vast con-
struction site and almost all civil engineering has three-
dimensional features. In the traditional construction site
organization and management, the floor plan is used to
characterize and manage the construction site. Not only is it
not intuitive but it also has to prepare a large number of
plane drawings to fully display the three-dimensional
characteristics of the site. )e energy efficiency of organi-
zation and management is quite limited, and the organi-
zation and management of the construction site is a long-
term and dynamic process, because during the construction
process, the situation of the construction site will inevitably
change with the progress of the project. )e traditional site
management uses paper drawings, which are difficult to
modify and cannot reflect the dynamic changes of the site
layout, and it is difficult to achieve the dynamic management
requirements of the site.

3. Panoramic Display of Civil Engineering
Projects Based on VR Technology

3.1. Virtual Scene Design and +ree-Dimensional Modeling.
Panoramic technology is to stitch one or more groups of
photos taken by the camera ring 360° into a panoramic
image through seamless connection. )e user applies special
playback software to display it on the computer screen and
can control the user’s perspective through the mouse to
achieve vertical or 360° horizontal scene viewing and sup-
ports arbitrary zoom-in and zoom-out, so that users can look
around, look down, and look up as if they were in the field.
After the design plan is determined, they perform virtual
operations on the computer, and at this time, it can achieve
the same situation as the actual construction and operation.
After finding the problem, it can be quickly fed back to the
planning and design to avoid the actual construction and
operation process. If deficiencies and deficiencies are found,
remedial measures will be taken, and some errors will cause
great economic losses and the price of restricted use of
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functions. In the process of urban civil engineering design
and implementation, the selection and optimization of
construction schemes have a great impact on the con-
struction quality and construction efficiency in the later
stage. )e effective application of the VR technology and the
effective establishment of three-dimensional simulation
models can to a certain extent effectively clarify the con-
struction flow, construction procedures, etc., further opti-
mize the selection of constructionmethods and construction
machinery, and rationally arrange construction procedures.

In the construction process of civil engineering, the VR
technology is mainly used for on-site construction man-
agement, to directly feedback the quality and safety issues
on-site to construction management personnel, so as to be
dealt with in time, improve construction quality, and to
reduce the incidence of safety accidents (Figure 3). In
practical applications, first log in to the VR application
interface, then transfer the relevant photos of the con-
struction site to the VR application, and in the corre-
sponding options, including the project name, axis, and
other specific parameters [12]. )e VR mobile terminals are
applied to collect field data to achieve collaborative man-
agement of civil construction safety and quality, transfer
potential safety hazards and quality defects on the site to the
VR application in the form of data, and then correlate these
data to the VRmodel and the function of VR visualization to
study on-site problems. In the construction of civil engi-
neering construction, the use of VR technology can greatly
improve the scientific and standardization of on-site con-
struction and simplify the construction tasks. In addition,
the use of BIM technology has also realized the supervision
of the construction process, enhanced the use of information

technology, and reduced the interference of objective fac-
tors, which is conducive to comprehensive control of the
project.

In the figure, different colored shapes represent different
civil engineering construction entities; three red lines rep-
resent different perspective direction lines; different letters
and numbers represent different virtual reality calibration
points.

Traditional system simulation techniques rarely study
the simulation of human perception models, and therefore
cannot simulate human perception of the external envi-
ronment. )e introduction of the VR technology into the
various stages of system simulation and simulation canmake
users immersed in it and have a clear understanding of the
problems to be solved, instead of being limited to observing
the simulation results from the screen, so that the estab-
lishment of the model and verification is more convenient.
)e VR technology is mainly reflected in the computer based
on the established domain knowledge base and database and
the use of artificial intelligence, pattern recognition, and
other technologies, the main control agency for modeling,
learning, planning, and calculation. Visual simulation in this
field is carried out through three-dimensional animation
production and display helmets, tactile simulation in this
field is carried out through sensing mechanisms and gloves,
sound simulation is carried out through sound production
and sound effect cards, and dynamic simulation is carried
out through mechanical control and transmission devices.
)en, the human’s response to these sensory stimuli is fed
back to the main control mechanism, so as to generate a
simulation of the new sensory model in real time. )e civil
engineering is closely related to people’s lives, establishing a
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Figure 2: Framework and structure of virtual reality platform system.
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multidimensional information perception model and ap-
plying it to simulation systems is of great significance to the
development of this industry [13].

3.2. Synthetic Debugging and Roaming of Virtual
Environment. In the application process of the actual virtual
simulation system, the display function can realize two-
dimensional navigation, zoom-in, zoom-out, rotation,
roaming, and corresponding animation functions; its query
function can realize related query operations of attribute
data, such as building name, area, weight Subordinate units,
and completion time and can obtain corresponding target
information from the database information. )e simulation
system actually records the city’s topography, three-di-
mensional contours of buildings in key areas, and urban
space, which can effectively help the relevant departments of
urban planning, feel the construction status of the city more
intuitively, and effectively evaluate it for comparison and
optimization urban planning program. On the basis of ef-
fectively completing the modeling of virtual scenes, further
synthesize and debug the virtual environment roaming
system and this process requires the use of software to
achieve the corresponding debugging effect (Figure 4). )e
debugging process is as follows: the hardware system and
display device are firstly configured, and then project the
screen, helmet, stereo glasses, etc. are installed, and set
different operation modes, roaming paths, roaming viewing
angles, running backgrounds, etc., to detect and debug
collision effects and stereo effects. By clicking the mouse,
users can effectively observe different angles in the virtual
scene and adjust to watch the best effect.

Planning design is a very important link in the con-
struction of civil engineering, and it is also an important
foundation for civil engineering construction, which plays a
decisive role in the successful completion of construction in
the later stage of civil engineering and even affects the quality
of the overall civil engineering. For civil engineering con-
struction, the structure is very complex, and the construc-
tion environment has the characteristics of variability [14].
Designers usually spend a lot of energy and time to collect
civil engineering construction data, and only after a com-
prehensive analysis of these data, we will able to draw a
complete civil engineering graphic design. )e introduction
of the VR technology can solve this problem well and de-
signers can complete the mechanical performance model
test through the computer, which avoids the influence of
factors such as airflow and friction in the previous me-
chanical performancemodel test, which greatly improves the
mechanical performance. )e accuracy of the test and the
test data can be comprehensively analyzed through the
computer, and at the same time, it can help the designer to
select the best civil engineering design plan. )e VR system
will also integrate the various links of civil engineering
construction and clarify the relationship between the various
construction links, so as to ensure that the civil engineering
works are carried out step by step, and the construction is
stopped because of the wrong connection of the construc-
tion links.

)e application of the VR technology can also change the
angle arbitrarily and observe from any point when per-
forming visual calculation. At the same time, it can also use
the human-computer interaction function provided by this
technology tomodify various calculation data in real time, so
that make a detailed comparison of various schemes and
results. Applying visual computing technology based on VR
technology to the design, engineering control, and structural
analysis of ultralarge and complex structures in civil engi-
neering can effectively enhance the processing power of
related visual computing software [15]. As far as the con-
struction of civil engineering is concerned, the selection and
optimization of engineering construction plans is an im-
portant task of engineering construction, and it is also an
important guarantee to ensure the quality of engineering
construction. In order to arrange the construction order, the
application of this technology in the selection and optimi-
zation of construction plans can be used for the virtual
construction and demonstration of the construction plans of
various projects, and the construction plans can be com-
pared through the virtual demonstration results, so as to
effectively realize the selection and optimization of con-
struction plans. When using the finite element method for
structural analysis of the visual calculation of civil engi-
neering, the application of the VR technology can mark the
force of each point in the three-dimensional object with
different shades of color, and use different colors to indicate
Isobaric surface.

4. Planning Simulation of Civil Engineering
Project Planning Based on VR Technology

4.1. Implementation of Virtual Construction Process and
StructuralCalculation. )e civil engineering planning needs
to consider many factors, such as land use, economy,
transportation, landscape, laws and regulations and other
social and economic factors, meteorology, geology, terrain,
hydrology, and other natural factors as well as water quality,
noise, environmental pollution, greening and beautification,
factors of living environment, etc. Planning information
storage and query system, such as soil database system,
regional information system, geographic information sys-
tem, geographic information system, urban policy infor-
mation system, and this type of system mostly uses the form
of a database system. )e shortcoming of the current da-
tabase is the high degree of digitization and the low degree of
visualization and these kinds of data are abstract and not
easy to accept (Figure 5). For example, the geographic in-
formation system’s representation of terrain and landforms
is poorly readable if it is only represented by numbers. If it is
represented in the form of a topographic map, it is relatively
easy to accept, and the VR technology is used to input
terrain; geomorphic data can be observed from different
angles. Not only can the necessary data be obtained but also
an intuitive experience can be obtained. Planning auxiliary
performance integrated systems such as landscape perfor-
mance system, and transportation planning system. At
present, the representation method of landscape represen-
tation system is mainly two-dimensional pictures. If users
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can feel a sense of immersion, landscape planning will be
more scientific, reasonable, and comprehensive [16].

Construction plan design based on VR refers to the use
of VR technology to establish a three-dimensional model of
construction scenes, structural members, and mechanical
equipment in a virtual environment to form a computer-
based simulation system with certain functions and make
the model in the system has dynamic performance and
performs virtual construction on the model in the system.
According to the result of virtual construction, it is verified
whether it is correct. )e construction plan is designed and
modified in the visual environment of human-computer
interaction to identify potential safety hazards and formulate
safety precautions to get an optimized design plan. )e
identified hazards should be evaluated one by one by the
construction company and the project manager. )e major
hazards identified can be combined with virtual environ-
ment research, detailed preventive measures, and feedback

to the hazard identification database. In the course of the
project, the project manager department should adjust the
identification of hazard sources, evaluate them, and for-
mulate corresponding preventive measures at any time
according to the safety conditions on-site, such as the
implementation of safety plans, the accident conditions, and
the generation of new hazard sources. )e system then feeds
back to the hazard source identification result database.
After the hazard source identification results of the project
are aggregated into the hazard source identification result
database, the construction company can be used to con-
tinuously supplement and improve the standardized safety
management system.

Improving the engineering measurement level can not
only ensure the smooth progress of engineering construc-
tion and avoid construction changes during the construction
process but also ensure that the quality of civil engineering
construction meets the design requirements. In the
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Figure 4: Planning display of civil engineering project from the perspective of O-I.
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construction process of civil engineering, it usually involves
three types of measurement work: angle measurement,
distance measurement, and elevationmeasurement [17]. It is
relatively tedious, and the measurement quality is easily
affected by various factors and measurement errors. )e
application of VR technology in engineering survey work
can build a virtual model by collecting environmental in-
formation, use computer technology to automatically
measure based on the model, accurately analyze the mea-
surement data, and issue a measurement report. As a result,
multiple tasks such as measurement, data recording, data
analysis, and drawing are combined in the same system to
avoid investing too much manpower and material resources
in the measurement work, while improving measurement
accuracy and measurement efficiency. For example, in a
high-rise residential building construction project, the
surveyor needs to perform distance measurement, just input
the engineering geographic environment data and resi-
dential building design data into the system, and build a
three-dimensional model, and the system can accurately
perform data measurement and analysis and intuitively
present the measurement results on the three-dimensional
model to facilitate the next work of the surveyor [18].

4.2. Implementation of Virtual Project Management and
Visualization. As an emerging branch of civil engineering,
engineering project management runs through the entire life
cycle of construction projects. From project conception,
planning, and design to project establishment, construction
and other VR technologies provide more effective, more
intuitive, and interactive engineering project management
methods and approaches for engineering project manage-
ment. )e VR technology is a comprehensive high-tech
information technology with a wide range of applications,
which introduces its application in project feasibility studies
and investment economic evaluation, real estate, bidding,
construction management, property management, etc. and
points out that this technology is used in civil construction
with broad application prospects in project management
(Figure 6). In actual engineering construction, the design of
complex structure construction schemes and the calculation
of construction structure are more difficult problems. )e
key to the former lies in the expression of the spatial rela-
tionship between the structural members and mechanical
equipment on the construction site and the latter lies in the
construction structure under construction. )e deformation
under state and load is greater than that after it is in place or
after the structure is shaped. Especially modern large-scale
engineering projects, long construction period, large quality,
and even a series of enterprises produced by a project involve
the coordination of various types of work, a lot of capital and
material scheduling, construction machinery, and equip-
ment management.

Visual processing or three-dimensional graphic display
of the data obtained by scientific computing can be used to
interactively change the parameters to observe the full
picture of the calculation results and their changes and to
achieve parameterized and visual calculations. When using

the finite element method for structural analysis, it can be
used to give the force of each point in the three-dimensional
object through the depth of the color; use different colors to
represent different is force surfaces. )e users can also
change the angle to observe by clicking on the interface and
can also use the interactive performance of VR to modify
various data in real time in order to compare various
programs and results, which makes the engineer’s thinking
more visual and the concepts easier to understand [19].
Applying visual computing technology to the design, en-
gineering control, and structural analysis of very large and
complex structures will enhance the front-to-rear processing
capabilities of computing software. More importantly, it can
use graphics or images to re-analyze and dynamically
control the structure in real time and obtain construction
control data and at the same time can dynamically dem-
onstrate and control the design and construction process in
real time. )e VR technology is constantly evolving and
high-performance chips dedicated to computer graphics and
multimedia information processing can increase the pro-
cessing power by a hundredfold. )ree-dimensional graphic
algorithms and parametric modeling algorithms can make
VR technology more mature.

Virtue reality has been tried to be applied in civil en-
gineering construction and management. )e use of its
technology can simulate the construction site and con-
struction activities, manage human and material resources
in the construction organization, and identify hidden safety
hazards. )e traditional construction process management,
organization, and safety plan are usually based on the
provided design drawings. Since the drawings are two-di-
mensional ones provided by the designer, the understanding
of these drawings requires a long translation process.
)erefore, when planning, arranging, and managing con-
struction, it is difficult to quickly form a global impression in
the minds of engineering technicians and construction
personnel. It is worth noting that the safety factors in
construction often exist in the construction process, and it is
impossible to find out from the drawings [20].)e use of VR
technology can realize what users see is what you get and
users can set the construction process parameters through
interactive operation, analysis, and evaluation construction
plan. In civil engineering, visual computing is an important
trend in its future development and effectively integrating
the VR technology can speed up the development of civil
engineering visual computing technology to a large extent.
)e analysis of VR technology in urban planning and civil
engineering should be analyzed, which is conducive to
improving the overall transformation speed and construc-
tion quality of cities.

5. Simulation Experiment and Result Analysis

5.1. Project Overview and Simulation Environment Design.
)e V-Realm Builder visual editor provided by MATLAB
greatly simplifies the modeling process, which is simple and
easy to master, and the virtue reality modeling language is
used to realize the dynamic visualization and interactive
body of the virtual world. )is modeling language is a scene
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modeling language used to build real-world scene models or
people’s fictional three-dimensional worlds and is also
platform-independent. It provides several degrees of free-
dom, can move in three directions, can rotate in three di-
rections, and can also create hyperlinks in other spaces. )e
virtual world of the model created by the modeling language
has all the static nodes of the three-dimensional world,
including geometric relationships, backgrounds, textures,
light, and viewpoints.

Two modeling methods are adopted for different objects:
nonparametric modeling and parametric modeling. )e
nonparametric modeling method is only suitable for situ-
ations where there are a large number of identical shapes,
and the size does not need to be changed. For relatively
complex shapes and many dimensions, in order to install
accurately, no deformation is allowed, and the size does not
need to be changed, and then a nonparametric model is used.
Parametric modeling is suitable for situations where the
structure is more complex and there are more variant
modeling constraints. )e floor, staircase, tower crane, and
other models are entered into the Envision module to form
multiple institutions based on functional characteristics. In
the Envisionmodule, the mechanism is the smallest unit that
can move independently. By positioning the organization,
the entire organization model is assembled.

5.2. Results Analysis. )e VR system can help planners
organize and synthesize massive data in three-dimensional
scenes. Based on the three-dimensional scene, the element
information can be separately imported into the VR scene to
form a database of all element space combinations, and
planners can intuitively elaborate all element information.
)e VR technology is formed on the basis of true three-
dimensional technology and can display all kinds of reality
element information in VR scenes without additional text,
symbols, and tables for annotation. After the application of
VR technology to achieve results, the group evaluation and

modification phase is very convenient. When problems are
found, all the modification work can be completed in real
time in the VR environment. With the application of VR
technology, during the review stage, the three-dimensional
planning results can be displayed on the spot, so that the
reviewers can feel the effects of the planning, experience the
planning intention, and achieve the purpose of fully dis-
playing the planning results (Figure 7).)e results of VR can
record the implementation of urban planning measures in
real time. By modifying and recording the objects in the
planned three-dimensional scene at any time, the current
status documents of different periods are generated, and all
the documents are stored as a database of the urban de-
velopment process [21].

)e reasonable choice of construction plan is the core of
project organization design, which includes determining the
construction flow direction and application procedures,
selecting construction methods and construction machin-
ery, and arranging construction sequence. For some projects
with complex structure and large amount of engineering, it
is difficult to choose the construction plan. However,
through the VR system, the construction plan of each branch
project can be virtually applied and demonstrated, which
brings great convenience to the choices of construction plan
[22]. As an emerging branch of civil engineering, engi-
neering management runs through the entire life cycle of
construction projects from project conception, planning,
and design for project initiation and construction. In the
entire project construction process, people have to use
abstract concepts to express very rich content, such as plane
drawings, section drawings, elevation drawings, and other
plane graphics plus some prescribed symbols to represent
three-dimensional buildings, using more abstract graphics
and concise language to describe complex scenes to convey a
lot of information. However, this kind of information
processing and transmission method is affected by the oc-
cupation, knowledge structure, and understanding ability of
the information receiver, so it is very inconvenient to
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Figure 6: Planning display of civil engineering project from the perspective of O-III.
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communicate. )e development of the VR technology
provides an extremely effective means to overcome this
difficulty.

)e computer simulation technology in the simula-
tion technology realizes the constitutive relationship and
mathematical modeling of civil engineering. For exam-
ple, the constitutive relationship and failure criterion of
concrete have many statements, and each failure crite-
rion is only applicable under certain conditions within a
certain range. In addition, the constitutive relation is
based on the data obtained by the test, not derived from
theory, and it is difficult to analyze its strength and
tolerance in actual operation. )e finite element method
of computer simulation technology can be used to an-
alyze and study concrete strength and other indicators.
)e simulation technology can also realize the full
simulation of the design results, for example, building a
simulation model of a bridge or other building through
computer technology, then applying pressure or
changing its structure through other means, and carrying
out simulation force analysis under such changes [23].
Accurate results can be obtained, so that the mechanical
characteristics of the building can be analyzed and
studied. )rough the application of computer technol-
ogy, establish an information exchange platform within
the civil engineering enterprise and improve the enter-
prise information sharing mechanism through the
platform construction. Full communication and com-
munication between the enterprise and employees can
solve various problems in the construction of the project
in a timely manner, promote the successful completion of
civil engineering construction, and at the same time
protect the two-way interests of the enterprise and
employees.

6. Conclusions

)is paper introduced the methods and principles of VR
platform system and structure dynamic analysis, conducted
virtual scene design and three-dimensional modeling of civil
engineering project, analyzed the synthetic debugging and
simulation roaming of the virtual environment, proposed
the engineering model of virtual construction process and
planning structure calculation, discussed the realization
method of virtual project management and visualization,
and finally performed the simulation and its result analysis
of panoramic display and planning of civil engineering
project based on VR technology. )e application of the VR
technology can simulate the construction site and con-
struction activities, manage the human and material re-
sources in the construction organization, and identify the
construction safety hazards, which can also change the angle
arbitrarily and observe from any point when performing
visual calculation. From project conception, planning, and
design to project establishment, construction and other VR
technologies provide more effective, more intuitive and
interactive engineering project management methods and
approaches for engineering project management. Civil en-
gineering project planning information storage and query
system, such as soil database system, regional information
system, geographic information system, geographic infor-
mation system, and urban policy information system mostly
use the form of the database system. )e results show that
the VR technology can simulate various environments and
activities of civil engineering projects in advance, analyze the
rationality of various schemes, and modify their different
functional parameters, so it can achieve the simulation
optimization of project planning, design, and construction.
)e VR technology can also use the three-dimensional
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environment generated by electronic computers to make users
feel the realistic existence of objects in virtual environment and
also enable users tomake accurate responses tomovements and
operations in the virtual world in a timelymanner.)e results of
this study provides references for further researches on the
panoramic display and planning simulation of civil engineering
project based on VR technology.
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With the rapid development of information technology, the information overload has become a very serious problem in web
information environment. )e personalized recommendation came into being. Current recommending algorithms, however, are
facing a series of challenges. To solve the problem of the complex context, a new context recommendation algorithm based on the
tripartite graph model is proposed for the three-dimensional model in complex systems. Improving the accuracy of the rec-
ommendation by the material diffusion, through the heat conduction to improve the diversity of the recommended objects, and
balancing the accuracy and diversity through the integration of resources thus realize the personalized recommendation. )e
experimental results show that the proposed context recommendation algorithm based on the tripartite graphmodel is superior to
other traditional recommendation algorithms in recommendation performance.

1. Introduction

With the rapid development of the Internet and the in-
creasing popularity of smart phones, the information that
people can access was increasing in complex systems. It
became difficult to obtain information and easy to get lost in
a huge amount of information. )e data included infor-
mation of major websites and mobile APPs. If the data had
given a certain treatment, the information could have been
more user-friendly and more efficient. Meanwhile, users
would have been provided with a friendly experience, and
the information provider could have had a higher revenue.
So, the recommendation system came into being [1–4]. )e
introduction of complex context information brings more
ideas to improve the efficiency of the recommendation al-
gorithm. )e main complex context information includes
user context information, such as users’ ages, occupation,
and region; physical context information, such as location,
weather, and time. )ere is much complex context infor-
mation that could be considered by the recommendation
algorithm.)e context information can bring more accurate
recommendations to the users of the recommendation
system for complex real-world applications [5–9].

By applying recommendation technology, users are no
longer passive recipients of services, but become active
participants, directly affecting the way and content of ser-
vices. With the rapid development and popularization of
mobile information services and the continuous advance-
ment of data collection technology, the dimension of the
information we can collect has been continuously improved
[10]. Traditionally, only the “user-item” two-dimensional
recommendation model considers the amount of infor-
mation collected. Relatively few data can be obtained with
relatively low data dimensions, but in the context of mobile
information services, relying only on the “user-item” two-
dimensional recommendation model cannot generate a user
for a given situational context effective personalized rec-
ommendations [11–14]. )erefore, it is very important and
urgent to provide personalized recommendations for mobile
users in specific situations.

)ere are three commonly used context-aware recom-
mendation algorithms, and they are contextual prefiltering,
contextual postfiltering, and contextual modeling. In this
paper, a context recommendation algorithm based on the
tripartite graph is proposed for the three-dimensional
model. Improving the accuracy of the recommendation by
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the material diffusion, through the heat conduction to
improve the diversity of the recommended objects, and
balancing the accuracy and diversity through the integration
of resources thus realize the personalized recommendation
of users. )is algorithm focuses on projects with high
popularity and improves the accuracy of recommendation.
)e experimental results show that the proposed recom-
mendation algorithm on the accuracy and recall evaluation
index has obvious improvement in performance than the
traditional recommendation algorithm.

)e reminder of this paper is organized as follows:
Section 2 introduces the related work. Section 3 is the de-
scription and theory of the context recommendation algo-
rithm based on the tripartite graphmodel. Section 4 presents
the experimental process and results. )e summary of the
related work of our proposed model and algorithm and the
conclusion of the paper are given in Section 5.

2. Related Work

)e most important recommendation algorithms are the
collaborative filtering algorithm and the content-based
recommendation algorithm. However, there are certain
problems that are hard to be solved in the two basic algo-
rithms. )erefore, accuracy of the single recommendation
algorithm is difficult to improve. Many scholars have shifted
their goals from traditional recommendation algorithms,
focusing on the research of context-based recommendation
systems.

)e research direction and application fields include
shopping, tourism, catering, and other aspects, but they
focused on proposing improved algorithms which are based
on traditional algorithms. )e contrast of advantages and
disadvantages of various algorithms based on context per-
ception is relatively rare. )e fields and data types applicable
to different context-aware algorithms are not studied. Kang
et al. proposed not only paying attention to the explicit
context information, but also implicit context information.
And, they used the packet sniffing technique [15]. Ohbyung
Kwona and Jihoon Kim proposed a way to discover the
user’s portrait by depicting the user’s outline tree [16]. Since
2012, related research has exploded. Dao et al. combined
user preferences and contextual interaction information and
proposed a location-based advertising recommendation
algorithm [17]. Sánchez-Pi et al. proposed the construction
of a knowledge-based context-aware system [18]. Kasaki
et al. proposed a localized adaptivemodificationmodel using
a vector space model and saved time to obtain user-related
information [19]. Unger et al. made a breakthrough in the
acquisition of contexts, improving the accuracy of recom-
mendations by extracting implicit context information from
users’ data [20].

)e contrast of advantages and disadvantages of various
algorithms based on context perception is relatively rare.
Before 2016, there were not many research studies on
context-aware recommendation algorithms. Most of them
focused on the research of collaborative filtering algorithms.
Such research is rare. )ere are three commonly used
context-aware recommendation approaches, and they are

contextual prefiltering, contextual postfiltering, and con-
textual modeling [21]. Among them, Lee et al. proposed a
novel TV system that combines gesture control, tag ranking,
and context awareness, providing personalized recom-
mendations [22]. Cai et al. used collaborative filtering to
generate contextual concept ontology [23]. Ji et al. proposed
an improved matrix approximate based on the clustering
model [24]. Wang et al. proposed a hierarchical recom-
mendation model based on the context tree structure, cal-
culated situation transfer in the first layer, and
recommended items in the second layer [25].

In research on the context recommendation algorithm, a
lot of scholars have contributed to it. Among the above
existing literature studies, some only use the two-dimen-
sional model to calculate the recommendation list. Most of
the papers on the research of 3D models focus on the label-
based 3Dmodel.)e research aspect is relatively narrow and
limited [26–30]. In this paper, the context recommendation
algorithm based on the tripartite graph model is introduced.
Research is more innovative and has improved accuracy in
recommendations.

3. User-Item-Context Tripartite Graph Model

3.1. Tripartite Graph Model. )e context incorporation task
is the process of managing and interpreting the modeled
context to be directly integrated in the recommendation
system. )is step consists of identifying the user and his/her
preferences extracted from his/her implicit and explicit
interactions with the system. )ese preferences are sensitive
to the user’s context and the change from a context to
another. )en, the so-called contextual profile, the user’s
preferences in a given context, can be defined by the tuple
(user, preferences, and context). )ese tuples can be saved in
a database and have to be regularly updated to keep track of
the evolution of the user’s interests.

)e application of context-aware algorithms is based on
context acquisition. Current technology of shallow context
acquisition can already be achieved. )e user’s latitude and
longitude position, weather conditions, time information,
etc., can be obtained through mobile devices. Age, gender,
and other information, but deep-level information pro-
cessing is currently relatively small, such as obtaining the
user’s location type, time type, and deep-level context in-
formation, have a greater effect on algorithm recommen-
dation. )e current research on this type of information is
mainly obtained through user surveys and is provided
voluntarily by users.

)e context plays an important role in the user’s se-
lection of the item. )e interest of the user will also migrate
due to the context. If the context is not introduced, the
interest changes in different contexts are not observed. In
different contexts, users may feel different for the same item.
For example, people will watch action movies with friends,
but they may choose other types of movies when they are
with family. )e traditional algorithm ignores these interest
migrations, and the recommendation is not personalized
enough.)e three-dimensional model formed in the context
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introduced in this paper is more effective in improving the
limitations of the recommendation algorithm.

Among the basic graph theory algorithm, the bipartite
graph is commonly used in the related networkmodel. In the
bipartite graph, there are two sets of sets U and I:

U � u1, u2, u3, . . . , ui , (1)

I � i1, i2, i3, . . . , ij . (2)

)e recommendation of the item is realized by the bi-
partite graph model. We should ensure that the intersection
between the two sets is an empty set and is not affected by
each other. Each element in the two sets is treated as a
different point in the graph, representing a two-dimensional
model of the user item. )e elements between the same set
are not connected by edges, and the edges between different
sets are connected indicating that the user likes the project,
forming a binary group <ui, ij > . )at constitutes an un-
directed bipartite graph model. )e bipartite graph model is
shown in Figure 1.

)e tripartite graph model is an upgraded version of the
bipartite graphmodel and can be viewed as a merged version
of two bipartite graphs. It includes three sets U, I, andC,
where the set C � c1, c2, c3, . . . , ck . Each set ensures that
the two-two intersections are empty sets, so that the points of
the three sets in the figure can be obtained. Similar to the
bipartite graph model, the collections are guaranteed to be
bottomless. )ere are two sets of two-tuple relations in the
figure. )ere are two sets of edges connected, which are
<ui, ij > and <ij, ck > . )e former indicates that the user
likes the project, and the latter indicates that the project is in
a certain context. We can realize the recommendation
through the three-tuple relationship. )e tripartite graph
model is shown in Figure 2.

)rough Figures 1 and 2, the concept of the model is
intuitively felt. )e item acts as a transfer station, com-
municates with the user’s information, communicates with
the context information, and finally the recommended list of
items is a recommendation algorithm. It is more compre-
hensive compared with the traditional algorithm.

3.2. Tripartite Graph Model Based on Mass Diffusion.
When the bipartite graph is used to obtain the recom-
mended result, the item is associated with the user to obtain
the order of the item’s preferences. )e commonly used
algorithms are the mass diffusion algorithm and the heat
conduction algorithm. It can be understood from the
existing literature that the mass diffusion algorithm is energy
conservation while the heat conduction algorithm is not.)e
two algorithms play different roles in the field of recom-
mendation algorithms. )e mass diffusion algorithm is
usually likened to a convex lens, which can focus on items
with high heat. )e heat conduction algorithm is like a
concave lens, which can focus on the item which is more
unpopular, thus increasing the diversity of
recommendations.

Among the results obtained, the nearest neighbor of each
user is found, assuming that the choice of these nearest
neighbors is related to the user’s own choice. After finding
the score of the target user u for the item i, the score of the
most neighboring user for the item i is also found. )en, the
mean of the nearest neighbors’ score is calculated. If the
mean value is bigger than the predicted score and the ab-
solute value differs by more than a threshold value, the result
is the predicted score adding the quotient of mean and
predicted values. If the mean is equal to the prediction result
or the absolute value difference is less than a threshold, no
operation is performed. If the mean is smaller than the
predicted score, the result is the predicted score subtracting
the quotient of mean and predicted values.

)e energy of each item is shown in the following
equation:

ci,j �
1, user likes it,

0, user does not like it.
 (3)

u1

u2

u3

u4

i1

i2

i3

i4

User Item 

Figure 1: Bipartite graph model.

User Item Situation 

u1

u2

u3

u4

i1

c1

c2

c3

i2

i3

i4

Figure 2: Tripartite graph model.
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According to the historical behavior of the user, the
user’s preference for the item is obtained. One means that
the user likes the item, and zero means dislike. )e total
number of items preferred by the user is the total energy in
the algorithm.

)e first step of diffusion is from the item to the user.)e
user obtains energy from the item, and the item spreads the
energy to the user by equally distributing the energy of each
item to each purchased user.)e energy obtained by the user
is shown in the following equation:

bα � 
n

l�1
aαl

cl

k Ol( 
 , (4)

in which k(Ol) � 
m
i�1 ail represents the degree of the item

and cl represents the initial energy possessed by the item.)e
energy value owned by each user is obtained by one-step
diffusion, and then the second step is performed.

)e second step of diffusion is from the user to the item,
which distributes the user’s energy equally to the related
items, and each item sums the collected energy to obtain the
total energy, as shown in the following equation:

cj
′ � 

m

α�1
aαj

bα

k Uα( 
 , (5)

in which k(Uα) � 
n
j�1 aαj represents the degree of the user

and bα is the energy obtained by the user as described above.
One of the recommended coefficients of the model is ob-
tained by averaging the energy obtained in the first step by
the second material diffusion.

In the bipartite graph, the elements in the figure have
been replaced, but the idea of the bipartite method has not
changed. Two-step diffusion is used to generate the rec-
ommended probability. )e first step is to spread from the
item to the context. )e initial energy is related to whether
the user likes the item. One means that the user likes the
item, and zero means dislike. According to the relationship
between the context and the item, the energy of the item is
evenly distributed. For each occurrence of the context, the
energy obtained by each context is the sum of the energy
allocated to all related items.

dβ � 

p

h�1
aβh

ch

k Sβ 
⎛⎝ ⎞⎠, (6)

in which k(Sβ) � 
q

k�1 aβk represents the degree of the
context, ch represents the initial energy possessed by the
item, and ch and cj correspond to each other. )e equation
represents the energy of each context. )e energy value of
the context is obtained by the diffusion of the first step, and
then the second step is still required to spread.

)e second step is from the context of the item. Like the
first step, the energy obtained by the context is divided into
all the items, and the energy of each item is accumulated and
obtained:

ct
′ � 

q

β�1
aβt

dβ

k Ft( 
 , (7)

in which k(Ft) � 
p
t�1 aβt represents the degree of the item

and dβ represents the energy value obtained by the context.
In the second diffusion, the average value of the energy
obtained from the previous diffusion is obtained.

It can be seen from Figure 3 that by processing of the
tripartite graph model based on mass diffusion, the rec-
ommendation value of the items can be calculated and the
recommendation sequence can be obtained. )e recom-
mendation sequence is i3, i2, i5, i1, i4 .

3.3. Tripartite Graph Model Based on Heat Reduction.
)is section discusses the heat conduction method. As
mentioned earlier, the heat conduction method is a diver-
gent method that recommends unpopular items for users to
increase the diversity of recommendations. Like the tri-
partite graph model based on mass diffusion, this model is
divided into two bipartite graphs, and two heat conduction
methods are used, respectively. Finally, the values of the two
graphs are fused to obtain the coefficients recommended by
the model.

)e energy of each item is in the same way as mentioned
above:

ci,j �
1, user likes it,

0, user does not like it.
 (8)

According to the user’s historical behavior, the user’s
preference for the item is obtained. One means that the user
likes the item, and zero means dislike.)e total energy in the
heat conduction method is not conserved.

Similarly, the first step of conduction is from the item to
the user. )e user obtains the temperature of the item, and
the item transmits the temperature of the user. )e method
of transferring the temperature is to divide the sum of the
temperature of the user’s favorite item by the degree of the
user, and the temperature obtained by the user is as the
following equation:

bα � 

n

l�1

aαlcl

k Uα( 
, (9)

in which k(Uα) � 
n
j�1 aαjrepresents the degree of the user

and cl represents the initial temperature possessed by the
item. )e temperature possessed by each user is obtained by
the first step of conduction, followed by the second step of
conduction.

)e second step of conduction is from the user to the
item. )e temperature of each item is the sum of the
temperatures of all users who like it divided by the degree of
the item:

tj
′ � 

m

α�1

aαjbα

k Oj 
, (10)

in which k(Oj) � 
m
i�1 aij represents the degree of the user

and bα is the temperature obtained by the user as described
above. )rough the second step of heat conduction, the
average temperature value is obtained; that is, the obtained
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particle temperature value is one of the recommended co-
efficients of the heat conduction method.

)e tripartite graph division method based on the heat
conduction method is consistent with the material diffusion.
For the item-context bipartite graph, the temperature of the
calculated context is the sum of the associated item tem-
peratures divided by the context:

dβ � 

p

h�1

aβhch

k Ft( 
, (11)

in which k(Ft) � 
p
t�1 aβt represents the degree of the

context, ch represents the initial temperature possessed by
the item, and ch and cj correspond to each other. )e
equation represents the temperature of each context. )e
temperature of the context is obtained by the first step of
conduction, and the second step is to conduct the tem-
perature on the article.

)e second step is to get the temperature of the item
from the context of the item and divide the temperature of
the context associated with the item with the degree of the
item:

tk
′ � 

q

β�1

aβkdβ

k Sβ 
, (12)

in which k(Sβ) � 
q

k�1 aβk represents the degree of the item
and dβ represents the temperature obtained by the context.
In the second conduction, the energy value obtained from
the previous diffusion is averaged to obtain another rec-
ommendation coefficient.

Processing of the tripartite graph based on heat con-
duction is shown in Figure 4. Processing of the tripartite
graph based on heat conduction is that nodes absorb re-
sources from their adjacent nodes according to the number
of adjacent nodes and the ratio of edge weight. After the

tripartite graph is divided into two bipartite graphs, the two
recommended coefficients are obtained. In order to obtain
the final recommendation coefficient, the average of the
recommended coefficients obtained by the two is taken as
the final recommendation coefficient:

E′ � tj
′tk
′

2
. (13)

3.4. Mixed Model. )e mass diffusion method and the heat
conduction method are different in the recommendation
system to improve the recommendation effect. )e mass
diffusion method focuses on improving the accuracy of the
recommendation and the items with high popularity. )e
heat conduction method focuses on improving the diversity
of recommendations. )erefore, the combination of the two
methods is also a factor that is often considered, with the
goal of ensuring accuracy and increasing the diversity of
recommendations.

When mixing the two methods, it is usually a linear
blending. We set the parameter λ, introducing parameters
on the original three-part graph model, and construct a
hybrid model:

e � λE +(1 − λ)E′. (14)

It is a common method in the hybrid model to change
the value of the parameter λ to achieve the optimal effect of
the model. In this paper, the influence of different parameter
values on the model will also be explored.

4. Experiment Analysis

)e hardware environment of this experiment is Intel Core
i5 processor, 8G memory. )e software environment is 64-
bit Windows operating system, VMware Workstation Pro

User Item Situation 
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i4

i5
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1 1i5
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(b)

Figure 3: Processing of the tripartite graph model based on mass diffusion.
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Virtual Machine, CentOS7 operating system, Open JDK1.8,
Python3.7, and Anaconda for Python3.7.

)e data of this experiment are mainly from the ques-
tionnaire survey of college students’ movie-watching con-
text. A total of 107 users’ data are collected. In order to
ensure the accuracy of the data, they are not excessively
sparse. Some invalid questionnaires are eliminated. )e data
of 96 users were retained, including 2145 data.

In this experiment, the original data set is about the
user’s rating of the item, and the score range is 1–10 points.
User’s rating reflects the user’s satisfaction with the item.)e
recommendation algorithm should refer to this satisfaction.

As shown in Figure 5, user A and user B scored item 1, but
the score is completely different. So, the similarity between
users is very low.)erefore, when the tripartite graph model is
established, only the items that the user likes are selected. )e
connection line between the user and the item indicates that the
user prefers an item above a certain rating range.

)e evaluation parameters used in this experiment are a
standard for evaluating the quality of the recommended results.
)e precision of the recommended results and the recall rate
are used. Precision measures the proportion of recommended
items that result relevant to the users, that is, those recom-
mended items that the user actually consumes. Recall measures
the proportion of consumed items that were correctly rec-
ommended; that is, the fraction of items relevant to the user
that was suggested by the system. Recall and precision are
usually considered together as two facets of the quality of the
recommendation.)e recall and precision are given as follows:

precision �
hits

items_relevant
, (15)

recall �
hits

items_recommended
, (16)

where hits are the number of correct recommendations,
items_relevant is the number of all possible items that can be
recommended for a given user, and items_recommended is
the number of items recommended to a user. )e precision
and the recall rate are between 0 and 1. )e closer it is to 1,
the better the effect of the recommendation algorithm is.
Closer to 0 indicates that the recommended effect of the
recommendation algorithm is very poor.

)is article also uses novelty to judge the novelty of an
item:

novelty �


m

i�1p(i)

l
, (17)

in which p(i) represents the degree of the item in the
recommendation list and l represents the length of the
recommendation list. In this paper, the average popularity is
used to represent the novelty, and the smaller the value, the
more novel the item.

)e original data of this experiment are about the user’s
score on the movie in some contexts. It is converted into the
connection between the user and the item, the item and the
context, and the connection between the user and the item.
We establish the connection between the item and the
context, and the form is shown in Table 1.

If the users give the item with rate greater than or equal
to 8, we consider the users to be very fond of the items. Based
on this rule to establish the connection between the users
and the items, as well as the connection between items and
context ,the total number of filtered data is 1451. Some
relevant predictions are made for these data. For this ex-
periment, two control experiments were set up to determine
the precision and recall rate under the collaborative filtering
algorithm and the user-item bipartite graph algorithm and
compare the results of the algorithm.
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Figure 4: Processing of the tripartite graph based on heat conduction.
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Item 1

Item 2

(a)

User B

Item 1

Item 2

(b)

Figure 5: )e score of items.

Table 1: )e items that users prefer (part).
User_id Movie_id S_id Score

0 1101 2102 20.0 8.0
3 1101 2110 13.0 8.0
4 1101 2113 10.0 10.0
5 1101 2115 10.0 10.0
6 1101 2116 5.0 8.0
8 1101 2120 13.0 9.0
9 1101 2121 13.0 8.0
11 1101 2125 7.0 9.0
17 1101 2132 13.0 9.0
19 1101 2135 21.0 9.0
20 1101 2136 13.0 8.0
21 1101 2137 19.0 8.0
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Figure 6: Continued.
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In the experiment, the user 1101 is taken as an example.
)emovie is recommended to be selected under the contexts
1, 5, 9, 13, 17, and 21, and 5, 10, 15, and 20 different movies
are recommended, respectively.)e comparison result of the
accuracy rate and the recall rate is shown in Figures 6 and 7.

We calculate the novelty of the recommendation. )e
calculation base of the novelty is 20 when the recommended
item is as shown in Table 2.

It can be seen from the comparison of the experimental
results that in the experimental data set, the performance of
the algorithm is not excellent enough. )e precision rate is
less reduced, and the recall rate is also somewhat reduced.
When the recommended number of items is 10, the pre-
cision and recall rate of the algorithm are optimal.

Meanwhile, the novelty has also improved. Compared with
the bipartite map recommendation algorithm, the items
recommended by the three maps are more novel.

After the experiment, the precision and recall rate of the
tripartite graph model based on heat conduction are almost
zero, and the novelty is very high. Due to the divergence of
the algorithm, the items focused on the unpopular, and the
recommended results are not in line with actual needs, nor
suitable for this data set.

In the hybrid algorithm, several of the mixed parameters
are selected, which are 0.1, 0.3, 0.5, 0.7, and 0.9.We calculate the
accuracy, recall, and novelty for each result as shown in Table 3.

)e performance of the hybrid model algorithm has
basically stabilized when the value of λ is greater than 0.5.
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Figure 6: Precision of the hybrid model algorithm.
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)e change of parameters has little change on the algorithm
result. )e novelty shrinks as the parameter increases, and
the accuracy increases as the parameter increases.

5. Conclusion

In this paper, to solve the problem of complex contexts, a
new context recommendation algorithm based on the tri-
partite graph model is proposed for the three-dimensional
model in complex systems. )is algorithm focuses on
projects with high popularity and improves the accuracy of
recommendation. )e range of recommended results is very
narrow. Part of the reason is that the number of items in the
data set is not large, and the recommendation results are not
obvious. )ere is an urgent need to improve. And, the most
popular items should be given some punishment mecha-
nisms to enable more user interest. However, the novelty of
the algorithm is slightly improved, and the performance of
the algorithm tends to be stable after the model parameters
reach a certain value [5–14, 26–30].
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In this paper, the environmental control system of aircraft driven by a power turbine is further analyzed. )rough the numerical
simulation of the change of the bleed state under different flight conditions and the change of the flow field under different nozzle
opening, the simulation results are verified by the experimental results, and the specific change rules of the power turbine output
torque, power, and bleed flow are obtained. It is analyzed quantitatively that adjusting the adjustable nozzle ring can keep the
output power stable, widen the flight envelope, and improve the stability of the environmental control system.

1. Introduction

)e main purpose of the aircraft environmental control
system is to provide comfortable environmental conditions
for airborne personnel and electronic equipment. By con-
trolling the pressure, humidity, and temperature in the
cabin, the environmental control system makes the system
environment in the comfortable range of the human body
and ensures that the electronic equipment always works
within the allowable temperature range. According to the
research, the traditional environmental control system needs
a lot of nonpropulsion energy from the engine, and the high-
temperature and high-pressure gas produced by the engine
compressor is used to drive the environmental control
system. At present, in order to use energy more efficiently
and economically, further system optimization of the en-
vironmental control system has become a research hotspot
[1, 2]. At present, there are many methods proposed by
researchers but mainly focus on the following two directions:

(1) Continue to drive the environmental control system
by bleed air from the engine compressor. Improve
the performance of components or use power tur-
bine to replace the traditional air entrainment
method, so as to reduce energy waste [3].

(2) By building multielectric or all-electric aircraft, use
as much electricity as possible to drive equipment on
the aircraft. According to the thermal load and
pressure requirements of the cabin, the environ-
mental control system adjusts the motor to control
the compressor pressure ratio to obtain the appro-
priate air supply temperature and pressure. )e
environment control system with all-electric drive
works more stably and the comfort of passengers is
improved significantly. At the same time, the all-
electric environmental control system does not need
to draw air from the engine compressor, so it will not
affect the engine performance [4].

In the flight energy-saving design, the overall system
optimization is very important because the single subsystem
optimization cannot get the optimal solution, so in 2008, the
United States launched the integrated aircraft energy
technology project [5]. In the INVENTprogram, the concept
of F-35 adaptive power supply and thermal management
system (APTMS) was proposed. APTMS improves emis-
sions by using exhaust gas from power turbines and engine
compressors. )e gas from these engine compressors is
directly discharged after expanding and working in the
power turbine. )e environmental control system driven by
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the power turbine was first verified on the F-15 fighter [6, 7].
)e original F-15 environmental control system was an
open-air circulation refrigeration system, driven by the bleed
air from the engine compressor. )e main difference be-
tween the F-15 and F-35 environmental control systems is
the treatment of the gas leaving the power turbine [8]. )e
gas discharged from the power turbine of F-15 needs to enter
the engine room for refrigeration; because of the require-
ments of the cabin pressure system, the expansion ratio of
the power turbine will be relatively small. )e power turbine
of F-35 directly releases the gas into the external atmosphere
and obtains themaximum expansion ratio and power.When
the engine compressor bleed parameters are identical, the
power turbine of F-35 will output more work.

Adjustable nozzle ring turbines are currently mainly
used in variable geometry turbochargers for automobiles.
)e variable geometry supercharger can continuously adjust
the effective flow cross-sectional area of the turbine inlet
according to the engine operating conditions, change the
turbine inlet airflow parameters, and then change the
supercharging pressure, so as to achieve a good match be-
tween the supercharger and the engine and also improve the
engine transient responsiveness, reducing transient emis-
sions. Compared with the operating characteristics of the
variable geometry turbocharger and the traditional super-
charger, the former is more efficient and economical in the
entire flow range. Improving the adaptability of the turbine
under variable operating conditions is a popular direction
for the development of turbine technology. However, at
present, there are few studies on power turbines using
variable nozzle replacement used in aircraft environmental
control systems [5]. )is paper further studies the dynamic
performance of the power turbine in the aircraft environ-
mental control system after the variable nozzle ring is used
and the change rule of the variable nozzle ring when the
bleed air pressure and temperature change.

2. System Analysis

)e environmental control system (Figure 1) in which the
power turbine is located is an improved three-wheel high-
pressure water removal system (Figure 2) [9]. )e envi-
ronmental control system directly introduces the engine
bleed gas into the power turbine, which is directly dis-
charged into the ambient atmosphere after the gas expansion
work, and the power turbine directly outputs the shaft work
to the turbine compressor assembly [10]. Fresh gas is
pumped directly from the surrounding atmosphere by the
compressor and supplied to the cabin.

In the traditional environmental control system, after the
air is discharged from the engine, the absolute pressure
regulator is needed to control the pressure, and the tem-
perature of the future gas passing through the precooler is
controlled within a certain range [11]. )is process wastes a
lot of energy. )e environmental control system driven by
the power turbine exhausts air directly from the engine, thus
eliminating the need for precooler and absolute pressure
regulator, which not only realizes the full utilization of
energy but also reduces the weight of the system [12].

)e bleed pressure and temperature of the engine will
change with the flight state. When the bleed state changes,
the performance of the power turbine can be controlled by
adjusting the opening of the variable nozzle ring, so as to
ensure that the output power and torque of the power
turbine remain unchanged, so as to isolate the influence of
the change of engine operating state on the environmental
control system. More importantly, in low altitude or ground
operation, because of the low bleed pressure, the system can
be operated normally in a larger flight envelope by adjusting
the nozzle to obtain a larger starting torque.

)is paper calculates the torque, mass flow, and power of
the power turbine in the flight curve based on the engine
operating parameters of a certain type of flight. When the
flight state changes, the torque, mass flow rate, and power
change and the adjustment of nozzle opening are calculated.
)e flight profile used in the calculation is shown in Figure 3.

3. Calculation Model

)e blades of the nozzle ring are usually modeled using
aerodynamic blades, linear blades, and wing blades. Among
them, the pneumatic blade has the largest flow range and the
highest aerodynamic efficiency, but the manufacturing
process is complex and the blade width is small, which is not
conducive to the installation of the rotating shaft [13]. In this
paper, NACA0065 symmetric airfoil blades are used in the
nozzle ring of the power turbine. )e basic parameter model
of the power turbine is shown in Table 1, and the three-
dimensional model of the turbine and nozzle ring is shown
in Figures 4 and 5.

)e power turbine uses gas expansion to output torque
and power, which drives the load on the shaft to work to-
gether. When the turbine is started from a standstill, the
torque generated by the gas impact and the friction torque of
the bearing must satisfy the following relationship [14]:

Mt >Ml, (1)

where Mt is the torque of the power turbine and Ml is the
drag torque of the system to the turbine.

)e rotation equation of the power turbine is

Ic

d2θ
dt

2 � ΣMZ, (2)

where Ic is the total moment of inertia and ΣMZ is the total
external torque received by the power turbine, including the
gas generating torque and the external load and friction
torque.

4. Simulation Parameters

4.1. SimulationModel andMeshing. )is article uses ANSYS
ICEM software to model and mesh the power turbine in
three dimensions. As shown in Figure 6, the model is divided
into three parts: a volute, a diffuser, and a blade, and the
interface is used as an interface to connect the three models.

In FLUENT, the dynamic numerical simulation of the
power turbine is carried out using the sliding grid method.

2 Complexity
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In order to obtain better simulation results, the first-order
steady-state method is used for calculation, and then it is
converted to second-order dynamic calculation after
convergence.

)e number of power turbine model grids is large, and
the convergence speed is slow when using parallel com-
puting in FLUENT. In order to efficiently obtain the per-
formance of the power turbine with different variable nozzle
ring openings, the geometric model of the power turbine
must be simplified. )e common method is to ignore the
influence of the intake volute and use the turbine single-flow
model to mesh. In this paper, the optimization calculation
model uses the 1/4 periodic flow channel model of the power
turbine for calculation. 1/4 nozzle ring model and impeller
model are selected, and the number of grids is about 700,000
for calculation. )e number of corresponding nozzle ring
blades in the 1/4 flow channel model is 4 and the number of
impeller blades is 4, as shown in Figure 7. Figure 8 is the
mesh file inside the runner after the nozzle ring grid and the
impeller grid are stitched together. When setting the
boundary conditions in FLUENT, the main difference be-
tween the 1/4-channel power turbine model and the com-
plete machine model is that the former requires a closed
geometric model by adding periodic boundaries in the flow
area at the left and right boundaries of the channel. )e

boundary attribute of the nozzle ring was changed to the
pressure inlet, and the definition of the remaining boundary
conditions was consistent with the fluent numerical simu-
lation of the whole machine.

4.2. Turbulence Model. )e SA model is complete, and the
turbulence scale in the model is automatically defined, and
no specific flow is required to adjust the closure constant.
)e effect is better in the prediction of far wake and mixed
laminar flow, boundary layer flow, backward step flow and

Figure 4: Power turbine.

Figure 5: Variable area nozzle.

Figure 6: Power turbine.

Figure 7: )ree-dimensional modeling.

Figure 8: Grid model.

Table 1: Basic parameters of the power turbine.

Parameter Value Parameter Value
Impeller blade number Zi 16 Nozzle inner diameter D1n 99
Nozzle ring outlet blade height ln 5.2 Nozzle throat width bn 4.5
Impeller outlet hub diameter D2h 24 Impeller exit blade height l2 14

4 Complexity



airfoil flow with small separation. In general, the SAmodel is
more suitable for engineering applications, especially in the
airfoil and impeller applications. )e SA model is used for
calculation in this paper:
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)e turbulent viscosity coefficient μT is calculated by the
following formula:

μT � ρ]fv1, (4)

fv1 �
χ3
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, (5)
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]
. (6)

] is the viscosity coefficient of molecular motion and the
generated term is
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where Ω is the vorticity.
)e function fw is defined as

fw ≡ g
1 + C6

w3
g6 + C6

w3
 

1/6

, (10)

g � r + Cw2 r
6

− r , (11)

r �
]

κ2d2S
. (12)

)e function ft1 is defined as

ft1 � Ct1gt exp −Ct2
ω2

t

ΔU2 d
2

+ g
2
t d

2
t  , (13)

gt � min 0.1，
ΔU

ωtΔxi

 , (14)

where d is the shortest distance of the solid wall.
)e function ft2 is defined as

ft2 � Ct3 exp −Ct4χ
2

 . (15)

Constant values in model equations are

κ � 0.41,

Cb1 � 0.1355,

Cb2 � 0.622,

σ �
2
3
,

(16)

Cv1 � 7.1,

Cw1 � 3.239,

Cw2 � 0.3,

Cw3 � 2,

Ct1 � 1,

Ct2 � 2,

Ct3 � 1.1,

Ct4 � 2.

(17)

4.3. Parameter Settings. Set the nozzle ring installation angle
to 12° and the number of nozzle ring blades to 16.)e change
of the nozzle ring blade opening degree “+” means that the
nozzle ring is closed and the flow rate decreases; the nozzle
ring blade opening degree change “−” means that the nozzle
ring is open and the flow rate increases. )ere are 7 cal-
culation states of nozzle ring opening: +10° + 6° + 8° + 3°, 0°,
−3°, −6°, of which 0° is the design state, as shown in Figure 9.

)e inlet pressure in FLUENT is set to 3 bar, 3.5 bar, 4
bar, 4.5 bar, and 5 bar and the outlet pressure is set to 1 bar.
)e starting torque received by the impeller is calculated by
udf.

4.4. Grid Independence Verification. Table 2 can be drawn;
when the number of grids is 3million, the calculated value of the
turbine efficiency is very different from the calculated value by
the number of grids 4million and 5million. After the number of
grids exceeds 4 million, the increase in the number of grids has
little effect on the power turbine efficiency. It is considered that
the 4 million grids have reached grid independence.

Using the same data, perform a numerical simulation on
the 1/4-channel power turbine model and compare the
calculation results with the numerical simulation results of
the whole machine as shown in Table 3. It can be seen that
the difference between the calculation results of the flow rate
and efficiency between the two is very small. In the nu-
merical simulation, the calculation result of the 1/4 flow
channel can be approximately used as the numerical sim-
ulation result of the power turbine.

4.5. Experimental Program. Figure 10 is a traditional 3-wheel
environmental control system, consisting of a turbo com-
pressor, an electric compressor, and a radiator. )e pressure
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sensor and temperature sensor measure the temperature and
pressure of the inlet and outlet of the turbine and compressor
and calculate the efficiency of its various components. As
shown in Figures 10–13, the high-temperature and high-
pressure gas obtained by simulating the engine bleed air is
simulated by an electric compressor, and the inlet and outlet
temperatures and pressures of the power turbine are mea-
sured using pressure sensors and thermocouples, respectively,
to calculate the efficiency of the power turbine. )e experi-
mental value is compared with the simulation value to verify
the rationality of the simulation result [15, 16]. )e accuracy
of the absolute pressure sensor is 2%, the accuracy of the
thermocouple is ±0.5°C, the turbine inlet pressure is usually
above 200 kPa, the temperature is 30°C–200°C, the outlet is
directly connected to the atmosphere, the pressure is about

100 kPa, and the temperature drop is usually 40°C above. )e
accuracy of the experimental instrument is sufficient to meet
the experimental requirements.

5. Results and Discussion

5.1. Experimental Results. It can be seen from Table 4 that
the simulation value is slightly higher than the experimental
value by about 5%, which may be because the simulation
model does not consider the efficiency reduction caused by
the heat conduction of the air introduction pipe and the shell
itself. )e simulation value and the experimental value are
basically consistent, so the aerodynamic force should be
basically consistent with the actual situation.

5.2. Simulation Results

5.2.1. Flow Field Analysis. Figures 14–17 are the static pres-
sure distribution of the gas at the nozzle ring blade height of
50% when the nozzle ring blade openings are +3°, 0°, −3°, and
−6°, respectively. It can be seen from the figure that, in the case
of the four middle openings, the low-pressure area obviously
appears at the position of the maximum curvature of the
suction surface of the blade, and the position of the maximum
load of the blade does not change. During the change of the
nozzle ring opening from −6° to +3°, the pressure value in the
center of the low-pressure area is continuously decreasing,
which also causes the nozzle ring blade outlet pressure value to
continuously decrease, which is consistent with the calculated
nozzle ring outlet static pressure data match.

)e total pressure cloud at the nozzle ring blade height of
50% is shown in Figures 18–21. It can be seen from the figure
that the total pressure loss at the nozzle ring outlet is sig-
nificantly larger at +3°, including 0°, −3°, and −6°. In this case,
the total pressure loss is not obvious, and the change of the
airflow angle of the nozzle ring blade outlet causes the loss of
turbine efficiency.

)e Mach number at the nozzle ring blade height of 50%
is shown in Figures 22–25. )e nozzle ring flow channel is a
convergent flow channel. At +3°, 0°, and −3°, the suction
surface curvature is at the maximum position at the nozzle
ring blade height of 50% (low-pressure area). )ere is a local
supersonic area, which is not present at −6°.)e presence of a
local supersonic zone will affect the uniformity of the flow in
the flow field and have a certain effect on turbine efficiency.

When the nozzle ring blade opening is +3°, 0°, −3°, and −6°,
the impeller blade efficiency distribution is 0.897, 0.900, 0.894,
and 0.878, which is consistent with the change trend of turbine
efficiency. )e static pressure cloud diagram of the long blade
of the impeller is shown in Figures 26–29. It can be seen from
the figure that there is a significant reverse pressure gradient
area at the outlet of the impeller flow channel. As the nozzle
ring blades rotate from positive opening to negative opening,
the reverse pressure gradient at the outlet of the impeller flow
path becomes weaker, and the pressure distribution is more
uniform. In the process of changing the opening of the nozzle
ring, the decrease in the efficiency of the impeller is much
greater than that of the nozzle ring.)emain reason is that the
opening angle of the nozzle ring blades causes the inlet angle of

Figure 9: Variable nozzle ring.

Table 2: Different grid number numerical simulation results.

Number of grids Mass flow (kg/s) Expansion ratio Adiabatic
efficiency

3000000 0.2453 3.343 0.8292
4000000 0.2452 3.353 0.8129
5000000 0.2452 3.353 0.8120

Table 3: Simulation results of the whole machine and 1/4 flow
channel.

Model Mass flow (kg/s) Expansion ratio Adiabatic
efficiency

All 0.2452 3.353 0.8129
1/4 flow channel 0.2472 3.301 0.8226

Figure 10: Power turbine.
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Table 4: )e adiabatic efficiency of the turbine in different states.

Inlet static pressure (kPa) Inlet static temperature (K) Expansion ratio
Adiabatic efficiency

Error (％)
Experimental value Simulation value

300 357 4.69 0.72 0.75 4.2
300 312 5.52 0.75 0.79 5.3
410 315 5.27 0.73 0.75 2.7
520 315 6.36 0.81 0.84 3.7

Figure 11: Electric compressor.

Figure 12: Absolute pressure sensor.

Figure 13: )ermocouple.
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the airflow into the impeller to change significantly and be-
cause the nozzle ring blades can rotate, the gap between the
nozzle ring and the impeller blades is slightly larger than that of
the fixed nozzle ring turbine. )e occurrence of divergence is
also one of the important reasons for the decrease in the ef-
ficiency of the impeller.

5.2.2. Torque. As shown in Figures 30 and 31, when the
inlet pressure of the power turbine is low, a larger starting
torque can be obtained by opening the opening of the
nozzle ring, thereby realizing the purpose of expanding
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Figure 19: Opening 0°.
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the operating envelope of the system. Increasing the
opening of the nozzle ring expands the system flow rate at
the same inlet pressure, thereby obtaining more output
torque. When the inlet pressure of the power turbine is
too high, the opening of the nozzle ring can be reduced,
and the system flow can be reduced, so that the torque

output by the power turbine is unchanged, and the
smooth operation of the environmental control system is
ensured.
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5.2.3. Constant Load and Inlet Pressure Change. As shown in
Figures 32–34, when the flight status of the aircraft changes,
the bleed air pressure of the engine will change accordingly. If
the opening of the nozzle ring is kept unchanged, the power
and torque output by the power turbine will also change
accordingly. In order to maintain the stable operation of the
environmental control system, the output power and torque
of the power turbine can be adjusted by increasing or de-
creasing the opening of the variable nozzle ring.

5.2.4. Constant Load Change and the Inlet Temperature
Changes. As shown in Figures 35–37, when the inlet tem-
perature of the power turbine changes, adjusting the opening
of the variable nozzle can reduce the output power to match
the load, thereby reducing the impact of the change in the
engine bleed state on the environmental control system.

5.2.5. Load Change and the Inlet Constant. As shown in
Figure 38, when the nozzle ring opening is changed from +0
to +6, the power can be increased by 25%, 21%, 18.1%, 15%,
12.4%, and 12.9%. When the nozzle ring opening is changed
from +0 to −3, the power can be reduced by 16.5%, 15.7%,
15%, 13%, 12.1%, and 10.9%.

6. Conclusion

)e power turbine with an adjustable nozzle ring structure
can control the amount of engine bleed air according to the
power required by the environmental control system.
According to the flight profile, the calculated air intake of the
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power turbine is significantly smaller than that of the
existing aircraft environmental control system. In addition,
the environmental control system can be started at a lower
bleed pressure, which expands the operating envelope of the
system.)erefore, a power turbine with an adjustable nozzle
ring structure has the following characteristics. (1) )e air
circulation system driven by a power turbine with an ad-
justable nozzle ring structure can freely adjust the amount of
bleed air according to the load, reduce fuel compensation,
and realize the full use of energy. (2) )e opening of the
turbine nozzle can be increased or decreased to reduce the
starting pressure of the power turbine and expand the range
of use of the environmental control system. (3) And through
the numerical simulation of the power turbine, it can be
concluded that by adjusting the variable nozzle ring blades,
the power turbine can provide sufficient work for the
compressor throughout the flight. And when the temper-
ature and pressure of the bleed air change, the opening can
be adjusted to make the environmental control system run
smoothly. In this way, the impact of changes in the engine
bleed air parameters on the environmental control system is
isolated.

In this paper, the gap between the nozzle ring blade and
the turbine casing and the rotation axis of the nozzle ring
blade are ignored in the calculation simulation. )ese gaps
have a significant impact on turbine performance, are an
important part of turbine energy loss, and also have an
impact on torque. All should be considered. It is also possible
to conduct research on the variable nozzle ring control
actuator of the power turbine, as well as the control law of
the variable nozzle ring and how to match the power turbine
and the ring control system better and faster. In this paper,
the research on the air circulation system driven by a power
turbine with a variable nozzle ring is in its infancy, and there
are still many problems to be studied in the future.
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'e joint capsule of the knee joint is attached to the edges of various articular surfaces and is thin and loose. 'erefore, ligament
reinforcement is needed to protect the knee joint and increase the stability of the joint. It plays a vital role in human activities. In
this paper, a 3D-CTthree-dimensional reconstructionmethod is used to reconstruct the ACL natural femoral imprint and double-
bone tract. 'e relative positional relationship between the two center points is compared, and the law is summarized to guide the
improvement of ACL anatomic double-beam reconstruction under arthroscopy. 'e 3D reconstruction results suggest that the
bone layer in the anterior medial portion is the thickest, forming a peak, and the thickness of the bone layer in the posterior medial
portion gradually decreases in a stepwise manner. 'e entire bone tissue in the anterior medial portion and posterior medial
portion is integrated into one body. 'e tissues are connected as a whole, and the thickness is relatively uniform. 'e two parts of
the bone tissues are not connected.'e CF tissue was inserted into the bone tissue in a zigzag pattern.'e changes of CF tissues in
the anterior medial and posteromedial CF tissues were similar, and they were distributed stepwise from the inside to the outside.
According to the bone and CF spatial structure and changing rules, ACL is divided into medial and lateral beams. According to
this study, it can be summarized that (1) 3D reconstruction can clearly reconstruct the natural footprint of ACL femoral stops and
postoperative osseous position and (2) 3D reconstruction can be used to evaluate the position of osseous postoperative ACL
anatomic double-beam reconstruction. Arthroscopy double-beam reconstruction of ACL is instructive.

1. Introduction

With the increasing popularity of mass movements and the
increasing incidence of traffic accidents, anterior cruciate
ligament (ACL) injury is becoming more and more com-
mon, and research on it has received more and more at-
tention from the academic community [1–3]. ACL is the
core ligament that guides the movement of the knee joint. Its
main function is to restrict the forward movement of the
tibia, but it also plays a certain role in controlling the ro-
tation of the knee joint, and the stress situation is complex
[4].'e key part of its mechanical conduction, the tibia stop,
has become the focus of biomechanical research of liga-
ments. Foreign scholars have reported that in animal ex-
periments, the position of the ACL tibial plateau on the tibial
plateau was moved forward and backward, and the tibial
plateau and knee stability were significantly different,

suggesting the position of the tibial plateau and its re-
strictions [5]. 'e ability of the tibia to move forward and
maintain the stability of the knee joint is closely related, but
there is still no research report on the clear correspondence
between the position of the ACL tibial stop and the ACL
control force [6–9]. 'e connection point between the lig-
ament and the bone is not a simple ligament bone con-
nection, but a complex structure. 'e literature calls it a
“stop point organ,” which can be divided into fibrocartilage
stops (direct stops) and fiber stops (indirect stops. 'e ACL
tibia stop is a typical fibrocartilage stop, including four
regions, namely, fibrous tissue, uncalcified fibrocartilage
(UF), calcified fibrocartilage (CF), and bone tissue. 'e
structure mainly plays a role of stress buffering [10–12]. 'e
domestic and foreign literature studies reporting the his-
tological structure of ACL tibial junctions are mainly con-
centrated along the longitudinal axis of ACL. 'e purpose is
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to observe the healing after surgical reconstruction. It is not a
special continuous layer structure study.

'e knee joint is the largest, most complex, and weight-
bearing joint in the human body, and it is also the joint with
the highest functional requirements of the human body. 'e
joint capsule of the knee joint is attached to the edges of
various articular surfaces and is thin and loose. 'erefore,
ligament reinforcement is needed to protect the knee joint
and increase the stability of the joint. It plays a vital role in
human activities. Ligaments are tough, band-shaped tissues
connected between the femur and tibia. 'e knee ligaments
mainly include anterior cruciate ligament (ACL), posterior
cruciate ligament (PCL), medial collateral ligament (MCL),
and lateral collateral ligament (LCL). 'e anterior cruciate
ligament is the most important stabilizing factor. 'e an-
terior cruciate ligament starts from the anterior angle of the
meniscus and anterior to the tibial intercondylar eminence,
and ends behind the medial side of the femoral condyle. Its
main functions include the following: restricting the forward
movement of the tibia, preventing overextension of the knee
joint, and preventing internal and external rotation of the
tibia [13–15]. When the external force applied to the knee
joint exceeds the anterior cruciate ligament tolerance, an-
terior cruciate ligament injury occurs. Anterior cruciate
ligament injury has been common in traffic accidents and
professional athletes in the past, but with the improvement
of social living standards, sports-loving, as the number of
ordinary people increases, knee joint sports injuries also
increase. Among them, sports injuries such as anterior
cruciate ligament rupture are more and more common in
the general people. In Europe and the United States, anterior
cruciate ligament injury occurs mostly in fierce sports such
as basketball and football. In domestic studies, anterior
cruciate ligament sports injuries are most common in
basketball, football, and jumping sports. 'e damage of
anterior cruciate ligament between men and women is also
different, which is related to their sports hobbies, sports
technology, and sports popularity requirements. Imaging
evaluation plays a key role in the diagnosis, treatment choice,
and follow-up of kidney stones. Over the years, as the in-
cidence of urinary tract stones has increased and the un-
derstanding of disease processes has increased, imaging
techniques have continued to evolve. CT urography (CTU)
developed on the basis of CT is a method of injecting a
contrast agent into a vein, using the secretory function of the
kidney and using CT to observe the degree of filling of the
contrast agent over time in the renal calamus, renal pelvis,
ureter, and bladder, as shown in Figure 1. Obtaining con-
tinuous tomographic data and then three-dimensional re-
construction of the original image using a computer to
obtain a three-dimensional urinary system image has be-
come a more common inspection method in urology
[16, 17]. Preoperative imaging has a crucial influence on the
choice of the surgical method. However, the CTU exami-
nation results uploaded to the doctor’s workstation by the
radiology department currently only have 3D reconstructed
images with several perspectives. 'e surgeon cannot per-
form more operations on the 3D reconstructed model and
cannot meet the needs of the surgeon. In severe cases, the

contrast agent cannot be well distributed in the pyloric renal
pelvis, which may lead to poor CTU image quality, and some
urinary tracts cannot be displayed. Doctors rely more on
plain CT scans for preoperative planning, especially for
complex situations. In more detailed preoperative planning,
how to obtain better preoperative planning information is
obviously the problem that the operator needs to solve first
[18].

For medical images such as CT data reading and 3D
reconstruction, part of the software comes from the CT
machine of Siemens and other companies [19]. Usually, a
machine corresponds to a software system, and individual
users are generally unable to use it [20]. For external 3D
reconstruction software, the current recognition is the
Mimics software from the Materialise company [21]. 'e
reconstructed model is highly consistent with the real sit-
uation. 'rough modular function settings, the operation is
simple and easy to use, and it can directly interface with
CAD, FEA, RP, and other data [22–24]. It is easy to process
the model, and the software is constantly updated, and the
algorithm is optimized to enhance the function. It has been
widely used in orthopedics, stomatology, and other de-
partments, mainly for individualized preoperative planning
of implanted prostheses, etc., and can guide the operation in
real time during the operation. 3D printing technology is an
additive rapid prototyping technology. It was proposed by
the Massachusetts Institute of Technology in the United
States to form solids layer by layer according to a certain
path [25]. With the development of materials, materials that
can be used for 3D printing have also developed from
traditional single solid powders such asmetals and plastics to
new hybrid materials such as liquids and gels. Different
“inks” can be used to print different items. It has been
applied in aerospace, medical, and other fields and has
developed rapidly. In this paper, a 3D-CT three-dimensional
reconstruction method is used to reconstruct the ACL
natural femoral imprint and double-bone tract. 'e relative
positional relationship between the two center points is
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Figure 1: 'e schematic diagram of 3D-CT mapping used in the
ACL detecting.
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compared, and the law is summarized to guide the im-
provement of ACL anatomic double-beam reconstruction
under arthroscopy. In addition, this study intends to per-
form a three-dimensional reconstruction based on the se-
quential tissue histological structure based on the clear
tissue-stress correspondence reported in the literature, and
then divide the functional bundle of the ACL, as well as the
proposed positioning method for the inner center of the
tibial tunnel in surgical reconstruction. It is a new method
for the study of ACL function that is different from all
previous reports in the literature and provides a newmethod
and basis for future large sample research and animal ex-
periment research.

In this paper, we firstly use the 3D-CTmapping methods
to build an ideal ACL reconstruction scheme, and the in-
novation points can be listed as follows:

(1) 'e 3D-CT three-dimensional reconstruction
method is used to reconstruct the ACL natural
femoral imprint and double-bone tract.

(2) 'e relative positional relationship between the two
center points is compared, and the law is summa-
rized to guide the improvement of ACL anatomic
double-beam reconstruction under arthroscopy.

(3) 'e 3D reconstruction results suggest that the bone
layer in the anterior medial portion is the thickest,
forming a peak, and the thickness of the bone layer in
the posterior medial portion gradually decreases in a
stepwise manner. 'e entire bone tissue in the an-
terior medial portion and posterior medial portion is
integrated into one body. 'e tissues are connected
as a whole, and the thickness is relatively uniform.
'e two parts of the bone tissues are not connected.
'e CF tissue was inserted into the bone tissue in a
zigzag pattern. 'e changes of CF tissues in the
anterior medial and posteromedial CF tissues were
similar, and they were distributed stepwise from the
inside to the outside.

(4) According to the bone and CF spatial structure and
changing rules, ACL is divided into medial and
lateral beams. According to this study, it can be
summarized that (a) 3D reconstruction can clearly
reconstruct the natural footprint of ACL femoral
stops and postoperative osseous position and (b) 3D
reconstruction can be used to evaluate the position of
osseous postoperative ACL anatomic double-beam
reconstruction. Arthroscopy double-beam recon-
struction of ACL is instructive.

2. Materials and Methods

2.1. General Information. Among the patients undergoing
three-dimensional reconstruction of the anterior cruciate
ligament femoral junction treated in the affiliated hospital of
Pingdingshan University from February 2018 to March
2020, 45 patients were selected, including 23 males and 22
females, aged 21 to 54 years, with an average of 30.2± 7.1
years old (Table 1). All patients had no obvious history of

trauma to both knees, and those with knee joint swelling and
pain were excluded. Patients with negative hyperextension
test, lateral stress test, McMurray test, floater test, Lachman
test, and knee drawer test were all negative. In addition, 45
subjects signed informed consent, and this study has been
approved by the ethics committee of the hospital. In this
study, a 64-row spiral CT scanner (240mA, 120 kV) pro-
duced by GE of the United States was selected, the matrix
size was 512× 512 pixels, the scan time was set to 5 s, the
layer thickness was 5mm, the window diameter was
360mm, and the reconstruction interval layer thickness was
0.625mm. 'e scan results were exported and stored in a
workstation, and the 3D reconstruction software Mimics
10.01 produced by Materialise was used to construct the
femur and ACL model and saved in format. Geomagic
Studio12, the reverse engineering software manufactured by
Geomagic, was used to analyze the SD data, implement
image registration, and construct a three-dimensional solid
model of cruciate ligament and attachment points of the
knee joint through MRI and CT influence fusion methods.
After the reconstruction of the model is completed, the
femoral dead center is located according to the ACL three-
dimensional model, and the ACL femoral dead center is
identified and circled according to the morphological
characteristics of the ACL attachment area. Geomagic
software was used to record the area, long-axis angle, short
distance, inner distance, back distance, short axis, and
Changzhou of ACL femoral nodal points.

2.2. Magnetic Resonance Scanning. 'e magnetic resonance
scanning was performed using a Siemens 3.0 T magnetic
resonance instrument and an 8-channel knee joint coil. 'e
subjects were supine with first entrance of their feet, and
sagittal T1WI (repetition time (TR) 624ms, echo time (TE)
17ms), T2WI (TR 5069ms, TE 113ms), PDWI (TR 3155ms,
TE 33ms), coronal T1WI (TR 614ms, TE 16ms), and PDWI
(TR 3132ms, TE 34ms) sequence scanning were sequen-
tially conducted. 'e T2-mapping imaging performed 5
echoes and 1 scanning through the SE sequence, and the
sagittal scanning was conducted perpendicular to the tibial
plateau. Scanning parameters were repetition time of
1500ms, echo time of 12.4, 25.8, 39.1, 53.6, and 65.5ms,
number of layers of 24, layer spacing of 0.5mm, field of view
of 16 cm× 16 cm, matrix of 368× 368, layer thickness of
5mm, number of acquisitions of 1, flip angle of 180°, and
acquisition time of 6.23min. 'e scanning sequences were
perpendicular to the sagittal plane, and the imaging data
were transmitted to workstation for postprocessing to di-
rectly obtain T2-mapping pseudocolor image of the knee
joint and the T2 value data measurement.

2.3. Secondary Injury after Anterior Cruciate Ligament
Rupture. 'e anterior cruciate ligament of the knee joint is
an important structure to maintain the stability of the knee
joint’s anterior and posterior rotation. If it breaks, it will
seriously affect the function of the knee joint. If it is not
treated in time, it will cause damage to the articular cartilage
and meniscus, eventually leading to osteoarthritis happened.
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Studies have shown that the types of damage to the medial
and lateral meniscus are more common after rupture of the
anterior cruciate ligament, and the sites are mainly posterior
horn injuries that can be sutured under the microscope.
Most of the lesions need to be removed. 'e incidence of
lateral meniscus tears is very stable and does not increase
with the time after anterior cruciate ligament rupture. 'is
suggests that anterior cruciate ligament injury may be ac-
companied by lateral meniscus injury. Incidence rate can
rise to more than half within 1 month after anterior cruciate
ligament rupture. Within 1 to 3 months after anterior
cruciate ligament rupture, the patient is subjected to knee
braking after trauma. Partial healing of the anterior cruciate
ligament may cause the incidence of lateral meniscus tears
was reduced to below 40%; the incidence of lateral meniscus
tears increased to more than half within 3 months to 12
months after anterior cruciate ligament rupture. 'e inci-
dence of fissures in the anterior cruciate ligament caused by
lateral meniscus tears for more than 12 months remained at
about 40%. 'ere was no significant difference in each time
period. 'e instability of the knee joint will cause damage to
the medial meniscus [8]. 'e incidence of medial meniscus
injuries within 3 months of anterior cruciate ligament
rupture is about 30%; medial meniscus injuries lose 3 in the
anterior cruciate ligament. 'e incidence rate is about 40%
from a month to half a year; the incidence rate of medial
meniscus injury in anterior cruciate ligament injury is more
than half in half a year to one year, and the anterior medial
meniscus injury occurs after cruciate ligament injury time
exceeds one year. 'e rate can reach more than 60%, and the
statistical analysis of each time period has statistical dif-
ferences, as shown in Figure 2. It is suggested that the time
after the cruciate ligament rupture is greater than half a year,
and the probability of its medial meniscus injury will in-
crease, indicating that after anterior cruciate ligament
rupture, cruciate ligament reconstruction should be per-
formed within 6 months to prevent secondary medial me-
niscus damage.

2.4. Surgical Treatment of Anterior Cruciate Ligament Injury.
Anterior cruciate ligament reconstruction under knee ar-
throscopy is currently the preferred method for treating
anterior cruciate ligament injury. Commonly used anterior
cruciate ligament reconstruction includes single-beam re-
construction and double-beam reconstruction, anatomical
reconstruction, and nonanatomical reconstruction [26–28].
Its current positioning method is anatomical reconstruction,
including anatomical single-beam reconstruction and ana-
tomical double-beam reconstruction. It also evolved from

the earliest nonanatomical reconstruction (nonanatomical
single-beam reconstruction and nonanatomical double-
beam reconstruction). 'e positioning of the bone canal is
crucial in the process of anatomical reconstruction. First, see
if you can see the broken end of anterior cruciate ligament
injury to locate the femoral tract. If the broken end exists,
you can use the method of central positioning of the broken
end.

If the broken end does not exist, you can perform
epiphyseal positioning. Resident 'allium and fasciatus are
the main basis. 'e study found that about 80% of patients
can only identify resident doctors, about 55% of patients can
only identify fasciatus, and only about 50% of patients can
identify both tadpoles at the same time. Anatomical studies
of cadaver specimens vary. 'erefore, not every patient can
clearly identify the two in the knee joint. Chen Lianxu’s
experience is that he wants a better observation effect [29].
Arthroscopy can be accessed from the anterior internal
approach and then use the hook to explore the stump of the
anterior cruciate ligament to find the bulge and hard touch,
as shown in Figure 3. Here, the AMB means the advanced
material buffer used to improve the bone cross section. At
present, most scholars insist on using single-beam recon-
struction of anterior cruciate ligament. After long-term
research and development, arthroscopic single-beam re-
construction of cruciate ligament has achieved satisfactory
surgical results. However, due to the lack of single-beam
reconstruction of anterior cruciate ligament in controlling
the rotation stability of the knee joint, some scholars believe
that double-beam reconstruction has obvious advantages in
theory and advocate the use of double-beam reconstruction
of anterior cruciate ligament [30]. However, whether the
clinical efficacy of the double-beam reconstruction tech-
nique is better, the single-beam reconstruction technique
has not been proved by large-scale clinical comparative
trials. At present, there are mainly three kinds of grafts for
anterior cruciate ligament reconstruction: allografts, auto-
graft, and artificial ligaments. Discussion on the selection of
anterior cruciate ligament grafts is mainly focused on the
allograft and autograft. At present, for the selection of grafts,
the comparison of the efficacy of autograft or allograft in
anterior cruciate ligament reconstruction has no conclusion
yet. Due to the relatively lack of reports on clinical research
of synthetic grafts, and synthetic grafts have not been
clinically validated due to factors such as their safety hazards
and treatment effects, they are not currently the first choice
by clinicians, so how to choose anterior cruciate ligament
graft pair to the clinical treatment effect and clinical
treatment plan has important influences [31–33]. For the
graft, there are many choices for our doctors to consider,

Table 1: 'e general information of selected patients.

Group Average age (years old) Gender (male/female) Disease duration (month)
Injury part Patient’s occupation
Left Right AL SD DC FF OO

ACL 30.2± 7.1 29/11 0.83± 0.12 18 22 13 11 8 5 3
Normal 28.2± 2.1 29/11 0.76± 0.07 18 22 13 9 10 6 2
Note: AL, athlete; SD, student; DC, dancer; FF, firefighter; OO, other occupation.
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including the potential risk of infection, the hidden dangers
of the need for a second surgery on the patient, and the
mobility and stability of the knee joint after reconstruction.
However, clinicians did not conduct too many screenings
when selecting grafts due to various factors. At present,
whether it is an allograft or an autograft ligament, its good
clinical effect has been proven. However, the comparison of
which type of graft to rebuild is preferred, which is in-
conclusive. For postoperative comparisons between auto-
graft and allograft, the conclusions obtained in different
studies are quite different. 'e main conclusions are divided
into two types: one is that the choice of different grafts does
not affect the function of the knee joint after patient

reconstruction, and the other is that patients who choose
autograft reflect a better recovery of knee function, which
may have potential infection risks and postoperative liga-
ments. Slow healing is the main problem for the choice of
allografts, but it has been temporarily confirmed that the
chance of rejection of allografts is not significantly different
from that of autograft. Although autograft as a graft for
reconstruction of knee ligament is still the first choice of
most clinicians from the current research and clinical ex-
perience, it is important to note that the surgical effect of
allograft and autograft is important. It is the surgical method
chosen, how to treat the graft and the source of the graft, etc.
'ese factors are also the main reasons affecting the effect of
anterior cruciate ligament reconstruction. At the same time,
allografts have a wide range of sources and are available in
various sizes for clinical use. Selection, the operation during
the operation is easy, and these advantages can shorten the
operation time.

2.5. Observation Indicators. All data analysis was performed
in the statistical software SPSS18.0. In this study, the count
data were expressed as a percentage and tested. 'e mea-
surement data were expressed as mean± standard deviation
(±s). Differences were considered statistically significant at
P< 0.05.

3. Result Analysis

3.1. Morphological Typing Results. In this study, 45 patients
with a total of 90 knees received 3D reconstruction analysis.
'e morphological classification showed that 44 knees were
oval, 15 knees round, 16 knees crescent, 5 knees long, and 10
knees irregular. 'e oval shape is the most common, ac-
counting for 48.89% of the total. Arthroscopy ACL recon-
struction surgery is a common type of knee joint surgery. In
the past, four-quadrant method, Takahashi method, and
interpositional method were used to reconstruct the femoral
tract, which cannot be applied in clinical promotion. With

Deep

Shallow

75
100

1000

(a)

30

0 100

4443

(b)

Figure 2: 'e ideal tibial bone tunnel positions for the secondary injury after anterior cruciate ligament rupture.
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the gradual popularization of the concept of anatomical
reconstruction in recent years, due to the differences in the
position, shape, and size of ACL femoral stops, it is very
important to discuss how to implement effective 3D re-
construction of ACL femoral stop significance. Previous
studies on ACL femoral nodal points were mostly performed
on corpses. For example, Lorenz et al. used 12 corpses as
samples for ACL anatomy analysis. Due to the limited
number of samples and the age of the samples, the reliability
of the ACL anatomy data obtained is low. 'e continuous
development of clinical imaging technology has provided
new ideas for the construction of ACL models. At present, a
variety of knee joint models, such as anatomical models,
mechanical models, and mathematical models, have
appeared in clinical practice. Among them, the three-di-
mensional knee joint model based on MRI and CT tech-
nology has been widely promoted in clinic with its high
degree of reduction, as shown in Figure 4. Relevant data
show that the three-dimensional imaging of the knee joint
can achieve multiplane and multiangle observation, thereby
achieving good spatial positioning characteristics and pro-
viding reliable three-dimensional data for anatomical re-
search. 'e angle is the same as the ACL femoral stop
morphology plane suppression, which facilitates intra-
operative osseous positioning.

In previous studies, knee functional braces were con-
sidered to be an integral part of exercise rehabilitation
therapy, which can support the healing of ACL, improve the
functional stability of joints, and restore normal kinematics.
In different exercise rehabilitation stages, when performing
exercise rehabilitation function exercises, the adjustable
knee joint functional brace can adjust the knee joint ac-
tivities in different ranges and has a supporting and pro-
tecting effect on the affected knee joint. In clinical exercise
rehabilitation training after anterior cruciate ligament re-
construction, adjustable knee joint functional braces have
been widely used. However, there are still different opinions
on the effects of postoperative exercise rehabilitation
training on whether or not a brace should be worn. A
systematic review summarizes the related research of 28
braces. 'e research angle is to consider whether the braces
can improve the kinematic function of the knee joint. 'e
conclusion is that the literature does not currently recom-
mend the use of knee function exercise rehabilitation after
anterior cruciate ligament reconstruction braces, and it is
believed that the use of knee functional exercise rehabili-
tation braces after anterior cruciate ligament reconstruction
will not reduce postoperative pain and improve knee
function. However, for patients after anterior cruciate lig-
ament reconstruction, the main role of the knee functional
exercise rehabilitation brace is first to support graft healing
and maintain knee stability, and then to perform functional
exercise rehabilitation training. In addition, some scholars
believe that if the postoperative patients do not wear braces
for protection, knee function cannot be recovered well
during exercise rehabilitation. It is recommended that pa-
tients who undergo anterior cruciate ligament surgery need
to wear braces within 1 to 3months after surgery. In the early
stage of exercise rehabilitation, the brace should be mainly

used to protect the knee joint. In the later stage of exercise
rehabilitation, if there is a patient who needs to return to
exercise, the choice of the brace should be mainly based on
functional exercise.

CT technology covers the processes of projection data
acquisition, data correction, and 3D image reconstruction,
and finally obtains the 3D reconstruction image of the
scanned object, and the input of 3D printing is based on the
3D volume data reconstructed by CT technology and rep-
resented by a triangular grid. As shown in the figure above,
the entity is scanned by CT to obtain a multiangle projection
data volume. After three-dimensional reconstruction, to-
mographic data are obtained. After format conversion, to-
pography analysis and STL data export are performed; STL
data are combined with 3D printing to print out samples.
And we realize the structural information comparison be-
tween the original sample and the 3D printed sample.

3.2. Comparison of Left and Right ACL Femoral Stops.
'ere were no statistically significant differences in the
measured data of ACL femoral dead points of the left and
right knees of 45 subjects (P> 0.05), as shown in Figure 5.
Here, the bone section shows almost no difference on the left
and right sides. 'e slight difference between 23.7% and
21.7% could be only the individual error. At present, CT
imaging is used in the diagnosis of a large number of soft
tissues, bone, and joint lesions. CT imaging is an ideal in-
spection method for bone and joint lesions. It can detect and
reflect the small density differences of different tissues; MRI
imaging has high spatial resolution rate, has significant
advantages in imaging of small tissues or structures such as
blood vessels, tendons, cartilage, and nerves, and has high
diagnostic sensitivity and specific mockery for knee ligament
rupture and meniscus injury. In this study, the knee joint
MRI and CT data were collected, combined with the ad-
vantages of MRI imaging of soft tissue and CT for bone
structure, and three-dimensional reconstruction of knee
ACL and femur to obtain a three-dimensional model of knee
joint, so as to fully reproduce knee ACL. Compared with the
traditional ACL anatomy research method, the model
constructed in this study can achieve accurate measurement
of ACL anatomy data, and it is more accurate and reliable in
confirming ACL femoral stops. Previous studies have shown
that there is no significant difference in the morphological
parameters of the left and right knees of knee specimens. For
example, Dargel et al. performed ACL femoral measurement
on the specimen. 'e length of the short axis was
(10.31± 1.45) mm, and the long axis was (17.01± 1.83) mm.
In this study, the measurement results of the knee ACL
three-dimensional reconstruction model of 90 subjects
showed that the left and right knees had no significant
difference in parameters such as the long axis, short axis,
area, and long-axis angle (P> 0.05), which is basically
consistent with the conclusions in related reports, indicating
that the anatomical data obtained by 3D reconstruction of
knee ACL given MRI and CT data have good reliability.
Some studies have pointed out that the anatomical char-
acteristics of ACL in knee joints are different between

6 Complexity



different races, genders, and ages. In this study, analysis of
the ACL 3D reconstruction model data of subjects of dif-
ferent genders revealed that male ACL femoral stops were in
terms of area, long-axis angle, distance, back distance, short
axis, long axis, and other data. Both were significantly larger
than females (P< 0.05), suggesting that the impact of the
patient’s gender on the anatomy of the knee joint should be
fully considered when formulating the knee joint recon-
struction surgery under arthroscopy, so as to maximize the
recovery of knee function of patients. In summary, there are
anatomical characteristics of the knee joint anterior cruciate
ligament femoral dead point, a certain individual difference.
'e combination of MRI and CI imaging data to achieve
three-dimensional reconstruction can provide a reliable
basis for the formulation of a surgical plan.

4. Diagnosis and Exercise Rehabilitation of
ACL Injuries

4.1. Postoperative Recovery from Anterior Cruciate Ligament
Injury. Postoperative exercise rehabilitation is equally im-
portant in the treatment plan, and the specific process can be
seen in Figure 6. Early scientific and reasonable exercise
rehabilitation exercise treatment can promote graft healing
and plastic reconstruction. At present, there is no consensus
on the exercise rehabilitation treatment after anterior cru-
ciate ligament reconstruction. It contains mainly conser-
vative exercise rehabilitation treatment, intense exercise
rehabilitation treatment, and individualized exercise reha-
bilitation treatment. Yasuda et al. advocate that the cycle of
exercise rehabilitation is 1 year, and the patient starts the
training of knee weight-bearing and activity in the second
week after completing the anterior cruciate ligament re-
construction surgery. After training according to a con-
servative exercise rehabilitation treatment plan, the knee
stability after reconstruction is good, but patients are prone
to sequelae such as knee stiffness and poor joint mobility.
Shellbourne et al. advocate that the treatment period for
exercise rehabilitation is six months to nine months. Early in
the postoperative period of anterior cruciate ligament

reconstruction, patients will begin training on knee weight
bearing and mobility, which is a representative intense
exercise rehabilitation treatment program. After exercise
rehabilitation training, the patient can perform normal knee
joint movements early after the operation; recovery of the
knee joint activity is greater, and the incidence of knee
complications can be reduced. However, some problems are
prone to occur, such as loosened reconstructed grafts, even
fractured grafts, and altered tunnels. 'e reason is that the
degree of postoperative exercise rehabilitation activities is
too strong, which may increase the relative activity of the
graft in the bone canal. 'e Sharpey fibers formed early
between the graft and the tunnel will be damaged, delaying
the healing of the graft and the reconstruction stop, and even
cause changes in the tunnel. 'e results of studies by foreign
scholars show that patients with anterior cruciate ligament
rupture reconstructed with autologous tendons (semite-
ndinosus and gracilis muscle) were divided into several
groups of mutual control; one used a more intense exercise
rehabilitation exercise treatment program, and for the other,
a more conservative exercise rehabilitation exercise program
was used for postoperative exercise rehabilitation, which is
summarized in Table 2. On the plain radiograph of the knee
joint 6 months after the operation, the changes in the tibial
bone tract of the fierce exercise rehabilitation group were
more obvious. 'e patients in the conservative exercise
rehabilitation group had smaller changes in the tibial tunnel
than the fierce exercise rehabilitation group. 'e intense
exercise rehabilitation treatment will make the graft more
active in the tunnel and, at the same time, will produce more
severe cellular responses and inflammatory factors. With the
development of sports medicine and exercise rehabilitation
medicine, physicians have gradually realized that specific
and effective exercise rehabilitation treatment programs
must integrate all aspects of each patient to develop exercise
rehabilitation training methods. In recent years, individu-
alized exercise rehabilitation treatment programs have
gradually started to rise, which requires professionals to be
able to more accurately understand and master sports
medicine and exercise rehabilitation medicine related
knowledge. 'e patient first received a plain CT scan and
then an MRI scan. 'e layer thickness was 2mm, the layer
spacing was 0.5mm, the matrix size was set to 512× 512
pixels, and the number of excitations was taken twice.
During the scan, the patient’s knee joint was naturally
straightened, and the external rotation was 10 to 15°. In
order to enable the knee function to recover better and
improve the shortcomings of conservative and intense ex-
ercise rehabilitation programs, exercise rehabilitation phy-
sicians need to formulate more individualized and targeted
exercise rehabilitation treatment programs, which com-
prehensively analyze and consider all aspects of postoper-
ative patients.

4.2. .e Role of Braces in Anterior Cruciate Ligament Injury.
In previous studies, knee functional braces were considered
to be an integral part of exercise rehabilitation therapy,
which can support the healing of ACL, improve the
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functional stability of joints, and restore normal kinematics.
In different exercise rehabilitation stages, when performing
exercise rehabilitation function exercises, the adjustable
knee joint functional brace can adjust the knee joint ac-
tivities in different ranges and has a supporting and pro-
tecting effect on the affected knee joint. In clinical exercise
rehabilitation training after anterior cruciate ligament re-
construction, adjustable knee joint functional braces have
been widely used. Here, the research angle could influence
the growth rate of the bone section, so it could be easy to
understand that it could also influence the kinematic
function of the knee joint. However, there are still different
opinions on the effects of postoperative exercise rehabili-
tation training on whether or not a brace should be worn. A
systematic review summarizes the related research of 28
braces. 'e research angle is to consider whether the braces
can improve the kinematic function of the knee joint. 'e

conclusion is that the literature does not currently recom-
mend the use of knee function exercise rehabilitation after
anterior cruciate ligament reconstruction braces, and it is
believed that the use of knee functional exercise rehabili-
tation braces after anterior cruciate ligament reconstruction
will not reduce postoperative pain and improve knee
function. However, for patients after anterior cruciate lig-
ament reconstruction, the main role of the knee functional
exercise rehabilitation brace is first to support graft healing
and maintain knee stability and then to perform functional
exercise rehabilitation training. In addition, some scholars
believe that if the postoperative patients do not wear braces
for protection, knee function cannot be recovered well
during exercise rehabilitation. It is recommended that pa-
tients who undergo anterior cruciate ligament surgery need
to wear braces within 1 to 3 months after surgery. And the
specific recovery comparation among different groups can
be seen in Figure 7, and the details are summarized in
Table 3. In the early stage of exercise rehabilitation, the brace
should be mainly used to protect the knee joint. In the later
stage of exercise rehabilitation, if there is a patient who needs
to return to exercise, the choice of the brace should be
mainly based on functional exercise.

Wearing a functional exercise rehabilitation brace after
surgery can maintain knee stability, reduce postoperative
pain, and protect the graft from injury without affecting the
recovery of the patient’s lower extremity strength. Although
there is literature found that after the patient wears a brace
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Table 2: Assessing grade results of knee joint sports injuries of
patients in the 3.0 T MRI group (n (%)).

Knee sports injury Level I
(n%)

Level II
(n%)

Level III
(n%)

Meniscus injury 3 (30.00) 5 (50.00) 2 (20.00)
Ligament injury 4 (33.33) 6 (50.00) 2 (16.67)
Bone contusion 1 (12.50) 4 (50.00) 3 (37.50)
Articular cavity effusion 0 (0.00) 2 (66.67) 1 (33.33)
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after surgery, in terms of exercise and stress, the affected side
has an inconsistency with the unoperated healthy side. In
addition, there are reports in the literature that patients
wearing braces may affect the sense of postoperative pain.
'is may increase the difficulty of gait training or motor
skills for patients in the late stage of exercise rehabilitation.
Moreover, there are no cases in the literature that report that
wearing protective functional braces early after surgery will
lead to changes in the reconstruction of the patient’s tunnel.
'ere are still different opinions on the use of braces, but no
literature has found any reports of anterior cruciate ligament
surgery. Patients wearing the brace will aggravate pain, and
the recovery of knee joint mobility and graft healing and
plastic reconstruction of ligaments after surgery are not
affected. Although there are many types of functional ex-
ercise rehabilitation braces in the market and the quality and
price are quite different, we have found that the general knee
functional braces have knee motion trajectories that are

simply hinge flexion and extension. 'e normal knee joint is
a series of complex three-dimensional movements accom-
panied by rolling and sliding of femoral condyles and axial
internal rotation of tibia. 'erefore, these knee joint braces
currently used in China do not conform to the physiological
structure of our human knee joints. According to reports in
the literature, after anterior cruciate ligament injury, the
tibia advances to the femur, and the severity of the injury
varies, and the relative displacement of the tibia varies. 'e
anterior cruciate ligament injury of the knee joint resulted in
the tibia advancing to the femur.

5. Discussion

5.1. Comparison of 3D-CTandMRIMapping inAssessingACL
Cases. 'ere are many research methods about the ACL-
related injuries of ACL femoral stops, mainly divided into
several groups by different scan methods (Table 4). 'rough
the comparison of the data in Figure 8, it is found that
different methods can obtain different distortion recon-
struction for bone tissues, even the same method, and the
results obtained are different. 'e author believes that there
are two reasons: (1) the positioning of Blumensaat lines by
different authors is not very accurate; (2) there may be
differences between different groups, populations, and in-
dividuals, leading to different positions of ACL femoral
centers in this control group. For the selection of subjects,
patients with high incidence of ACL injury were selected.

Compared with previous studies, it has the following
advantages: (1) this study can do a large sample study, ex-
cluding the shortcomings of the limited number of studies
on corpses, older age; (2) there may be individual differences
in ACL anatomic location. Different races and populations
may have different anatomical positions of ACL. 'is study
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Table 3: Comparison of assessment results of different imaging
methods on the exercise rehabilitation therapies of the three groups
of patients.

Group Level <20 20∼30 30∼40 >40

CT

0 0 (0.00) 5 (12.50) 9 (22.50) 20 (50.00)
I 10 (25.00) 13 (32.50) 15 (37.50) 12 (30.00)
II 15 (37.50) 14 (35.00) 12 (30.00) 6 (15.00)
III 13 (32.50) 8 (20.00) 4 (10.00) 2 (5.00)

MRI

0 0 (0.00) 3 (7.50) 8 (20.00) 14 (35.00)
I 11 (27.50) 17 (42.50) 16 (40.00) 13 (32.50)
II 14 (35.00) 11 (27.50) 10 (25.00) 9 (22.50)
III 11 (27.50) 9 (22.50) 6 (15.00) 4 (10.00)

χ2 8.26 13.18 17.25 7.69
P <0.05 <0.05 <0.05 <0.05
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selected patients in the age group with high incidence of
ACL injury in China, making the measured relative position
of the center point more representative. 'e high-resolution
DSCT thin-layer scan used by the author can clearly show
the natural imprint of the ACL femoral dead point and the
position of the double-bone tract after surgery, making it
possible to reproduce the anatomical position of the ACL
dead point before surgery. Intraoperative and surgical po-
sitioning and postoperative evaluation of the position of the
bone canal help to improve the surgical operation, and truly
achieve the purpose of restoring the anatomy as much as
possible. 'e volume reconstruction technology used can
reconstruct the points and surfaces in any direction that the
author is interested in, so that the imprint and bone can be
visualized in front of the eyes, and overcome the lateral
femoral condyle of interest that the author could not observe
on the conventional X-ray plain film. However, the relative
position of the bony structure was measured on the three-
dimensional model, and the soft tissue of the ACL attach-
ment point at the femoral end was not reconstructed. Due to
the irregular imprint of the ACL stop, the group was drawn
on the imprint circle and the center point. It is inevitable that
there are individual subjective differences, as shown in
Figure 9. In this study, the most commonly used quadrant
method is used to compare the relative positions of the
center points of the experimental group and the control
group. 'e advantage is that the results of this study can be
compared with the results of related reports in the past.
However, the Blumensaat line is not visible on the 3D model

of the image, and it is not a definite bone mark, as shown in
Figure 10. 'erefore, it is difficult to determine the Blu-
mensaat line on the three-dimensional model. Different
people inevitably have subjective individual differences
when determining the position of the Blumensaat line.

5.2. Biocompatibility of 3D-CTModeling to Evaluate ACL and
RelatedCases. 'e 3D-CT is a minimally invasive diagnostic
method with high soft tissue resolution, which can clearly
display bone lesions, and the characteristics of the images
obtained by different sequences are different and can better
identify and diagnose the type of injury. Using 3D-CT to
diagnose knee joint sports injuries can obtain accurate di-
agnostic results and accurate classification, providing an
accurate basis for forensic identification, as shown in Fig-
ure 11. Because the anatomical structure of the knee joint is
more complex, the injury is wider, and the location of the
injury is different, the impact on the function of the knee
joint is also different. 'erefore, in the process of identifying
knee injuries, clinical forensics should analyze the patient’s
trauma history, injury mechanism, clinical characteristics,
and imaging characteristics. In order to improve the ac-
curacy of diagnosis, some injuries may cause complications
because the knee joint is a weight-bearing joint and affected
by factors such as improper function recovery training.

Table 4: Comparison of assessment results of different imaging methods on the exercise rehabilitation therapies of the three groups of
patients.

Reconstruction methods
CT group 1.5 T MRI group 3.0 T MRI group

3.0 T AS CR 1.5 T AS CR CT AS CR
Meniscus injury 10 11 90.91 6 9 66.67 7 16 43.75
Ligament injury 12 14 85.71 11 16 68.75 16 10 40.00
Bone contusion 8 10 80.00 7 12 58.33 13 8 37.50
Articular cavity effusion 3 5 60.00 1 3 33.33 3 6 50.00
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'erefore, when identifying them, they should be performed
again after the patient’s condition is stable and it is necessary
to accurately grasp the best time for assessment, thereby
ensuring the accuracy, objectivity, and impartiality of the
conclusion of the assessment. In this study, all patients with
anterior cruciate ligament injury were required to have the
affected knee joint in an upright position and then take

X-rays from the side. Among them, the degree of ad-
vancement of the tibia relative to the femur was significantly
different among different patients, and the tibia of some
patients was significantly advanced relative to the femur.
Later, it was reported in the literature that by scanning
magnetic resonance imaging (MRI) of the knee joint, it was
found that the degree of advancement of the lateral tibial
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plateau to the lateral femoral condyle of patients with an-
terior cruciate ligament reconstruction failure was signifi-
cantly increased.'e results of this study further suggest that
the clinical efficacy of anterior cruciate ligament recon-
struction may be affected by the degree of advancement of
the tibia relative to the femur after anterior cruciate ligament
injury. Recently, a document reported by foreign scholars
reported the role of soft tissues in maintaining the rela-
tionship between the normal position of the tibia and the
femur, although the document confirmed the degree of
forward displacement of the lateral tibia platform of the knee
relative to the lateral femoral condyle in patients. When the
anterior cruciate ligament is injured and the posterior horn
of the lateral knee joint is damaged, it will increase signif-
icantly. However, there are no reports about the effect of
bony structure on maintaining the relative position of tibia
and femur after anterior cruciate ligament injury. At present,
related literature has reported that one of the risk factors
leading to anterior cruciate ligament injury is an increase in
PTSA. Some literature studies have reported that through
biomechanical studies, when the anterior cruciate ligament
of the knee joint is injured, the displacement of the tibia
relative to the femur will increase by about 6mm forward
with each increase of the tibial inclination of the tibia.
'rough the biomechanical model constructed by it, dif-
ferent foreign scholars have obtained similar experimental
conclusions. However, at present, no scholars have proposed
whether the relative position of the tibia relative to the femur
will have different degrees of forward displacement after the
anterior cruciate ligament injury in different patients.

6. Conclusion

In this paper, the 3D-CT three-dimensional reconstruction
method is used to reconstruct the ACL natural femoral
imprint and double-bone tract. 'e relative positional re-
lationship between the two center points is compared, and
the law is summarized to guide the improvement of ACL
anatomic double-beam reconstruction under arthroscopy.
'e 3D reconstruction results suggest that the UF layer in
the anterior medial portion is the thickest, forming a peak,
and the thickness of the UF layer in the posterior medial
portion gradually decreases in a stepwise manner. 'e entire
UF tissue in the anterior medial portion and posterior
medial portion is integrated into one body. 'e tissues are
connected as a whole, and the thickness is relatively uniform.
'e two parts of the UF tissues are not connected. 'e CF
tissue was inserted into the bone tissue in a zigzag pattern.
'e changes of CF tissues in the anterior medial and
posteromedial CF tissues were similar, and they were dis-
tributed stepwise from the inside to the outside. According
to the UF and CF spatial structure and changing rules, ACL
is divided into medial and lateral beams. According to this
study, it can be summarized that (1) 3D reconstruction can
clearly reconstruct the natural footprint of ACL femoral
stops and postoperative osseous position and (2) 3D re-
construction can be used to evaluate the position of osseous
postoperative ACL anatomic double-beam reconstruction.
In summary, the debate on how to reconstruct ACL will

continue, and the focus of everyone’s debate is mainly on
bone positioning and postoperative efficacy. 'erefore, ACL
surgery requires continuous improvement of surgical
methods and surgical concepts.
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With the continuous development of big data technology, the data of online lending platform witness explosive development.
How to give full play to the advantages of data, establish a credit risk assessmentmodel, and realize the effective control of platform
credit risk have become the focus of online lending platform. In view of the fact that the network loan data are mainly unbalanced
data, the smote algorithm is helpful to optimize the model and improve the evaluation performance of the model. Relevant
research shows that stochastic forest model has higher applicability in credit risk assessment, and cart, ANN, C4.5, and other
algorithms are also widely used. In the influencing factors of credit evaluation, the weight of the applicant’s enterprise scale,
working years, historical records, credit score, and other indicators is relatively high, while the index weight of marriage and
housing/car production (loan) is relatively low.

1. Introduction

In recent years, with the rapid development of Internet fi-
nance, P2P platform develops rapidly in this context and
gradually forms a new financial platform with great influ-
ence. P2P platform relies on cloud computing, social net-
working, and other channels to collect, organize, and record
data, which greatly enhances the ability of financial risk
prevention and control based on data mining technology.
*rough comparative analysis of user information, com-
bining with specific historical data, it can effectively improve
the information flow efficiency of both sides of capital supply
and demand and provide necessary support for both sides to
establish the relationship between supply and demand, and
based on this, the financial risk caused by information
asymmetry is kept at the lowest level [1]. However, the
domestic P2P platform research time is relatively short, has
not yet established a sound credit system, coupled with the
relevant legal system is not perfect, and is easy to induce
credit risk, which is a serious threat to the safety of users’

funds. In addition, with the advent of the era of big data, the
data of online lending platform are constantly increasing, the
data types are diverse, and the data are updated quickly [2].
How to give full play to the data advantages, obtain the
required information, and enhance the platform’s ability to
monitor capital risk factors become the key to the devel-
opment of the platform. In this case, the platform needs to
rely on big data, combined with data mining technology, to
build a scientific and reasonable credit risk assessment
model to provide necessary basis for platform risk super-
vision and user investment. *erefore, this study is of great
significance on the practical level.

Relatively speaking, the development time of foreign P2P
platform is relatively long, and the level of related research
results is high, which has more reference value in the aspects
of concept discussion and risk assessment [3]. In the aspect
of loan success rate, the relationship between personal in-
formation and loan success rate has been studied, and then
the borrowing strategies are comprehensively discussed with
the help of quantitative analysis tools. In terms of credit risk,
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domestic scholars use empirical analysis and specific cases to
analyze the influencing factors of credit risk and summarize
the influencing factors related to default behavior [4]. Based
on this, a classification method with random forest as the
core is constructed, which greatly improves the effectiveness
of credit risk assessment [5]. Affected by the Internet,
computer, information technology, etc., building a smart
city has become a key task of socialist construction work [6].
*e empirical analysis shows that compared with FICO or
LC, the evaluation method based on random forest has more
advantages in identifying high reputation borrowers [7]. *e
research results in recent years show that the role of social
network cannot be ignored in the development of online
lending. *e higher the richness of social resources, the
lower the cost of obtaining loans [8]. *ere is a significant
negative correlation between the two [9]. Empirical analysis
shows that through the analysis of applicants’ social net-
works, we can deeply understand the soft information re-
lated to credit risk so as to evaluate the applicants’ credit risk
more comprehensively. In the dual-channel supply chain
system, channel optimization is influenced by channel at-
titude toward risk, in which risk is classified as general risk
and interruption risk [10]. For individuals, P2P platform
provides convenience for its financing or capital problems
but also produces a series of risk problems, such as imperfect
credit system, high moral hazard, and serious adverse se-
lection [11]. At present, credit risk is the key content of risk
research, and the research direction includes default char-
acteristics analysis and platform reputation [12]. As the
number of selected lines increases, the current same price for
all passengers in different riding paths could make the bus
industry development a step further [13]. In terms of default
probability of applicants, incomplete market-oriented in-
terest rate has more significant prediction effect, but the use
of personal public information can also reflect the default
risk to a certain extent [14]. Taking Renrendai as an example,
its credit certification mechanism has certain advantages in
reflecting credit risk, but the index system has certain
limitations, so it is necessary to supplement and improve its
evaluation index system.

Overall, the depth of research on P2P network lending
needs to be further expanded. Compared with western
developed countries, China’s P2P platform development
time is relatively short and mainly concentrated after the rise
of Internet finance in 2012. *e empirical research data are
insufficient, mainly referring to the data provided by foreign
platforms. However, both the research methods and the
research conclusions are difficult to fully meet the domestic
research demand. In view of this situation, this paper in-
troduces R language and python to write web crawler
program in data crawling of online credit platform, intro-
duces smote algorithm in unbalanced data processing, and
constructs credit risk assessment model combined with six
data mining algorithms, which is more consistent with the
development of domestic P2P platform. It is a kind of re-
search on network credit risk based on big data background,
and the new ideas play a positive role in improving the level
of theoretical research in China.

2. Model Description

2.1. Commonly Used Data Mining Classification Model.
In the field of classification technology, decision tree presents the
classification process in the formof directed acyclic tree, which is
intuitive and simple, so it has a high application rate [15]. For
classified data, the greedy algorithm is used as the core of de-
cision tree to determine the nodes, and then the local optimal
decision strategy is used to construct the decision tree. In the
dual-channel supply chain system, channel optimization is
influenced by channel attitude toward risk, in which risk is
classified as general risk and interruption risk [16]. *ere are
significant differences in decision tree types with different
classification criteria. For example, taking information theory as
the standard, it can be divided into ID3, C4.5, and cart, and SLIQ
and sprint can be obtained from Gini index. Among the above
methods, only ID3 can be used for discrete variables. On the
basis of comprehensive analysis, cart and C4.5 algorithms are
selected in this paper.

AdaBoost algorithm is a kind of lifting algorithm which
can adjust the distribution of training samples by itself. It has
high adaptive ability to ensure that the base classifier fits the
samples with higher difficulty in classification. *rough the
AdaBoost algorithm, the weights of training samples can be
combined, the parameters can be updated, and then the
corresponding weighting can be completed:

ω(j+1)
i �

ω(j)
i

Zj

×

e
−αj , Cj Xi(  � yi,

e
αj , Cj Xi( ≠yi,

⎧⎪⎨

⎪⎩
(1)

where ω(j)
i refers to the weight of the sample (Xi, yi) in the

round of j iteration. Using this weight can enhance the
weight of the wrong classification samples to a certain extent,
which is not conducive to highlighting the weight of the
correct classification samples [17].*erefore, for unbalanced
data sets, this algorithm can improve the accuracy of mi-
nority prediction to the greatest extent, and its defect is that
the fitting problem is more prominent.

Support vector machine (SVM) is a realization method
based on statistical learning theory. *is method relies on
the Mercer theorem and combines with nonlinear mapping
method to realize the effective mapping of feature space in
the Hilbert space and realize the accurate division of samples
according to the linear decision boundary [18]. *e appli-
cation fields of this method include nonlinear regression
model, high-level data analysis, and sample classification.

Artificial neural network (ANN) is a method to analyze the
law of things by imitating the organizational structure of bio-
logical neural network. It is based on a large number of nodes
with connection relationship, which can realize continuous it-
eration by connecting different nodes. *e online-to-offline
(O2O) business model is the new online shopping model in
which consumers purchase products or services online and get
the products or services in offline physical stores [19]. In this
process, we need to determine the weight of the previous it-
eration, then calculate the weight of the node, and update the
weight with the error value.*rough the repetition of the above
process, the error is reduced to the allowable range. Practice
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shows that neural network is suitable for sample classification
and variable regression and has good application effect. How-
ever, due to the high sensitivity of this method to noise, it is
prone to local minimum problem, which has a certain negative
impact on the accuracy of the final results.

2.2. RandomForests. Random forest is a combined classifier
algorithm with decision tree as its core. In this method, the
cart algorithm is used to construct the decision tree, the
decision tree is used as the metaclassifier of sample classi-
fication, and the corresponding training set is obtained. In
the construction of a single decision tree, the corresponding
variables can be determined randomly, and node splitting
can be completed based on the vector. According to the
characteristics of this method, random forest has high ro-
bustness to noise, but low sensitivity to multiple repro-
ducibility, so it can be relatively robust to deal with
nonequilibrium data and get reasonable results.

*e core of random forest is tree classifier, which is
composed of various types of classifiers
h(x, θk), k � 1, 2, . . . , n . Among them, the nonconstructed
classification decision tree obtained by using the cart al-
gorithm is the metaclassifier. According to the simple
arithmetic average of single decision tree and majority
voting output results, the accurate result data can be
achieved, and the steps are as follows.

Firstly, the training sample set is constructed. In general, self-
help resampling technology can be used to generate independent
sample sets; that is, based on n sample sets, k new organizational
sample sets are obtained by random return, and then the
corresponding decision tree is formed, while the unselected
samples constitute out-of-bag data, namely, OOB.

Secondly, the decision tree node is split. According to the
overall situation of decision tree characteristic variables,
assume m and then randomly determine m characteristic
variables from them to split the corresponding nodes.
Among them, the number of characteristic variables ran-
domly obtained by each node is less than the number of
assumed characteristic variables, and the corresponding
splitting is carried out according to the principle of node
impure minimization. It should be emphasized that all
decision trees have no pruning operation.

*irdly, the decision tree completes the corresponding
combination. Based on the decision trees obtained in the
above steps, the output results are determined by averaging
all decision trees by majority voting, and then the error
analysis stage is entered.

For the data of nontraining set, the possibility of error
classification by a specific classifier is the generalization error.
*eoretical research shows that if the number of decision trees
reaches a certain degree, the upper bound of random forest
generalization error will converge according to the law of large
numbers. Under the premise of the given sample, the interval
function provided by using the random forest is as follows:

mr(x, y) � PΘ h x, θk(  � y(  − max
j≠y

PΘ h x, θk(  � j( .

(2)

*e strength of classifier set h(x, θ){ } can be expressed as
follows:

s � EX,Ymr(x, y). (3)

According to the above expression, there is a positive
correlation between the strength of the classifier set and the
value of the interval function, that is, the strength of the
classifier set increases with the increase of the value of the
interval function, and the prediction accuracy will also be
improved accordingly:

PE∗ ≤
ρ 1 − s

2
 

s
2 . (4)

According to the above expression, the upper bound of
generalization error is negatively correlated with the
strength of the combined classifier, but positively correlated
with the decision tree. *erefore, by weakening the corre-
lation or enhancing the strength of a single decision tree, the
generalization error performance can be improved.

*e first is the OOB estimation.*e bagging method can
be used in self-service sampling. If the data are selected in the
future, it will be used to predict the classification accuracy,
that is, the OOB estimation of classification error rate. After
averaging, the random forest generalization error estimation
can be obtained.

*e second is the characteristic importance value. *e
application of the random forest method can determine the
specific degree of the importance of a single eigenvalue. At the
same time, the performance of each decision tree can be
evaluated by using the data outside the bag, that is, the accuracy
rate of OOB. By combining with the noise interference test, the
performance of the decision tree can be tested more accurately,
that is, the new OOB accuracy rate. *e important value of
feature V in the decision tree can be expressed as the difference
between the accuracy of new and old OOB, and its important
value is determined after averaging. If there are more features in
the basic samples, the best model can be determined by sorting
the important values. Figure 1 shows the parameter selection of
the random forest algorithm.

3. Data Collection and Processing

3.1. Data Sources. According to the relevant data, there are
more than 1700 domestic P2P platforms, which complete the
lending process with the help of third-party platforms. At
present, Renrendai is the largest and longest established P2P
platform in China. *erefore, this paper selects Renrendai
loan as the research object, combines R language and python
to write a web crawler program, obtains its relevant data, and
gets about 50 variables, including amount and interest rate.

3.2. Data Preprocessing

Step 1. Eliminate the variables that do not meet the con-
ditions. Specifically, it includes the variables with the same
values, the variables with repeated specific contents, the
variables not related to the research topic, and the variables
with serious missing data.
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Step 2. Missing value processing. It is found that the vari-
ables of some loan items are incomplete, such as the lack of
industry, enterprise scale, and position. According to the
specific situation, its industry can be defined as e-commerce;
the enterprise scale is expressed as 0; and the position is
expressed as individual shopkeeper.

Step 3. Data normalization processing. *e output variable
selects the number of overdue times, in which if it exceeds 0,
it is marked as 0; otherwise, it is marked as 1; 0 and 1 are used
to represent binary variable values; integers are used to
represent education level, subject type, etc.; working hours
are represented by the median value; and the amount of loan
can be expressed as x′ � (X − min(X))/(max(X)−

min(X)) × 10. *e basic information of data after pre-
processing is shown in Table 1.

4. Credit Risk Assessment Model Based on Data
Mining Algorithm

4.1. Unbalanced Data Processing. In the data sample ob-
tained in this paper, there are 30 default items, accounting
for 2.935%, and the rest are nondefault items, namely,
unbalanced data set. Traditional data mining algorithms
have some limitations in dealing with unbalanced distri-
bution classes, and it is difficult to effectively focus on a few
classes.*erefore, its classification performance is difficult to
meet the requirements.

*e data sampling method can be selected, that is, up or
down sampling; on the contrary, data mining algorithms can
be optimized and improved, such as cost sensitive learning.
*rough comparative analysis, it can be found that the
possibility of incomplete data in down sampling is high.

*erefore, the application of upward sampling is more
extensive. *e basic up sampling method achieves the
balance of data sets by randomly copying a few samples, but
it is difficult to avoid the fitting problem.

*e smote algorithm uses a small number of samples to
construct artificial samples, thus achieving the balance of
data sets, which is conducive to avoid the over fitting
phenomenon. In this algorithm, the artificial samples are
inserted into the adjacent samples in the feature space to
increase the number of samples. For Xi ∈ Smin, k nearest
neighbor points are searched, and the nearest neighbor
points are selected by combining the parameters such as
correlation coefficient or Euclidean distance. After deter-
mining the nearest neighbor points, the corresponding
sample points Yi are determined. On the basis of deter-
mining the difference between Xi and Yj with the corre-
sponding eigenvector, the random number δ is determined,
and then the artificial samples Xnew are determined as
follows:

Xnew � Xi + Xi − Yj  × δ, (5)

where j is the number of sample points j � 1, 2, . . . , n.
Repeat the above steps, and stop after all minority samples
are processed.

*e smote algorithm uses the smote function to com-
plete the confirmation of majority class sample m and
minority class n. On the basis of determining the up and
down sampling rates, the final majority class sample and
minority class sample number N + nN and nNm are
obtained.

*e first is sample classification, which is divided into the
test set sample and training set sample by random sampling;
the second training set data balance is that minority class
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Figure 1: Parameter selection of the random forest algorithm. (a) ntree. (b) mtry.
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N � 15, majority class M � 496, taking n � 500%, m � 200%,
k � 5, and keeping the proportion of 3 : 5, so as to improve
the model performance. Table 2 shows the data composition.

4.2. Model Empirical Analysis. In this paper, the classifica-
tion variable is repayment, and then the scientific selection
of model parameters is performed, in order to obtain the
analysis results of different data mining models, to lay the
foundation for the subsequent empirical analysis. Table 3
lists the results of parameter selection and important vari-
ables of each model.

(1) Determine the model parameters and output the
corresponding results. In this paper, the random
forest algorithm is selected to determine the number
of decision trees and the number of variables of node
branches (mtry).*en the model is built according to
the new training set. If the number of decision trees is
less than 40, the error rate fluctuation is not more

than 0.05; if the number of decision trees is more
than 40, the prediction error rate is reduced to 0;
determine the selected variables of 3–13 nodes to
achieve the maximum AUC and accuracy under
stable state. To sum up, ntree� 800 and mtry� 3 can
be selected to complete the model construction, and
each category can be accurately predicted. Figure 2
shows the Friedman average ranking.
On the whole, the variables with higher importance
were paid, succeeded, application, score, field, etc.,
while the variables with lower importance were
house and marriage. *e importance of some vari-
ables is 0. *erefore, in the process of credit risk
assessment, personal work information, credit rating,
and historical records are the main variables. Rela-
tively speaking, the importance of personal life in-
formation is lower than the above variables. Taking
Renrendai as an example, the platform is based on
the credit rating mechanism, combined with the

Table 1: Basic information of data.

No. Variables Actual meaning Data processing
1 ID User ID
2 BorrowType Type of standards 1: credit certification standard; 2: institutional guarantee standard; 3: field certification standard

3 Title Loan title

1: capital turnover; 2: expansion of production/operation; 3: decoration; 4: purchase of goods/
raw materials/equipment; 5: daily life consumption; 6: purchase of cars; 7: investment in
entrepreneurship; 8: purchase of house; 9: online store stocking/business expansion/capital

turnover; 10: education and training expenditures; 11: marriage expenses; 12: others
4 Amount Loan amount 0∼10
5 Interest Interest rate
6 Term Repayment period
7 LoanType Way of guarantee 1: principal; 2: principal + interest
8 Prepayment Prepayment

Rate Rate
9 Gender Gender 0: female; 1: male
10 Age Age
11 Education Education 1: high school or below; 2: junior college; 3: undergraduate; 4: graduate or above
12 Marriage Marriage 1: married; 2: unmarried; 3: divorced; 4: widowed

13 Field Company industry
0: one; 1: retail/wholesale; 2: manufacturing; 3: public utilities; 4: catering/hotel industry; 5:
construction engineering; 6: nonprofit organization; 7: education/training; 8: transportation
industry; 9: IT; 10: finance/law; 11: medical/hygiene/health; 12: government agencies; 13: others

14 Size Company scale 0: one; 1: <10 persons; 2: 10–100 persons; 3: 100–500 persons; 4: >500 persons

15 EmpLength Years of working 1: 1 year or less; 2: 1–3 years (including 3 years); 3: 3–5 years (including 5 years); 4: more than 5
years

16 Income Income 12000∼5000RMB; 25000∼10000 RMB; 310000∼20000RMB; 420000∼50000RMB; more than
550000 RMB

17 House House 0: no; 1: yes
18 Mortgage Mortgage 0: no; 1: yes
19 Car Car 0: no; 1: yes
20 Autoloan Car loan 0: no; 1: yes
21 Score Credit score
22 Grade Credit rating 1:A; 2: B; 3: C; 4: D; 5: E; 6: IIR

23 Application Borrowing
application

24 Succeed Successful borrowing
25 Paid Number of paying off

26 Total Total amount of
borrowing 0∼10

27 Overdue Overdue times
28 Status Repayment situation 0: overdue time >0; 1: overdue time� 0
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materials provided by the applicant, and serves as a
reference for investors. In themain variables of credit
risk evaluation, historical loan information can re-
flect the use of customer loans, while personal work
information can reflect the stability of applicants’
work, which is an important reference for evaluating
their repayment ability. For the platform, we must
further strengthen the collection, collation, and
storage of data, provide more powerful information
support for credit risk assessment and qualification
review, and help investors obtain more income on

the premise of ensuring the safety of investors’ funds
to the greatest extent. Table 4 shows classification
results summary of each model.

(2) Comparative analysis of model performance is done
before and after data balance processing. In the
aspect of classifier performance evaluation, the ac-
curacy index is usually selected; however, for the
classification of unbalanced data, it is not appro-
priate to select the accuracy only. *erefore, the
original model can be optimized by combining the

Table 2: Data composition.

Data processing Data set 0 1 Total 0 (%) 1 (%)
Original data 30 992 1022 2.935 97.065

Random sampling Test set (test) 15 496 511 2.935 97.065
Training set (train) 15 496 511 2.935 97.065

SMOTE New training set (ntrain) 90 150 240 37.5 62.5

Table 3: Parameter selection and important variables of each model.

Model
Original training set New training set

Parameter selection Important variables Parameter selection Important variables
CART — Succeed, field — Succeed
C4.5 — Succeed, field, size — Autoloan, score

AdaBoost — Succeed, field, tile,
application, size, score —

Succeed, empLength,
paid, size, grade,
borrowType

SVM C: classification mode, polynomial
kernel function — C: classification mode, polynomial

kernel function, weight is 2 :1.4 —

ANN Number of hidden nodes� 6,
maximum iteration times� 200 — Number of hidden nodes� 11,

maximum iteration times� 207 —

RF
Number of spanning trees� 800,

number of variables selected by node
branches� 25

Paid, succeed, score,
field, application, grade

Number of spanning trees� 800,
number of variables selected by node

branches� 3

Paid, succeed,
application, score, size,

grade

9

8

7

6

5

4

3

2

1

0
Rotation
forest-FS

Rotation
forest-A

Random
subspace-FS

Random
subspace-A

Boosting-FS Bagging-FS Boosting-A Bagging-A

CD = 5.38, p = 0.05
CD = 4.90, p = 0.1

Figure 2: Friedman average ranking.
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specific index and sensitivity index. We can compare
the ROC curve of each model in Figure 3.
*e first is accuracy. *e model built by the new
training set can basically achieve the accuracy rate of
0.963–0.982, among which ANN, RF, and C4.5 rank
in the top three. Even though the accuracy of cart,
AdaBoost, SVM, RF has declined, it can more ac-
curately predict a few items. Among them, C4.5 and
ANN models have greatly improved the prediction
accuracy based on the original training set model.
*e second is ROC curve and AUC.*e closer to the
upper left corner, the higher the accuracy of the
model prediction. Comparatively speaking, the ROC

curve of the model constructed based on the new
training set is more concentrated in the upper left
corner, which indicates that the classifier has better
performance. In particular, after the original sample
is balanced by using the smote algorithm, the model
constructed based on this has significantly higher
AUC, which is more than 0.85. RF, cart, and C4.5
rank in the top three, and RF, cart, and C4.5 rank the
best. *e AUC of random forest method is very close
to 1, reaching 0.987. Compared with other models,
its advantages are very significant.
Generally speaking, in the related research of credit
risk evaluation, it is of great significance to

Table 4: Classification results summary of each model.

Model
Original training set New training set

0 1 True positive
rate

True negative
rate

Accuracy
rate AUC 0 1 True positive

rate
True negative

rate
Accuracy

rate AUC

CART 0 13 2 0.7 0.977 0.972 0.885 0 13 1 0.932 0.962 0.962 0.9481 12 481 1 17 476

C4.5 0 8 5 0.5 0.975 0.964 0.784 0 12 1 0.866 0.971 0.972 0.9211 13 483 1 10 481

AdaBoost 0 8 5 0.5 0.985 0.972 0.792 0 11 3 0.7 0.971 0.963 0.8821 7 488 1 13 480

SVM 0 7 6 0.531 0.992 0.97 0.761 0 12 4 0.732 0.975 0.961 0.8541 2 492 1 11 479

ANN 0 9 4 0.666 0.981 0.972 0.825 0 11 3 0.7 0.983 0.981 0.8911 8 485 1 4 489
RF 0 9 4 0.665 0.997 0.987 0.833 0 14 0 2 0.971 0.972 0.984

Table 5: Results of 3-fold cross validation.

Model 3-fold cross validation TP FP FN TN True positive rate True negative rate Accuracy rate AUC

CART

1 9 10 0 321 9 0966 0965 0982
2 6 4 2 325 08 0984 0972 0841
3 8 14 0 314 08 0952 0954 0928

Mean value 0866 0965 0961 0917

C4.5

1 8 8 2 321 08 0972 0972 0935
2 6 2 2 327 06 0994 0983 0841
3 8 11 0 317 08 0962 0963 0933

Mean value 0832 0975 0973 0906

AdaBoost

1 8 7 2 321 08 0975 0975 0939
2 6 5 4 324 06 0981 0975 0842
3 6 8 4 320 06 0972 0965 0835

Mean value 0762 0975 0972 0871

SVM

1 6 11 4 318 06 0963 0952 0835
2 6 10 4 321 06 0966 0956 0835
3 7 18 3 310 07 0941 0934 0875

Mean value 0732 0955 0952 0841

ANN

1 7 11 3 318 07 0961 0953 0883
2 8 14 2 317 08 0954 0954 0928
3 8 23 2 307 08 0926 0925 0915

Mean value 0866 0942 0942 0911

RF

1 9 6 1 325 9 0971 0981 0983
2 6 2 4 327 06 0992 0981 0841
3 9 11 1 317 9 0963 0964 0983

Mean value 0911 0977 0972 0935
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strengthen the research on the prediction of a small
number of samples, which can provide more in-
formation support for relevant investors, help in-
vestors choose investment projects more
scientifically, so as to minimize the credit risk, and
improve the security of funds, which has good
practical value. In this case, according to the char-
acteristics of the original training set, this paper
introduces the smote algorithm to deal with it, which
greatly improves the performance of credit risk as-
sessment model, and improves the accuracy of de-
fault project prediction.

(3) *e prediction performance of different models was
compared and analyzed. *rough the analysis of
Table 4, it can be found that the true rate of the
random forest model in the model built based on the
new training set is about 1, and its AUC is as high as
0.987, which has relatively high accuracy and has
good identification ability for relevant default sam-
ples. In summary, this paper preliminarily

determines that the random forest model has higher
prediction accuracy and the best performance.

In order to verify the conclusion of this paper and de-
termine the best model, this paper selects a 3-fold cross
validation method. According to the standard of this paper,
dependent variables include default variables and nondefault
variables. In order to balance the two categories in the
original data, we can divide them into three parts randomly,
that is, three data sets including default variables and
nondefault variables, and run them as test sets. *e data sets
are processed by using the smote algorithm, and then the
correspondingmodels are established and their classification
performance is evaluated to carry out the targeted test. It can
be seen from Table 5 that the mean values of true positive
rate are larger, the difference is larger.

Among them, the models with more than 0.85 include
RF, cart, and ANN, which are in the forefront.*erefore, the
above three models have high recognition ability for default
items; the true negative rate of RF, AdaBoost, and C4.5 is in
the top three, and the accuracy rate of RF, C4.5, and
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Figure 3: ROC curve of each model. (a) CART. (b) C45. (c) AdaBoost. (d) SVM. (e) RF. (f ) ANN.
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AdaBoost is in the top three. Considering that the accuracy
rate is difficult to distinguish the minority class from the
majority class, the accuracy can only be used as a reference to
determine the best model, rather than the main factor. *e
AUC of RF, cart, and ANN ranked in the top three. To sum
up, the best performance is the random forest model, which
has broad application prospects in the evaluation of network
lending credit.

5. Conclusion

*is paper comprehensively and systematically studies the
credit risk factors in P2P network lending and constructs a
data mining model in risk assessment, which lays the
foundation for the follow-up research. *e smote algorithm
is used to process the unbalanced data, and then the cor-
responding model is established, which can reduce the
volatility of prediction accuracy and improve the risk
identification ability of AUC index and default items. *e
future research focuses on the following: first, strengthen the
analysis of user behavior; second, judge the correlation
between user behavior and credit risk; and third, build a user
credit risk assessment system to provide real-time search
function for the platform.

Data Availability

*e raw/processed data required to reproduce these findings
cannot be shared at this time as the data also forms part of an
ongoing study.

Conflicts of Interest

*e authors declare that they have no conflicts of interest.

Acknowledgments

*e findings were sponsored by the National Social Science
Fund of China (Grant no. 18CGL015).

References

[1] H. Liang, J. Zou, K. Zou, and M. J. Khan, “An improved
genetic algorithm optimization fuzzy controller applied to the
wellhead back pressure control system,” Mechanical Systems
and Signal Processing, vol. 142, no. 8, Article ID 106708, 2020.

[2] J. Hu, Y. Sun, G. Li, G. Jiang, and B. Tao, “Probability analysis
for grasp planning facing the field of medical robotics,”
Measurement, vol. 141, no. 7, pp. 227–234, 2019.

[3] F. Hu and G. Wu, “Distributed error correction of EKF al-
gorithm in multi-sensor fusion localization model,” IEEE
Access, vol. 8, no. 5, pp. 93211–93218, 2020.

[4] D. Jiang, G. Li, Y. Sun, J. Kong, and B. Tao, “Gesture rec-
ognition based on skeletonization algorithm and CNN with
ASL database,” Multimedia Tools and Applications, vol. 78,
no. 21, pp. 29953–29970, 2019.

[5] H. Liang, J. Zou, Z. Li, M. J. Khan, and Y. Lu, “Dynamic
evaluation of drilling leakage risk based on fuzzy theory and
PSO-SVR algorithm,” Future Generation Computer Systems,
vol. 95, no. 6, pp. 454–466, 2019.

[6] Z. Liu, B. Hu, B. Huang, L. Lang, H. Guo, and Y. Zhao,
“Decision optimization of low-carbon dual-channel supply

chain of auto parts based on smart city architecture,” Com-
plexity, vol. 2020, no. 5, 14 pages, Article ID 2145951, 2020.

[7] M. Buchholz and L. Tonzer, “Sovereign credit risk co-
movements in the eurozone: simple interdependence or
contagion?” International Finance, vol. 19, no. 3, pp. 246–268,
2016.

[8] W. Sun, Y. Zhao, and L. Sun, “Big data analytics for venture
capital application: towards innovation performance im-
provement,” International Journal of Information Manage-
ment, vol. 50, no. 2, pp. 557–565, 2020.

[9] M. Xie, H. Li, and Y. Zhao, “Blockchain financial investment
based on deep learning network algorithm,” Journal of
Computational and Applied Mathematics, vol. 372, no. 7,
p. 112723, 2020.

[10] Z. Liu, B. Hu, Y. Zhao et al., “Research on intelligent decision
of low carbon supply chain based on carbon tax constraints in
human-driven edge computing,” IEEE Access, vol. 8, no. 3,
pp. 48264–48273, 2020.

[11] L. Sun, Y. Zhao, and W. Sun, “Study on supply chain strategy
based on cost incomemodel andmulti-access edge computing
under the background of the internet of things,” Neural
Computing and Applications, 2019.

[12] S. Morris and H. S. Shin, “Illiquidity component of credit
risk—the 2015 Lawrence R. Klein lecture,” International
Economic Review, vol. 57, no. 4, pp. 1135–1148, 2016.

[13] Z. Liu, S. Chen, B. Hu, M. Zhou, and Y. Zhao, “Research on
staged pricing model and simulation of intelligent urban
transportation,” IEEE Access, vol. 7, no. 9, pp. 141404–141413,
2019.

[14] F. Wang, L. Ding, H. Yu, and Y. Zhao, “big data analytics on
enterprise credit risk evaluation of e-business platform,” In-
formation Systems and e-Business Management, 2019.

[15] J. Wang, X. Wang, F. Meng, R. Yang, and Y. Zhao, “Massive
information management system of digital library based on
deep learning algorithm in the background of big data,”
Behaviour & Information Technology, pp. 1–12, 2020.

[16] L. Zheng, X. Qi, and K. Yang, “Optimal independent pricing
strategies of dual-channel supply chain based on risk-aversion
attitudes,” Asia-Pacific Journal of Operational Research,
vol. 35, no. 2, pp. 1–17, 2018.

[17] E. Ramentol, Y. Caballero, R. Bello, and F. Herrera, “SMOTE-
RSB∗: a hybrid preprocessing approach based on over-
sampling and undersampling for high imbalanced data-sets
using SMOTE and rough sets theory,” Knowledge and In-
formation Systems, vol. 33, no. 2, pp. 245–265, 2012.

[18] R. Yang, L. Yu, Y. Zhao et al., “Big data analytics for financial
market volatility forecast based on support vector machine,”
International Journal of Information Management, vol. 50,
no. 2, pp. 452–462, 2020.

[19] X. Qi, W. Wang, and L. Zheng, “*e influence of online
subsidies service on online-to-offline supply chain,” Asia-
Pacific Journal of Operational Research, vol. 35, no. 2, pp. 1–14,
Article ID 1840007, 2018.

Complexity 9



Research Article
Articulatory-to-Acoustic Conversion Using BiLSTM-CNN
Word-Attention-Based Method

Guofeng Ren , Guicheng Shao, and Jianmei Fu

Department of Electronics, Xinzhou Teachers University, Xinzhou 034000, China

Correspondence should be addressed to Guofeng Ren; renguofeng926@sina.com

Received 6 July 2020; Revised 27 August 2020; Accepted 12 September 2020; Published 26 September 2020

Academic Editor: Zhihan Lv

Copyright © 2020 Guofeng Ren et al. )is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In the recent years, along with the development of artificial intelligence (AI) and man-machine interaction technology, speech
recognition and production have been asked to adapt to the rapid development of AI and man-machine technology, which need to
improve recognition accuracy through adding novel features, fusing the feature, and improving recognition methods. Aiming at
developing novel recognition feature and application to speech recognition, this paper presents a new method for articulatory-to-
acoustic conversion. In the study, we have converted articulatory features (i.e., velocities of tongue and motion of lips) into acoustic
features (i.e., the second formant andMel-Cepstra). By considering the graphical representation of the articulators’ motion, this study
combined Bidirectional Long Short-TermMemory (BiLSTM) with convolution neural network (CNN) and adopted the idea of word
attention in Mandarin to extract semantic features. In this paper, we used the electromagnetic articulography (EMA) database
designed by TaiyuanUniversity of Technology, which contains ten speakers’ 299 disyllables and sentences ofMandarin, and extracted
8-dimensional articulatory features and 1-dimensional semantic feature relying on the word-attention layer; we then trained 200
samples and tested 99 samples for the articulatory-to-acoustic conversion. Finally, Root Mean Square Error (RMSE), Mean Mel-
Cepstral Distortion (MMCD), and correlation coefficient have been used to evaluate the conversion effect and for comparison with
Gaussian Mixture Model (GMM) and BiLSTM of recurrent neural network (BiLSTM-RNN).)e results illustrated that the MMCD
of Mel-Frequency Cepstrum Coefficient (MFCC) was 1.467 dB, and the RMSE of F2 was 22.10Hz. )e research results of this study
can be used in the features fusion and speech recognition to improve the accuracy of recognition.

1. Introduction

Along with the popularity of artificial intelligence, man-
machine interaction technology has put forward higher
requirements for speech processing technology, and it is
hoped that intelligent products, such as computers and
mobile phones, will have the ability to communicate har-
moniously with human beings and the ability to express
emotions. )e existing technology of emotional speech
processing inevitably took advantage of the human pro-
nunciation mechanism, and then human speech is pro-
nounced successfully by the systematic movements through
the muscle’s contraction of the vocal organs, such as the
tongue, lips, and jaw. )is relationship between articulatory
and acoustic data has been formed through the accumula-
tion of a great deal of articulatory experience.

Although people have adopted a variety of technologies
to collect the motion information of articulators, such as
X-ray [1], real-time Magnetic Resonance Imaging (rMRI)
[2], Ultrasound [3], EPG [4], and EMA [5], most data ac-
quisition environments were not perfect, and the collected
data were of poor natural degree or were easily disturbed by
external noise [6]. Among them, due to the EMA technology
using sensors placed on the pronunciation organs such as
the surface of the lip, contact area is only 3mm2; at the same
time, the sensors’ working theory is simple and with stable
performance, which has been widely used in pronunciation
organs’ trajectory tracking and data collection.

For more than a decade, researchers have been studying
the acoustic-to-articulatory inversion. Ouni and Laprie [7]
first proposed the codebook method in 2005, which used
vector quantization to encode the acoustic vectors of speech
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and calculate the minimal Euclidean distance between the
acoustic vectors and the articulatory vectors, so as to con-
struct the inversion system. )e drawback of this method is
that it requires a large amount of data to achieve the accurate
conversion effect.

King and Wrench [8] implemented a dynamic system to
train EMA data using Kalman filter in 1999.)ey defined the
acoustic and articulatory features of speech as linear rela-
tionship based on the physical model of speech production.
However, there was no strict linear relationship between the
acoustic and articulatory features.

Furthermore, in 2000, Dusan and Deng [9] used an
extended Kalman filter to train the acoustic-articulatory data
to establish a more realistic inversion relationship. By
combining this model with Kalman smoothing filter, the
movement trajectory of the articulator would be simulated,
and the RMSE between the simulated trajectory and the
original trajectory was realized to be 2mm.

Korin Richmond and Yamagishi [10] used neural net-
work to realize the acoustic-to-articulatory inversion firstly
in 2002. )ey used the data of two subjects in MOCHA-
TIMITand achieved the inversion result with a RMSE as low
as 1.40mm. At the same time, Toda et al. [11] proposed a
feature inversion method based on Gaussian Mixture Model
(GMM), which used maximum likelihood estimation
method to analyze the parallel acoustic data stream and the
EMA data stream, and established the joint probability
density function. Different quantities of Gaussian mixture
elements had been used to achieve higher inversion
accuracy.

Hiroya andHonda [12], Lin et al. [13], and Ling et al. [14]
successively used and improved HMM and finally achieved
the integrated RMS of 1.076mm, which is also the highest
inversion accuracy achieved by using HMM model so far.

In recent years, deep learning has attracted great at-
tention for its ability to model nonlinear mapping relations
and has been applied to the inversion of articulatory and
acoustic features. Leonardo Badino et al. [15, 16] realized
acoustic-to-articulatory inversion using Deep Belief Net-
work (DBN) and Hidden Markov Model (HMM) and ap-
plied it to speech recognition, resulting in a 16.6% reduction
in the recognition relative bit error rate. At the early stage,
convolutional neural network (CNN) [17] has been widely
used in the field of image signal processing, which had
obvious advantages in the analysis of local features;
meanwhile the articulatory features could be seen as the
visual features of speech. Sun et al. [18] from Yunnan
University showed that CNN could be applied to the
emotion classification of speech and achieved good results.
)ey were the first to introduce word-attention mechanism
to emotion classification and reveal the influence of se-
mantics on classification effect.

However, most researchers only focus on the acoustic-
to-articulatory inversion, and the research on the articula-
tory-to-acoustic conversion is less and started relatively late.
Yet the articulatory-to-acoustic conversion is helpful to the
study of pronunciation mechanism and the development of
speaker recognition and emotion recognition. Liu et al.
[19, 20] of the University of Science and Technology of

China used Cascade Resonance Network and BiLSTM-RNN
to convert articulatory features into spectral energy and
fundamental frequency features in 2016 and 2018, respec-
tively, and achieved a good conversion effect.

At present, the conversion focuses on the frame or
phoneme level, with emphasis on the pronunciation rules
and acoustic characteristics of phonemes. However, in the
tonal languages like Mandarin, the interaction between
syllables must hide certain acoustic-pronunciation infor-
mation. Meanwhile, word-attention mechanism has been
widely applied in the field of text processing and emotion
classification. Wang and Chen [21] proposed an LSTM
emotion classification method based on attention mecha-
nism and realized emotion classification through feature
screening of short- and long-text features combined with
attention mechanism. Wang et al. [22] proposed a word-
attention convolution model with the combination of CNN
and attention mechanism, aiming at word feature
extraction.

Relying on deep learning with nonlinear and attention
mechanism, BiLSTM-CNN method and word-attention
mechanisms were used to realize the articulatory-to-acoustic
conversion in this paper. )e paper is organized as follows.
First, we review related work on articulatory-to-acoustic
conversion, as well as CNN and word-attention mechanism
in Section 2. Next, the detailed method we proposed is
described in Section 3, and Section 4 reports our experi-
ments and their results. Section 5 provides the discussion
and conclusion of the work.

2. Related Work

To explore the articulatory-to-acoustic conversion and
improve the conversion effect, lots of researches have been
carried out in the past decades, and several methods have
been proposed to model the conversion, including Gaussian
Mixture Model (GMM), recurrent neural network (RNN),
Long Short-TermMemory (LSTM), BiLSTM, and CNN. We
will give a brief introduction in this section.

2.1. GMM-Based Articulatory-to-Acoustic Conversion.
GMM is a classical feature conversion method [23], which
used the joint probability density function of acoustic-ar-
ticulatory features to realize the conversion. )e description
of the transformation model is

yt � 
M

i�1
p λi

 ti p yi

 xi, λi , (1)

Here, M is used to represent the number of Gaussian
mixture elements, p(λi | xi) denotes the probability of
acoustic feature vector xi, and p(yi | xi, λi) represents full
covariance matrix of conditional Gaussian distribution.

x � (x1, x2, . . . , xM) and y � (y1, y2, . . . , yM) have
been defined as articulatory and acoustic features, respec-
tively, where, M is the number of frames. Considering that
the articulatory features of frame i are known, the first-order
dynamic features are as follows:
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Δxi � −0.5xi−1 + 0.5xi+1. (2)

)e articulatory features and the first-order dynamic
features are spliced as the input feature vector
Xi � [xM

i ,ΔxM
i ]M, and then output vector

Yi � [yM
i ,ΔyM

i ]M can be obtained. )us, the joint proba-
bility distribution of input and output vectors can be de-
scribed as follows:
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(3)

where Zi � [XM
i , YM

i ] is the joint vector of articulatory and
acoustic features, N is the number of Gaussian elements,
θ � αj, μZ

j ,ΣZj | j � 1, 2, . . . , N, denotes the model parame-
ters of GMM, and αj, μZ

j , and Σ
Z
j are weight, mean, and

covariance of Gaussian element j, respectively. Among them,
model parameter Θ will be estimated by Maximum Like-
lihood Estimation Algorithm (MLEA) [24]. When the di-
mension between articulatory and acoustic features is
different, the covariance matrix ΣZj is full-rank matrix.

During the conversion, input articulatory features are
supposed to be X � [x1, x2, . . . , xM], and output acoustic
features are supposed to be Y � [y1, y2, . . . , yM]; y∗ can be
calculated relying on the MLE as follows:

y
∗

� argmax
y

p(Y | X,Θ), s.t. Y � Wy, (4)

Here, W is dynamic window coefficient matrix. In
formula (4), conditional probability distribution can be
rewritten as follows:

p(Y | X,Θ) � 

N

j�1
p(j | X,Θ)p(Y | j, Y,Θ). (5)

If we only refer to a Gaussian element, it can be calculated
by Maximum Posterior Probability, which is shown as follows:

j
∗

� argmaxp(j | X,Θ). (6)

If the frames are independent of each other, for input of
frame i, Xi exist as Formula (7); meanwhile, the output of
frame i, Yi exist as Formula (8):

p j | Xi,Θ(  �
p(j |Θ)p Xi

 j,Θ 

p Xi

Θ 
�

αjN Xi

 μX
j , 

XX

j
 


N

n
αnN Xi

 μX
n , 

XX

n
 

,

(7)

p Yi

 j
∗
, Xi,Θ  � N Yi

 μy | x
j∗,i , 

y | x

j∗
 . (8)

Here, μy|x
j∗ ,i and Σy|x

j∗ are mean and covariance matrix,
respectively, which are calculated using the following two
formulas:

μy|x
j∗ � μY

j∗ + 
YX

j∗


YX−1

j∗
Xi − μX

j∗ , (9)


y|x

j∗
� 

YY

j∗
− 

YX

j∗


XX

j∗


XY

j∗
. (10)

On this basis, we can obtain the output sequence using
maximum likelihood criterion, as shown in formula (11),
where Σy is square matrix and μy can be calculated through
μy|x

j∗,t connecting nose to tail:

y
∗

� W
T



y− 1

W⎛⎝ ⎞⎠

− 1

W
T



y− 1

μy
. (11)

2.2. LSTM of RNN. Recurrent neural network (RNN) is a
kind of neural network that takes sequence data as input data
and recourses along the time domain direction of the se-
quence [20]. All nodes in this network are connected in a
chain. RNN has the advantages of memorability, parameter
sharing, and Turing completeness and is obviously superior
to GMM in learning nonlinear features. )e network has
been widely used in speech recognition, speech modeling,
feature conversion, and other fields.

)e core of RNN is the directed graph, and the loop unit
is fully connected. Input sequence is given as
X � X1, X2, . . . , XM , and spread length is given as τ. For
time-step t, the recurrent unit should be taken as

h
〈t〉

� f s
〈t−1〉

, X
〈t〉

, θ , (12)

where h denotes systematic state of RNN, s denotes inner state
calculated by s� s (h,X, y), and f represents activation function,
such as logistic and hyperbolic tangent function, or represents a
kind of feedforward neural network. )e excitation function
corresponds to the simple recurrent network, and the feed-
forward neural network corresponds to some depth algo-
rithms. θ is weight coefficient in the recurrent unit.

We take the example of an RNN containing a hidden
layer; the hidden layer vector sequence H � h1, h2, . . . , hM 

can be obtained by

h
〈t〉

� f Whhh
〈t−1〉

+ WxhX
〈t〉

+ θh . (13)

)en, output sequence Y � Y1, Y2, . . . , YM  can be
shown as follows:

Y
〈t〉

� Whyh
〈t〉

+ θy. (14)

Initially, inverse error transfer algorithm on the time axis
has been adopted to update the parameters, which would
produce some inverse transfer error. So gradient erasing and
explosion would occur, which seriously affected the training
effect of RNN. In order to reduce the above problems,
Li et al. [25] put forward Long Short-TermMemory (LSTM),
including nonlinear transform and gate-structure affection
function. )rough the development of LSTM, the structure
brought forward by Aviles and Kouki [26] is consisting of
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input gate, output gate and forgetting gate. Among them,
input gate is used to control the conversion processing from
accepted information to memory sequence, which is shown
as follows:

i
〈t〉

� σ WixX
〈t〉

+ Wihh
〈t− 1〉

+ Wicc
〈t〉

+ θi , (15)

Here, σ is sigmoid function and c is memory sequence.
Forgetting gate is used to control how much of the current
memory information should be discarded, the imple-
mentation method of which is

f
〈t〉

� σ WfxX
〈t〉

+ Wfhh
〈t− 1〉

+ Wfcc
〈t〉

+ θf . (16)

)e memory sequence can be updated as follows relying
on input and output gates:

c
〈t〉

� it ∗ tan h WcxX
〈t〉

+ Wchh
〈t− 1〉

+ θc  + f
〈t〉 ∗ c

〈t− 1〉
.

(17)

)e output gate can be used to scale output sequence,
and the detailed method is as follows:

o
〈t〉

� σ WoxX
〈t〉

+ Wohh
〈t− 1〉

+ Wocc
〈t〉

+ θo . (18)

Finally, we can obtain

h
〈t〉

� o
〈t〉 ∗ tan h c

〈t〉
 , (19)

and the result can be transferred into RNN.

2.3. BiLSTM. Bidirectional Long Short-Term Memory
(BiLSTM) [18] is a variant of traditional neural network and
combination of forward LSTM and backward LSTM. Output
of the model can be represented as

h
→〈t〉

� LSTM h
〈t− 1〉

, X
t
, c

〈t− 1〉
 ,

h
←〈t〉

� LSTM h
〈t+1〉

, X
t
, c

〈t+1〉
 ,

h
〈t〉

� h
→〈t〉

, h
←

〈t〉
].

(20)

Let us take the mean of h〈t〉 as the output; that is to say,
the output is mean(h〈t〉). Until the long-short sequence has
arrived at BiLSTM layer, gate structure began to carry
adoption and releasing of the information through sigmoid,
and the output is between 0 and 1 (1 means complete
adoption, and 0 means complete discarding). )e ideal
structure of BiLSTM is shown in Figure 1.

2.4. CNN. Convolutional neural network (CNN) [18] is a
feedforward neural network containing convolution oper-
ation, and its model structure generally includes input layer,
convolution layer, pooling layer, full-connection layer, and
output layer. )e convolution layer, pooling layer, and full-
connection layer can all be seen as hidden layers. Among
them, the role of the convolution layer is to carry out feature
extraction, and the feature extraction of input layer data can
be realized by using the set filter. )e specific method is
shown as follows:

Ji � f ω∗Xi: i+g−1 + θ . (21)

Here, ω denotes convolution kernel, g denotes the size of
convolution kernel,Xi: i+g−1 denotes articulatory feature vector
from frame i to frame i + g − 1, and θ denotes bias value.)us,
we can obtain the feature matrix J � [c1, c2, . . . , cn−g+1]

through the convolution layer calculation.
Using max pooling technology, pooling layer can

downsample the feature matrix and achieve optimal solution
of the local value. Full-connection layer is located in the last
layer of the hidden layer and can expand the feature diagram
with topological structure to activate function. Output layer
uses logical function or Softmax function to output classified
label and predicted value.

3. Methods

3.1. Speaker Normalization Based on Prussian
Transformation. Because speakers’ articulatory character-
istics are easily influenced by the speakers themselves, in-
cluding their vocal tract characteristics, height, and sitting
position; these factors are inherent differences between
speakers. In order to eliminate these inherent differences and
better quantify the kinematic characteristics of speech, we
used the Prussian Transformation to normalize the articu-
latory characteristics of different speakers. )e specific
processing is shown in Figure 2.

)e algorithm realized the linear geometric transfor-
mation from the original multipoint object to the target
multipoint object, including scale transformation, transla-
tion transformation, and rotation transformation. It is
supposed that the raw articulatory data was D1; then the
normalization of D1 was D3, and the target speaker’s ar-
ticulatory data was D2. Using hybrid transform consisting of
scale transform and rotation transform, we can take the
relation between D1 and D3 as follows:

D3 � HD1a + b, (22)

where the normalizing parameter {H, a, b} can be optimized
relying on minimized Root Mean Square Error between
target data D2 and the normalized data of raw speaker’s
articulatory D3.

Y<t–1> Y<t> Y<t+1>

C C C

C C C

C C C

X<t> X<t+1>X<t–1>

Figure 1: Structure of BiLSTM.
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To be specific, rotation matrix can be calculated using
singular value decomposition, which is shown as follows:

D1( 
T

D2 � UV
T
, (23)

Here, Σ is the diagonal matrix, U and V are separate
orthogonal matrices, and A is the diagonal matrix in which
the absolute value of the diagonal elements is 1.

3.2. BiLSTM-CNN-Based Articulatory-to-Acoustic Conversion.
According to Sections 2.2 and 2.3, CNN has a good ability to
extract local features, and BiLSTM network has a good
performance on the coherence of previous frames and
semantic features based on word-attention mechanism
[27]. )is paper combined CNN and BiLSTM and used the
theory of word attention to achieve articulatory-to-acoustic
conversion, where BiLSTM used context information to
analyze the articulatory features and train continuous
frames, and word-attention layer used word-attention
mechanism to extract semantic features and send them to
the BiLSTM for training. In the later stage, the CNN was
mainly composed of convolutional layer, pooling layer, and
full-connection layer. Finally, acoustic features are output
by regression layer. )e specific model structure is shown
in Figure 3.

As illustrated in Figure 3, the LSTM cells at each layer
in the BiLSTM-CNN were divided into two parts to
capture the forward and backward dependency, respec-
tively. In this case, the forward and backward articulation
feature sequences were both 10 frames and the feature
vector of each frame was 8 dimensions, and the semantic
feature was 1 dimension. )us, the input feature di-
mension of the feature fusion layer was 169 dimensions.
In the CNN part, we used 4 full-connection layers, the
convolution layer with size of 128 dimensions, and the
regression layer.

4. Experiments and Results

4.1. Materials

4.1.1. Participants. In the study, ten participants (5 males
and 5 females) were recruited; all of them were aged between
25 and 40 years (average of ages is 27.1, and the STD is 1.94)
with no professional language training and no orofacial
surgery history [28]. Before collecting the data, all subjects
were told the processes for collecting data and signed in-
formed consent. )e study was approved by the Health
Sciences Research Ethics Board at Institute of Psychology of
the Chinese Academy of Sciences (No. H16012).

4.1.2. Textual Material. Disyllable words and sentences of
neural affect were chosen as textual material. Sentences of
neural textual material were chosen as the spoken material,
including “Xia4 yu3 le1.” (It is raining.), “Jin1 tian1 shi4
xing1 qi1 yi1.” (Today is Monday.), “Wo3 xiang3 gei3 ta1 yi2
ge4 jing1 xi3.” (I want to give him a surprise.), “Ni3 yuan2
lai2 zai4 zhe4 li3” (So you here.), “Wo3 cuo4 le1.” (I am
wrong.), “Ni3 xue2 de1 zhen1 kuai4.” (You learn fast.), and
“Wo3 men2 shi4 lao3 tong2 xue2.” (We are old classmates.).

Disyllable words were chosen as the spoken material,
including “Mama” (Mum), “Zaijian” (Good-bye), “Tiantian”
(Everyday), “Daqi” (Encourage), and “Nihao” (Hello).

4.1.3. Data Collection. All articulatory data and acoustic
data were collected using the AG501 [29] EMA device of
Carstens [29] (Lenglern, Germany) as shown in Figure 4,
which has 24 articulatory channels and one audio channel
with 250Hz and 48 kHz sampling rate. AG501 is widely used
in electromagnetic articulography, which allows the col-
lecting in 3D of the movements of the articulators with high
precision.

We have glued 6 sensors (2mm∗ 3mm) with thin wires
to the left and right mastoids, nose bridge, and the bite plane
to carry head collection and 9 sensors to the upper and lower
lips, left and right lip corners, upper and lower incisors, and
tongue tip, tongue mid, and tongue root (as shown in
Figure 5). All subjects engaged in conversation for ap-
proximately 5 minutes after sensors were attached to provide
subjects the opportunity to familiarize themselves with the
presence of the sensors in the oral cavity.

)e collection experiment has been carried out in the
quiet environment with a maximum background noise of
50 dB. Acoustic data was collected by a match condenser
microphone EM9600, and articulatory data was collected in
synchronization with the acoustic data.

4.1.4. Data Processing and Feature Extraction. )e collected
data were loaded into the VisArtico, a visualization tool for
filtering using a low-pass filter (cut-off is 20Hz). Meanwhile,
the articulatory data were corrected for head movement
using Cs5normpos tool, which is a kind of tool in the EMA
control system of AG501.

)e VisArtico program can visualize kinematic data
while also allowing for calculation of tongue kinematic

Find the center of gravity
of each speaker’s data

Decentralization of
raw data

Normalize the center of gravity
of each speaker’s data

Normalize decentralization
of raw data D2

Generate target speaker’s
articulatory data D3

Speaker’s raw articulatorry
data D1

Figure 2: Diagram of speaker normalization algorithm based on
Prussian Transformation.
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parameters. In this paper, we extracted 8-dimensional ar-
ticulatory features as shown in Table 1.

In this paper, we have chosen 299 samples of disyllables
and sentences and then took 200 samples as the training data
and 99 samples as the test data, respectively.

4.2. Model Comparison of EMA-to-F2 Conversion. In the
EMA-to-F2 experiment, we compared the performances of
the GMM-based, RNN-based, and BiLSTM-CNN-based
methods. )e Root Mean Square Error (RMSE) in Hz be-
tween the true and the predicted F2 was adopted as the
evaluation measure parameter.

As a classical prediction model, GMM can approximate
any function as long as the number of mixing elements is
sufficient. In this study, we selected GMMwith 500 Gaussian
elements to accurately describe the joint probability density
function of the articulatory features and acoustic features.

According to the maximum likelihood criterion, the con-
ditional probability of acoustic features has been obtained by
approximate calculation of the joint probability density
function of acoustic features and articulatory features, and
the closed solution of the best acoustic features has been
obtained. )e result is shown in Figure 6 (the figure takes 80
frames of data as the example).

For the EMA-to-F2 conversion based on BiLSTM-RNN,
the 21-frame input window (10 frames forward and 10
frames backward) has been used to train the network. We
have trained 50 iterations for BiLSTM-RNN with 5 hidden
layers and 100 hidden units per hidden layer. )e training
results are shown in Figure 7, which illustrated the RMSE
and loss of training data. Along with increasing the iterations
number, the RMSE between the true and predicted data and
loss function values decreased. )e optical model occurred
at the 48th epoch, and the loss function value and RMSE
reached their minimum, respectively.

)e BiLSTM-CNN we proposed consisted of BiLSTM,
word-attention layer, and the CNN (convolutional layer,

Articulatory
features

Linguistic
feature

Features
fusion

Word attention
layer

Convolution
layer Pooling layer Full-connection

layerBiLSTM layer Output
layer

Figure 3: Integration model of BiLSTM-CNN.

Figure 4: Sensor placements on occlusal bite plane.

Figure 5: Sensor placements on the articulator.
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pooling layer, full-connection layer, and regression layer).
About the CNN part, we have chosen the convolutional layer
with size of 169∗ 169, 4 full-connection layers, and the 1-
dimensional regression layer. About the BiLSTM part, we
took 5 hidden layers with 100 hidden units per hidden layer
and adopted 21 frames (10 frames forward, 1 current frame,
and 10 frames backward) as the input feature; meanwhile,
the semantic feature needs input to the BiLSTM for feature
fusion and training. In the training process, we initially set
the learning rate to 0.005 and fixed the momentum at 0.8,
with maximum epochs of 50. )en, we can find that
BiLSTM-CNN is much better than the BiLSTM-RNN and
GMM conversion model, and the comparisons of F2 be-
tween true value and the predicted values, using the GMM,
BiLSTM-RNN, and BiLSTM-CNN based on word attention,
all are shown in Figure 8.

From the figure, we can find that the predicted F2 using
BiLSTM-CNN is most similar to the true value, and the
predicted F2 using BiLSTM-RNN is less similar to BiLSTM-
CNN. Furthermore, we used test data on GMM, BiLSTM-
RNN, and BiLSTM-CNN based on word attention; the
RMSE and correlation coefficient r of F2 can be obtained and
shown in Table 2.

)e correlation coefficient r has been used to analyze the
correlation between the predicted features and the true
features using Pearson product moment correlationmethod,
which is a method to analyze the linear relationship between
two variables. Here, it is supposed that there are two da-
tabases: articulatory feature input (x � x1, x2, . . . , xn ) and

acoustic features output (y � y1, y2, . . . , yn ), and the size
of the database is n. )us, Pearson correlation coefficient can
be defined as

r �


n

i�1 xi − x(  yi − y( 
�����������������������


n

i�1 xi − x( 
2


n

i�1 yi − y( 
2

 , (24)

where x and y represent the means of sample features x and
y and xi and yi show ith values of x and y, respectively.
Correlation coefficient r can reflect the strength information
of the linear relationship between variable sets x and y,
ranging from −1 to 1. If xi and yi are multidimensional
vector, the dimensionality of the vector should be reduced
first, and then the correlation analysis should be carried out.

In the study, we can find that there are strong positive
correlations between the predicted and true features on all
three models, which is shown in Table 1. In detail, the
correlation was, in turn, BiLSTM-CNN>BiLSTM-
RNN>GMM.

4.3.Model Comparison of EMA-to-MFCCConversion. In the
EMA-to-MFCC experiment, we adopted MMCD as the
parameter to evaluate the results of articulatory-to-MFCC
conversion, which can be defined as the mean value of
Euclidean distance between the predicted value and true
value. Here, we used 12-dimensional MFCC as the acoustic
feature and compared the performances of the GMM-based,
RNN-based, and BiLSTM-CNN-based methods.

In the experiment, we selected GMM with 500 Gaussian
elements to accurately describe the joint probability density
function of the articulatory features and acoustic features.
For the BiLSTM-CNN, we set the convolutional layer with
size of 169∗ 169, 4 full-connection layers, the 1-dimensional
regression layer, and 5 hidden layers with 100 hidden units
per hidden layer and adopted 21 frames (10 frames forward,
1 current frame, and 10 frames backward) as the input
feature.

In the training process, we initially set the learning rate
to 0.005 and fixed the momentum at 0.9, with the maximum
epochs of 60. )en, we can find that BiLSTM-CNN is much
better than the BiLSTM-RNN and GMM conversion model,
and the comparison results are shown in Table 3.

From the table, the MMCD of BiLSTM-CNN is the
minimum among three models, and BiLSTM-RNN is better
than GMM but not better than BiLSTM-CNN. Meanwhile,
we can find that there are strong positive correlations

Table 1: Articulatory features.

Abbreviation for features Description of features
Tongue root-X )e normalized back-forward velocity of the tongue root
Tongue root -Z )e normalized up-down velocity of the tongue root
Tongue body-X )e normalized back-forward velocity of the tongue mid
Tongue body-Z )e normalized up-down velocity of the tongue mid
Tongue tip-X )e normalized back-forward velocity of the tongue tip
Tongue tip-Z )e normalized up-down velocity of the tongue tip
Tongue constriction )e kinematics range of tongue tip at back-forward direction
Lip aperture )e open degree of lips at up-down direction

F2

300

250

200

150

100

50
807060504030
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Comparison between true and predicted values

Figure 6: Comparison between true and conversed values of
GMM-based F2.

Complexity 7



Test observation

0.8

0.6

0.4

0.2

Va
lu

e

0

–0.2

200 400 600 800 1000 1200 1400
Time step

1600

–0.4

–0.6

–0.8

True data
BiLSTM-CNN

GMM
BiLSTM-RNN

Figure 8: Kinematics comparison of F2 based on different network.

0.4

0.35

0.3

0.25

RM
SE

Lo
ss

0.2

0.15

0.1

0.05

0.0

0.08
0.07
0.06
0.05
0.04
0.03
0.02
0.01

0

0 5 10
10

15 20

20 30 40

Iterations
25 30 35 40 45 50

0 5 10
10

15 20

20 30 40

Iterations
25 30 35 40 45 50

Train (smoothed)
Train

Train (smoothed)
Train

Figure 7: )e RMSE and loss function values on the training database of BiLSTM-RNN.

8 Complexity



between the predicted and true features on all three models;
in detail, the correlations are, in turn, BiLSTM-
CNN>BiLSTM-RNN>GMM.

5. Discussion and Conclusion

)is study provided a novel conversion method combining
BiLSTM, CNN, and word-attention theory. In the current
study, features of the tongue and the lip in 3D coordinates of
AG501 have been extracted for the conversion and recog-
nition research and acoustic features (i.e., F2 and MFCC).

From the conversion research, we found that the ki-
nematics of tongue and lips can construct a simple graph,
which are found from the application of CNN, because CNN
has been used to graph signal processing widely. Meanwhile,
because the database we used is Mandarin, as a kind of tone
language, semantic feature plays an important role in the
speech processing, especially in articulatory-to-acoustic
conversion and speech recognition. So, we adopted word-
attention theory in this study and achieved ideal effect,
which proves that the semantic feature is helpful to the
conversion study especially in Mandarin.

)e current study broke the limitation of focusing on the
vowel only and fused the semantic features and articulatory
features. Due to the limitation of numbers of samples, we
choose 299 disyllables only in this paper; the sample size was a
little bit small, which will be considered in future efforts. )e
study in this paper should be the basement of the research of
speech recognition and speech production. It can promote the
fusion of artificial intelligence and Smart Campus in the future.
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“DNN-based ultrasound-to-speech conversion for a silent
speech interface,” in Proceedings of the 2017 INTERSPEECH,
Stockholm, Sweden, 2017.

[4] Y. Luo, A Study on the Location and Coarticulation of Con-
sonants Based on EPG—A Case Study of Zhuang and Miao
Languages, Master, Experimental Phonetics, Shang Normal
University, Shanghai, China, 2017.

[5] K. Richmond, “Preliminary inversion mapping results with a
new EMA corpus,” in Proceedings of the 2009 INTERSPEECH,
Brighton, UK, 2009.

[6] K. Richmond, Z. Ling, J. Yamagishi, and B. Ur, “On the
evaluation of inversion mapping performance in the acoustic
domain,” in proceeding of the 2013 INTERSPEECH, Lyon,
France, 2013.

[7] S. Ouni and Y. Laprie, “Modeling the articulatory space using
a hypercube codebook for acoustic-to-articulatory inversion,”
>e Journal of the Acoustical Society of America, vol. 118, no. 1,
pp. 444–460, 2005.

[8] S. King and A. Wrench, “Dynamical system modeling of
articulator movement,” in Proceedings of the 1999 ICPHS, San
Francisco, CA, USA, 1999.

[9] S. Dusan and L. Deng, “Acoustic-to-articulatory inversion
using dynamical and phonological constraints,” in Proceed-
ings of the 2000 Seminar on Speech Production, Sydney,
Aystralia, 2000.

[10] Z. L. Korin Richmond and J. Yamagishi, “Benigno UR and IA,
on the evaluation of inversion mapping performance in the
acoustic domain,” in Proceedings of the 2013 INTERSPEECH,
Lyon, France, 2013.

[11] T. Toda, A. W. Black, and K. Tokuda, “Acoustic-to-articu-
latory inversion mapping with gaussian mixture model,” in
Proceedings of the 2004 INTERSPEECH, Jeju Island, Republic
of Korea, 2004.

[12] S. Hiroya and M. Honda, “Estimation of articulatory
movements from speech acoustics using an HMM-based
speech production model,” IEEE Transactions on Speech and
Audio Processing, vol. 12, no. 2, pp. 175–185, 2004.

[13] J. Lin, W. Li, Y. Gao et al., “Improving Mandarin tone rec-
ognition based on DNN by combining acoustic and articu-
latory features using extended recognition networks,” Journal
of Signal Processing Systems, vol. 90, pp. 1077–1087, 2018.

[14] Z.-H. Ling, K. Richmond, and J. Yamagishi, “An analysis of
HMM-based prediction of articulatory movements,” Speech
Communication, vol. 52, no. 10, pp. 834–846, 2010.

[15] L. Badino, C. Canevari, L. Fadiga, and G. Metta, “Integrating
articulatory data in deep neural network-based acoustic
modeling,” Computer Speech & Language, vol. 36, pp. 173–
195, 2016.

Table 3: )e MMCD (dB) and r on the test set when using GMM,
BiLSTM-RNN, and BiLSTM-CNN for EMA-to-MFCC conversion.

GMM BiLSTM-RNN BiLSTM-CNN
MMCD 2.384 1.824 1.467
r 0.576 0.725 0.753

Table 2: )e RMSE (Hz) and r on the test set when using GMM,
BiLSTM-RNN, and BiLSTM-CNN for EMA-to-F2 conversion.

GMM BiLSTM-RNN BiLSTM-CNN
RMSE 37.13 26.42 22.10
r 0.565 0.625 0.738

Complexity 9

https://sail.usc.edu/span/mri-timit/ed


[16] C. C. Leonardo Badino, L. Fadiga, and G. Metta, “Deep-level
acoustic-toarticulatory mapping for DBN-HMM based
phone,” in Proceeedings of the 2012 IEEE Spoken Language
Technology Workshop (SLT), Miami, FL, USA, 2012.

[17] J. Bai, F. Li, and H.-D. Ji, “Attention-based BiLSTM CNN
Chinese microblog position detection model,” Computer
Applications and Software, vol. 3, no. 35, pp. 266–274, 2018.

[18] K. Sun, “Word attention-based BiLSTM and CNN ensemble
for Chinese sentiment analysis,” Computer Science and Ap-
plication, vol. 10, no. 2, pp. 312–324, 2020.

[19] Z.-C. Liu, Z.-H. Ling, and L.-R. Dai, “Articulatory-to-acoustic
conversion with cascaded prediction of spectral and excitation
features using neural networks,” in Proceeedings of the 2016
INTERSPEECH, San Francisco, CA, USA, 2016.

[20] Z.-C. Liu, Z.-H. Ling, and L.-R. Dai, “Articulatory-to-acoustic
conversion using BLSTM-RNNs with augmented input
representation,” Speech Communication, vol. 99, pp. 161–172,
2018.

[21] Y.-M. Wang and K. Chen, “End-to- end audio-visual dual-
mode speech recognition based on SDBN and BLSTM at-
tention fusion,” Communication Science, vol. 12, pp. 80–90,
2019.

[22] L.-Y. Wang, C.-H. Liu, D.-B. Cai et al., “Text emotion analysis
based on CNN-BiLSTM network with attentional model,”
Journal of Wuhan University of Technology, vol. 4, no. 41,
pp. 387–394, 2019.

[23] B. An Ji,MSEE, Speaker Independent Acoustic-to-Articulatory
Inversion, Doctor, Electrical and Computer Engineering,
Marquette University, Milwaukee, WI, USA, 2015.

[24] A. Ji, J. J. Berry, and M. T. Johnson, “Vowel production in
Mandarin accented English and American English: kinematic
and acoustic data from the Marquette University Mandarin
accented English corpus,” Speech Communication, vol. 19,
Article ID 060221, 2013.

[25] R. Li, Z. Wu, Y. Huang, J. Jia, H. Meng, and L. Cai, “Emphatic
speech generation with conditioned input layer and bider-
ection LSTMs for expressive speech synthesis,” in Proceedings
of the 2018 ICASSP, Calgary, Canada, 2018.

[26] J. C. Aviles and A. Kouki, “Position-aided mm-wave beam
training under NLOS conditions,” IEEE Access, vol. 4,
pp. 8703–8714, 2016.

[27] L. Wu, F. Tian, L. Zhao, J. Lai, and T.-Y. Liu, “Word attention
for sequence to sequence text understanding,” in Proceedings
of the 32nd AAAI Conference on Artificial Intelligence, pp. 1–8,
New Orleans, LA, USA, 2018.

[28] G.-F. Ren, X.-Y. Zhang, D. Li, and etal, “Design and evalu-
ation of Mandarin bi-modal emotion speech database,”
Modern Electronic Technology, vol. 41, no. 14, pp. 182–186,
2018.

[29] M. Stella, A. Stella, F. Sigona, P. Bernardini, M. Grimaldi, and
B. G. Fivela, “Electromagnetic articulography with AG500 and
AG501,” in Proceedings of the 2013 INTERSPEECH, Lyon,
France, 2013.

10 Complexity



Research Article
Optimization and Simulation of a Reasonable Scheduling
Model under Multiple Tasks in Company Management

Zhuo Wang 1,2

1School of Economics and Management, Yanshan University, Qinhuangdao 066000, Hebei, China
2School of Management, Jilin Normal University, Siping, Jilin 136000, China

Correspondence should be addressed to Zhuo Wang; wangzhuo@jlnu.edu.cn

Received 20 July 2020; Revised 29 August 2020; Accepted 12 September 2020; Published 25 September 2020

Academic Editor: Zhihan Lv

Copyright © 2020 ZhuoWang.)is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

With the rapid development of market economy, the task scheduling model has become the core problem in the field of corporate
management. In order to solve the problem that the stability of the model will decline due to the interference of human factors in
the process of multitask scheduling in the traditional algorithm, a reasonable scheduling model based on the priority principle is
proposed in this paper. )is paper expounds the principle of multitask scheduling in company management, constructs a
multitask scheduling network model based on priority, performs virtual scheduling on the model, searches the optimal solution in
the solution space of the scheduling problem, and obtains the reasonable multitask scheduling method in the company
management. )rough the analysis of relevant simulation experiments, it can be concluded that the task scheduling algorithm
proposed in this paper can not only allocate the corresponding resources for high-priority tasks effectively, but also can save the
cost, so as to show better execution efficiency.

1. Introduction

With the rapid development of market economy, the
competition between enterprises is becoming more and
more fierce. As a more important factor affecting the
competitiveness of enterprises, the method of task sched-
uling in company management has been paid more and
more attention by company managers [1, 2]. )erefore, the
method of task scheduling in company management has
become a hot topic in the field of enterprise, which has been
paid attention by many experts. At present, the main task
scheduling models in company management mainly include
the task scheduling method based on the fuzzy clustering
algorithm, the task scheduling method based on the opti-
mization genetic algorithm, and the task scheduling method
based on the ant colony algorithm [3, 4]. Because of the wide
development space of the task scheduling method, it has
become the focus of many experts.

Task scheduling model has become the core problem in
the field of companymanagement. In themanagement of the
company, the pipeline work task management mode is

adopted, and the multithread andmultitask mode is adopted
for the work task under this management [5]. In the process
of multitask scheduling, the correlation between tasks is very
complex, which is greatly affected by the scheduling order.
)e traditional task scheduling model is based on single
linear order optimization [6, 7]. Once there are too many
tasks, the contradiction between different task scheduling
will increase, the stability of the model will decline, and the
efficiency of scheduling will be low. However, it is difficult to
assign a schedulable priority to each task in the design model
due to the limitation of multiple times. At the same time, it is
difficult to avoid the undesirable priority inversion.
)erefore, the design model cannot be used to analyze the
fixed priority scheduling theory.

Aiming at the defects of the traditional algorithm, a
reasonable scheduling method based on the multiconstraint
scheduling model is proposed. In this paper, the principle of
multitask scheduling in company management is described
in detail [8, 9]. A multitask scheduling network model based
on priority is constructed by using this principle. Virtual
scheduling is carried out for the network model, and the
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optimal solution is searched in the solution space, and the
reasonable multitask scheduling method in company
management is obtained [10].)e experimental results show
that the improved algorithm can improve the resource
utilization rate and scheduling efficiency and avoid the
defect of reduced stability of the scheduling model caused by
multiwork doping.

2. Principle of Multitask Scheduling in
Company Management

2.1. Analysis of Task Scheduling Model. Task scheduling is
simply a problem of allocating resources according to time
to complete tasks.)e accuracy and rationality of scheduling
is directly related to the economic effect of the whole
production activity.)e goal of task scheduling software is to
use advanced computer technology to achieve efficient
control of production scheduling [11]. )e objectives of the
task scheduling software are as follows:

(l) Convenient Interaction. )e software should have a
friendly man-machine interface, which is conve-
nient, intuitive, and easy to learn. )e user can easily
realize the man-machine dialogue.

(2) Network Management. As a part of the enterprise
internal management system, the task scheduling
software should have a good information interface to
realize the information interaction with other sub-
systems. )rough the interface, it can realize the
functions of task allocation, release, and processing.

(3) Controllability of Scheduling Process. It has the
monitoring function for the whole process of task
scheduling and timely reflects the problems to the
system administrator.

(4) Security. Most of the internal resources involved in
software are confidential, so security is very im-
portant. )e software should have the ability of user
identification and authority control.

According to the requirement analysis of task scheduling
software, the task scheduling is divided into six functions:
plan preprocessing, task scheduling, basic information
management, material resource management, job manage-
ment, and work process tracking.)us, the domain model of
task scheduling is obtained, as shown in Figure 1. )e task
scheduling model is mainly composed of two modules: task
request scheduling and optimal task selection. )e classifier
classifies tasks into several classes according to their priority
and sends them to the corresponding queue buffer and gives
each queue a weight. )e difference between virtual
scheduling and actual scheduling is that the virtual sched-
uling task allocates a set of resources, while the actual
scheduling task allocates a specific resource. Virtual
scheduling is developed based on relaxation theory, so
virtual scheduling is an intermediate process to solve the
scheduling scheme.

After the plan preprocessing function searches the
plans, it classifies the plans according to the retrieved
results and compiles the dispatch list, which is used to

drive the task scheduling [12]. After receiving the dispatch
list issued by the plan, the task scheduling first calls the
residual production capacity information in the basic
information management, the process information of the
product, and the task decomposition, assignment, and
sorting based on the example-based contract net sched-
uling method. )en, the raw materials and semifinished
products in the resource management are called to
schedule and process the tasks [13, 14]. After the sched-
uling is completed, the production, man hour quota, and
cost are statistically managed. )e whole scheduling
process is accompanied by work process tracking. Work
process tracking tracks the execution status of the plan
before the execution of the task scheduling, tracks the
logistics and cost information generated in the scheduling
process, and tracks the output and quality in the operation
management after the scheduling is completed.

2.2. Design of Task Scheduling Architecture. Class model is
the core of object-oriented modeling and an important part
of UML. Its main function is to define the classes in the
system and the relations between them. Class structure in the
class model is formed by abstracting meaningful concepts
from domain requirements and then encapsulating certain
behaviors with them [15, 16]. )e initial class model is a
concept-based class model, which focuses on the expression
of the relationship between classes, while ignoring the ex-
pression of the attributes and behaviors in the internal
structure of the class. According to the domain requirements
and basic framework of the system, the initial class model is
constructed abstractly. )e following is an analysis and
summary of the abstract modeling methods of the initial
class model [17, 18]:

(1) )e initial class is extracted from the underlying use
case, activity diagram, and information carrier
analysis, and the initial class framework is
established

(2) From the use case diagram and the activity diagram
to the relationship between information flow and
data flow abstract classes in the class diagram

(3) )e mapping from the use case diagram and the
activity diagram to workflow in the class diagram is
used to reflect business processing logic

(4) Accurate identification of association types (associ-
ation, aggregation, composition, and generalization)

(5) An interface definition or description that expresses
the services (operations) provided to the user using
the interface

(6) Proxy object is used to refine association and provide
access control; action object is used to provide
preprocessing to simplify interaction

)e initial class architecture of task scheduling software
is shown in Figure 2. )e initial class framework of task
scheduling is developed according to the business main line
of domain application, which embodies the functional ab-
straction and data processing flow of IPO control.
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In addition, the initial architecture of the system only
describes the status of this class in the system and the
relationship between this class and other classes in the
system, but fails to describe its detailed design and op-
timization. )erefore, it is necessary to further analyze
and design the middle classification of the initial class
framework according to the situation. )e optimization
method is used to optimize the structure [19–21]. Task
assignment class is the core process of collaborative task
scheduling. According to the domain analysis, the task
assignment class is further analyzed and designed. )e
structure of the task assignment class is shown in
Figure 3.

2.3. Description of Multitask Scheduling Principle.
According to the above method, we can solve the utilization
ratio of scheduling resources in multitasks. In the process of
scheduling tasks, the demand for nonrenewable resources is
determined. )erefore, the task scheduling cannot be ig-
nored. )erefore, when solving the multitask scheduling
problem, we first simplify the problem [22, 23]:

(1) Nonupdatable resources are ignored during the
operation

(2) )e duration of task completion is only related to the
working capacity of the selected renewable resources

)e solution of the scheduling problem with multiple
tasks is (W, R, S). W is used to describe the total number of
tasks, and ωi is used to describe i. R is used to describe the
resource allocation vector of all tasks, and ri is used to
describe the allocation of resources to task i. S is used to
describe the start time of work task, and Si is used to
describe the start time of work task i. S is obtained by
calculating W and R. )erefore, the process of solving the
scheduling problem is to solve the W and R values. )e
process of solving the multitask scheduling problem can
be described as follows: (1) constructing the priority
network of the problem to be scheduled; (2) through
virtual scheduling, the solution space is continuously
compressed until the end condition is met, and the
problem solving process is exited; (3) the solution result
(no solution or optimal solution) of the scheduling
problem is obtained.

In the management of the company, the pipeline work
task management mode is adopted, and the multithread and
multitask mode is adopted for the work task under this
management. In the process of multitask scheduling, the
correlation between tasks is very complex, which is greatly
affected by the scheduling order. In the company man-
agement, reasonable distribution of work tasks is conducive
to improving task efficiency.)e principle of scheduling is as
follows.

Set t � Ti (1≤ i≤ l) as the multitask set in company
management, which can be described by the following
matrix:

t �

T
Type
1 T

L
1 T

In
1 T

Out
1 T

E
1

T
Type
2 T

L
2 T
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2 T

Out
2 T

E
2

· · ·
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Type
l T

L
l T
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l T

Out
l T

E
l

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (1)

)e row vector of the matrix can be used to describe the
attribute set of the corresponding task. Among them,TType

i is
used to describe the types of work tasks; TL

1 is the total length
of work tasks; TIn

i is the input size of work tasks; TOut
i is the

output size of work tasks; TE
i is the expected value of work

tasks by companymanagement. QoS can also be divided into
different tasks according to the type of QoS. For example,
completion time, labor quantity, and cost.

Set d � Di (1≤ i≤m) to describe the resource set of a
work task in the company management, which can be de-
scribed by the following matrix:

d �
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1 D
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1 D
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1 D
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1 D
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (2)

)e row vector of the matrix is used to describe the
attributes of various resources in the corresponding task.
Among them, D

rg
i is used to describe the working ability of

workers; Dtime
i is used to describe the completion time of

tasks; Dsm
i is used to describe the number of workers re-

quired to complete tasks; Dcb
i is used to describe the use cost

of a single worker; D
jq
i is used to describe the use cost of

machines. In order to comprehensively consider the per-
formance of various resources in multitask scheduling, it is
necessary to normalize the performance attribute values of
resources.

V �

V
rg
i − min(rg)

max(rg) − min(rg)
, max(rg)≠ min(rg), 1≤ i≤m,

1, max(rg) � min(rg),

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(3)

where V
rg
i is the working ability attribute value of the ith

worker, min(rg) is the minimum value of the working ability
performance attribute value of m workers in the scheduling
resource set, and max(rg) is the maximum value of the
working ability attribute value of m workers. Obviously,
formula (1) normalizes the attribute value of workers’
working ability to the interval of [0, 1].

)e utilization rate of scheduling the resource set under
multitasks can be described by a vector, where
Di,uti(1≤ i≤m) is used to describe the corresponding
scheduling resource utilization. For example, for labor-in-
tensive tasks, the utilization rate of scheduling resources is
mainly reflected by worker resources, and its calculation
formula can be described as follows:
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j�1 Tj. etime − Tj. stime  × Δij

Ttime
, 1≤ i≤m, (4)

where Tj. etime and Tj. stime are used to describe the end time
and the start time of the corresponding task; Δij � 1 is used
to describe that task J is allocated on schedule I, otherwise
Δij � 0.

)e overall load balance Vm of scheduling resources
under multiple tasks can be described by the standard value
of variance. )e specific calculation formula is as follows:

Vm �

���������������

1
m



m

i�1
Vi,uti − V 

2




,

V �
1
m



m

i�1
Vi,uti.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

)e optimization goal of scheduling is to achieve the
minimum task scheduling span Tj. etime and the minimum
system resource overall load Vm through the reasonable
scheduling of task set t on the scheduling resource set v. In
the management of the company, the pipeline work task
management mode is adopted, and the multithread and
multitask mode is adopted for the work task under this
management. In the process of multitask scheduling, the
correlation between tasks is very complex, which is greatly
affected by the scheduling order. )e traditional task

scheduling model is based on single linear order optimi-
zation. Once there are too many tasks, the contradiction
between different task scheduling will increase, the stability
of the model will decline, and the efficiency of scheduling
will be low.

In addition, due to the need to maintain the stack of each
task, there is also a lot of memory overhead. In order to
reduce the space-time cost of real-time multitasking, it is
common to map multiple tasks to the same thread, so that
the thread will receive and process the requests of each task
in the queue in turn. However, it is difficult to assign a
schedulable priority to each task in the design model due to
the limitation of multiple times. At the same time, it is
difficult to avoid the undesirable priority inversion.
)erefore, the design model cannot be used to analyze the
fixed priority scheduling theory. )e other method is to
assign an implementation thread for each task; that is, the
number of tasks is equal to the number of threads, which will
have the disadvantage of high space-time cost.

3. Research onMultitask Scheduling Algorithm
Based on Priority

3.1. Priority Workflow Scheduling Prototype. )e level of a
workflow can be determined by the level of user payment, as
shown in Figure 4. For example, if a cloud service provider
divides users into free users, VIP, the priority value can be 0,
1, and 2. If there are multiple workflows applying for one
cloud resource at the same time, the higher the level of
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workflow, the easier it is to obtain the cloud computing
resources needed. If a workflow does not get the cloud
computing resources it needs for a long time due to its low
level, we can set a value for the workflow. Counting from 0
and adding one after each scheduling. If the value exceeds
the set value after multiple rounds of scheduling, the
workflow can obtain the cloud computing resources it needs
regardless of its priority level in the next round of sched-
uling. )e set value can be calculated according to the
following steps.

Firstly, suppose that there are M workflows applying for
the required cloud computing resources and the cloud re-
source provider divides the user level of cloud computing
resources into N levels, then the value can be set asM/N. For
the workflow being executed, its priority may be lower than
that of the workflow that is applying for cloud computing
resources. We prefer to let the workflow continue to execute,
rather than stop its execution forcibly, because this will waste
the consumed resources and make the total consumption
more.

3.2. SchedulingAlgorithmBased onWorkflowPriority (PISA).
PISA algorithm is based on the access control model; that is,
the workflow task can enter the scheduling sequence and
calculate the priority factor only after it has been authen-
ticated by the access control model. )erefore, in PISA, this
paper first introduces the access policy audit step. )is is
based on access control model authentication. When a
workflow applies for cloud computing resources, the cloud
computing resource provider first queries the access policy
library and then queries the corresponding access policy
according to the application information of the workflow. If
the access policy is accessible, the workflow can enter the
second step, that is, entering the workflow scaling sequence.
First of all, the workflow task of computing resource ap-
plication is authenticated. Only the task that meets the rules
can enter the second step. In order to facilitate the exper-
iment, we call the access policy of the workflow task as
WAPC. )e definition of WAPC is as follows:

WAPC work, task, Ts, Tc, P(  , (6)

where Ts is the start time of task Ti, Tc is the end time of task
Ti, and P is a periodic expression. )e value priority defines
the corresponding level of cloud computing resources that
the workflow task can obtain. If the level of resource
requested by the workflow task matches the value of priority,
the request of the workflow will be passed. If the level of the
workflow does not meet the corresponding requirements or
the time quota is insufficient, the application is rejected. We
define the time quota Tq, which indicates the maximum
execution time quota of the task. Work defines the set
priority value of the workflow to which the workflow task
belongs. )e authorization rules for the policy are as follows.

Suppose that user U applies to the cloud computing
service provider for a workflow instance W, and the task ID
contained in the request obtains the required cloud com-
puting resources at time T. in the workflow task, the priority

value of the corresponding level resources required is pri-
ority. If Ts < t<Tc, the access application is passed, other-
wise the application is rejected.

For a workflow with multiple tasks, the completion of
one task may depend on the completion degree of other
tasks, so their running time is related. In order to facilitate
the statistics of the possible time completion rate of a task,
we define the time parameter Tq, which takes the time
parameters of each task into account:

time �
Min ti(  + WS ti(  te − ts( 


m

i�1ti

, (7)

where Min(ti) is the minimum execution time of task ti,
WS(ti) is the time parameter required for the task to use all
available cloud computing resources, and tq cannot be
greater than te − ts, otherwise its request will not be passed.

For a workflow Wi, it may contain multiple tasks.
Similarly, users can specify the hierarchical weights of these
tasks. Suppose that there are n tasks whose rank weights are
T1, T2, · · · , Tn and Wi are the priority weights of the
workflow to which these tasks belong, then the average rank
weight bps of the tasks is

bps � 
m

i�1

ti

N
. (8)

Figure 5 only shows the work scheduling process, so
there is no numerical value in the graph. It is only a reference
for the process, and there may be other types. Figure 5 il-
lustrates the scheduling process of workflow tasks.

For task scheduling, we also have the following
considerations:

(1) )e amount of cloud computing resources that a
cloud computing service provider can provide is
limited.

(2) Tasks belonging to high-level workflow should be
executed first, whichmeans that the first-level impact
factor A is more important than the second-level
impact factor B. In some cases, some tasks of low-
level workflow may be higher in the scheduling
queue after being calculated by the above formula, so
we need to add the above conditions.

)e second step is to bind the tasks that have been
prioritized to the virtual machine and establish the
mapping relationship between tasks and virtual machines.
)is involves the concept of quality of service. In cloud
computing, service quality is used to measure the user
satisfaction with cloud computing services. Different
users have different standards for QoS, some may need to
ensure real-time performance, while others want low cost.
According to the importance of the user’s task, the pri-
ority factor of the related task is calculated, and all the
tasks participating in the scheduling are prioritized. )en
the virtual machine resources are sorted. )e higher the
level of the task, the more abundant the resources can be
obtained.

6 Complexity



4. Simulation Experiment and Analysis

4.1. GABP Optimized RO. )e cloud simulation environ-
ment used in this paper includes 10 virtual machines, each of
which performs a task. We set up five users to apply to cloud
computing service providers. Each user proposes a work-
flow, and each workflow package contains two tasks. Based
on the convenience of experiments, this paper assumes that
all tasks for priority factor calculation have passed the au-
thentication of the access control model, and we only
consider the priority of tasks without considering the order
of task execution. In order to verify the rationality of the
multitask scheduling method based on the multiconstraint
scheduling algorithm, an experiment is needed. In the
process of the experiment, the resource utilization, per-
sonnel utilization, and scheduling efficiency are used to

measure the performance of the multitask scheduling
method. )e relationship among enterprise personnel, re-
sources, and work tasks is described in Figure 6.

)e data related to the relationship among personnel,
resources, and work tasks are described in Table 1.

)e traditional algorithm and the improved algorithm
are, respectively, used for multitask scheduling in company
management. In the process of the above experiment, the
personnel utilization rate of different algorithms is shown in
Figure 7.

)e traditional algorithm and the improved algorithm
are used to schedule multitasks in company management,
respectively. )e scheduling efficiency of different algo-
rithms is shown in Figure 8.

According to Table 1, it can be seen that using the
improved algorithm for reasonable scheduling under

Workflow 1

Workflow 2

Workflow 3

Task 1

Task 2

Task 3

Workflow scheduling
system

Service 1

Service 2

Service 3

Resource
application

Resource
application

Resource
application

Task
scheduling

Task
scheduling

Task
scheduling

Figure 4: Workflow scheduling system.

Figure 5: Task scheduling block diagram.

Complexity 7



0 20 40 60 80 100
1

2

3

4

5

6

7

8

9

10

Re
so

ur
ce

s

People

Resources

20

40

60

80

100

120

140

160

180

200

W
or

kl
oa

d

Figure 6: Relationship among personnel, resources, and tasks in enterprises.

Table 1: Comparison of resource utilization of different algorithms.

Number of experiments Number of personnel Number of resources Workload
1 15 2 20
2 25 4 35
3 35 6 55
4 45 8 70
5 55 10 80
6 65 12 120
7 75 14 150
8 85 16 180
9 95 18 210
10 105 20 220
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Figure 7: Comparison of personnel utilization of different algorithms.
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multiple tasks in company management can improve re-
source utilization and personnel utilization and effectively
improve scheduling efficiency. )e experimental data are
compared and analyzed, as shown in Figures 9 and 10.
Generally speaking, the task scheduling algorithm based on
PISA has higher execution efficiency for high-priority tasks
than those based on FIFO and fixed-priority FPSA.

In terms of execution time, taking MS as the unit and
135ms as the boundary, we can see in Figure 9 that in the
PISA test, 5 tasks were completed within 135ms, including 3
tasks with high priority. In the FIFO test, 5 tasks were
completed in time, but only 1 was of high priority. Obviously,
the task scheduling strategy based on the PISA algorithm is
more suitable for the resource allocation of high-priority
tasks. Compared with FPSA fixed priority, both of them can
provide better services for high-priority tasks. )erefore, the
efficiency difference is relatively small, and the efficiency of
FPSA is higher than that of PISA because FPSA takes the
maximum satisfaction of high-priority tasks as the optimi-
zation condition, and optimization is more extreme.

From the perspective of the execution cost, we can see
from Figure 10 that although the fixed priority can meet the
user’s execution requirements for important priorities to a
certain extent, its priority is fixed. Only the priority level of
the workflow is considered, and the priority value of each
task included in the workflow is not considered. )erefore,
the implementation cost of FPSA is not as reasonable as that
of PISA. PISA has more advantages in controlling the overall
execution cost of workflow tasks. Because of its randomness,
FIFO has no corresponding optimization in the execution
cost, so its cost-effectiveness ratio is very low.

5. Conclusion

In order to solve the problem that the stability of the model
will decline due to the interference of human factors in the
process of multitask scheduling in the traditional algorithm,
a reasonable scheduling method based on the priority
principle in company management based on the multi-
constraint scheduling model is proposed. )is paper ex-
pounds the principle of multitask scheduling in company
management, constructs a priority-based multitask sched-
uling network model based on the above principles,
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conducts virtual scheduling on the model, searches the
optimal solution in the solution space of the scheduling
problem, and obtains the reasonable multitask scheduling
method in the company management. )e experimental
results show that the improved algorithm can improve the
resource utilization rate and scheduling efficiency and avoid
the defect that the stability of the scheduling model is re-
duced in the case of multiwork doping, and the satisfactory
effect is achieved. )e use environment of the model is more
complex, and the role mapping and permission inheritance
between multiple domains are taken into account, so that it
can be applied to a wider range of fields. )e various types of
the cloud computing simulation platform are continued to
be studied and strived to expand them to better simulate task
scheduling.
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RGBD camera-based VSLAM (Visual Simultaneous Localization and Mapping) algorithm is usually applied to assist robots with
real-time mapping. However, due to the limited measuring principle, accuracy, and distance of the equipped camera, this al-
gorithm has typical disadvantages in the large and dynamic scenes with complex lightings, such as poor mapping accuracy, easy
loss of robot position, and much cost on computing resources. Regarding these issues, this paper proposes a new method of 3D
interior construction, which combines laser radar and an RGBD camera. Meanwhile, it is developed based on the Cartographer
laser SLAM algorithm. *e proposed method mainly takes two steps. *e first step is to do the 3D reconstruction using the
Cartographer algorithm and RGBD camera. It firstly applies the Cartographer algorithm to calculate the pose of the RGBD camera
and to generate a submap.*en, a real-time 3D point cloud generated by using the RGBD camera is inserted into the submap, and
the real-time interior construction is finished.*e second step is to improve Cartographer loop-closure quality by the visual loop-
closure for the sake of correcting the generated map. Compared with traditional methods in large-scale indoor scenes, the
proposed algorithm in this paper shows higher precision, faster speed, and stronger robustness in such contexts, especially with
complex light and dynamic objects, respectively.

1. Introduction

In order to build intelligent applications for mobile robots in
a large scene, autonomous and efficient navigation plays an
increasingly important role. VSLAM, a technique with high-
precision positioning and obstacle avoidance information,
has been popular in the field of robot navigation. At present,
VSLAM is usually applied on monocular camera, binocular
camera, and depth camera RGBD. Among these three, the
RGBD-based VSLAM algorithm has obvious advantages in
terms of real-time accuracy. *is is mainly because of the
fact that the depth camera can input the depth image with
accurate scale information to the computer directly. It not
only overcomes the problem that the binocular camera
needs to consume extra computer resources to obtain the
depth image, but also solves the problem that the monocular

camera cannot do dense construction during mapping, or
has no scale information and poor drawing quality in
mapping. Despite of advantages, some popular RGBD-based
VSLAM algorithms, such as RGBD SLAM V2 algorithm [1],
RTAB algorithm [2, 3], and DVO algorithm [4], still have
typical limitations in large-scale indoor scenes, whichmainly
reflect in that dynamic objects will introduce additional
errors to VSLAM or even course to operation failure.
However, this would be impossible in real-time large scene
reconstruction. For example, some inevitable changes,
lights, people moving, and object moving can cause the loss
of position and posture of mobile robots [5] and, in turn,
lead to inaccurate mapping. In order to deal with some
dynamic objects that may exist in large scenes, the current
algorithm usually eliminates dynamic objects by adding
object detection or image segmentation algorithm based on
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deep learning in the system, such as Dynamic SLAM [6],
Cluster VO [7], and Cluster SLAM [8] algorithm [9].
However, this will inevitably lead to a large consumption of
computing resources, and some microdynamic objects are
usually distributed near the camera. After removing these
feature points, the accuracy of the camera odometer will also
be affected. In addition, since the effective measuring dis-
tance of the RGBD depth camera (i.e., Kinect V2) is only 4.5
meters [5], it may result in a large cumulative error in the
large scenes. *erefore, it is challenging to obtain a high-
precision environmental map. Nevertheless, this weakness
can be compensated by using a 2D laser range finder. For
example, the commonly used SICK TIM 561 laser range
finder has 270 degree field of view angle with 12 meter
effective measuring distance. Cartographer [10], a laser
SLAM algorithm based on graph optimization proposed by
Google in 2016, is specifically used on such kind of a 2D laser
range finder. It applies SPA [10, 11] (Sparse Pose Adjust-
ment), as well as the branch and bound method [10, 12], to
adjust the constructed map and reduces the accumulated
error effectively. Hence, it is more suitable for large-scale
scene mapping. However, this method still has some
shortcomings. A typical weakness lies in its limitation of data
that is obtained only from a certain level of the space. *is
limitation may lead to the loss of large amount of envi-
ronmental information during the performance of mobile
robots and can hamper their behaviors and control in turn.

According to the analysis mentioned above, based on the
existing Cartographer algorithm, this paper proposes a new
method for 3D mapping in large scene contexts, which
integrates a laser range finder and RGBD depth camera. Its
working principles mainly include three steps. Firstly, it
inserts the 3D point cloud generated in real-time into the
submap generated by the Cartographer algorithm for 3D
reconstruction. *en, visual loopback is introduced to check
the accuracy of laser loopback. It needs to run a visual
loopback test on the back end of the computer (not in real-
time), which will check the loopback results established by
the Cartographer algorithm. If the two loopback results are
significantly different, it will replace the laser loopback with
the results obtained by the visual loopback. Finally, after the
algorithm detects the loop-closure, it adjusts the pose of the
point cloud in real-time, modifies the map, and inserts the
3D point cloud bound to the submap into the appropriate
space position. Comparative experiment results show that
the proposed algorithm is more accurate, real-time, and
robust than the simple vision SLAM and laser SLAM
algorithms.

*e main contributions of this paper can be summarized
into three aspects:

(i) *e approach proposed in this paper about re-
construction in large dynamic scene implements the
fusion of RGBD camera and laser range finder based
on the Cartographer algorithm. Cartographer
provides more robust odometer data for algorithm
reconstruction, and an RGBD camera provides rich
environment data for the algorithm to eliminate the
point clouds and laser points of dynamic objects, so

as to optimize the odometer calculation of
Cartographer.

(ii) A novel approach to calculate the ground true value
in large scene, which does not need extra instru-
ments but simply laying the Apriltag on the ground
instead. With the time and cost required in the
experiment being greatly reduced.

(iii) Experimental results show that the proposed ap-
proach has achieved the robust state-of-the-art
performance on the real large public scene.

*e remainder of this paper is organized as follows:
Section 2 presents the related work in the past few years
about 3D reconstruction in dynamic scene and the Car-
tographer algorithm presented in this paper. Section 3 de-
scribes the sensor calibration method in our proposed
approach. Section 4 introduces the new approach in detail.
*e experimental results in the real scene are given in
Section 5. Conclusions are drawn in Section 6.

2. Related Work

*is section focuses on the review of previous works in terms
of the 3D reconstruction method of dynamic scale and the
introduction of Cartographer algorithm, upon which our
new method is developed.

2.1. 3D Reconstruction in Large Dynamic Scenes. To avoid
generating errors while reconstructing, existing works
addressing this problem are of three types.

*e first category is based on dynamic object detection.
In [9, 13], algorithms reduce the introduced error by
removing the feature points in the image where the
dynamic object is located and, then, uses the points in
the remaining static objects to calculate the camera
odometer data of the two frames.
*e second category is based on the random consis-
tency of established maps. In [14], the random con-
sistency algorithm was proposed to evaluate the
established map, which, in turn, removes the dynamic
objects mistakenly inserted into the map.
*e third category is based online and surface features.
References [15, 16] proposed methods to calculate the
pose change of the camera between two frames by line
and surface features instead of point features.

Although these algorithms can solve the interference of
moving objects in the scene, they will increase extra burden
on computing and bring about disadvantageous effects on
the accuracy and the real-time performance. Especially when
the proportion of external interference data exceeds a certain
threshold [17], no algorithm to remove noise or interference
could help.

2.2. Cartographer Algorithm. *e Cartographer algorithm
[10], a cross-platform and multisensor fusion -based laser
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SLAM algorithm proposed by Google, consists of local
SLAM and global SLAM algorithms.

In the local SLAM algorithm, Cartographer calculates
odometer information by fitting scan points and IMU data
from newly inserted scan points. Calculating the position of
the newly inserted scan point in the submap is the least
square problem [10] which aims to maximize the probability
of matching the scan point with the submap.

*e submap generated by local SLAM is a part of the
global map, which is presented in the form of probability
grid. Each grid has a fixed odds value, which indicates the
blocked probability of the grid. After the new scan points are
inserted into the submap, a set of odds are recalculated, and
the probability values phits or pmiss of the grid points rep-
resented by odds set is updated using probability formula (1),
Reference [10], and the score of each point of the probability
grid is calculated by formula (2). After sufficient scans have
been inserted, the current submap will be updated and
output.

odd(p) �
p

1 − p
, (1)

Mnew(x) � clamp odd−1 odds Mold(x)(  · odds(

phits/misses( )).
(2)

In the global SLAM algorithm, Cartographer recorded
each submap generated by the local SLAM algorithm and the
scans data and their locations for loop-closure detection.
During the movement of the robot, the branch and bound
method [12] was used to establish loop-closure constraints,
using SPA (Sparse Pose Adjustment) algorithm [11] to
optimize the locations of all submaps.

With the assistance of global SLAM and local SLAM, the
Cartographer algorithm has much better robustness, real-
time performance, and accuracy in the real scene than the
compared methods.

3. Sensor Calibration

In this paper, the large scene reconstruction algorithm in-
tegrates an RGBD depth camera and laser range finder. Due
to the need to superimpose the point cloud data of the RGBD
camera according to the laser range finder, odometer sensor
calibration is the first and the necessary step to do. *e
proposed algorithm has two key components: (i) point cloud
generation and (ii) registration of point cloud to the laser
range finder coordinate system.

3.1.PointCloudGeneration. *eRGBD camera to be used in
this paper is Kinect v2, and its depth camera and RGB
camera are located in different positions of Kinect v2. In
order to obtain accurate environmental point cloud, it is
necessary to calibrate the depth camera first.

Firstly, we can get the RGB camera’s internal parameter
matrix Cc, depth camera’s internal parameter matrix Cd, and
the external parameter matrix M of these two cameras by
Zhang’s calibration method [18], respectively.

*en, we assume that the points in the space are at the
same distance from the center of the two cameras and
substitute matrix Cc, Cd, and M in the derived equation as
follows:

Dxc

Dyc

1

1
d
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, (3)

where d is the pixel value at the depth coordinate
(Dxd, Dyd) and denotes the depth of this point. By equation
(3), point (Dxd, Dyd)on the depth image can be trans-
formed to the RGB image coordinate system and recorded
as(Dxc, Dyc).

Finally, this method is used to transform each point on
the depth image to the RGB image coordinate. By super-
posing to display the depth image with the color image, as
can be seen in Figure 1, the color image and the depth image
are well coincided.

After calibration, the depth d of each point
Pimg � (ximg, yimg) of the RGB image can be obtained by
using the corresponding pixel value in the calibrated depth
image transformed, then the coordinate Pimg and depth d are
plugged into equations (4)–(6) [19, 20], and the position of
this point Pcam � [Px, Py, Pz]is figured out in space.

Pz � d, (4)

Px �
Pz

fx

ximg − cx , (5)

Py �
Pz

fy

yimg − cy . (6)

In the abovementioned equations, (fx, fy, cx, cy) ex-
presses the parameter in the camera’s internal parameter
matrix focal length of the depth camera. *e parameter
represents the optical center coordinate and the product of
the camera zoom factor and focal length, respectively.

3.2. Registration of Point Cloud to the Laser Range Finder
Coordinate System. After obtaining the point cloud, in order
to accurately insert the point cloud data into the grid map
generated by Cartographer, the camera point cloud and laser
range finder scanning points need to be calibrated.*e position
of the calibration plate relative to the robot is shown in Figure 2.

*e point cloud in world coordinatePword and its cor-
responding points in the RGBD camera coordinatePcam
system can be expressed by the following equation:

Pcam � RPword + t. (7)

*e 3 × 3 rotation matrix R and 3-vector translation t

represent the orientation and the position of the camera,
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respectively. Similarly, it can be deduced that each scanning
point Plaser measured by the laser range finder in the laser
coordinate system has a corresponding point Pcam in the
camera coordinate system, and the transformation relationship
between them can be expressed by the following equation:

Plaser � ΦPcam + Δ. (8)

In equation (8), Φis a 3× 3 orthogonal matrix, repre-
senting the rotation relationship between the reference
system of laser range finder and the world reference sys-
tem.Δ is a translation 3-vector representing the relative
displacement between the two reference systems.

In order to calibrate the laser range finder and RGBD
camera, there are two steps to do. Firstly, assuming the
calibration board is located in the plane of Z� 0 in the world
coordinate system, the surface of the calibration plate
identified in the camera image is transformed into a 3-vector
matrix N [20].*e norm of thematrix is adopted to show the
Euclidean distance from the camera phase center to the
calibration board. According to the transformation rela-
tionship between the camera coordinate system and real
coordinate system as expressed in equation (7), the vector
matrix can be deduced by the following equation:

N � −R3 R
T
3 × t . (9)

Secondly, assuming that the plane detected by the 2D
laser range finder is located at Y� 0 in the world coordinate,
the scanning points recorded by the laser rangefinder on the
chessboard are represented by the following equation:

Plaser � [X, Z, 1]
T
. (10)

Substituted Ps into equation (8), the corresponding
points of the scanning point in the camera reference can be
obtained. When Plaser � [X, Z, 1]T is located in the cali-
bration plane represented by the parameter N,

‖N‖
2

� N · P. (11)

Furthermore, equation (11) can be deduced as equation
(12):

‖N‖
2

� N · HPs, (12)

H � Φ−1
1 0 −Δ1
0 0 −Δ2
0 1 −Δ3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (13)

Δ � Δ1,Δ2,Δ3 
T
. (14)

After solving linear equation (12), the external parameter
matrix from the RGBD camera to the laser range finder can
be calculated. *en, we substituteΦandΔinto equation (8)
and transfer each laser scanning point. *e calibration be-
tween the s scanning point and the point cloud can be
calibrated. *e calibration effect is shown in Figure 3.

4. System Overview

Figure 4 is the overall architecture of the proposed algorithm
in this paper, which is divided into two major parts: the
Cartographer algorithm and 3D reconstruction.

*e Cartographer algorithm consists of local SLAM and
global SLAM algorithms and provides odometer informa-
tion and submap information for 3D reconstruction. *e
local SLAM is used to fit the acceleration and angle data of
the newly inserted laser scanning point and IMU (inertial
measurement unit) compare with the laser scanning points
of the previous frame in order to calculate the acceleration,
angle data, and odometer information. Also, the pose of the
generated submap representing the new area is continuously
adjusted, to which the robot reaches. *e global SLAM
algorithm, or global optimization algorithm, applies the
branch and bound method to perform closed-loop matching
on the newly generated submap with all previous submaps
and point set data.

(a) (b)

Figure 1: Calibration results between RGB and depth of Kinect. (a) Camera data cannot be aligned before calibration. (b) After calibration,
the depth image can be well-aligned with the color image.

Figure 2: Calibration is performed using a calibration plate affixed
to a prominent raised surface.
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It uses SPA (Sparse Pose Adjustment) to adjust all
previously generated submaps and scan point sets. After the
match completes, the construction of 2D map is performed.

In the part of 3D reconstruction, after receiving the data
of the depth camera, firstly, the corresponding point cloud
information is calculated, and the position and pose are
transformed and bound to the corresponding submap space.
Along with the adjustment of the submap pose by Car-
tographer, the point cloud data bound to the submap is
adjusted in real-time simultaneously. When superposition
submap generates a 2D map, superposition point cloud
generates a 3D map and publishes point cloud information
to the robot in real-time.

In more detail, the proposed algorithm is introduced
from three major functional parts which are described as
follows.

4.1. Filling Space Point Cloud into the Submap. *e proposed
algorithm builds themap by filling the space point cloud into
the submap. In order to accurately superimpose the 3D point
cloud information that is inserted into each submap, the
point cloud information needs to be bound with each
submap. *en, a method with less resource consumption
needs to be found to update the adjusted point cloud. Along
with robot moving forward and continuous insertion of laser
scanning points, the Cartographer algorithm will estimate
the robot’s mobile posture among scanning points and
output the robot pose at the frequency of 70Hz as shown in
the following equation:

δ � δx, δy, δz, δroll, δpitch, δyaw 
T
. (15)

When the robot reaches a new area, the algorithm will
generate a submap and publish all the previously estab-
lished submaps’ information at the frequency of 5 Hz, and
the pose of submap can be expressed by the following
equation:

ϕ � ϕx, ϕy,ϕz,ϕroll, ϕpitch, ϕyaw 
T
. (16)

At the same time, the Kinect depth camera on the robot
publishes depth images and RGB images at a frequency of
25Hz, and the IMU publishes robot pose information at a
frequency of 200Hz.

In ROS, computer uses time stamp to record time in-
formation when data are published. *e time stamps of the
robot pose, submap, RGBD camera image, and IMU are
represented by Tδ, TΦ, TRGBD, and TIMU, respectively.

In order to ensure the normal operation of the algorithm,
different sensors need to be synchronized to ensure the
sensor data input to the system is of synchronization. Time
synchronization includes hardware synchronization and
software synchronization. Hardware synchronization is
achieved using the BIOS time to screen multiple sensors’
data, but cannot be achieved among different devices.
Software synchronization caters for this need. *is type of
synchronization uses software to select data closest to the
base time from the sensor data that are input to the same
host and completes the time binding of sensor data. Main
steps are taken as follows:

Adjustable
voxel filter

Scan matcher Motion filter

Loop-closure
constraint SPA

Fixed voxel
filter

Gravity
tracker

New scan

Old
sca

n

Oldscan

SubmapNew scan

New scan

New
 sc

an

Time
synchronization

Point cloud
inserts

submap

Point cloud
loop-closure
adjustment

Global
point cloud

voxel filtering

RGBD
camera

calibration

Outliers

Current
scans pose

Submap pose
Current

scans pose

Registered
point cloud

Grav
ity

direction

Changed
submap
position

Output point cloud

Local SLAM

Global SLAM

3D
reconstruction

Figure 4: Overview of the 3d scenario construction system.

Figure 3: Calibration results between Kinect and the laser range finder.
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*e first step is to synchronize the pose of the RGBD
camera and the pose of robot, which is to find the pose data
closest to TRGBD in the prestored 2000 pose data of the robot,
as the process shown in Algorithm 1.

Similarly, such synchronization can be achieved for the
RGBD camera and the submap, by which the point cloud
data closest to TΦ can be selected.

In the process of binding RGBD image data, robot pose
information, and IMU data, the maximum theoretical time
difference is 7ms while the average time difference in actual
tests is less than 1ms. If the robot runs at the speed of 2m/s,
the distance error generated is of the millimeter level. In the
process of synchronizing submap and RGBD point cloud,
the time difference in theory is 20ms if the release frequency
of the RGBD image is at 25Hz. In real running, the mea-
sured time difference is about 100ms due to the time
consumption on point cloud generation. When the robot is
running at 2m/s, the center of the submap and the point
cloud at a distance deviation of 20 cm will be generated if the
point cloud is directly inserted into the submap. *e
abovementioned error data generated in time synchroni-
zation are shown in Table 1.

In order to eliminate the abovementioned spatial dis-
location, it is necessary to transfer the point cloud to the
reference frame of its corresponding submap before the
point cloud is filled into the submap space. To achieve this, it
is, firstly, needed to calculate the spatial position difference
between the robot pose and the submap pose while gen-
erating the point cloud and, then, make use of equation (22)
to transform the change of the rotation angle between two
reference systems into rotation matrix R[21], which can be
calculated by equations (17)–(21).

τ � δx − ϕx, δy − ϕy, δz − ϕz , (17)

c � δroll − ϕroll, δpitch − ϕpitch, δyaw − ϕyaw , (18)

Rx �

1 0 0
0 cos croll −sin croll

0 sin croll cos croll

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (19)

Ry �

cos cpitch 0 sin cpitch

0 1 0
−sin cpitch 0 cos cpitch

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (20)

Rz �

cos cyaw −sin cyaw 0
sin cyaw cos cyaw 0

0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (21)

R � RzRyRx, (22)

Trans �
R τ
0T 1

 . (23)

After obtaining the rotation matrix and translation
matrix, R and τ will be taken into equation (23). According

to equation (24), all points in the original point cloud,
denoted by P, can be inserted into the submap, denoted by
Psubmap.

Psubmap � P · Trans. (24)

4.2. Point Cloud Superposition. *e pose of the submap
needs to be adjusted continuously in the process of loop
optimization. To facilitate the adjustment, on top of the
transformation mentioned in part A, it still needs to transfer
the pose of the point cloud to its corresponding spatial
position. *is requires a translation of the point cloud using
equation (25) based on the submap’s location information.

τsubmap � ϕx ϕy ϕz 
T

. (25)

After that, the translated point cloud will be super-
imposed on the total point cloud. *e Cartographer algo-
rithm constantly generates submaps when running.

With the superposition of submaps, the bound point
clouds are also superposed. In the process of generating the
2D map, the joint of 3D point cloud can be completed.
Figure 5 gives an example. Along with the robot moving
forward, the Cartographer algorithm generates submap14
and submap15. When the two submaps are superposed, the
corresponding point clouds of these two submaps are also
superposed.

4.3. Dynamic Object Removal. In the process of 3D recon-
struction, there are usually a large number of dynamic
objects in the scene, and it will not only affect the accuracy of
odometer but also introduce dynamic noise points into map.

Procedure Time synchronized
Tbase⟵TRGBD
data[2000]⟵ Sensor_data(aim_sensor)
mini_time⟵max_timeinterval()
for i in 2000, do

Taim⟵ data [i]
if abs(−Taim)< threshold, then
minitime⟵ abs(−)
mini_I⟵ i

end if
end for
aimsensordata⟵ data[i]
return aimsensordata

ALGORITHM 1: Time synchronized.

Table 1: Errors occurred in time synchronization.

Objects that synchronize with RGBD IMU Submap
*eoretical time error (ms) 7 20
*eoretical distance error (cm) 1.4 4
Actual time error (ms) <1 >100
Actual distance error (cm) <0.2 >20
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*e proposed algorithm based on the odometer calculated
by the Cartographer algorithm has higher accuracy than
VSLAM, in the dynamic scene.

However, the more accurate odometer can ensure the
accuracy of the map, but it cannot avoid the residual dy-
namic point cloud being inserted into the map in the process
of reconstruction. *erefore, in order to solve this problem,
this section proposes a method to eliminate the residual
dynamic point cloud with the least computing resources in
the reconstruction.

In this algorithm, we calculate the relative pose of two
submaps and their corresponding point clouds relative to
submap (16) and (17).*en, the view intersection area of two
cloud points is calculated based on this pose.

When the algorithm inserts a new point cloud into the
total point cloud using formula (26), it first opens a window
around each point of the new point cloud, runs, “AND”
operates with the points in the total point cloud so that the
points that exist in both point clouds are preserved.

In this way, the residual point cloud in the map can be
eliminated, as shown in Figure 6.

4.4.AdjustmentofPointCloudSloop-Closure. Along with the
continuous insertion of new scanning points, the global
SLAM algorithm will open a window around the scanning
points for detection with the help of the branch and bound
method.

However, the laser range finder can only obtains the data
of a certain plane in space, which is limited for the Car-
tographer algorithm to calculate loop-closure precisely or
establish a loop-closure in the position where laser features
are scarce.

We designed to use the ORB feature points to extract
point cloud feature in every submap. When a new submap is
generated by local SLAM, our algorithm will detect the loop-
closure between the current submap’s point cloud and the
previous submap’ point cloud. When the visual loop and the
laser loop are established at the same time, we use the loop
information calculated by the visual loop to replace the laser
loop information. When visual loop-closure was established
without laser loop-closure established, visual loop-closure
will force the Cartographer algorithm to establish loop-
closure between submaps.

During the course of loop-closure detection, no matter
whether the algorithm detects a loop-closure or not, SPAwill
be performed to adjust the pose of the submap, in which the

loop-closure occurs, from ϕold to ϕnew. *rough calculating
the position difference of the old and the new submap, we
can obtain the following equations:

τloop � ϕnewx − ϕoldx, ϕnewy − ϕoldy,ϕnewz − ϕoldz , (26)

cloop � fnewroll − foldroll, δnewpitch − foldpitch, δnewyaw − foldyaw .

(27)

Taking equations (26) and (27) into equations (22) and
(23), the Euclidean transformation matrix between the new
and the old submaps can be calculated, which is recorded as
Transloop. *en, the loop-closure adjustment of the point
cloud can be made by multiplying the Transloopand the point
cloud bound by the submap that the pose has changed based
on formula (24) and, then, translating and superposing the
new generated point cloud according to formulas (25) and
(26). Whenever a new submap is inserted, SPA will optimize
and adjust the pose ϕ of all generated submaps. Due to this
reason, it is easy to jam the program and affect the display
effect by resuperimposition of the point cloud. Moreover,
after the superimposed point cloud is filtered by the voxel,
the point cloud bound by the submap that the pose has been
changed cannot be directly subtracted from the super-
imposed point cloud.

To solve the abovementioned problem, our algorithm
divides the point cloud into several regions based on a
certain threshold, and only the point clouds in the regions,
where the submaps adjust their pose is located, are super-
imposed. *e above algorithms are shown as (Algorithm 2)

5. Experiment

5.1. Experiment Platform and Design. In this paper, a Me-
conium-wheel mobile robot equipped with a Kinect V2

(a) (b)

Figure 6: Dynamic object removal. (a) Before removal, the foot of
the woman in red is detected, leaving a gray occupying grid and
point cloud in the generated submap. (b) After removal, the woman
in red walked through the machine and not appeared on the point
cloud again. *e Cartographer algorithm used formula (2) to
update the occupied grid of basket position in (a) to the non-
occupied state, and the proposed algorithm in section C removes
the point cloud of the woman in red.

Figure 5: Binding of point cloud data to the submap.
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depth camera, SICK TIM561 laser range finder, and IMU is
chosen as the experiment platform, as shown in Figure 7, to
perform various tests and comparative experiments in large
indoor scenes.

In the experiment, we choose a relatively accurate range
between 0.2m and 5.5m of Kinect depth data for calculation
and down sample the point cloud using a 0.03m grid-size
voxel filter. After the calculation, the point cloud is sent to
RVIZ for display. Also, we define the starting point of the
mapping work as the origin of the world coordinate system,
that is, the position of No. 0 submap.

In addition, in order to verify the robustness and accuracy
of the algorithm based on its real-time performance, we select
RTAB algorithm for comparison because of its better accuracy
and robustness than other popular algorithms, such as DVO
SLAM algorithm and RGB-D SLAM V2 algorithm.

5.2. Comparison of Algorithm Robustness. In order to verify
the robustness of the proposed algorithm, we select the outer
of the corridor hall (an area of 27m× 16 m) on the 2nd floor
of the main building at our campus as the experimental
scene, as shown in Figure 8(a). In the course of mapping, the
robot moves around the selected area at a speed of 2m/s for
one and a half laps.

As shown in Figure 8(b), due to a glass wall at the
entrance of the hall, there is serious ambient light inter-
ference. Under this circumstance, the RGBD camera will
lose most of its depth information, and such lost can exert a

great impact on RTAB algorithm’s performance due to its
sensitivity on visual information.

In many mapping experiments, RTAB algorithm is
unable to complete the 3D mapping. *e failures are all
caused by the loss of location at the entrance. Despite that
only a few mappings are successful, ghosting dislocation and
distortion appear in many places, as shown in Figure 9(a).

Since RGBD’s RTAB algorithm can lead to large error,
our algorithm introduces a Cartographer algorithm, which
reduces this error and improves the robustness, as shown in
Figure 9(b).

5.3. Comparison of Mapping Accuracy. *e lobby on the 1st
floor of the selected building, which has sunlight interference

Procedure Regional point cloud stack
Submap⟵ SubmapMessage
for i in size of (Submap), do

if position(Submap[i]) is changed and Submap[i] is not new Submap then
RegionalPointcloudUnfinish [IndexInRegional(i)]
⟵Equation (25) (RegionalPointcloudUnfinish [IndexInRegional(i)], NewPosition(Submap[i]))

end if
else if Submap[i] is new Submap then
NewPointcloud⟵TimeSynchronized(Submap)
TransformedPointCloud⟵Equation (23) (NewPointcloud)
ShiftedPointcloud⟵Equation (25) (TransformedPointCloud, position(Submap[i]))
RegionalPointcloudUnfinish.pushback(ShiftedPointcloud)
ResidualPointcloud⟵ ShiftedPointcloud+ResidualPointcloud
if sizeof(RegionalPointcloudUnfinish) ≥ threshold then
for j in range(threshold)
RegionAllPointcloud⟵RegionalPointcloudUnfinish[j] + RegionAllPointcloud

end for
RegionPointcloud.pushback(RegionAllPointcloud)
RegionalPointcloudUnfinish.clear()
ResidualPointcloud.clear()
return RegionAllPointcloud

else if
return RegionAllPointcloud +ResidualPointcloud

end if
end if

end if

ALGORITHM 2: Regional point cloud stack.

15 PC

IMU

Kinect V2
RGBD camera

Sick TIM561
lidar

Figure 7: Experiment platform: the Meconium-wheel mobile
robot.
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at night, sufficient indoor light source, and rich environ-
mental characteristics, is selected as the experimental scene.

Its outer dimension is also 27m× 16 m. *e richer
layout of the lobby, including several self-service recharge
machines on both sides of the hall, many tables, and chairs, is
the ideal place for comparative experiments, as shown in
Figure 10. In addition, the scene has ideal conditions because
there is no strong outdoor infrared interference.

*e robot moves around the selected area of the first
floor at the speed of 2m/s for one and a half laps, and the
constructed 3Dmaps by our algorithm and RTAB algorithm
are shown in Figures 11(a) and 11(b), respectively. It can be
seen that both algorithms can complete the mapping in an
ideal environment, without serious loss or damage to im-
portant environmental information.

Figures 11(c) and 11(d) are enlarged views of the 3D
map constructed by our algorithm and RTAB algorithm,
respectively. It can be seen that the map constructed
by RTAB in Figure 11(d) has an obvious dislocation,
while the mapping effect by our algorithm shown
in Figure 11(c) is more accurate without significant
dislocation.

A basic criterion of 3D mapping is no obvious error in
point cloud superposition. For this reason, we measured

and compared the errors of the constructed 3D maps by
both algorithms. Firstly, we use the laser range finder and
meter ruler to measure the six specific locations in the
field to obtain the actual size of the map, as shown in
Figure 12.

In that, six numbers marked on the given map are used
to represent the features of the selected six positions, which
are (1) the length of self-service machine of campus card, (2)
the horizontal distance between two bearing pillars of the
main building hall, (3) the distance between the two walls at
the entrance of the main building hall elevator, (4) the
vertical distance between the main building hall’s bearing
columns, (5) the longest vertical distance of the main
building hall, and (6) the longest horizontal distance of the
main building hall.

*en, RVIZ is used to measure the length of the map
constructed by two algorithms, and the absolute error and
relative error of them are calculated, respectively, compared
with the real value of the map. *e comparison results are
shown in Table 2.

As seen from Table 2, in terms of the relative errors, all
relative errors of the maps constructed by our algorithm are
less than 1%, which is much lower than that of the RTAB
algorithm. In addition, the distribution of relative errors in

(a) (b) (c)

Figure 8: Second floor cloister of the main building. (a) Corridor hall on the 2nd floor. In the scene (b) with sunlight interference, depth
camera (c) cannot obtain depth information.

(a) (b)

Figure 9: Comparison of mapping results on the second floor. (a) RTAB algorithm result. (b) Our result.
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(a) (b)

Figure 10: Environment of the lobby on the first floor. (a) *e lobby on the 1st floor. (b) Self-service machine.

(a) (b)

(c) (d)

Figure 11: Comparison of the mapping effect on the first floor. (a), (b) *e mapping effect of our proposed algorithm and RTAB,
respectively. (c), (d) Enlarged details of the algorithm results.

Figure 12: Mapping precision comparison.
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our algorithm is more even and is not affected by the sparse
sensor feature points. However, the relative errors of RTAB
algorithm are smaller in vertical scenes such as the position
No. 3, No. 4, and No. 5 due to rich features, but larger in the
case of No. 6 scene due to fewer feature points.

In terms of the absolute error, the results of our method
are of relative balance, while the accuracy of RTAB algo-
rithm increases along with the increase of map size and, in
particular, reaches to 1m in scene 6.

Based on the abovementioned comparisons, our algo-
rithm is of significant advantages in a large scene.

5.4. Comparison Experiment on Track and Loop Accuracy

5.4.1. Calculating the Ground True Value of Robot Motion.
Experiments on the comparison of the track and the loop-
closure precision require comparing the error between the
ground truth value of robot motion and the errors of
odometers in our method and the RTAB algorithm.

In the experiment, the ground truth value of robot
motion is calculated by the position of Apriltag code on the
floor tiles (60 cm× 60 cm per floor tile), as shown in
Figure 13.

Firstly, the location of Apriltag code in the field is
prestored in the industrial personal computer equipped by
the robot using the following equation:

Ln � (x, y), n � 1, 2, 3, . . . . (28)

*en, by identifying the Apriltag code laid on the
ground, the position of the robot relative to Apriltag code is
obtained, captured by the following equation:

LA � (x, y). (29)

Next, the position of the robot in the test site can be
obtained by the following equationfd30:

LR � LA + Ln. (30)

According to the experiment of Wang and Olson [22],
the robot’s recognition accuracy of the Apriltag code can be
up to 100%within 6meters.*erefore, the ground true value

of the robot’s track can be calculated by the Apriltag
algorithm.

5.4.2. Contrast Experiments on Track and Loop-Closure
Accuracy. In order to compare the odometer accuracy and
the loop-closure ability of two algorithms (our method and
RTAB algorithm), we designed the following experiment.*e
remote-control robot first runs one lap along a rectangular
track in the hall on the 1st floor, and continues running a
certain distance after the robot passes the starting point in
order to allow the algorithm to run loop-closure sufficiently.
Finally, the robot returns to the starting point again.

Figures 14(a) and 14(b) show the comparison of the
odometer. Here, the red asterisk and green asterisk in (a)
represent the end point and the start point of the robot
running, respectively, and (b) gives an enlarged figure
showing that the proposed algorithm has much higher
odometer accuracy in large-scale indoor scenes than that of
RTAB algorithm.

To be more specific, as can be seen from Figure 14(b), the
distance difference value between the start point and the end
point of our method is 15.1 cm, while the data of RTAB is
65.307 cm.

Figures 14(c) and 14(d) show the comparison between
the two algorithms after full loop-closure, and the result is
that the loop-closure accuracy of our method is better than
that of RTAB algorithm. As can be seen in (d) that shows
more detailed information about the results, after loop-
closure, most accumulated errors can be eliminated. In this
case, the distance error in our algorithm is only 0.6 cm, while
the result of RTAB algorithm is 1 cm.

Figure 13: Apriltag on the ground.

Table 2: Measurement results of 3D mapping reconstruction.

No. Algorithm GT (m) Measurement (m) Absolute error (m) Relative error (%)

1 OURS 5.51 5.53 0.02 0.363
RTAB 5.41 0.10 1.815

2 OURS 4.03 4.01 0.02 0.496
RTAB 3.94 0.09 2.234

3 OURS 6.52 6.50 0.02 0.307
RTAB 6.36 0.16 2.454

4 OURS 7.90 7.89 0.01 0.127
RTAB 7.03 0.87 11.013

5 OURS 16.05 15.98 0.07 0.436
RTAB 15.56 0.49 3.053

6 OURS 27.04 27.08 0.04 0.148
RTAB 26.04 1.00 3.698
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5.5. Algorithm Contrast Experiment in Real-Time. In order
to ensure the integrity of the established map, in principle,
our algorithm and RTAB algorithm are designed to process
the current frame after all previously stored frames are
processed. However, this design may not guarantee the real-
time of map construction in reality.

In order to compare the real-time of two algorithms, in
this paper, the environment information recorded by the
robot in the real scene is packaged as rosbag function in ROS
(robot operating system). During the verification phase, it is
ensured that the sensor data received by the two algorithms
are consistent through data packet playback in ROS.

Since the data types of the two algorithms are dif-
ferent, it is very troublesome and error-prone to record

and process each frame of the data produced by each
algorithm. Instead, in the comparative experiment, we
use the total time spent on mapping to compare the real-
time performance of them. *e experimental results are
shown in Table 3.

It can be seen that the real-time of this algorithm is much
higher than that of RTAB algorithm.

*e computer configuration and environment used in
this algorithm experiment are as follows:

CPU: I5-5200U 2.2GHZ
Ubuntu: 16.04
ROS: Kinetic
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Figure 14: Trajectory accuracy contrast. (a) Accuracy comparison of the odometer. (b) Comparison of odometer accuracy after robot
returns to origin. (c) Accuracy comparison of loop-closure. (d) Comparison of loop-closure accuracy after robot returns to origin. Unit:
meter.
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6. Conclusions

In the 3D reconstruction of a large scene, although the
interference of moving objects and uneven sunlight can be
eliminated, it needs to consume a huge amount of extra
computing resources and, more importantly, is not con-
ducive to the improvement of the real-time and accuracy of
the algorithm. In this paper, a new algorithm is presented for
3D reconstruction in large scenes, which integrates the 3D
point cloud generated by the Kinect camera and odometer
information output by the Cartographer algorithm. Also, it
is of high robustness and high accuracy. In addition, we also
propose a new method applying Apriltag code to calculate
the ground truth value of robot motion in large scenes. *is
method effectively solves the problem of the insufficient
measurement range of the optical tracker in large scenes.*e
results of the real tests conducted in two selected actual
scenes show that the newly proposed algorithm has higher
real-time, robustness, and accuracy than the traditional
RGBD camera-based 3D reconstruction algorithms.
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Foam aluminum is an energy-absorbing material with excellent performance. )e interlayer composed of multiple layers of foam
aluminum and steel plate has good antiexplosion ability. In order to explore the antiexplosion performance of double-layer foam
aluminum under different porosity rankings and to reveal its microscopic deformation law and failure mechanism, three kinds of
aluminum foams with a porosity of 80%, 85%, and 90% were selected to form six different structures. Based on the Voronoi
algorithm, a three-dimensional foam aluminum generation algorithm with random pore size and random wall thickness was
written by using the Python language and Fortran language. )e three-dimensional mesoscopic model of double-layer closed-cell
aluminum foam sandwich panel is established by using LS-DYNA and ABAQUS software. )e explosion process was simulated,
and the flow field movement of explosion shock wave of aluminum foam under different porosity rankings was analyzed. Two
groups of aluminum foam were randomly selected for the explosion test and compared for the strain and compression. )e test
results are consistent with the simulation results, which verifies the correctness of the three-dimensional meso-model. )e results
show that when the porosity of the upper layer of aluminum foam is greater than that of the lower layer of aluminum foam, the
sandwich structure of double-layer aluminum foam has a large compression and the bottom plate has a small displacement; it is
not that the greater the compression amount of aluminum foam is, the better the antiexplosion and wave absorption ability is.
When the aluminum foam reaches the ultimate load-bearing capacity, the aluminum foam transfers the load due to compaction,
resulting in stress enhancement phenomena. )rough the analysis of the compression amount, floor deformation, wave dis-
sipation capacity, and energy ratio of aluminum foam, it is concluded that the antiexplosion wave absorption effect of the
sandwich structure of aluminum foam with 80%/85% group is the best; the changes of porosity and cell wall are important factors
affecting the energy absorption capacity of aluminum foam.

1. Introduction

In recent years, various explosions have occurred frequently.
Explosion containment vessels (ECVs) are widely used to
completely contain the effects of explosions. Foamed alu-
minum (ALF) is a kind of solid material based on aluminum
or aluminum alloy with three-dimensional polyhedral holes
randomly distributed inside [1–4]. Because of its special
porous properties, aluminum foam can have a very long and
almost unchanged platform compression section during
compression. While the strain increases gradually, the stress
in the compression zone of the platform basically remains

unchanged and can absorb a lot of energy, so aluminum
foam is an excellent energy-absorbing material [5–7], which
has a good effect on reducing stress waves [8]. It has been
widely used in all aspects of explosion shock protection
[9–12].

)e sandwich type structures, comprising the alu-
minum foams in the core and the thin steel cover plates,
have been used to withstand higher impulse under in-
tense dynamic events. By attaching the sandwich struc-
ture containing aluminum foam in the middle to the
protective engineering or the outer surface of the
building, under the impact load, the upper panel directly
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acted by the external load produces a shock wave and then
compresses the internal aluminum foam material; it leads
to the deformation and buckling of aluminum foam,
which absorbs energy, protects the bunker target, and
resists the impact effect and explosion damage caused by
strong dynamic load [8, 13–16]. Many scholars have
studied the dynamic response and energy absorption
capacity of metal foam sandwich structure, especially
under explosive loading [17–21]. )e results show that the
dynamic properties of metal foams are affected by many
factors, such as meso-structure (density, core gradation,
cell wall strength, etc.), plate thickness, and loading strain
rate. Functionally graded materials optimize their
properties by controlling the performance gradient [22],
and this method can be extended to metal foams with
gradient relative density. Mortensen et al. [23, 24] made
sandwich multilayer aluminum foam with core relative
density ρ/ρs � 150.45% and found that density classifi-
cation does provide weight reduction in some strength-
limited applications. )e study [25] shows that the equal
density foam shows the conventional behavior of metal
foam. Under the condition of high strain, the foam ex-
pands to a nearly flat platform area, and then densifi-
cation occurs, while the density gradient sample shows an
obvious positive slope in the plateau region. As we all
know, aluminum foam is a highly complex porous ma-
terial. Its inherent multiscale characteristics and het-
erogeneity come from randomly distributed cells [26].
)e meso-reaction is of great significance to the me-
chanical behavior of aluminum foam and the energy
absorption capacity under impact loading. Li et al. [27]
studied the response of gradient honeycomb sandwich
structure under explosive loading by means of experi-
ment and numerical simulation. It was found that, under
the same conditions, graded sandwich plate had better
antiexplosion ability than ungraded Sandwich plate.
When the sandwich plate is arranged in the order of
decreasing relative density, the energy absorption ca-
pacity of the sandwich plate and the attenuation effect of
the contact stress on the back plate are the best. Zhou
et al. [28] established a high-speed compression model of
aluminum foam based on impact theory and rigid ideal
plastic locking model of aluminum foam. Combined with
numerical simulation, the energy absorption of gradient
aluminum foam under explosive loading was studied. )e
results show that the larger the density gradient of alu-
minum foam sandwich is, the smaller the total energy
input to aluminum foam is and the smaller the final
deformation of aluminum foam is. Dou et al. [29] have
studied the strain rate of aluminum foam sandwich
panels by means of numerical simulation and think that
the strain rate effect of aluminum foam becomes more
and more obvious with the increase of relative density.
However, the proposed meso-model of aluminum foam
also has some shortcomings. Based on the three-di-
mensional Voronoi algorithm technology, many scholars
[30–32] have established a three-dimensional meso-
model of aluminum foam, which can well simulate the
random distribution of aluminum foam pores and greatly

promote the study of three-dimensional meso-mechan-
ical properties of aluminum foam. However, for the
meso-model of aluminum foam established by three-
dimensional Voronoi algorithm, most of the hole walls
are shell elements, and their thickness is the same at any
position, which obviously does not accord with the ex-
perimental results. In order to simulate the deformation
and failure process of aluminum foam more truly under
external load, it is very necessary to establish a wall
thickness model.

2. Three-Dimensional Mesoscopic Modeling of
Double-Layer Aluminum Foam
Sandwich Panel

In this chapter, we consider the cells in the foam and give
the generation algorithm of the three-dimensional model
of double-layer closed-cell aluminum foam. )e algo-
rithm consists of three steps. Firstly, the random poly-
hedron is modeled and the geometric features are
extracted; then, a three-dimensional random aluminum
foam generation algorithm is developed to control the
random wall thickness of the pore wall, and the alumi-
num foam mesh model is established by reading it into
the TrueGrid software. Finally, the three-dimensional
mesoscopic model of aluminum foam is imported into
the LS-DYNA software to establish the explosion model
of double-layer aluminum foam sandwich panel.

2.1. Modeling Method of #ree-Dimensional Meso-Model of
Aluminum Foam. In this paper, based on the three-di-
mensional Voronoi algorithm technology, the discrete
data points are connected reasonably, the Delaunay tri-
angulation is constructed, and the vertical bisector of the
two adjacent points is connected to form the Tyson
polygon [33]. )e pores of the aluminum foam are
regarded as the interior of the Tyson polygon, and the
outline of the polygon is regarded as the cell wall of the
aluminum foam. Because the wall thickness of aluminum
foam is random and uneven, the random polyhedron is
modeled by ABAQUS software, and the geometric fea-
tures of the model are extracted. )en, based on the
Voronoi algorithm, a three-dimensional foam aluminum
generation algorithm with random pore size and random
wall thickness was written using Python language and
Fortran language. )e geometric boundary parameters
were read, and the random wall thickness was set to better
simulate the foam aluminum under real conditions. )e
model uses TrueGrid’s excellent grid filling technology to
build a meso-grid model of aluminum foam. )e finite
element model of aluminum foam is obtained, as shown
in Figure 1.

2.2. Material Model and Parameters. )e bottom plate,
sleeve, bracket, and end cover of the system are made of
Q235 steel. )e above materials and aluminum foam are
numerically simulated by PLASTIC KINEMATIC material
model. )e model can well describe the mechanical
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properties of metal materials and is widely used in numerical
calculation. )e calculated parameters of the metal are
shown in Table 1.

)e air uses the ∗ MAT_NULL material model, and
the equation of state is described using ∗ EOS_LINEAR_
POLYNOMIAL. )e expression of the equation of state is
as follows:

p � C0 + C1μ + C2μ
2

+ C3μ
3

+ C4 + C5μ + C6μ
2

 E,

μ �
1
V

  − 1 �
ρ
ρ0

  − 1,

C4 � C5 � c − 1.

(1)

Considering air as the gas in an ideal state, the coeffi-
cients of the polynomial equation are
C0 �C1 �C2 �C3 �C6 � 0. )e variable coefficient c is often
set to 1.4, so C4 �C5 � 0.4. E0, ρ0, andV0 are the initial energy
density, the initial density, and the initial relative volume
parameter values which are 1.29 g·cm−3, 0.25MPa, and 1.0.
)e parameters are shown in Table 2.

)e high-energy combustion explosives use ∗
MAT_HIGH_EXPLOSIVE_BURN material model, and the
equation of state uses ∗ EOS_JWL to represent the pressure
of the explosive product. )e expression of the equation of
state is shown in the following formula [18]:

p � A 1 −
ω

R1V
  e

−R1V
+ B 1 −

ω
R2V

  e
−R2V

+
ωE

V
 ,

(2)

where E and V are energy density and relative volume,
respectively. When the initial calculation is performed, they
should be given initial values E0 and V0; A, B, and E0 are
pressure units; R1, R2, OMEG, andV0 are dimensionless.)e
specific material parameters are shown in Table 3.

)e outer boundary of the air adopts a nonreflective
boundary, the bottom of the bottom plate is set as a
fixed boundary, and the contact setting is set: the cover
plate is bound to connect with the bottom plate,
∗CONTACT_TIED_SURFACE_TO_SURFACE,
cover plate is connected with aluminum foam, and the
aluminum foam is automatically contacted with the
bottom plate by automatic surface contact ∗ CON-
TACT_AUTOMATIC_SURFACE_TO_SURFACE.

2.3. Modeling of Double-Layer Aluminum Foam Sandwich
Panel. )e energy absorption effect and explosion resistance
of aluminum foam are closely related to the density, and the

(a) (b)

Figure 1: )ree-dimensional microscopic view of double-layer foam aluminum.

Table 1: Metal material parameters.

Metallic material q (kg/m3) E (GPa) μ SIGY (MPa) ETAN (GPa)
Q235 steel 7830 210 0.274 235 6.1
Aluminum foam 2730 70 0.34 185 4.62

Table 2: Material model and EOS parameters of air [20, 34, 35].

C0 (MPa) C1 C2 C3 C4 C5 C6 ρ (kg/m3)
−0.1 0 0 0 0.4 0.4 0 1.225
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difference of porosity will inevitably lead to the change of the
density of aluminum foam. )e arrangement of different
porosity of multilayer aluminum foam will also have a
significant impact on the dynamic response of aluminum
foam sandwich panels. Six groups of different structures
were obtained by permutation and combination of alumi-
num foam with three densities, namely, 80%, 80%, 85%,
85%, 85%, 90%, 90%, 90%, 90%, 80%, and 90%, respectively.
)e numerical model is shown in Figure 2. In the model, the
mass of the charge is fixed as 520 g, the density is 1.601 g, the
radius is 0.086m, and the spherical charge and the height of
the charge are fixed as 25 cm. )e thickness of cover plate is
fixed at 10mm, the total height of aluminum foam sandwich
is fixed at 78mm, and the height of single layer is 39mm. As
shown in Figure 2, the bottom plate support of the model is
set as a fixed constraint, and a downward prestressed load is
applied on the upper surface to clamp the aluminum foam.
)e pore sizes Rmin and Rmax in the model are 1mm and
3mm, respectively, and the average pore size is 2mm. In
order to ensure the calculation accuracy of the flow field in
the container, the element size in the finite element model is
0.2mm.

2.4. Layout of Measuring Points. After the explosion of the
explosive, the explosion products and shock waves of high
temperature and high pressure will be produced, which will
have a strong destructive effect on the surrounding struc-
tures. A measuring point is set up in the sandwich structure
bearing the explosion shock wave to test the strength of the
stress wave.)e location of the measuring points is shown in
Figure 3, and three groups of stress measuring points are set.
)e stress wave intensities of the cover plate were trans-
mitted to the first layer of aluminum foam, the first layer of
aluminum foam to the second layer of aluminum foam and
the second layer of aluminum foam to the bottom plate are
measured, respectively, and the test results are recorded as
σ1, σ2, and σ3, respectively. σ1 is the mean stress of the
uppermost element of the first layer of aluminum foam, σ2 is
the average stress of the lowest element of the first layer and
the uppermost element stress of the second layer, and σ3 is
the mean stress of the uppermost element of the bottom
plate.

3. Validation

3.1. Experiment Setup. In this paper, the explosion test
device shown in Figure 4 is designed to study the anti-
explosion performance of double-layer aluminum foam
sandwich structure. )e shock wave produced by the ex-
plosion of the spherical TNT charge causes the cover plate to
move and deform and compress the aluminum foam under
the explosion load. In the experiment, the blasting height of
the charge is fixed at 25 cm, the thickness of the upper panel

is fixed at 10mm, the height of each layer of aluminum foam
is 39mm, and the total thickness of the aluminum foam
sandwich is fixed as 78mm.

In order to evaluate the explosion resistance of different
aluminum foam sandwich structures, a cylindrical pressure
sensor is installed on the upper surface of the base plate.
According to the fixed mode of the whole device, strain
gauges are set at the positions of S1, S2, and S3 on the lower
surface of the base plate, which mainly test the dynamic
response of the bottom plate under the explosion impact
load. As shown in Figure 5, the load and deformation of the
bottom plate are monitored, respectively. )e pressure
sensor is in the center of the upper surface of the base plate.
)e strain gauge S1 is in the center of the lower surface of the
base plate.

3.2.ComparativeAnalysiswith theTest. In order to verify the
correctness of the model, the strain test values of 80%/90%
group and 80%/85% group of aluminum foam were ran-
domly selected and compared. Figure 6 is the comparison
diagram of the strain time history curve of 80%/90% foam
aluminum test value and simulation value of each measuring
point. S1 (2, 3)-e represents the experimental value, and S1
(2, 3) represents the simulation value. As can be seen from
the chart, the strain peak value of each measuring point has
little difference, and the trend of the strain curve waveform is
the same, which tends to be smooth with the increase of
time. )e test simulation results verify the test results.
Figure 7 shows the test height and simulation height of 80%
ram 85% aluminum foam after compression. )e initial
height of double-layer aluminum foam is 78mm. After the
test, the height of double-layer aluminum foam becomes
46.55mm, and the compression amount is 31.45mm. )e
compression amount of the numerical simulation is
32.8mm, and the difference between the experimental value
and the simulation value is small, which can verify the
correctness of the model.

4. Analysis of Energy Absorption Mechanism of
Aluminum Foam

4.1. Analysis of the Movement Process of Double-Layer Foam
Aluminum. )is section explores the motion process of
85%/90% foam aluminum sandwich panels under explosive
loading.

In the first stage, the explosive center detonates until the
shock wave reaches the cover plate and begins to compress
the aluminum foam. As shown in the figure, during 0ms, the
explosive initiates at a single point center, and the shock
wave front begins to expand outward with the sphere as the
center, reaching the cover plate at a certain time between
0.07ms and 0.08ms, and the cover plate obtains a certain
speed to compress the aluminum foam downward, as shown

Table 3: Material model parameters and JWL parameters of TNT.

ρ (kg/m3) A (GPa) B (GPa) R1 R2 PCJ (GPa) E (J/m3) D (m/s) υ Ω
1500 347.6 3.39 4.15 0.95 17.92 6.34e9 6957.2 1.0 0.28
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in the pressure cloud diagram of aluminum foam on the
right side of Figure 8.

In the second stage, the cover plate begins to compress
aluminum foam to fully compress double-layer aluminum
foam. As shown in Figure 9, contact compression occurs at
the delamination interface at 0.08ms, and the stress wave

begins to travel from the top foam to the bottom foam,
resulting in reflected and transmitted waves. Because the
wave impedance of 90% porosity aluminum foam is less than
80% porosity aluminum foam, and 90% porosity is high, so
90% porosity aluminum foam absorbs most of the energy
and produces great deformation. )e stress wave is

TNT

0.
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Figure 3: Stress measuring point arrangement.
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Figure 2: Double-layer aluminum foam sandwich (AFS) structure.
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transmitted to the bottom plate at 0.24ms and begins to act
to the bottom plate, so that the floor begins to compress and
deform. During the explosion process to 1.0ms, we can see
that 90% aluminum foam is completely compressed almost
at some time between 1.0ms and 1.24ms, while, after 1.0ms,
80% aluminum foam is compressed as the main energy-
absorbing material. )is is very helpful for us to study the
energy absorption mechanism of layered aluminum foam.

From the summary of the previous research background,
we can see that the stress-strain performance of aluminum
foam is different under the sorting condition of different
aluminum foam density, but the simulation analysis of the

ordering of density gradient is still less. In order to further
analyze the effect of density gradient on the mechanical
properties of closed-cell aluminum foam, this section is
based on a three-dimensional meso-model to study the
explosion resistance of aluminum foam specimens under
different density order and the energy absorption charac-
teristics of aluminum foam with different density gradient
under explosive impact loading.

4.2. Analysis of Delamination Characteristics of Double-Layer
Aluminum Foam. You can see significant compression
when the time reaches 0.48ms. When compressed to
1.24ms, the compression of aluminum foam is completed.
Figure 10 shows the deformation distribution of aluminum
foam under explosive loading under six groups of porosity
combinations during 1.24ms. It can be seen from the figure
that the deformation of aluminum foam in 90%/80% group
is the largest, with a deformation amount of 34.23mm. )e
deformation of the pore wall of aluminum foam is mainly
concentrated in the area with large porosity. )rough the
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Double aluminum
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Figure 4: Sandwich plate antiexplosion test device.
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Figure 8: Compressed foam aluminum cover.
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comparison of the structures of each group, it is found that if
the porosity of the upper layer aluminum foam is higher
than the lower layer aluminum foam, the compression
amount of the double-layer aluminum foam sandwich
structure is larger, such as group 90%/80% and group 90%/
85%. When the porosity of the upper layer aluminum foam
is small, the two layers of aluminum foam begin to deform at
the same time, but when the porosity of the upper layer
aluminum foam is larger, it will not begin to deform at the
same time. Before the upper layer of aluminum foam is
compressed to a certain extent, the contact stress between
the two layers of aluminum foam is greater than the yield
stress of the lower layer of aluminum foam, and the lower
layer of aluminum foam begins to deform.

As can be seen from Table 4, the maximum peak dis-
placement of the 90%/80% group is the largest among the six
groups, followed by the 90%/85% group displacement. )e
order of the bottom plate displacement under each com-
bination is as follows: 80%/90%< 85%/90%< 80%/80%
< 90%/85%< 90%/85%< 90%/80%. Under the only combi-
nation of the two groups of porosity, the large upper porosity
will increase the compression of the sandwich structure of
double-layer aluminum foam and reduce the displacement
of the bottom plate. With the increase of time, the elastic
deformation of the bottom plate ends and enters the plastic
deformation stage, and the deformation of the bottom plate
tends to be stable. After reaching stability, the minimum
displacement of the bottom plate is 80%/90% group, fol-
lowed by 85%/90% group. )e order of displacement is as
follows: 80%/85%< 85%/90%< 80%/80%< 90%/80%< 90%/
85%< 90%/80%. Since the bottom plate displacement of the
aluminum foam in the 80%/85% group is the smallest after
the stress balance, it is considered that the reorganization is
the total optimal group of the six groups. It can be found
that, under the positive sequence of porosity, the dis-
placement of the bottom plate is smaller. By comparing the
compression amount of aluminum foam, it can be found
that the compression amount of aluminum foam in the
group of 90%/85% is the largest, but the deformation of the
bottom plate is not the smallest, but very large. )is also
shows that it is not that the greater the compression amount
of aluminum foam is, the better the antiexplosion and wave-
absorbing ability is and the better the protective effect on the
substructure is. )e analysis shows that after the aluminum
foam reaches the ultimate bearing capacity, the aluminum
foam produces stress enhancement due to compaction, so
the compression amount of aluminum foam is the largest,
but its wave absorption capacity is not the best.

In order to quantitatively describe compressive quan-
tities of double-layer aluminum foams and compare com-
pressive quantities of single-layer aluminum foams, we draw
a curve of displacement time history of different porosity
combinations in Figure 11. It can be seen from graphs that
foam aluminum reaches maximum displacement rapidly
during elastic stage and then decreases and eventually tends
to be smooth. Results show that compressive strength of
double-layer foamed aluminum bottom plate is smaller than
that of single-layer aluminum foam plate. Design of double-
layer aluminum foam can improve antiexplosion property of

Table 4: Displacement of double-layer foamed aluminum under
each combination.

80/90 90/80 80/85 85/80 90/85 85/90
Maximum
deformation −1.57 −2.01 −1.76 −1.84 −1.94 −1.61

Deformation after
equilibrium −1.00 −1.55 −0.28 −1.17 −1.51 −0.54
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Figure 11: Displacement of single-layer aluminum foam bottom
plate.

Table 5: Upper aluminum foam energy.

80/90 80/85 90/80 90/85 85/80 85/90
Total energy (J) 688.11 739.35 584.55 503.74 970.24 898.67
Internal energy
(J) 604.19 665.91 556.76 467.01 952.9 846.21

Kinetic energy
(J) 83.92 73.44 27.79 36.73 17.34 52.46

Table 6: Energy of aluminum foam in the lower layer.

80/90 80/85 90/80 90/85 85/80 85/90
Total
energy
(J)

1125.98 1734.18 1322.07 1125.98 1154.61 1605.32

Internal
energy
(J)

1064.42 1096.89 1240.25 1031.1 1085.62 1477.88

Kinetic
energy
(J)

61.56 637.29 81.82 94.88 68.99 127.44
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aluminum foam effectively, eliminate partial explosion
shock wave effectively, and play positive role in protecting
lower structure.

4.3. Energy Analysis. Tables 5–7 provide energy for upper
and lower aluminum foams and bottom plates, respectively.
According to the tables, the total energy of lower aluminum
foam is higher than that of upper aluminum foam, which is
consistent with wave dissipation rule of aluminum foam at
upper and lower level. )e fluctuation dissipation rate of low
aluminum foam is obviously higher than that of aluminum
foam. As shown in Table 5, the difference between total
energy and internal energy is smaller than that of upper
foam aluminum, and the kinetic energy of 80%/90% group is
maximum, which is consistent with minimum law of peak
displacement of bottom plate of upper foam aluminum
group, followed by group 80%/85%. As shown in Table 6, the
gap between total energy and internal energy is larger during
lower aluminum foams. )e maximum kinetic energy is in
group 80%/85%, and the minimum kinetic energy is in
group 80%/90%. As shown in Table 7, total energy, internal
energy, and kinetic energy are minimal in group 80%/85%.
)e results show that porosity has great influence on energy
absorption characteristics of samples; when the total energy
of aluminum foam increases, the energy of bottom plate
decreases. )ere are mainly two types of aluminum foam to
improve porosity; one case is pore quantity that increases;
another case is pore wall thickness that decreases. )erefore,
more cell walls produce larger deformation plastic strain
absorbing more energy under the same strain condition.
However, due to low porosity, the overall antiblast perfor-
mance of this device is better but critical point of complete
compression and incomplete compression can be found
which ensures that load can be absorbed completely without
destroying floor.

Figure 12 shows the ratio of internal energy to kinetic
energy of the floor arranged at all levels of density. It can be
seen from the diagram that the energy ratio of the floor
fluctuates with the increase of time, indicating that the ki-
netic energy ratio of the floor continues to decrease and the
kinetic energy is converted into internal energy and finally
tends to be stable. )e soleplate of 80%/85% group showed
the maximum peak of energy ratio during 4.496ms, and
obvious secondary damage occurred at the interface,
resulting in secondary work done by aluminum foam, so it
consumes a lot of energy. Since the displacement of the
bottom plate of the 80%/85% group is the smallest, it can be
concluded that this group is the best group in density order.

5. Investigation on Three-Dimensional Meso-
Mechanical Properties of Double-Layer
Aluminum Foam Sandwich Panels

In order to analyze the relationship between meso-param-
eters and mechanical properties of materials under explosive
loading, we study the energy absorption characteristics of
aluminum foam materials and the effects of meso-failure
mechanism of aluminum foam cell wall on its antiexplosion
performance and energy absorption. In this section, the
dynamic mechanical properties of aluminum foam speci-
mens are studied by simulating the double-layer aluminum
foam sandwich panel under explosive load.

)e literature research [36] shows that the stress wave
propagates from one medium to another; if the wave
impedance of the two media is different, then the stress
wave will be reflected and transmitted at the interface of the
two media, and its intensity satisfies the following
relationship:

σR

σI

  �
ρ2C2 − ρ1C1( 

ρ2C2 + ρ1C1( 
, (3)

σT

σI

  �
2ρ2C2( 

ρ2C2 + ρ1C1( 
. (4)

Among them, σI, σR, and σT represent the incident wave,
reflected wave, and transmitted wave intensity of the shock
wave at the interface, respectively; ρ1C1 represents the wave
impedance of the first layer medium, and ρ2C2 represents the
wave impedance of the second layer medium. It can be seen
from formulas (3) and (4) that when the aluminum foam
sandwich is delaminated in density, due to the difference of
medium wave impedance on both sides of the interface, the
shock wave that continues to propagate along the foam

Table 7: Floor energy.

80/90 80/85 90/80 90/85 85/80 85/90
Total energy (J) 126.12 121.55 249.56 191.24 162.37 176.41
Internal energy
(J) 83.14 102.59 187.11 141.62 125.78 133.26

Kinetic energy
(J) 42.98 18.96 62.45 49.62 36.59 43.15
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Figure 12: Energy ratio of aluminum foam.
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aluminum to the bottom plate after transmission through
the interface decreases, while the shock wave reflected from
the interface near the explosion source end may further
compress the deformed area of the aluminum foam, so
delamination of the aluminum foammay increase the energy
absorption value of the sandwich structure core of the foam
aluminum sandwich. At the same time, the load acting on
the protected structure is reduced. )erefore, we established
a three-dimensional mesoscopic model of double-layer
aluminum foam and quantitatively analyzed the attenuation
effect of stress wave strength of double-layer aluminum foam
sandwich structure.

When the porosity combination of aluminum foam is
80% and 90%, the distribution of stress waves in the
sandwich structure is shown in Figure 13. Intuitively, in
Figure 13, the stress value of the first layer reached
135.94MPa at 0.102ms and reached the second peak at
1.057ms due to emission, indicating that, in the steel plate,
the change rate of stress wave is extremely high, the stress
wave intensity of the second layer is 31.17MPa, and the stress
wave intensity of the third layer is 2.38MPa.)e attenuation
of the explosion shock wave is as high as 77.07% after passing
through the first layer of aluminum foam, the attenuation of
the explosion wave after passing through the second layer of
aluminum foam reaches 92.36%, and the overall wave dis-
sipation rate is 98.25%. )e rising edge of the stress wave in
the first layer is 10.2 μs, the rising edge of the stress wave in
the second layer is 14.9 μs, and the rising edge of the stress
wave in the third layer can reach 0.9ms. After aluminum
foam, the rising time of stress wave has been greatly im-
proved. When the porosity of the upper layer of aluminum
foam is 90% and the porosity of the lower layer of aluminum
foam is 80%, the stress value of the first layer is 86.70MPa,
the attenuation of explosion shock wave after the first layer
of aluminum foam is 64.46%, the stress value of explosion

wave after the second layer of aluminum foam is 2.94MPa,
the attenuation rate is 90.45%, and the overall wave dissi-
pation rate is 96.61%. It can be found that whether it is the
first layer of aluminum foam or the second layer of alu-
minum foam, the positive sequence arrangement of porosity
has higher wave dissipation rate and the phenomenon of
interface delamination is more obvious.

When the porosity combination of aluminum foam is
80% and 85%, the distribution of stress waves in the
sandwich structure is shown in Figure 14. When the upper
porosity of the aluminum foam is 80% and the porosity of
the lower aluminum foam is 85%, the stress value of the first
layer of the explosion shock wave reaches 158.76MPa, and
the attenuation is as high as 59.07% after passing through the
first layer of aluminum foam; the stress value of the ex-
plosion wave after passing through the second layer of
aluminum foam is 2.38MPa, the attenuation rate is 95.80%,
and the overall wave dissipation rate is 98.51%. When the
porosity of the upper layer of aluminum foam is 85% and
that of the lower layer is 80%, the stress value of the first layer
is 151.01MPa, and the attenuation rate of the explosion
shock wave after the first layer of aluminum foam is 49.02%.
After the second layer of aluminum foam, the stress value of
the explosion wave is 2.27MPa, the attenuation rate is
95.34%, and the overall wave dissipation rate is 98.49%. It is
also found that whether it is the first layer of aluminum foam
or the second layer of aluminum foam, the positive sequence
arrangement of porosity has a higher wave dissipation rate
and the phenomenon of interface delamination is more
obvious.

When the porosity combination of aluminum foam is
85% and 90%, the distribution of stress waves in the
sandwich structure is shown in Figure 15.When the porosity
of the upper layer of aluminum foam is 85% and that of the
lower layer is 90%, the stress value of the first layer is
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Figure 13: Double-layer aluminum foam with porosity of 80% and 90%.
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129.36MPa. )e shock wave of the explosion after the first
layer of aluminum foam attenuates by 71.44%. After the
second layer of aluminum foam, the stress value of the
explosion wave is 2.013MPa, the attenuation rate is 96.81%,
and the overall wave dissipation rate is 98.43%. When the
porosity of the upper layer of aluminum foam is 90% and the
porosity of the lower layer of aluminum foam is 85%, the
stress value of the first layer is 86.63MPa; the explosion
shock wave attenuates 59.15% after the first layer of alu-
minum foam, and the stress value of the explosion wave after

the second layer of aluminum foam is 2.72MPa; the at-
tenuation rate is 92.31%, respectively, and the overall wave
dissipation rate is 96.86%. It is also found that whether it is
the first layer of aluminum foam or the second layer of
aluminum foam, the positive sequence arrangement of
porosity has a higher wave dissipation rate and the phe-
nomenon of interface delamination is more obvious.

Due to different porosity of aluminum foam, different
reflection and refraction phenomena occur after explosion
wave propagation, so there is stress difference between upper
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Figure 15: Double-layer aluminum foam with porosity of 85% and 90%.
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Figure 14: Double-layer aluminum foam with porosity of 80% and 85%.
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surfaces of aluminum foam layer. It can be concluded from the
above picture that the overall wave dissipation rates of six
groups of aluminum foams with different porosity have little
difference. By comparison, it is found that the porosity is
arranged in positive order, and the difference between the
upper and lower layers is small, and the wave dissipation rate
of the lower layer aluminum foam is higher. To sum up, the
antiexplosion and wave-absorbing ability of the double-layer
foam sandwich structure of 80%/85% group is the best, and the
greater the porosity is, the better the antiexplosion ability is.

6. Conclusions

In this paper, a three-dimensional mesoscopic model of
double-layer aluminum foam sandwich panel is established,
and the fluid-solid coupling method is used to analyze the
flow field motion of explosion shock wave of aluminum
foam with different porosity. A series of conclusions are
obtained through numerical simulation and analysis:

(1) On the basis of Voronoi algorithm, the aluminum
foam generation algorithm with random three-di-
mensional pore size and wall thickness is compiled
by using Python language and Fortran language. )e
three-dimensional mesoscopic model of double-
layer closed-cell aluminum foam sandwich panel is
established by using LS-DYNA and ABAQUS soft-
ware, and the random wall thickness is set to better
simulate the real aluminum foam model.

(2) )e strain test values of 80%/90% group and 80%/
85% group of aluminum foam were randomly se-
lected and compared with the simulation results. )e
experimental results are consistent with the simu-
lation results, which verifies the correctness of the
three-dimensional meso-model.

(3) Six kinds of three-dimensional mesoscopic models of
explosive loading of double-layer aluminum foam
with different porosity arrangement were established
in LS-DYNA.)e numerical simulation results show
that, in the group with the same porosity combi-
nation, when the porosity of the upper layer alu-
minum foam is greater than that of the lower layer
aluminum foam, the compression amount of the
sandwich structure of double-layer aluminum foam
is larger, but the displacement of the bottom plate is
small; it is not that the greater the compression
amount of aluminum foam, the better the anti-
explosion and wave absorption capacity. When the
aluminum foam reaches the ultimate bearing ca-
pacity, the foam aluminum produces stress en-
hancement due to compaction.

(4) )rough the mesoscopic simulation of aluminum
foam, it is found that the changes of porosity are very
important factors affecting the energy absorption
capacity of aluminum foam.

(5) )rough the analysis of the compression amount,
floor deformation, wave dissipation capacity, and
energy ratio of aluminum foam, it is concluded that

the antiexplosion wave absorption effect of the
sandwich structure of aluminum foam with 80%/
85% group is the best.
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)is paper aims to investigate the property and behavior of the hysteretic nonlinear energy sink (HNES) coupled to a half vehicle
system which is a nine-degree-of-freedom, nonlinear, and semiactive suspension system in order to improve the ride comfort and
increase the stability in shock mitigation by using the computer simulation method. )e HNES model is a semiactive suspension
device, which comprises the famous Bouc–Wen (B-W) model employed to describe the force produced by both the purely
hysteretic spring and linear elastic spring of potentially negative stiffness connected in parallel, for the half vehicle system. Nine
nonlinear motion equations of the half vehicle system are derived in terms of the seven displacements and the two dimensionless
hysteretic variables, which are integrated numerically by employing the direct time integration method for studying both the
variables of vertical displacements, velocities, accelerations, chassis pitch angle, and the ride comfort and driver safety, re-
spectively, based on the bump and random road inputs of the pseudoexcitation method as excitation signal. Simulation results
show that, compared with the HNES model and the magnetorheological (MR) model coupled to the half vehicle system, the ride
comfort and stability have been evidently improved. A successful validation process has been performed, which indicated that
both the ride comfort and driver safety properties of the HNES model coupled to half vehicle significantly improved.

1. Introduction

To achieve both ride comfort and driver safety is the main
objective of the vehicle industry, and there are two ways to
achieve ride comfort of high quality; to this end, the first way
is to minimize the axis and angular acceleration of the
gravity center of the vehicle body, while the second way is to
maintain the tire contacts with the ground while the tire
strikes a bump. Minimizing the vertical displacement of the
vehicle can facilitate the ride stability.

Passive, active, and semiactive suspension vehicle systems
are three available classifications of suspensions which depend
on the ability of the suspension system to absorb, add, or
extract energy. More recently, one of the oldest passive vi-
bration control devices is the tuned mass damper (TMD)
which was proposed by Watts in 1883 [1] and patented by
Frahm [2], consisting of a mass, a spring, and a viscous

damper which is attached to a primary vibrating system in
order to suppress undesirable vibrations. )e property of the
TMD can be significantly reduced for the environmental
influences, and other external parameters may alter its
properties and disturb its tuning [3]. To help reduce the
vibration, a large oscillating mass is generally required. Both
construction and placement are rather difficult. In light of the
above drawbacks, to overcome the disadvantages of the TMD,
new nonlinear strategies in vibration absorption have been
introduced, and among them, researchers investigated the
targeted energy transfer (TET) through different designs of
NES, so they have gained more attention and are more
prevalent [4]. According to [5], definitely, the NES is a
nonlinear attachment coupled to a linear system which dis-
sipates energy irreversibly through nonlinear stiffness ele-
ments. To help dissipate energy effectively, compared with the
TMD, the NES does not need to be tuned to a special
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frequency. )e performance of nonsmooth NES in the
presence of gravity has also been investigated where the pure
cubic nonlinearity is broken in vertical configurations as the
gravity induces asymmetry to the system [6, 7].

)e concept of hysteretic nonlinear energy sink (HNES)
was proposed by Tsiatas and studied by Tsiatas and Char-
alampakis in 2018 [8]. )e HNES is the modification of the
NES [9, 10], i.e., apart from a small mass and a nonlinear elastic
spring of the duffing oscillator, the HNES also comprises a
purely hysteretic spring and a linear elastic spring of potentially
negative stiffness, connected in parallel. )e BoucWen (B-W)
model is used to describe the force produced by the purely
hysteretic and linear elastic springs and has been investigated in
NES dynamics previously [11, 12].

Eltantawie has studied the mechanical behavior of the
magnetorheological damper (MRD) as a semiactive device of
the vehicle suspension system for decentralized neurofuzzy
control method previously. In this paper, the HNESmodel is
employed as a semiactive suspension device and coupled to
the linear half vehicle system in order to improve the ride
comfort and increase the stability.

)is study proposes a comprehensive design by using the
HNES model as the semiactive suspension device, and the
motion equations of the vehicle system which consist of the
HNES model have been established, followed by employing
the new direct time integration method, which is presented
for solution of motion equations describing the dynamic
response of multi-degree-of-freedom, structural linear and
nonlinear systems in 2014 [13], for the solution of the system
of first-order ordinary differential equations which represent
semidiscrete diffusion equations in 2016 [14], and for so-
lution of the motion equations of the vehicle model by
means of the computer simulation method.

)e rest of this paper is organized as follows: Section 2
describes and analyzes both half vehicle system and the
HNES coupled to a primary model. )e differential equa-
tions of the HNES coupled to a primary model and the
semiactive suspension system are analyzed by employing the
new direct time integral method, which be formulated in
Section 3. )e responses of the displacements, velocity,
acceleration, and chassis pitch angle in the time domain are
simulated by the parameters of half vehicle system in Section
4.)e ride comfort and drive safety of half vehicle system are
solved numerically, which are described in the Section 5.)e
main conclusions and findings are drawn in Section 6.

2. Half Vehicle and the HNES Model

2.1. Half Vehicle Coupling with the HNES Model. In this
paper, a semiactive suspension system of the half vehicle
model, which consists of sprung mass supported on front
and rear suspensions as shown in Figure 1, is proposed. Both
the front and rear suspensions which are considered as un-
sprung masses with the front and rear tire mass are connected
to their tire axles, respectively. DamperCf, elastic deviceKf, and
HNES model (details of the HNES model is described in
Section 2.2) are connected through chassis mass M2 and front
tire directly in parallel, same as the front suspension, damper

Cr, elastic device Kr, and HNES model connected through
chassis mass M2 and rear tire in parallel. )e model is a nine-
degree-of-freedom system and represented by the displace-
ments of vertical driverU5, vertical vehicle bodyU4, body pitch
U3, front and rear tire deflectionsUf1 andUr1 andUf2 andUr2 of
the mass M1, and the displacements UZf and UZr which in-
dicates the BoucWen model (Figure 1).

)e mathematical model is derived by applying New-
ton’s second law; the motion equations can be formulated as
follows:

M3
_U5 + Cf2

_U5 − _U4 − _U3L3   + Kf2 U5 − U4 − U3L3( (  � 0,

(1)

M2
€U4 − Cf2 U5 − _U4 − _U3L3   − Kf2 U5 − U4 − U3L3( ( 

+ Kf U4 − U3L1 − Uf1  + Cf
_U4 − _U3L1 − _Uf1 

+ C2
_U4 − _Uf2 − _U3L1  + KNL U4 − Uf2 − U3L1 

3

+ Kr U4 − Ur1 + U3L2(  + Cr
_U4 − _Ur1 + _U3L1 

+ C2
_U4 − _Ur2 + _U3L2  + KNL U4 − Ur2 + U3L2( 

� − FBWf − FBWr,

(2)

M1
€Uf2 − C2

_U4 − _Uf2 − _U3L1  − KNL U4 − Uf2 − U3L1 
3

+ C1
_Uf2 − _Uf1  + KEL Uf2 − Uf1  � FBWf ,

(3)

M1
€Ur2 − C2

_U4 − _Ur2 + _U3L2  − KNL U4 − Ur2 + U3L2( 
3

+ C1
_Ur2 − _Ur1  + KEL Ur2 − Ur1(  � FBWr,

(4)

Mf
_Uf1 − Kf U4 − Uf1 − U3L1  − Cf

_U4 − _Uf1 − _U3L1 

− C1
_Uf2 − _Uf2  − KEL Uf2 − Uf1  + Ktf Uf1 − q1  � 0,

(5)

Mr
€Ur1 − Kr U4 − Ur1 + U3L2(  − Cr

_U4 − _Ur1 + _U3L2 

− C1
_Ur2 − _Ur1  − KEL Ur2 − Ur1(  + Ktr Ur1 − q2(  � 0,

(6)

J €U3 + Cf2
_U5 − _U4 − L3

_U3  L3 + Kf2

· U5 − U4 − L3U3( ( L3 − Kf U4 − L1U3(  − Uf1 L1

− Cf
_U4 − L1

_U3  − _Uf1 L1

− C2
_U4 − L1

_U3  − _Uf2 L1 − KNL

· U4 − L1U3(  − UF2( 
3
L1 + Kr U4 + L2U3(  − Ur1( L2

+ Cr
_U4 + L2

_U3  − _Ur1 L2 + C2

· _U4 + L2
_U3  − _Ur2 L2 + KNL U4 + L2U3(  − Ur2( 

3
L2

� − FBWfL1 − FBWrL2,

(7)
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FBWf � ακ U4 − U3L1 − Uf2  +(1 − α)κDZf(t), (8)

FBWr � ακ U4 + U3L2 − Ur2(  +(1 − α)κDZr(t), (9)

_Zf(t) � D
− 1 _U4 − _U3L1 − _Uf2 

· 1 − Zf(t)



n

csgn _U4 − _U3L1 − _Uf2 Zf(t)  + β ,

(10)

_Zr(t) � D
− 1 _U4 + _U3L2 − _Ur2  1 − Zr(t)



n



· csgn _U4 + _U3L2 − _Ur2 Zr(t)  + β.
(11)

Equations (1)–(11) can be rewritten in the matrix form as
follows:

[M] €U} +[C] _U  +[K] U{ } � [F] Q{ }, (12)

where FBWf andFBWr are the BoucWen damper forces of the
front and rear of the half vehicle system, respectively,
M,C, andK denote matrices of mass, damper, and spring
stiffness, €U, _U, andU are vectors of acceleration, velocity,
and displacements, and F andQ denote excitation vector
coefficient matrix and the road inputs vector of the half
vehicle system, respectively. For the definition of matrices
and vectorsM,C,K, €U, _U,U,F, andQ, refer to Appendix A,
and for expressing intuitively in the figures of this paper, the
subscript of symbols €Un and _Un are represented by
An and Vn, n � 1, 2, . . . , 9, respectively.

2.2. Dynamic Responses of Single-Degree-of-Freedom Primary
System Coupling with HNES. )e schematic representation
of single-degree-of-freedom linear primary system coupling
with HNES, which is considered as the HNES model, is

shown in Figure 2. )e HNES model is constituted apart
from a small mass m2 and a nonlinear elastic spring of the
duffing oscillator; it also comprises a purely hysteretic spring
and a linear elastic spring of potentially negative stiffness,
which constitute the BoucWen model, connected in parallel.
)e BoucWen model is used to describe the force produced
by the purely hysteretic and linear elastic springs. In light of
the above, the single-degree-of-freedom (SDoF) primary
system coupling with HNES (the HNES model) is consti-
tuted from the BoucWen model, a linear damp C2, and a
cubic nonlinear spring KNL in parallel. Damper C1 and
elastic linear spring KEL are connected to massm1 in parallel.
)e BoucWen model, damper C2, and cubic nonlinear
spring KNL are connected between the masses m2 and m1 of
the constituted attachments of the HNES in parallel.

Assume that the rear tire travels over the same path as
the front tire except for a time delay τ which can be
mentioned as equation (25) in this study. )e excitation
function of road inputs q1 and q2, which is a stationary
random process, acts on the center of the tire and road
surface contact point. )e BoucWen model, which was
introduced by Bouc [15] and extended by Wen [16], is
employed to describe the force produced by both the purely
hysteretic and linear elastic springs.

)e SDoF primary system coupling with HNES (the
HNES model) is shown in Figure 2; the hysteresis force is
expressed by referring to [17, 18]:

FBW � αkx(t) +(1 − α)k Dz(t), (13)

where k> 0, D> 0, t is the time history of the input variable,
and z(t) is a dimensionless hysteretic variable which is
governed by the following differential equation:

_z(t) � D
− 1

A − (βsgn(z(t) _x) + c)|z(t)|
n

(  _x, (14)

C2 KNL

KELC1

Bouc−Wen
M1

C1

q1 q2

M3

C

Ktf Ktr

MrMf

Kf KrCf Cr

Uf1

Uf2

U3

U4

U5

Cf2 Kf2

Ur1

Ur2

L1 L2

L3

M2 J

C2 KNL

KEL

Bouc−Wen
M1

Figure 1: Half vehicle system coupling with the HNES model.
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where n> 0, sgn(·) denotes the signum function, x is the
displacement, k is the initial stiffness, α is the ratio of
postyield to preyield stiffness, D indicates the yield dis-
placement, the dimensionless exponential parameter n
governs the abruptness of transition between preyield and
postyield response, and the values of α, A, β, D, c, and n are
set in Table 1 [8].

)e HNES model is derived by applying Newton’s
second law, and the equations of motion can be formulated
as follows:

m1 €x1 + C2 _x1 + KELx1 − FBW − C2 _x2 − _x1(  − KNL x2 − x1( 
3

� 0,

(15)

m2 €x2 + FBW + C2 _x2 − _x1(  + KNL x2 − x1( 
3

� 0, (16)

_z(t) � D
− 1

_x2 − _x1(  1 − |z(t)|
n sgn _x2 − _x1( z(t)(  + b( .

(17)

In this investigation, only the direct impulsive force of
the primary system is considered, and thus, the initial
conditions of the problem are as follows:

_x1(0) � n0,

x1(0) � _x2(0) � _x2(0) � 0,
(18)

where m1, x1, KEL, andC1 are the mass, displacement,
stiffness of spring, and damping coefficient of the linear
primary system, respectively, and m2, x2, KNL, andC2 are
the mass, displacement, damping coefficient, and cubic
nonlinear stiffness of the HNES’s attachments.

3. StateSpaceFormof theMotionEquationsand
the Excitation of Road Inputs

3.1. State Space Form. Equations (15)–(18) can be reor-
ganized into state space form as follows:

Xn  �

X1 � x1

X2 � _x1

X3 � x2

X4 � _x2

X5 � z(t)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

, (19)

_X1 � X2

_X2 �
FBW − C1X2 − KELX1 + C2 X4 − X2(  + KNL X2 − X1( 

3

m1

_X3 � X4

_X4 �
− FBW − C2 X4 − X2(  − KNL X3 − X1( 

3

m2

_X5 � D
− 1

X4 − X2(  1 − X5



n

csgn X4 − X2( X2(  + β 

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

.

(20)

Together with the pertinent initial conditions, the fol-
lowing can be expressed:

_Xn(0)  �

_X1(0) � v0

_X2(0) � −
C1 + C2( v0

m1

_X3(0) �
C2v0

m2

_X4(0) �
C2v0
m2

_X5(0) � −
v0

D

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

, (21)

where ]0 � _x1(0) denotes the initial value.
Equations (19)–(21) can be rewritten as follows:

M− 1
i F(t) − M− 1

i P Xn(t), _Xn(t) 

� f Xn(t) + Xn(t), t(  � 0, n � 1, 2, . . . , 5,
(22)

whereMi, i � 1, 2, denotes themass matrix which consists of
m1 andm2 and function f(Xn(t) + Xn(t), t) is already
expressed in equation (20).

It should be noteworthy that equation (22) is a typical
nonlinear initial value problem, which are solved numeri-
cally using the new direct time integration method

Table 1: Parameters of HNES (dimensionless).

Parameter α A β D c n

Value − 0.3 1 0.5 0.1 0.5 1

m2

m1

Bouc–Wen C2 KNL

C1
KEL

x2

x1

Figure 2: )e SDoF primary system coupling with HNES (the
HNES model).
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introduced by Katsikadelis [13], and that for multidegree of
freedom systems is described as follows:

Xn k � _Xn k− 1(t) +
h

2
_Xn k(t) +

h

2
_Xn k− 1(t), (23)

where Xn k denotes the responses of the displacement
vector, of which elements are the value in different time
histories for k � 1, 2, . . . , (T/h). T is the simulation period,
and h is the sampling interval. _Xn k andXn k can be solved
by coupling equations (22) and (23) with k� 1, 2, . . ., T/h.

Figure 3 depicts the responses of displacements X1 and
X3 of the massesm1 andm2 of primary system coupling with
HNES against the impulse magnitude v0 for v0 � 0.35m/s,
h� 0.01, and T� 500 seconds (Figure 3(a)) and v0 � 2m/s,
h� 0.01, and T� 500 seconds (Figure 3(b)). It can be ob-
served that displacements X1 and X3 against time are similar
in shape during 500 seconds, and the amplitude changes
more slowly over the entire time domain, and the maximum
values of amplitudes are X1 � 2.1m and X2 � 2.3m
(Figure 3(b)) and X1 � 0.12m and X3 � 0.01m (Figure 3(a)).

3.2. Excitation of Road Inputs

3.2.1. Bump Road Inputs. )e bump road excitation method
is one of the simple inputs for a vehicle, which has the
equations as follows [19]:

qi(t) �

ur(1 − cos(8πt))

2
, 0.5≤ t≤ 0.75,

0, otherwise,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(24)

where i (�1, 2) represents the front and rear tire, respec-
tively, ur � 0.11m denotes the amplitude of bump road
excitation, simulation period T� 4 seconds, the bump road
excitation for the rear tire is assumed to be that of the front
but with a time delay (seconds) of τ, and sampling interval
h� 0.01 seconds in this study. Time delay τ is formulated as
follows:

τ �
L1 + L2

v
, (25)

where symbol v denotes the vehicle velocity and L1 and L2
are the front and rear wheelbase; the excitation signals for
bump road inputs are shown in Figure 4(a).

)e road excitation of rear tire inputs q2(t) is formulated
as

q2(t) � q1(t − τ). (26)

3.2.2. Random Excitation of Road Surface Roughness.
)e road power spectral density (PSD) about the spatial
frequency is Gq (n), n1<n< n2 (n� f/v), where v is the av-
erage vehicle velocity and n is the spatial frequency.)e road
surface roughness variance of σ2q by using the frequency
spectrum properties of average stationary random process
can be expressed as follows [20]:

σ2q � 
n2

n1

Gq(n)dn. (27)

Dividing the area (n1, n2) into m smaller intervals, the
frequency of the power spectral density value is Gq (nmid-i)
instead of Gq (n) at each small interval of the central part,
where nmid− i, i � 1, 2, . . . , m. )roughout, the area between
the value of the formula after discretization approximation
can be written as follows:

σ2q ≈ 
n

i�1
Gq nmid− i(  · Δni. (28)

Corresponding to each small range, we need to find the
frequency for nmid− i(i � 1, 2, 3, . . . , n) and the standard
deviation of

�������������
Gq(nmid− i) · Δni


sine wave function, and such

sine wave function can be expressed as
�������������
Gq nmid− i(  · Δni


· sin 2πnmid− ix + θi( . (29)

)en, the corresponding sine wave function in each area is
added up to obtain the road random displacement input on
the time domain:

qj(t) �
�
2

√


n

i�1

�������������
Gq nmid− i(  · Δni


· sin 2πnmid− it + θi( , j � 1, 2,

(30)

where θi is uniformly distributed random numbers between
[− π, π], of which probability density and distribution
function can be referred to in Appendix B. And, t denotes the
time history which can be normalized by s/v(s is the total
distance traveled by the vehicle in this study). According to
reference [21], the spatial frequency n of road is distributed
between [0.011, 2.83] m-1. In this study, considering both the
relevant regulations and practical life experience, the range
of vehicle velocity Vv ∈ [Vn− min, Vn− max] � [10, 30] m/s
(36–108 km/h).

Relationships between time frequency f and spatial
frequency n of the vehicle can be formulated as equation
f� vn (Hz). )erefore, the range of road spatial frequency in
this paper can be expressed as follows:

An � An1 ∩An2 � Vn− min × 0.011, Vn− min × 2.83 

∩ Vn− max × 0.011, Vn− max × 2.83  � [0.33, 28.3].

(31)

Here, An1 andAn2 denote the spatial frequency range at
lowest velocity Vn− min and at the highest velocity Vn− max and
symbol ∩ denotes a mathematical operation for the in-
tersection of two sets.

)e random excitation signal of road surface roughness
is shown in Figure 4(b).

4. Simulation Response in the Time Domain

Equations (1)–(11) can be altered into equation (12) which is
a nonlinear equation and can be written using the direct time
integration method numerically as follows:
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M €Un + F _Un,Un  � Pn, (32)

− hI I

I 0
⎡⎢⎣ ⎤⎥⎦

_Un

Un

  �
0 I
I 0

 
_Un− 1

Un− 1
  +

−
r1
2
I

r2
2
I

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
€Un

+

−
r1
2

I

r2
2
I

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
€Un− 1,

(33)

€U0 � M− 1 P0 − F _U0,U0  ,U(0) � U0, _U(0) � _U0,

det(M)≠ 0,
(34)

where r1 � (h2/2), r2 � h, h is the sampling interval time
(second), and size (I)� [9× 9] is the unit matrix.

€Un, _Un, andUn can be solved by combining equations (32)
and (33) with n� 1, 2, . . ., T/h. _Un andUn can be solved using
equation (33) which is a linear equation and then substituting
into equation (32) which is a nonlinear equation and can be
solved to yield €Un. )e function “fsovle” of Matlab 2017a has
been employed to obtain the numerical results of both equations.

0 0.5 1 1.5 2 2.5
Time (s)

3 3.5 4

q 
(m

)

0.08

0.1

0.12

0.06

0.04

0.02

0

q1

q2

(a)

0 2 4 6 8 10
Time (s)

12 14 16 18 20

q 1
 (m

)
0.01

0.005

0

–0.005

–0.01

0 2 4 6 8 10
Time (s)

12 14 16 18 20

q 2
 (m

)

0.01

0.005

0

–0.005

–0.01

(b)

Figure 4: Two types of excitation signal for (a) the bump road inputs, where simulated period T� 4 seconds, sampling interval h� 0.01
second, and vehicle velocity v � 20m/s, and (b) the random road inputs, where simulated period T� 20 seconds, sampling interval h� 0.01
seconds, and vehicle velocity v � 20m/s.
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Figure 3: )e response of displacements of the primary system coupling with the HNES model for v0 � 0.35m/s, h� 0.01, and T� 500
seconds (a) and v0 � 2m/s, h� 0.01, and T� 500 seconds (b).
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5. Performance Index and
Numerical Simulation

5.1. Response of Half Vehicle System Coupling with the HNES
Model. By querying the power spectral density coefficient
(PSD) of standard road surface excitation Gq(n0)[22] and
referring a 10-degree-of-freedom (DOF) passenger vehicle
model determine six state variables related to the longitu-
dinal, lateral, and heave velocities and roll, pitch, and yaw
rates [23]. Equations (32)–(34) can be solved using the
software programming Matlab 2017a numerically. )e pa-
rameters of half vehicle system coupling with the HNES
model are given in Table 2.

Figure 5 depicts the response of vertical displacements of
driverU5 and chassisU4 and pitch angle of chassisU3 against the
road inputs for the bump excitation, of which simulation period
T�10 seconds, sampling interval h� 0.01, and different veloc-
ities of the vehicle v � 1.1256m/s (Figure 5(a)) and v � 20m/s
(Figure 5(b)), respectively. From these figures, it can be observed
that for the bump road excitationwith the amplitudeA� 0.11m,
the chassis (sprung mass) reached a maximum of 0.05m
(Figure 5(a)) and 0.09m (Figure 5(b)). Also when the inputs
dropped to zero, the chassis (sprungmass) vertical displacement
went down for only − 0.001m (Figure 5(a)) and − 0.01m
(Figure 5(b)) which is almost zero. )e overall amplitude
achieved by the chassis is equal to that against the front and rear
tire inputs. )e response of the angular displacement of chassis
had a maximum peak value of 0.021 rad (Figure 5(a)) and
0.04 rad (Figure 5(b)). However, when the rear tire of the vehicle
received the input of road excitation, the maximum displace-
ment response of the driver is –0.024mwhile the vehicle velocity
is 1.1256 m/s, and –0.022 mwhile the vehicle velocity is 20 m/s .
Both values are smaller than the response values of the model in
reference [24].)e output data obtained fromFigure 5(a) for the
maximum displacement of the vehicle body against time is
0.036m, and the maximum angular displacement of the vehicle
pitch angle is 0.02 rad which is smaller than of the model
mentioned in reference [24].

)e solution data obtained from the programs of themotion
equations of the half vehicle system for velocity of the drive V5,
chassis (sprung mass) V4, and angular velocity of the chassis V3
are plotted against time in Figure 6. It can be grasped that for
bump excitation road inputs, the peak value is 0.11m, simulation
period T�10 seconds, sampling interval h� 0.01 seconds, and
different velocities of the vehicle v � 1.1256m/s (Figure 6(a)) and
v � 20m/s (Figure 6(b)), respectively. When the front tire of the
vehicle passed road excitation q1 (t), the maximum velocity
responses of the vehicle body are 0.21 m/s (a) and 0.272 m/s (b),
respectively. When the rear tire excitation q2 (t) received by the
vehicle gradually approaches 0 m , the velocity of the vehicle
body only decreases by –0.08 m/s (a) and –0.18 m/s (b). )ese
two values gradually tend to be stable after 10 seconds. )e
response of the driver velocity V5 stabilizes faster than others.

)e responses of the displacements U5, U4, andU3,
velocities V5, V4, andV3, and the accelerations
A5, A4, andA3 against the road inputs were recorded for
both the front and rear tire random excitation road inputs in
Figures 7–9. It is obvious that the amplitude of displacement,
velocity, and acceleration against time for the vehicle

velocity in Figure 7(a), Figure 8(a), and Figure 9(a) is smaller
than that in Figure 7(b), Figure 8(b), and Figure 9(b), re-
spectively. It can be seen that the displacement of vehicle
body had a series random value, of which the maximum is
0.51m, against the time for road inputs of random excita-
tion, while the velocity of the vehicle is 20m/s. It can be
observed that the response of the displacement, velocity, and
the acceleration of half vehicle system coupling with the
HNES model against the road inputs for random excitation
is very consistent with the vehicle theory, while the velocity is
in the range [1.1256, 20]m/s. )erefore, from the dynamic
response analysis, it can be known that it is reasonable and
reliable to apply the HNES model to the vehicle system.

5.2. Performance of the Half Vehicle System Coupling with the
HNESModel. Another simulation program has created with
the aid of the semiactive suspension of half vehicle system
coupling with the HNESmodel to obtain the drive safety and
the ride comfort property. )e drive safety and the quality of
the contact between the tire and the road are described by

Table 2: Main parameters of half vehicle system coupling with the
HNES model.

Parameter Meaning of the symbols Value and
units

M3 Driver mass 65 kg
M2 Chassis mass 708 kg
Mf, Mr Front/rear unsprung mass 80 kg
J Chassis inertia 2700 kg·m2

L1
Horizontal distance from chassis mass

center to the front axle 1.011m

L2
Horizontal distance from chassis mass

center to the rear axle 1.803m

L3
Horizontal distance from chassis mass

center to the driver 0.779m

U5 Driver vertical displacement m
U4 Chassis vertical displacement m
U3 Chassis pitching angle rad

Uf, Ur
Vertical displacement of the front and

rear axis m

Kf2
Stiffness of connecting the chassis to

the driver 23071N/m

Kf, Kr
Stiffness of connecting chassis to the

front and rear axle 1600N/m

Ktf, Ktr Stiffness of the front and rear tire 16000N/m

Cf2
Damping coefficient connecting the

chassis and driver 1500N·s/m

Cf, Cr
Damping coefficient connecting
chassis to front and rear axle 980N·s/m

C1
Damping coefficient of the linear

primary system 0.001N·s/m

C2
Damping coefficient of the HNES

attachments 0.01N·s/m

m1 Mass of the linear primary system 1 kg

FBWf, FBWr
Force of the hysteretic restoring of the

front/rear tire axle N

KNL
Cubic nonlinear stiffness of the HNES

attachment 1N/m3

KEL Stiffness of the linear primary system 1N/m

Uf2, Ur2
Front and rear tire displacements of

the linear primary system m
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the RMS (root mean square) value of the forces, which are
dynamically exchanged by the tire and the road that is
defined in [21]:

FUi1Dyn � Kti Ui1 − qj . (35)

Ride comfort can be formulated as

€U
RMS
4 �

������������

1
T


T

0

€U

g
 

2

dt




. (36)

Drive safety can be formulated as

F
RMS
Ui1 ,dyn �

����������������

1
T


T

0

FUi1,dyn

FUi1,stat

⎛⎝ ⎞⎠

2

dt




. (37)

)e steady-state load on the tire can be formulated as

FUi1,stat
� M1 + Mi + M2( g, (38)

where i represents the front and rear suspensions, respec-
tively, and j� 1, 2.

Figure 10 shows the ratio of dynamic loads to static loads
for the front (rear) tire, and the square of the ratio of
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Figure 5: Responses of displacement Un of the half vehicle system while the excitation is bump road inputs. )e vector Un represents the
displacements of the driver U5, the chassis U4, and the pitch angle U3, i.e., Un � (U5, U4, U3)

T, respectively. Simulation period T�10
seconds, sampling interval h� 0.01 seconds, vehicle velocity v � 1.1256m/s (the time delay τ � 2.5 s) and (b) same as (a) except for the vehicle
velocity v � 20m/s (the time delay τ � 0.0938 s).
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Figure 6: Responses of velocities _Un of half vehicle system coupling with the HNES model while excitation is bump road inputs and the
velocity of vehicle is 1.1256m/s (a) and 20m/s (b). )e vector _Un presents the velocities of the driver, the chassis, and the pitch angle.
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acceleration to gravity acceleration g against the road inputs
is recorded for bump road excitation in Figure 10(a) and
road inputs for random excitation in Figure 10(b) while the
vehicle velocity v � 1.1256m/s (the delay time is 2.5 seconds).
It is obvious that the ratio of dynamic loads to static loads of
the front tire had a maximum peak value of 0.48 against the
road inputs for bump excitation in the time range of [0.5,
0.75] seconds, of which rear tire had a maximum peak value
of 0.058 after the time delay of 2.5 seconds in Figure 10(a).
)e square of ratio of acceleration to gravity acceleration
against the road inputs for bump excitation had a maximum
peak value of 0.041 in the time range of [0.7, 0.75] seconds.

)e maximum peak value of 0.58 was reached after the delay
time of 2.5 seconds in Figure 10(a). )e ratio of dynamic
loads to static loads of the front (rear) tire, and the square of
the ratio of acceleration to gravity acceleration against the
road inputs for random excitation is very small which tends
to zero as shown in Figure 10(b).

It can be observed from Tables 3 and 4 that the re-
sponses of displacements, velocities, and accelerations of
the half vehicle system coupling with the HNES model are
smaller. )e ride comfort and driver safety properties are
lower than those in the semiactive suspension of the MR
model with the same parameters. However, ride comfort
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Figure 7: Responses of displacements Un of half vehicle system coupling with the HNES model while the excitation is random road inputs
and the velocity of vehicle is 1.1256m/s (a) and 20m/s (b).
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Figure 8: Responses of velocities Vn of half vehicle system coupling with the HNES model while the excitation is random road inputs and
the velocity of vehicle is 1.1256m/s (a) and 20m/s (b).
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Figure 9: Responses of accelerations An of half vehicle system coupling with the HNES model while the excitation is random road inputs
and the velocity of vehicle is 1.1256m/s (a) and 20m/s (b).
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Figure 10: Responses of the ratio of dynamic loads and static loads of the front and rear tire against road inputs and the square of ratio of
acceleration and gravity acceleration against the road inputs (a) for bump excitation and (b) for random inputs. )e vehicle velocity
v � 1.1256m/s (the time delay τ � 2.5 second), the simulation period T� 20 seconds, and sampling interval (h)� 0.01 seconds.

Table 3: Comparison of simulation response.

Items
Half vehicle system coupling with HNES

model (this paper) )e model in the reference [23] Vehicle velocity and
time delay

Bump road inputs Random road inputs Bump road inputs Random road inputs v τ
U4 0.032m 2.1e− 3m 0.04m 0.038m

1.1256m/s τ � 2.5 sU3 0.022 rad 1.78e− 3 rad 0.03 rad 0.04 rad
A4 — 0.152m/s2 — 4.2m/s2

A3 — 0.089 rad/s2 — 0.5 rad/s2
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parameters of the half vehicle system coupling with the
HNES model have only been achieved for bump road
inputs.

6. Conclusions

In this paper, the behavior and performance of a semi-
active suspension consisting of the HNES for the half
vehicle system has been proposed and investigated in
shock mitigation. A successful validation process has been
performed to solve the half vehicle system coupling with
HNES using the same parameters to compare the de-
veloped model to the MR model. )e response of the half
vehicle system coupling with HNES is solved numerically
using the direct time integration method (analog equation
method).)e model is simulated against two kinds of road
inputs which are bump road inputs and random road
inputs. )e great performance of the model is evident as
the velocity of the vehicle changes from 1.1256m/s to
20m/s. )e main conclusions that can be drawn from this
investigation are as follows:

(i) )e HNES model as a semiactive suspension cou-
pled to the linear half vehicle system was studied

(ii) )e performance of semiactive suspension in half
vehicle system coupling with the HNES model has a
significant potential of reducing the road input
disturbance

(iii) )e responses of displacements, velocities, and
accelerations of the HENS model as a semiactive
suspension in the half vehicle system are much
better than those of the MR model as a semiactive
suspension system for the same parameter in the
time domain (v � 1.1256(m/s))

(iv) )e ride comfort and the drive safety of the HNES as
a semiactive suspension in the half vehicle system
both against the bump road inputs and random
road inputs are much higher than those of the MR
model given in the study [23]

Appendix

A. Matrices M, K, and C and Vectors F, Q, and
U in equation (12)

Matrices M, K, and C and vectors F, Q, and U are

M � diag M3 M2 J M1 M1 Mf Mr ,

K �

Kf2 − Kf2 Kf2L3 0 0 0 0

− Kf2 Kf2 + Kf2 + KNL + Kr + KNL − Kf2L3 − KfL1 − KNLL1 − KrL2 + KNLL2 − KNL − Kf − KNL − Kr

Kf2L3 Kf2L3 + KfL1 + KNLL1 + KrL2 + KNLL2 Kf2L
2
3 − KfL

2
1 − KNLL

2
1 + KrL

2
2 + KNLL

2
2 KNLL1 − KfL1 − KNLL2 − KrL2

0 − KNL KNLL1 KNL + KEL − KEL 0 0

0 − KNL − KNLL2 KNL + KEL − KEL KNL + KEL − KEL

0 − Kf KfL1 − KEL Kf + KEL + Ktf 0 0

0 − Kr − KrL2 0 0 − KEL Ke + KEL + Ktr

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

C �

Cf2 − Cf2 Cf2L3 0 0 0 0

− Cf2 Cr + Cf2 + Cf + 2C2 − Cf2L3 − CfL1 − C2L1 + CrL2 + C2L2 − C2 − Cf − C2 − Cr

− Cf2L3 Cf2L3 + CfL1 + C2L1 + CrL2 + C2L2 − Cf2L
2
3 − CfL

2
1 − C2L

2
1 + CrL

2
2 + C2L

2
2 − C2L1 − CfL1 C2L2 − CrL2

0 − C2 C2L1 C2 + C1 − C1 0 0

0 − C2 − C2L2 0 0 C2 + C1 − C1

0 − Cf CfL1 − C1 Cf + C1 0 0

0 − Cr − CrL2 0 0 − C1 Cr + C1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

Table 4: Comparison of both ride comfort and drive safety.

Items )e model in the reference [23] Half vehicle system coupling with the HNES model
Front suspension Rear suspension Front suspension Rear suspension

Ride Bump inputs 2.28 3.7516e − 5
Comfort Random inputs 4.6 2.0739e − 4
Drive Bump inputs 1.34 1.96 5.3061e − 5 2.5438e − 5
Safety Random inputs 5.32 4.31 3.8679e − 4 2.5438e − 5

Complexity 11



F �

0 0 0 0
− FBWf − FBWr 0 0
− FBWf − FBWr 0 0
FBWf 0 0 0
0 FBWr 0 0
0 0 Ktf 0
0 0 0 Ktr

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

Q � 1 1 q1 q2( 
T

,

U � U5 U4 U3 Uf2 Uf1 Ur2 Ur1 UZf UZr 
T
.

(A.1)

B. Probability Density and Distribution
Function of Random Variable θ

)e probability density of random variable θ is

f(θ) �

1
π − (− π)

, − π < θ< π,

0, otherwise.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(B.1)

)e distribution function of random variable θ is

F(θ) �

0, θ < − π,

θ − (− π)

π − (− π)
, − π ≤ θ < π,

1, θ ≥ π.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(B.2)
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With the development of deep learning, many approaches based on neural networks are proposed for code clone. In this paper, we
propose a novel source code detection model At-biLSTM based on a bidirectional LSTM network with a self-attention layer. At-
biLSTM is composed of a representation model and a discriminative model. )e representation model firstly transforms the
source code into an abstract syntactic tree and splits it into a sequence of statement trees; then, it encodes each of the statement
trees with a deep-first traversal algorithm. Finally, the representation model encodes the sequence of statement vectors via a
bidirectional LSTM network, which is a classical deep learning framework, with a self-attention layer and outputs a vector
representing the given source code. )e discriminative model identifies the code clone depending on the vectors generated by the
presentation model. Our proposed model retains both the syntactics and semantics of the source code in the process of encoding,
and the self-attention algorithm makes the classifier concentrate on the effect of key statements and improves the classification
performance. )e contrast experiments on the benchmarks OJClone and BigCloneBench indicate that At-LSTM is effective and
outperforms the state-of-art approaches in source code clone detection.

1. Introduction

In modern society, the application of computers and soft-
ware has already pervasively permeated our lives. )e ne-
cessities of life such as medical care, resources,
communication, and public security depend on the running
of the software of high quality. However, the development of
software has always been very costly without adequate
knowledge of our world. Software engineers are always busy
fixing defects and refactoring code during the life cycle of
software. )e evolution of software tools and development
process has never ceased. )e industry has been exploring
new methods to reduce the software complexity, improve
the development efficiency, and enhance the reliability and
maintainability of software.

Programmers often involve similar code with common
operations such as copy-paste action, using framework, and
generating code by automatic tools. )e moderate use of
code clone plays an active role in the software life cycle,

aiming at reducing errors and speeding software develop-
ment. According to the research, code clone is common in
software systems. )ere is around 15% to 25% similar code
in Linux kernel [1], while in published JDK packages, people
find more than 29% similar code [2].

However, the abuse of code clone is a huge challenge in
the process of software testing, maintaining, and redevel-
opment, which may spoil code readability, duplicate code
defects, and even bring in malicious code without intention
[3, 4]. Especially, in the phase of software maintaining,
ubiquitous clone of poor quality becomes the nightmare of
programmers. )e modification of duplicate code might
expand the size of code base. )e study on the code clone
detection is hence attracted by scholars in software engi-
neering. People proposed detection algorithms based on
text, tokens, code structure, and program graphs
successively.

Code clone, also known as similar code or duplicate
code, refers to two or more identical or similar code snippets
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in the source code library. )e famous scholar Bellon [5]
divides clone pairs into four categories in his paper. Type 1
and Type 2 are almost identical code segments, while Type 2
and Type 3 are heterogeneous code pairs with similar
structure or semantics. )e corresponding definitions are
given in Section 3.1.

)e traditional clone detection algorithms are mostly
implemented with natural language processing technology.
)ese approaches usually treat the source code as a plain text
or a sequence of tokens and then calculate the similarity by
means of line by line mapping or word vectors’ distance
[2, 6]. In addition, scholars [7, 8] try to represent the source
code with other techniques such as the latent semantic index
[9] and hashmapping [10], in order to improve the detection
efficiency of the model. However, these representation ap-
proaches are based on NLP methods, which mean only
simple clone pairs, i.e., type 1 and type 2 clones, are
detectable.

In recent years, with the rapid development of deep
learning technology, researchers in the field of code cloning
detection begin to analyze the structural and semantic
features of source code with deep learning approaches. Based
on the common neural networks such as convolutional
neural network, recursive neural network, and recurrent
neural network, scholars exploit various deep encoders
[11–13] to automatically extract deep features from the
Abstract Syntactical Trees (ASTs), which are generated from
the original source code. Compared to the traditional
methods, deep neural networks are capable of extracting the
features hidden in the AST, which improves the classifica-
tion performance in detecting semantic cloning.

)e LSTM network, which was invented in 1997, is a
classical recurrent neural network framework. It contains a
memory cell which can preserve states over long periods of
time. )e structure of LSTM is detailed in Section 3. Due to
the ability of handling sequential data, more and more
scholars tend to use LSTM to locate cloning code in software
engineering. However, the training of the deep encoder
based on LSTM is still affected by long-term dependency, as
the hierarchy of the whole AST is too deep.

In this paper, we propose a source code clone detection
model At-BiLSTM using bidirectional LSTM with self-at-
tention mechanism, which retains both the syntactics and
semantics of code in the process of representation. At-
BiLSTM is a static analytical model based on the deep
learning framework, including a source code representation
model and a discriminative model. )e representation
model firstly transforms the source code into an AST and
then splits it into a sequence of statement trees according to a
preorder traversal algorithm. Each divided tree represents a
legitimate programming statement in the source code,
corresponding to a subtree rooted by a statement node in the
whole AST. By the decomposition of AST, our model greatly
reduces the risk of long-term dependence existing in other
AST analytic models [12, 13] based on recurrent neural
networks. )e representation model then converts the
statement trees into an ordered set of vectors via a specific
LSTM encoder. Finally, the representation model obtains a
single vector representation as an output from these

statement vectors based on a bidirectional LSTM encoder
with a self-attention layer. Depending on self-attention
mechanism, the output vector indicates a weighted average
of all statements in the source code, in which core statements
are enhanced with heavy weights. A discriminative model is
attached to the output of the representation model in At-
BiLSTM. It gives a reasonable prediction of code clone by
comparing the code similarity in a supervised learning way.

As far as we know, we are the first to propose a clone
detection model based on self-attention mechanism. )e
main contributions of our work are as follows:

(i) We propose a novel neural source code represen-
tationmodel, whichmaps the AST, transferred from
the source code, to a high dimensional space.
Compared to the previous research, the output
vector in our model retains the source code
structure and semantics.

(ii) Based on the decomposition of the whole AST, our
model effectively reduces the depth and complexity
of the original tree and alleviates the negative impact
on the classification accuracy due to the long-term
dependence and the gradient vanishing.

(iii) To the best of our knowledge, we are the first to
introduce self-attention mechanism, which was
developed in NLP, into the area of code cloning.
With the self-attention mechanism, the core
statements in the source code are strengthened,
which finally improve the classification
performance.

(iv) )e achievements are made when we apply repre-
sentation model in the detection of code clone. We
improve the model parameters with supervised
learning on dataset benchmarks. )e experiments
show that our model is superior to the state-of-art
approaches.

)e rest of this paper is organized as follows. Section 2
presents the related work in this area. Section 3 describes the
notations and background in code clone. Section 4 describes
the detailed design of our approach. Section 5 presents the
comparison experiments; in Section 6, we make an analysis
on the experiment results. Section 7 presents the threats to
validity. Finally, we conclude the paper in Section 7.

2. Related Work

2.1. Traditional Approaches. By the analysis of text and
tokens, most of the traditional code detection approaches
treat source code as plain text or set of tokens, ignoring its
structure and semantics. Such models often extract features
manually or with NLP methods in the process of vectori-
zation and then identify clone pairs via text similarity al-
gorithm.Mostly applied in the early stage, these models were
capable of identifying clone pairs of type 1 and type 2. Due to
the low complexity and cross-platform features, these ap-
proaches are widely used in industry.

In the early studies, Mayrand et al. [14] defined specific
sample features from the function names, expressions, and
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control flow in the source code by manual extraction. )ey
calculated the similarity of clone code pairs by comparing 21
function-level metrics. Based on the features generated
manually, the approach strictly relied on the domain
knowledge of experts. )e adaptability of the model is poor
as the structural features of various programming languages
are different.

A famous plug-in in Eclipse platform, SDD [15], which is
based on token detection, locates clone snippets in source
code. Employing the inverted index and N-nearest neighbor
algorithms, it effectively reduces the detection time, helping
developers quickly locate the clone code in the IDE envi-
ronment. SDDmakes great achievements in the detection of
type 1 and type 2 code, while it fails to identify clone pairs
which are highly dissimilar syntactically but still perform the
same function.

Another famous model Deckard [16], which is widely
used for contrast experiments by later researchers, made an
analysis on the AST, which is generated from the given the
source code. Deckard manually generates the vectors with
predefined rules when traversing the tree. After processing
the vectors with local sensitive hash algorithm (LSH), the
model calculates the similarity of the code according to
Euclidean distance and finally outputs the probability of the
clone pairs. Deckard might detect clone code pairs with
statements in different orders because the corresponding
AST retains the basic structure of source code, and it can be
applied in different programming platforms with corre-
sponding AST parsers. However, Deckard fails to be
implemented in large-scale clone detection due to the
complexity of clustering operations.

2.2. Deep Learning Approaches. With the development of
deep learning theory, people tend to solve problems in every
field with deep learning approaches. In recent years, re-
searchers in the field of software engineering have intro-
duced deep neural networks such as multilayer perceptron
network, recurrent neural network, and convolutional
neural network to solve the problem of code clone detection.
Models with deep neural networks can automatically extract
the structural and semantic features hidden in the source
code. And the classifiers in these models, which are carefully
trained by supervised or unsupervised learning, might have
the ability to identify the clone pairs of type 3 or type 4.

White et al. [13] firstly employed recursive autoencoder
to learn latent features for code clone. )ey transferred each
leaf node in the AST into a feature vector via a word-em-
bedding algorithm and then obtained the vectors of the
nonterminal nodes with a bottom-up traversal algorithm
recursively.)e vector of the root became the representation
of the whole ASTat the end of the tree traversal. Finally, they
identified the clone pairs by comparing the similarity of root
vectors. In order to reduce calculating cost, the AST was
transformed to the complete binary tree for encoding, which
might cause the tree depth even heavier. )eir model per-
formed well in a small, author-defined dataset.

)e unsupervised learning model often has worse
classification performance than the supervised learning

model. Inspired by White’s model, Wei et al. [12] developed
a supervised learning model called CDLH. )ey made
contrast experiments by sampling data from the famous
code clone dataset BigCloneBench [17]. )eir basic idea was
to exploit AST-based LSTM to extract code features auto-
matically, meanwhile use the similarity in functional be-
haviors as the supervised information to guide the deep
feature learning process. Different fromWhite’s model, they
vectorized the leaf nodes of AST by word2vector [18], which
was very common in NLP. In order to reduce learning time,
they calculated the similarity of hamming space instead of
vector pairs, which was generated from binary hash func-
tions, to identify the code clone. )e experimental results
showed their model was effective and well surpassed the
previous models based on unsupervised learning.

Besides the detection models based on LSTM networks,
researchers also attempted to obtain the semantic infor-
mation from source code with special CNN. Yu et al. [11]
generated both the original AST and the enhanced AST
based on token information from the same code snippet, and
then they extracted the feature vectors from these two trees
via a specific convolution network. )ey innovatively used
the triangle convolution kernel with a depth of 2 to traverse
the corresponding trees layer by layer. In order to reduce the
UNK values when encoding the AST leaf nodes, they pro-
posed a new algorithm called PACE that combined one-hot
encoding with the position of characters for vectorization.

Although recent work provides strong evidence that
AST-based detection models can obtain better classification
performance, they have two problems. First, these tree-based
approaches are vulnerable to gradient vanishing and long-
term dependency, especially when the size of grammar trees
is very big and deep. Second, most approaches based on AST
parsing either transform AST to or directly treat AST as a
full binary tree for simplification or efficiency, which de-
stroys the original structure of source code and makes the
tree deeper. In order to solve these problems, Zhang et al.
[19] proposed an ASTNN model in 2019. )ey split the AST
into a sequence of small statement trees and encoded them
with a recursive encoder. Finally they produced a vector
representation of the given AST with a bidirectional GRU
encoder [20] based on the sequence of statement vectors.
)ey applied the representation approaches to the task of
source code classification and code clone detection. )eir
experiments showed that ASTNN was superior to previous
approaches.

)e deep learning detection models based on AST
parsing employ both the lexical and semantical information
hidden in the source code, improving classifiers’ perfor-
mance. Moreover, the extraction of these features is highly
automatic by the deep representation layers, which reduces
the cost of expert intervention. )e detection models de-
termine the granularity of clone detection by the pruning of
corresponding AST, which is not trivial with traditional
approaches. )erefore, the AST-based traversal algorithms
with deep learning have attracted more and more attention
in the field of source code clone.

In addition to the detection approaches above, re-
searchers have also exploited graph-based detection [21, 22]
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models to detect clone pairs of type 3 and type 4. )ey used
program dependency graphs (PDGs), which contained data
flow graph and program control graph, to detect code clone
in a semidynamic way. )ese approaches eventually trans-
formed the problem of clone detection into the problem of
finding isomorphic subgraphs over PDGs. Compared to the
AST parsing detection, graph parsing detection technology
relies on PDG generators, which cannot be used in various
platforms easily. )ese models, often involved with graph
mapping or hybrid mapping, are extremely difficult, which
researchers fail to deploy in large-scale code base due to the
computing cost.

3. Preliminaries

In this section, we briefly give some well-accepted definitions
in the area of code clone and deep learning.

3.1. Code Clone. We give some definitions of code clone as
follows:

(i) Code fragments: also called code snippets, a
continuous segment of source code, specified by
the triple (l, s, e), including the source file l, the line
the fragment starts on, s, and the line it ends on, e.

(ii) Clone pair: a pair of code fragments that are
similar, specified by the triple (f1, f2,∅), in-
cluding the similar code fragments f1 and f2, and
their clone type ∅.

(iii) Clone class: a set of code fragments that is similar.
Specified by the tuple (f1, f2, . . . , fn,∅), each
pair of distinct fragments is a clone pair:
(f1, f2,∅), i, j ∈ 1.. n, i≠ j.

(iv) Earlier studies did not provide a clear classification
of code clones until Bellon grouped code clones
into 4 types, whose classification has been widely
used in later studies. In this paper, we also employ
their definitions of clone types.

(v) Type 1 (T1): syntactically identical code fragments,
except for differences in white space and
comments.

(vi) Type 2 (T2): in addition to Type 1 clone differ-
ences, syntactically identical code fragments, ex-
cept for differences in identifier names and literal
values.

(vii) Type 3 (T3): in addition to Type 2 clone differ-
ences, syntactically similar code fragments that
differ at the statement level. )ese fragments can
have statements added, modified, or removed with
respect to each other.

(viii) Type 4 (T4): syntactically dissimilar code frag-
ments that are still the same semantically. Bellon
did not give an accurate definition of T4 clones. It
is recognized in the industry that two code frag-
ments with similar functionality, even if they are
completely different in structure, are recognized as
T4 clones. For example, one code fragment

implementing bubble soft and another code
fragment implementing quick sort are considered
a pair of T4 clones.

3.2. Abstract Syntax Tree. Abstract Syntax Tree is a kind of
syntax tree representing the abstract syntactic structure of
the source code. It has been widely used by programming
compliers and software engineering tools due to the pow-
erful representation ability. Different from concrete syntax
trees (CTS), abstract syntax trees do not contain all the
details of source code such as the punctuation and delim-
iters. )ey only include the syntax structure of the source
code at an abstract level. AST contains both the lexical and
syntax information of the source code, which is often
employed in the industry as an intermediate tool to extract
the hidden information.

Figure 1 depicts the structure of an AST. )e left part of
the graph is a simple IF statement written in Java, while the
right part is an ASTgenerated from the IF statement. Nodes
of the ASTare corresponding to the constructs or symbols of
the source code. We conclude from the graph that the AST
fully retains the structural information of the source code.
However, the depths of the ASTs are usually very deep
according to the grammar rules. Recent studies of code clone
detection are mainly based on the traversal algorithms of the
AST [19, 23, 24].

3.3. Attention. )e attention mechanism is the internal
process for machines to imitate the human observation of
things in the world. When processing images, our vision
quickly obtains the target area by a global scan, i.e., the focus
of attention.)en, the brain pays more attention to the focus
area for details, while suppressing irrelevant information.

Bahdanau et al. [25] firstly applied the attention
mechanism in the field of machine translation, i.e., sequence
to sequence learning. )ey successfully solved the problem
of long-term dependency in machine translation, i.e., the
translation models based on fixed vector representations
often lost history information of long sentences in the
decoding process. After that, people begin to study deep
encoders with attention layers, which achieved amazing
effects in all areas of NLP.

Mathematically, the attention is essentially a mapping
function composed of Query, Key, and Value. )e calcu-
lation of attention values is divided into three steps:

Step 1: Query is combined with each Key to calculate
the attention weight. )e similarity function f(Q, K)

can be defined in multiple ways. )e simplest calcu-
lation is shown as

f(Q, K) � K
T
Q. (1)

Step 2: the softmax function is used to normalize the
attention weight obtained in step 1, as shown in
equation (2). Sometimes, we have to scale the attention
scores later as the original ones are too large to
calculate:
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ai � softmax(f(Q, K)). (2)

Step 3: the final attention is the weighted sum of
normalized weights ai and corresponding values, which
is shown as

Attention(Q, K, V) �  aiV. (3)

)e attention mechanism is widely used in RNN-based
encoder-decoder models. )e input of the decoder’s current
state is determined by the weighted average of all hidden
layers’ output values in the encoder. )e attention algorithm
is transformed to the self-attention algorithm when
Q�K�V in the encoder. Our representation model in At-
biLSTM is implemented with a specific self-attention en-
coder layer.

3.4. LSTM Network. Recurrent neural networks (RNN) are
able to process input sequences of arbitrary length via the
recurrent structure with shared weights. Unfortunately, a
common problem with the traditional RNN is that com-
ponents of the gradient vector can grow or decay expo-
nentially over long sequences during training.)erefore, the
LSTM architecture, which was invented by Hochreiter and
Schmidhuber in 1997 [26], addresses this problem of
learning long-term dependency by introducing a memory
cell that is able to preserve states over long periods of time.
)e core part of the LSTM is a cell memory Ct, including an
input gate it, an output gate ot, and a forget gate ft. Figure 2
describes the basic structure of LSTM. Different from the
original RNN, the LSTM solves the problem of long-term
dependency effectively with the special structure memory
cell, discarding the trivial information in the history to avoid
the gradient vanishing [27, 28].

)e cell memory of LSTM is composed of three gate
controllers. )e forget gate ft controls the extent to which
the previous memory cell is forgotten, which is essential a
sigmoid function. )e entry of ft is a weighted combination

of the previous output value and the current input value.)e
input gate it controls how much each unit is updated, and
the output gate ot controls the exposure of the internal
memory state. )e LSTM transition equations are the
following:

f
t

� σ Wf · ht−1, xt  + bf ,

it � σ Wi · ht−1, xt  + bi( ,

Ct � ft × Ct−1 + it × tanh Wf · ht−1, xt  + bc ,

ot � σ Wo · ht−1, xt  + bo( ,

ht � ot · tanh Ct( ,

(4)

where Wi, Wf, andWo are the weighted matrices and bi, bf,
and bo are the biases of LSTM to be learned during training,
parameterizing the transformations of the input, forget, and
output gates, respectively. σ and tanh are the activation
functions, and · denotes the element-wise multiplication. xt

is the input of the LSTM cell unit, and ht is the output of the
hidden layer at the current time step.

Since LSTM has an amazing effect in dealing with long
sequential data, researchers propose several variants, e.g.,
Gated Recurrent Unit (GRU), Bidirectional LSTM (Bi-
LSTM), and Bidirectional GRU (Bi-GRU). )ese networks
usually improve the performance when handling the se-
quential data.

4. Our Proposed Approach

In this section, we present our model At-biLSTM, which is
an end-to-end learning approach that unifies the repre-
sentation model and discriminative model. Figure 3 sum-
marizes the overall architecture of At-biLSTM.

4.1. General Framework. As shown in Figure 3, At-biLSTM
mainly contains two parts: the representation model and the
discriminative model. As the core part of the detection
system, the representationmodel transforms the source code
into high-dimensional vectors in three steps.

if(a > b)
result = a;

else
result = b;

Code fragment

IfStatement

InfixExpression
>

SimpleName:
a

SimpleName:
b

Expression
Statement

Expression
Statement

If-body else-body

Assignment Assignment

SimpleName:
result

SimpleName:
a

SimpleName:
result

SimpleName:
b

Abstract syntax tree

Figure 1: Abstract syntax tree.
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Step 1: the source code fragments to be detected are
transformed into abstract syntax trees by existing AST
tools. For each AST, we decompose it by the granularity
of language statement and extract the sequence of
statement trees with a preorder traversal. )e root of
each statement tree is a statement in the corresponding
code fragment.
Step 2: each statement tree is transformed into a
statement vector via a LSTM encoder with a deep-first
traversal algorithm. At that moment, the whole AST
representing the source code fragment is transformed
into an ordered set of statement vectors.
Step 3: the model generates the final representative
vector from a sequence of statement vectors via a
specific bidirectional LSTM encoder with the self-at-
tention layer.

)e pair of code vectors generated from the represen-
tation model is then loaded into the discriminative model.
)e discriminator predicts the probability of being clone for
the code pair. We can also generate hard labels for the code
pair by setting a probability threshold.)e detailed design of
our model is described in the following sections.

4.2. Splitting the AST. Firstly, the source code fragment is
transformed to an ASTwith common parsing tools supplied
by language developers, e.g., pycparser [29] and javalang
[30]. However, the ASTs g

enerated by tools might be too deep to traverse due to the
problem of long-term dependency, which reduces the
generalization ability of the presentation model. Hence, the
strategy to split the whole tree into a sequence of subtrees is
adopted in our model to reduce the computational
complexity.

)ere are many methods to decompose the AST into small
subtrees without overlapping [31]. In our paper, inspired by the
splitting algorithm in [19], we decompose it by the granularity
of natural statements. )e process of splitting is straightfor-
ward: the model firstly scans the ASTwith a preorder traversal.
When it encounters a tree node representing a programming
statement, the constructor generates a statement tree taking the
node as its root; meanwhile, the new statement tree is added to
a FIFO subtree queue. )e splitting algorithm based on the
preorder traversal ensures that the subtrees generated are
arranged in the same way as the statements in the source code.
Figure 4 depicts a simplified AST which is generated from a
common Java code fragment. Due to the complexity of the AST
expression, Figure 4(a) only shows the top 5 layers of the actual
AST, and Figure 4(b) represents the execution order of the
generated statement trees.

Formally, given an AST T and a set of statement nodes
S, each statement node s ∈ S in T corresponds with a
statement of source code, marked in red in Figure 4. )e
MethodDeclaration is treated as a special statement node;
thus, S � S⋃ MethodDeclaration{ }. )e compound state-
ments with blocks are split into small statement nodes, each
of which generates a new subtree. We define the set of
separate nodesP � block, body , where block is for splitting
the header and body of compound statements such as While
and Try Statements, and body for the method declaration.
We define D(s) as the descendants of the statement node
s ∈ S, and define Sub S(s) as the set of substatement nodes of
the statement node s. For any d ∈ D(s), if there exits a path
from s to d through a node p ∈ P, it means the node d is
included by one statement in the body of statement s. We say
that d ∈ Sub S(s) is a substatement node of s.

Code1

Representation
model

Representation
model

Shared
weights

Code2

Discriminative
model

Vector V1

Clone
detection

At-BiLSTM
framework

Vector V2

Figure 3: )e architecture of At-BiLSTM.
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Figure 2: Structure of LSTM.
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Figure 4: )e decomposition of an AST. (a) AST and statement trees. (b) Statement naturalness.
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Here, we give the formal definition of a statement tree.
)e statement tree rooted by the statement node s ∈ S in the
tree is a syntactic tree consisting of node s and all of its
descendants D(s) excluding its substatement nodes Sub S(s)

in T. For instance, the first statement tree in Figure 4(a) is a
subtree rooted by MethodDeclaration, including descendant
nodes’ Modifier, returnType, throws, and body. It excludes
the nodes variableDeclarationStatement, TryStatement, and
their descendants. According to the splitting algorithm the
sequence of statement trees in Figure 4(b) is generated from
the whole AST in Figure 4(a).

4.3. Encoding the Statement Trees. Recently, people tend to
encode the AST with various recursive neural networks
[12, 13].)e recursive encoder generates representative vectors
when it traverses the syntactic tree from leave nodes to the root
node layer by layer in a bottom-up way. )e final vector
generated from the root is considered to be the representation
of the whole AST, containing the syntactic information of the
source code. In order to realize the recursive encoder, people
have to transform the original AST into a complete binary tree,
which will slightly change the structure. What is worse, the
transformation further enlarges the size of AST, which may
cause the model to collapse during training. Even if the loss
function eventually converges during training, the classification
performance of themodel is probably affected by the long-term
dependence. Inspired by the algorithms used in the field of
code comment generation, we encode the statement tree with a
simple LSTM network in our approach.

We use a simple encoding method based on a LSTM
network in our approach. Each statement tree is encoded
with a depth-first traversal algorithm, which is described in
the following:

Step 1 (generating the token dictionary and node en-
coder): we firstly transform all the code fragments in
the training set into ASTs and then generate a token
dictionary by extracting all the nodes from the ASTs.
Finally, we use the word2vec to train a node encoder E
based on the token dictionary with unsupervised
learning.
Step 2 (encoding the statement tree nodes): for the
given statement tree ST, we encode all the internal
nodes in ST with the encoder E.
Step 3 (generating an ordered set of node vectors): we
traverse ST with a deep-first algorithm and then place
all the node vectors into an ordered set V sequentially.
Step 4 (encoding the statement tree): all the vectors inV
are input into a LSTM encoder sequentially, and the
output of the LSTM is the vector representation of ST.
)e parameters in the LSTM encoder, together with
other parameters in At-biLSTM, are trained by su-
pervised learning on the training set.

4.4. Representing the Sequence of Statement Vectors.
Based on the algorithms of Sections 4.2 and 4.3, the AST
representing the given code fragment is now transformed to

an ordered vector set Vt � v1, v2, v3, . . . , vt  with a weights
shared encoder, where t denotes the number of statement
trees and vt denotes a vector encoded from the given
statement tree. v1, v2, v3, . . . , vt are aligned according to the
tree traversal order in Section 4.2.

In this paper, we exploit the LSTM network to track the
naturalness of statements due to the sequence of statement
tree vectors. Figure 5 shows the structure of representation
model. )e complicated representation model can be di-
vided into 3 layers. )e first layer in the bottom is the
statement tree encoder, which is composed of a LSTM
network with shared weights. Each substatement tree is
transformed into a vector in this encoder sequentially. )e
second layer is a mixed layer which is composed of a bi-
directional LSTM network. All the subtree vectors are placed
into the mixed layer and transformed into hidden vectors h.
)e third layer is an attention layer, which summarizes all
the hidden vectors with corresponding attention scores. )e
encoding process is detailed in the following paragraphs.

)e elements v1, v2, v3, . . . , vt in Vt are sequentially
placed into a LSTM network. In order to further strengthen
the model’s ability to capture sequential information, we
employ a bidirectional LSTM, where the hidden states of
both directions are concatenated to form the new states as
follows:

ht

→
� LSTM

������→
vt( , t ∈ [1, N],

ht

→
� LSTM
⟵

vt( , t ∈ [N, 1],

ht � ht

→
, ht

←
 , t ∈ [N, 1].

(5)

However, the effect of each statement is different in high-
level programming languages, e.g., the statements dealing
with business functionality are much more important than
common declaration statements. In this paper, we attempt to
introduce the self-attention algorithm in light of variant
contribution of each statement to the system functionality.
To the best of our knowledge, it is the first time to use
attention mechanism in the field of code clone. Since our
model only includes the encoder, we decide to use the self-
attention algorithm.)e attention scores can be calculated in
many ways as there are various definitions of similarity
function. In our paper, equations (6) and (7) are used to
calculate the attention scores, which were defined in [29]:

αi �
exp h

T
i K 

iexp h
T
i K 

, (6)

C � 
i

αihi, (7)

where hi denotes the hidden states of the bidirectional LSTM
andK denotes a context vector which is initialized randomly.
)e author [29] indicates that the inner product of hi and K
denotes the contribution of hi to the source code vector. )e
value ofK is updated continuously with other parameters via
supervised learning. αi denotes the ith attention score,
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corresponding with the hidden state hi. C is the represen-
tative vector of the given code fragment, which is generated
by the weighted average of all the hidden state vectors. Due
to the structure of LSTM and self-attention, the vector C

contains the sequential information of all the statements;
meanwhile, it intensifies the contribution of key statements.
)e upper part of Figure 5 shows the encoding process with
the self-attention layer.

4.5. Loss Function and Similarity Computation. )e source
code pair is mapped to two corresponding vectors in high-
dimensional space via the representation model. We then
compute the similarity of these vectors in the discriminator
of At-BiLSTM. In this paper, our model is trained with
supervised learning as the performance of supervised
learning is much better than unsupervised learning. As a
typical problem of the binary classification, binary cross-
entropy is used as the lost function, which is defined in

L � y ln y +(1 − y)ln(1 − y), (8)

where y is the real probability of code clone and y ∈ (0, 1) is
the prediction probability of our classifier. As the granularity
of clone is measured according to the similarity of code pair
in the model, we use the method [32] to compute the code
pair similarity. Suppose there are two code fragment vectors
v1 and v2, which are generated via our representation model,
and their distance is defined as r � |v1 − v2| for semantic
relatedness. )e probability of code pair similarity is
computed as follows:

y � sigmoid Wo(r) + bo( , (9)

where Wo is the weight matrix and bo is the bias in the
discriminative model. In the process of detection, we
carefully define a proper threshold τ. )e detection system
identifies the code pair as a clone pair if y> τ. In this paper,
we set τ to 0.5 via experiments. )e code pairs are identified
as clone if the similarity threshold is above 0.5.

4.6. EvaluationMetrics. )e code clone detection is a typical
binary classification problem in machine learning, so we
define and calculate the following metrics to evaluate the
effectiveness of any clone detection approach. True positive
(TP) refers to the number of clone pairs that are identified as
clone by the classification system. False positive (FP) refers
to the number of nonclone pairs that are identified as clone.
True negative (TN) refers to the number of nonclone pairs
that are identified as nonclone. False negative (FN) refers to
the number of clone pairs that are identified as nonclone.
)e goal of the clone detection system is to find the proper
algorithm with the highest Precision, Recall, and F1 score.

Precision: it measures among all of the clone pairs re-
ported by a clone detection approach, howmany of them are
actually true clone pairs:

Precision �
TP

TP + TN
. (10)

Recall: it measures among all known true clone pairs,
how many of them are detected by a clone detection
approach:

StatementTree1 StatementTree2 StatementTree3 StatementTreetStatementTree4 ...

StatementTree Encoder (sharing weights)

V1 V2 V3 V4 Vt...

←

h1

←

h2

←

h4

←

ht
...

→

h1

→

h2

→

h3

→

h4

→

ht
...

Self-attention Layer

C

←

h3

Figure 5: Representation model with self-attention.
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Recall �
TP

TP + FP
. (11)

F1 score: it combines Precision and Recall to measure the
overall accuracy of clone detection. )e detection perfor-
mance is better if the F1 score is higher:

F1 �
2∗ Precision∗Recall
Precision + Recall

. (12)

5. Experiments

5.1. Dataset Description. )ere are very few public datasets
for code clone detection as it is very difficult to collect and
identify clone pairs. We conduct our experiments on two
public datasets BigCloneBench [17] and OJClone [24],
which are frequently used to evaluate approaches of
detecting code clones. BigCloneBench was released by
Svajlenko et al. in 2015. It is the first big-data-curated
benchmark of real clones to evaluate the performance of
detecting models. According to the authors, the dataset was
built by mining clones of frequently implemented func-
tionalities from 25,000 Java projects. Based on the syntactical
similarity which was measured as the ratio of lines or tokens
that a code fragment shared with another after normaliza-
tion, the clone pairs in BigCloneBench were divided into 5
groups: type 1, type 2, midtype 3, strong type 3, and type 4.
Table 1 summarizes the data distribution in the first version
of BigCloneBench in terms of clone types. We conclude
from the table that more than 98% clone pairs in BigClo-
neBench are type 4 clones, which is quite appropriate to
evaluate the detection of semantic clones.

Specifically, the clone labels in BigCloneBench were
verified by three domain experts, taking 216 hours. )e
dataset is still been updated, and the current version has
about 8 million tagged true clone pairs covering 43 func-
tionalities. However, the authors of recent detection models
always conducted experiments on the first version of Big-
CloneBench, which contains over 6 million true clone pairs
and more than 260,000 false clone pairs, covering 10
functionalities. In this paper, we also sample data from the
first version of BigCloneBench for comparison.

OJClone is a C language dataset released in 2016 by Mou
et al., including 104 programming problems together with
various source code solutions which students submit for
each problem. )ere are no labels for code pairs in OJClone
as the dataset was designed for code classification in the
beginning. However, recent scholars consider any two dif-
ferent source code pairs solving the same programming
problem to be T3 or T4 clone, as they realize the same
functionality. OJClone is often used to identify T4 clones in
recent years.

5.2. Data Collection. )ere are 59,668 code fragments in
BigCloneBench, composing more than 6 million true clone
pairs and 260,000 nonclone pairs. Due to the huge amount of
data in BigCloneBench, we construct the experimental
datasets by random sampling. For BigCloneBench, we
randomly sample 40,000 pairs of negative samples, 20,000

pairs of positive samples in midtype 3 and type 4 clones, and
20,000 pairs of positive samples in type 1, type 2, and strong
type 3 clones totally.

For OJClone, there are 104 programming problems.
Similar to the previous works [12, 19], we select 500 program
solutions from each of the first 15 programming problems to
obtain 7500 code fragments in OJClone. Table 2 describes
the data we collect in the experimental datasets. All the code
fragments are parsed into ASTs.)e tokens and depths of the
ASTs are also shown in Table 2. Lack of domain knowledge,
we expect two source code fragments for the same problem
belong to a clone pair, and those for various problems are
not clone pairs.)e 7500 code fragments produce more than
28 million clone pairs, which is extremely time consuming
for comparison. )erefore, we randomly select 50,000
samples to construct the experiment dataset for conve-
nience. For each dataset, we randomly divide it into three
pieces, of which the proportions are 80%, 10%, and 10% for
training, validation, and testing.

5.3. Experimental Setting. All the experiments are
conducted on a server, having a CPU of 16 cores with GPU
acceleration. )e model is implemented with a famous deep
learning framework, pytorch. In order to generate ASTs
from code fragments, we use javalang for java code and
pycparser for C code, respectively. For token embedding, we
train the token encoder for ASTnodes using word2vec with
Skip-gram algorithm and set the embedding size to be 128.

)e neutral networks for the representation model and
discriminative model are all implemented with pytorch. In
the encoding of single statement tree, we exploit a common
LSTM encoder, where the hidden dimension is set to be 120.
In the encoding of statement vector sequence, we exploit a
bidirectional LSTM encoder followed by a self-attention
layer, where the hidden dimension is set to be 128. We use
SGD to train the model and set Batch_size to 64. We employ
the optimizer Adam with a learning rate 0.005 to train our
model.

5.4. Experimental Result. We compare our model with the
existing state-of-the art neural network approaches by dif-
ferent experiments.

(i) RAE model [13]: the RAE model transforms the
source code pairs into vectors by a recursive en-
coder, which is trained with unsupervised learning.
)e model identifies the clone pair by calculating
the similarity distance between vectors. With the
open-source tool provided by the authors, we use
the RAE model to detect clone pairs on our datasets
in a supervised learning way.

(ii) CDLH model [12]: the CDLH model traverses AST
with a tree-based LSTM network and then generates

Table 1: Percentage of clone types in BigCloneBench.

Type 1 Type 2 Strong type 3 Midtype 3 Type 4
0.005 0.001 0.002 0.01 0.982
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the hashed code vectors via a specific hash function
for efficiency. It identifies code clone by comparing
the hamming distance between hashed vectors.
CDLH is not made public by the authors, so we
directly cite their results from the paper as their
experiments are made on the same datasets.

(iii) ASTNN model [19]: the ASTNN model is a new
code representation tool based on the AST parsing
proposed by Zhang et al. in 2019. )eir model first
decomposes the corresponding ASTs into statement
trees and then encodes them, respectively, with a
recursive encoder. Finally, through a bidirectional
LSTM network with a pooling layer, the statement
vectors are transformed into a unified vector rep-
resenting the given code fragment. )e authors
indicate that ASTNN is superior to the state-of-the-
art models on baseline datasets. Inspired by
ASTNN, our model divides the generated ASTwith
the same algorithm. )e authors also public their
system on GitHub, but we failed to repeat their
experiments due to the hardware environment. We
directly refer to their experimental result for a
contrast in our paper.

Figure 6 shows the comparison of At-biLSTM and three
models mentioned above on the OJClone dataset. We see
that both the precision and recall rates of RAE and CDLH
are relatively poor. It is because that OJClone contains only
T3 and T4 clones, and RAE and CDLH are not good at
detecting heterogeneous clone pairs. )e detection perfor-
mance of At-BiLSTM and ASTNN are much higher than the
former models. At-BiLSTM is better than ASTNN in the
aspect of recall rate, while ASTNN is superior in classifi-
cation precision.

Figure 7 shows the experimental result of At-biLSTM
and other models on the BigCloneBench dataset. We see that
the classification performance of RAE and CDLH is better
on BigCloneBench, as BigCloneBench contains many T1 and
T2 clone pairs. Both of RAE and CDLH can detect low-level
clone pairs, so their classification precision and recall rates
are improved. At-biLSTM and ASTNN once again take the
lead in the classification performance. Due to the excellent
recall rate, the F1 value of At-BiLSTM is slightly higher than
ASTNN, which means At-biLSTM can find more clone pairs
in the candidate set.

)e big size of generated ASTs, which is shown in Ta-
ble 2, strengthens the effect of long-term dependency in the
process of embedding. )e lines of the code (LOC) play an
important role in the identification of clone pairs. In Big-
CloneBench, more than 4.1% code fragments contain more

than 100 statements. We decide to investigate the perfor-
mance of these classifiers by collecting codes with different
lines. Figure 8 shows the classification performance of 4
models according to LOC in BigCloneBench. )e X-axis in
Figure 8 indicates LOC, which is represented by the lines of
the longer code in the given clone pair. )e Y-axis indicates
the classification performance of the given model. It is
clearly evident from Figure 8 that the precision rates of most
classifiers reach the peak when the LOC is between 20 and
30. As the LOC increase, the precision rates decrease. In
general, the performance of ASTNN and At-BiLSTM are
superior to RAE and CDLH. )e classifying precision of
ASTNN is highest among all the models when LOC is below
50, but it fails to take lead when dealing with complicated
codes (LOC> 90). )e performance curve of At-BiLSTM is
relatively gentle with the increase of LOC.)e precision rate
of At-BiLSTM overwhelms the other models when LOC is
above 70. We guess the attention technique involved in At-
BiLSTM has successfully weakened the impact of long-term
dependency in the LSTM structure. All the nodes in the long
chain are taken into account during embedding with the
help of various attention scores.

6. Discussion

In this chapter, we take a discussion about the performance
of At-BiLSTM and other popular detection models based on
the contrast experiments in Section 5. We try to find the key
components which affect the classification of At-biLSTM by
further experiments.

6.1. Comparing with Baseline Models. Compared to other
baseline models, we conclude from the experiments that the
At-biLSTM model has excellent classification precision and
recall rate in code clone detection. )e performance of RAE
and CDLH is not satisfying since they are both affected by
long-term dependence and might lose details in the process
of source code representation. ASTNN adopts the strategy of
subtree decomposition and recursive encoding, combined
with a bidirectional LSTM to leverage the naturalness of
statements. )e representation model of ASTNN not only
reduces the depth of syntax trees but also employs the
natural sequence of statements in the code. At-biLSTM
decomposes the whole AST into a sequence of statement
trees in the same way as ASTNN does. However, we apply a
depth-first traversal algorithm in the encoding of statement
trees instead of a recursive traversal algorithm which is more
complicated in ASTNN. )e use of self-attention mecha-
nism in At-biLSTM strengthens the effects of core state-
ments in the clone classification. Experimental results show
that At-biLSTM is superior to other baseline models in the
detection of type 3 and type 4 clone.

6.2. 9e Splitting Granularity of ASTs. Most of the current
approaches [12, 13, 16, 23, 33] based on the AST analysis
identify the code clone pairs by traversing the complete AST.
In order to evaluate the splitting strategy of At-biLSTM, we
conduct contrast experiments on the same dataset. )e

Table 2: Statistics of datasets used for clone detection.

Dataset OJClone BigCloneBench
Code fragments 7500 59688
True clone pairs (percentage) 6.8 95.6
Avg tokens 232 228
Avg AST depth 12.9 9.8
Avg AST nodes 184 205
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original AST is decomposed with three different strategies
according to the splitting granularity. (1) Model 1: we treat
the whole AST as a special statement tree. It is encoded
directly by the statement tree encoding algorithm in Section
4.3 without any splitting, and then the classifier predicts the

code clone by comparing the similarity of AST vectors
without self-attention. (2) Model 2: we use At-biLSTM to
identify code clones. (3) Model 3: we split the ASTaccording
to blocks (compound statements including multiple state-
ments within the same brace pairs), e.g., the tree rooted by
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TryStatement is not divided into subtrees in Model 3. After
splitting, the following encoding processes are the same as
those in At-biLSTM. Table 3 shows the classification results
of these models.

)rough the above experimental results, it can be ob-
served that model 1 shows the poorest performance for
classification, as it fails to extract the structural information
hidden in the AST. )e hierarchy of the original AST is too
complicated, leading to the long-term dependency problem
in the process of encoding. All the statements in the code
fragment are evaluated equally by the classifier without the
self-attention layer. Model 3 treats the compound statement
as an independent statement tree instead of making a further
division.)e performance of model 3 is close to At-biLSTM.
We guess that At-biLSTM achieves the best performance
because the splitting of our model better retains the semantic
information of the AST.

6.3.9eUse of Self-Attention. )e use of self-attention layer,
which stresses the effect of key statements in source clone
detection, is a great innovation in our paper. In this section,
we investigate the effect of self-attention layers on the
classification performance by experiments. We collect data
from three independent experiments, as shown in Table 4.
)e structures of these detection models are the same except
the self-attention layers. )e first model does not include the
self-attention layer, and the vectors representing the code
fragments are directly generated with a bidirectional LSTM
network. )e structure of the second classifier is the same
with At-biLSTM, except that it computes the self-attention
scores in another way, as shown in equation (13). It is
another common calculation for self-attention scores, which
is relatively simple without the introduction of other pa-
rameters in the model. )e attention scores are calculated
directly according to equation (13) without the training of
parameters K. )e rest part of the second model is the same
as At-biLSTM except that all the attention scores of hidden
vectors are computed according to equation (13). )e third
model is At-biLSTM, which trains the self-attention pa-
rameters, together with other parameters of the model in a
supervised way.

Table 4 shows that the self-attention layer greatly im-
proves the classification performance of the model. )e
contributions of different statements are various in high-

level programming languages. )e core statements imple-
menting the logical functionality are more important than
the normal ones. )e encoder with self-attention layers can
strengthen the effectiveness of core statements in classifi-
cation and weaken the impact of common statements such
as variable declaration. )e last two rows of Table 4 are the
F1 scores of models implemented with two different self-
attention algorithms, from which we find that the classifi-
cation performances are slightly different. )e performance
of At-BiLSTM is higher when involving an independent
parameter K in equation (6). We suspect that the classifi-
cation performance of the second model is slightly affected
due to the lack of some adjustments to the input when
calculating the attention scores:

αi �
exp h

T
i hi 

iexp h
T
i hi 

. (13)

6.4. 9e GRU. In the representation model of At-BiLSTM,
we use LSTM by default. We have also made experiments by
replacing LSTM with Gated Recurrent Units (GRU) in our
model. Figure 9 shows the classification performance and
training time of our model implemented with LSTM and
GRU respectively in the dataset BigCloneBench. We find the
GRU model has a slightly poor but comparative perfor-
mance. However, the training of the GRU model is more
efficient than the LSTM model as the structure of GRU is
simplified according to LSTM.)e researchers have to make
a trade-off between the classifier’s precision and efficiency.

)e threats to the validity stem from the datasets used in
our experiments. )e most popular datasets employed in the
area of code clone detection are BigCloneBench and
OJClone, as the clone data are difficult to accumulate. )e
data labels in BigCloneBench are considered to be correct, all
of which are inspected manually. However, there are only 10
kinds of clone data in BigCloneBench, which are much fewer
than those existing in the real world. )e data in OJClone
was collected for program classification in the beginning.
Lack of domain knowledge, we cannot guarantee the pro-
gramming solutions to the same question are of the same
clone class, nor the answers to various questions are of
different clone classes.

Table 3: Classification performance depending on AST splitting methods (percentage).

Description F1 score (BigCloneBench) F1 score (OJClone)
AST-full (model 1) 75.8 68.9
At-BiLSTM (model 2) 94.3 95.8
AST-block (model 3) 93.2 91.5

Table 4: Clone detection models with various self-attention layers (percentage).

Description F1 score (BigCloneBench) F1 score (OJClone)
No self-attention 89.6 87.9
Self-attention layer with no parameters 92.4 91.7
At-BiLSTM 94.3 95.8
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7. Conclusion

In this paper, we have presented a novel source code clone
detection model At-BiLSTM based on deep learning with
self-attention mechanism, which successfully captures both
the syntactic and semantic information of the code in the
process of encoding. At-BiLSTM contains a representation
model and a discriminative model.)e contributions of core
statements are deeply enhanced with the introduction of
self-attention mechanism. Contrast experiments show that
our model significantly outperforms most of the existing
neural network models, especially in the detection of type 3
and type 4 clones.

We will focus on two aspects in the future. Firstly, the At-
BiLSTM should be used to detect large-scale code clone. At
present, both the algorithms for clone detection and data
collected in the labs cannot be applied in the real world. We
will study and improve the performance of At-BiLSTM in
industry. Secondly, the source code representation model
embedded in At-BiLSTM will be applied in different areas of
software engineering, as the representation algorithm is
general and cross platform. For future work, we plan to
extend our representation algorithm to new applications in
software engineering such as source code classification, code
completion, code comment generation, and deep code
search.
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In order to remedy problems encompassing large-scale data being collected by photovoltaic (PV) stations, multiple dimensions of
power prediction mode input, noise, slow model convergence speed, and poor precision, a power prediction model that combines
the Candid Covariance-free Incremental Principal Component Analysis (CCIPCA) with Long Short-Term Memory (LSTM)
network was proposed in this study. +e corresponding model uses factor correlation coefficient to evaluate the factors that affect
PV generation and obtains the most critical factor of PV generation. +en, it uses CCIPCA to reduce the dimension of PV super
large-scale data to the factor dimension, avoiding the complex calculation of covariance matrix of algorithms such as Principal
Component Analysis (PCA) and to some extent eliminating the influence of noise made by PV generation data acquisition
equipment and transmission equipment such as sensors. +e training speed and convergence speed of LSTM are improved by the
dimension-reduced data. +e PV generation data of a certain power station over a period is collected from SolarGIS as sample
data. +e model is compared with Markov chain power generation prediction model and GA-BP power generation prediction
model. +e experimental results indicate that the generation prediction error of the model is less than 3%.

1. Introduction

With the gradual implementation of the “Inter-
net + energy” policy, the PV generation industry is rapidly
developing. +e proposed incorporation of artificial in-
telligence has instilled new incentives for the PV gener-
ation industry. PV generation is susceptible to influence
from extreme weather, distorting the predicted results
and adding trouble in dispatching when the power system
is connected to the grid [1], which may even lead to power
resource wastage. Numerous methods in artificial intel-
ligence exist for photovoltaic generation prediction such
as support vector machines [2], Markov chains [3], and
neural networks. Neural networks are widely used in PV
generation prediction, and a number of power generation
prediction models have surfaced to this effect, including
neural networks based on time series [4], GA-BP neural
network [5], deep belief network [6], and fuzzy neural

network [7]. Such models find it difficult to overcome
issues in convergence and local optimization, and they
suffer from large prediction errors, mainly because many
network input compositions are present, along with
noises in the sample data. Various scholars have used
principal component analysis (PCA) [8] and other
algorithms to preprocess the collected data; however,
PCA and other algorithms find it difficult to process large
amounts of data collected in real time due to their own
defects. In view of the above problem, this paper adopted
CCIPCA, which is suitable in analysing large data sets
to extract key data affecting power generation prediction,
to reduce dimensions in data and eliminate noise.
Simultaneously, combined with LSTM [9], a power
generation prediction model was established to overcome
problems such as local convergence and slow training
speed, controlling the prediction error of PV generation
within 3%.
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2. Relevant Works

2.1. Analysis of Correlation Factors in Power Generation
Prediction. +e sample data adopted the data of PV station
no. 11282, Zhangdian District, Zibo City, Shandong Prov-
ince, China, which was provided by SolarGIS. Its geo-
graphical location is 118 degrees east longitude and 32
degrees north latitude.+e data includes total solar radiation
data such as horizontal radiation GHI and normal direct
radiation DNI and meteorological parameters like tem-
perature, humidity, and pressure, as well as environmental
parameters such as elevation, surface inclination angle, and
surface azimuth angle. +ere were a total of 37 dimensions
and 30 minutes of resolution.

Considering that parameters like geographical location
are constant and have little influence on power generation
prediction, the prediction model will not be considered.
Meteorological and historical power generation data were
taken as the main influencing factors of the model, including
power generation every 30 minutes, power generation at the
moment in history, environmental temperature, environ-
mental humidity, wind speed, wind direction, radiation
amount, and other indicators. According to formula (1), the
correlation analysis of the evaluation factors was carried out:

ζ �


N

i�1 xi − x(  yi − y( 
������������


N

i�1 xi − x( 
2

 ������������


N

i�1 yi − y( 
2

 . (1)

In Figure 1, the linear features denoted by (a) and (b)
are consistent, which are either a line segment or a part of
an object without any difference. However, given the
overall information, the information represented by (c) is
completely inconsistent. +us, the question of how to
extract this nonlinear feature effectively is raised. +is
question is determined by the micro network structure
embedded in NIN network, that is, a full connection layer
consisting of two layers of convolution. In the neural
network, two-layer fully connected hidden neurons are
capable of approximating arbitrary curves, where ζ is the
correlation coefficient, xi is the i-th value of factor x, x is the
mean of factor x, yi is the i-th value of factor y, and y is the
mean of factor y. Table 1 shows the correlation coefficient
analysis of PV generation with meteorological factors and
historical power generation.

Table 1 demonstrates that electricity generation is highly
correlated with solar radiation and historical electricity
generation, valued at 0.92 and 0.86, respectively. Moreover,
it had a moderate correlation with environmental temper-
ature of 0.56 and had a weak correlation with wind direction
and wind speed, though it was found to be negatively
correlated with environmental humidity. +erefore, the
prediction model adopted environmental temperature, en-
vironmental humidity, solar radiation, and historical power
generation as its input components, and the correlation
between various input components was observed to be
strong; hence, carrying out a principal component analysis
was required.

2.2. CCIPCA. Due to the advent of big data in PV gener-
ation, data preprocessing is particularly important. +e PV
generation system possesses a simple structure; however, it
contains a large amount of equipment and has many failure-
prone points. Additionally, the collected data has noise,
which introduces obstacles in processing big data. +e
traditional principal component analysis (PCA) reduces
dimensions by eliminating data in the dimension having
small variance, which maximizes the information of the
original data and removes noise to a certain extent. How-
ever, PCA must input all sample data before starting the
analysis, which does not align with the objectives of big data;
hence, the Candid Covariance-free Incremental Principal
Component Analysis (CCIPCA) method was proposed.
Unlike the batch method, which uses the covariance matrix
to calculate eigenvalues and eigenvectors, CCIPCA initially
eliminates the calculation of the covariance matrix using the
asymptotic method to estimate the principal component
values obtained by approximating the batch method. +is
data processing technique satisfies the requirements of
photovoltaic data processing.

Recently, research related to incremental principal
component analysis has been ongoing. Oja and Karhunen
et al. proposed the SGA algorithm [10], where, after re-
ceiving new sample data, the algorithm continuously re-
freshes the estimated value of feature vectors and normalizes
the new estimated value with all of the previous feature
vectors. Sanger put forward the GHA algorithm, which uses
a single-layer linear neural network to extract principal
elements [11]. Furthermore, Weng et al. described the
CCIPCA algorithm [12], which is comprised of the following
framework: gradually obtain data x1, x2, . . . , xn, . . . and
calculate the previous k principal elements v1n, v2n, . . . , vkn.
+e calculation process of CCIPCA is given below.

According to derivation of PCA by the maximum var-
iance theory [13], the total variance A of the data set X

projected along a unit vector w is obtained as follows:

A �
1
n
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uiu

T
i , (2)

where x denotes the mean of data set X; that is
x � ((

n
i�1 xi)/n), ui � xi − x, and A denotes the covariance

matrix of data set X (the general covariancematrix is divided
by n − 1, where n is used).

+e calculation formula of the i-th eigenvalue and the i-
th eigenvector is as follows:

λinwin � Awin, (3)

where win denotes the n-th eigenvector to be calculated at
the i-th input and λin denotes the corresponding eigenvalue.
In order to speed up the iteration of CCIPCA algorithm, the
whole iteration is based on the product λinwin of eigenvalues
and eigenvectors. When the i-th data is input, the following
formula is obtained:

vin � λinwin � Awin. (4)
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Based on formulae (2) and (4),

vin �
1
n



n

i�1
uiu

T
i win. (5)

+eproduct vin of eigenvalue and eigenvector is obtained
by iteration. As the eigenvector is normalized, λin and win
can be separately obtained with ‖vin‖ and (vin/‖vin‖).

Formula (5) uses (vi,n−1/‖vi,n−1‖) to approximate win and
replace it. +e basic iterative formula of CCIPCA can be
obtained by transformation.

vin �
n − 1

n
vi,n−1 +

1
n

unu
T
n

vi,n−1

vi,n−1
����

����
, (6)

where (n − 1/n) denotes the weight of the previous iteration
value vi,n−1 and (1/n) denotes the adjustment step size of the
iteration.

With the adjustment of the iteration vector vin by the
new input data un, that is, un � xn − x, vin gradually con-
verges to the i-th eigenvector. For different vi, formula (6)
can be used for iteration with the different input vectors un.

+e first eigenvector has been obtained by iteration.
Firstly, u1n � un is projected onto the previous eigenvector
(now the first eigenvector), and the residual data is obtained
as follows:

u2n � u1n − u
T
1n

v1n

v1n

����
����

v1n

v1n

����
����
. (7)

u2n denotes the output of the second eigenvector. +e
third and fourth eigenvector can be similarly obtained. Since
the residual data is orthogonal to the data recovered from the
previous eigenvector, all orthogonal eigenvectors can be
obtained. In addition, the mean should be updated every
time when a new data is input. +e mean of the n-th data
input adopts the following iterative formula:

xn �
n − 1

n
xn−1 +

1
n

u
T
n . (8)

+e CCIPCA solution process is summarized in
Algorithm 1.

+e CCIPCA algorithm has been widely used in the field
of big data processing as well as the decomposition of large
matrices due to its good convergence, which has achieved
beneficial results. Meanwhile, as a benchmark algorithm,
CCIPCA has been cited in various incremental algorithms.
In this paper, it was applied in big data preprocessing of the
PV station with a time dimension to make up for PCA
preprocessing defects.

2.3. LSTM. In recent years, the improvement of LSTM has
been continuously carried out. Yao et al. [14] proposed an
improved NLP method based on Long Short-Term Memory
(LSTM) structure, whose parameters are randomly dis-
carded when they are passed backwards in the recursive
projection layer, and it is used to overcome practical
problems, such as high training complexity, computational
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Figure 1: Cell structure of LSTM.

Table 1: Correlation coefficient between PV generation and other
factors.

Factors ET EH WS WD RQ HQ PG
ET 1.00 −0.42 0.12 0.02 0.48 0.55 0.56
EH −0.42 1.00 −0.17 −0.33 −0.36 −0.24 −0.38
WS 0.12 −0.17 1.00 −0.21 0.22 0.12 0.22
WD 0.02 −0.33 −0.21 1.00 0.06 0.20 0.07
RQ 0.48 −0.36 0.22 0.06 1.00 0.96 0.92
HQ 0.55 −0.24 0.12 0.20 0.96 1.00 0.86
PG 0.56 −0.38 0.22 0.07 0.92 0.86 1.00
ET: environment temperature; EH: environment humidity; WS: wind
speed; WD: wind direction; RQ: radiation quantity; HQ: historical quantity;
PG: power generation.
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difficulties in large-scale content scenarios, high retrieval
complexity, and lack of probabilistic significance. Tian et al.
[15] proposed a hybrid prediction modelling strategy by
combining the autocorrelation local characteristic-scale
decomposition and the improved LSTM neural network.
Zhang et al. [16] proposed a LSTM approach for bearing
performance degradation evaluation. Numerical results
show that the proposed LSTMmethod can effectively predict
the remaining service life of the bearing. Li et al. [17]
proposed a LSTMmethod for fault diagnosis and isolation of
wind turbine, where stochastic forest algorithm is applied to
make decision. Liu et al. [18] combined probabilistic deci-
sion-making methods and proposed a Bayesian LSTM al-
gorithm for intelligent fault early-warning of nuclear power
machinery. Mirza et al. [19] introduce efficient online
learning algorithms based on the Long Short-Term Memory
(LSTM) networks that employ the covariance information.
+ey reduce the number of system parameters through the
weight matrix factorization, where they convert the LSTM
weight matrices into two smaller matrices in order to achieve
high learning performance with low computational
complexity.

LSTM is an evolutionary version of RNN, which ef-
fectively addresses the issue of long-term dependence of
effective information in time series and has been broadly
applied for different fields. In comparison to other models,
the LSTM method is more sensitive to the trivial features in
the historical data, easier to capture the details, suitable for
big data processing, and more accurate in time series pre-
diction. LSTM replaces the hidden layer of neurons in RNN
with a memory unit to record the dependency relationship
between time series data, which then rids itself of problems
like gradient disappearance and gradient explosion occur-
ring in RNN. LSTM utilizes a “gate” to control information
selection. Compared with a dropout operation, this process
is not random, though it implements Boolean selection
based on sigmoid operation results with “0” signifying the

forgetting of information and “1” meaning the remembering
of information. +e LSTM structure includes three gate
structures that adjust the information flow, namely, the
forgotten gate, input gate, and output gate, as shown in
Figure 1.

+e forgotten gate determines the degree to which the
unit state Kt−1 at the last time is retained to the current state
Kt, which is calculated as

ft � Sigmoid Wf ht−1, xt  + cf , (9)

where ft is the output value and the bias of the forgotten
gate.

+e input gate controls the extent to which network
input xt is saved to the cell state Kt at the previous time,
which is calculated as

Kt � ftct + it
Kt,

it � Sigmoid Wi ht−1, xt  + ci( ,

Kt � tanh Wk ht−1, xt  + ck( .

(10)

+e output gate controls the current output value ht of
unit state Kt outputting to LSTM, which is calculated as

ot � Sigmoid Wo ht−1, xt  + co( ,

ht � ottanh Kt( .
(11)

If the output value has reached the threshold value re-
quired by the memory unit, the product of the output value
with the calculated value of the current layer is taken as the
output, and the calculation is carried out in the next layer. If
the threshold is not reached, the memory unit will forget it.

Different from the traditional RNN, LSTM can solve the
issues of gradient disappearance and gradient explosion in
the training process, yielding more accurate prediction of a
long-term time series. LSTM is developed to address data
uncertainty while considering complicated situation of the
operation.

Input data:
original data sequence x1, x2, . . . , xn, . . . ,

% the algorithm can pause the output of projection matrix at any time.
dimension of low-dimensional space k.

Initialization: x0 � 0
Output: projection matrix W∗ � w1 � (v1/‖v1‖), w2 � (v2/‖v2‖), . . . , wk � (vk/‖vk‖) 

Iteration steps:
For n � 1, 2, . . . , % Run the following steps to update k feature vectors

u1n � un � xn − xn−1;
If n �� 1:xn � xn−1 + uT

n

Else: xn � (n − 1/n)xn−1 + (1/n)uT
n ; % Update mean vector

For i � 1, 2, . . . ,min k, n{ } do:
(a) If i � n: vin � uin; % Initialize the i-th eigenvector
(b) Otherwise:

vin � (n − 1/n)vi,n−1 + (1/n)uinuin
T(vi,n−1/‖vi,n−1‖)

ui+1,n � uin − uT
in(vin/‖vin‖)(vin/‖vin‖)

ALGORITHM 1: CCIPCA solution process.
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3. PV Generation Prediction

3.1. Process of PV Generation Prediction. Power generation
prediction conducted by CCIPCA combined with LSTM
conforms to current trends in photovoltaic big data. +e
prediction process initially processes the CCIPCA algorithm
for the collected big data samples, which then establishes the
LSTM networks and implements the training of the sample
data on the LSTM network. After completion, the sample
data is input in order to acquire the prediction results
output, as shown in Figure 2. When training big data
samples, it is necessary to continuously tune the discarded
neuron probability, attenuation rate, and learning rate.

3.2. Data Source and Preprocessing. SolarGIS is a solar re-
source assessment tool developed by SolarGIS S.R.O. in
Europe, which uses satellite remote sensing data, GIS
technology, and advanced scientific algorithms to obtain a
high-resolution database of solar resources and climatic
factors. In this paper, data from January 1, 2014, to De-
cember 31, 2019, were collected from the SolarGIS database
as sample data, of which its volume reached 39.4 PB. Using
formula (1), the data within a certain period were used for
factor correlation evaluation, and factors with an absolute
value coefficient above 0.2 were selected. In addition to
selecting highly correlated factors, this paper also required
two historical PV power generation horizontal and vertical
mean data as the model’s input sequences to control the
disturbance brought about by extreme weather, as extreme
weather is a gradual process that takes place in a short
amount of time. +e formulae are as follows:

Qk �
Qk−1 + · · · + Qk−m( 

m
,

Qk
′ �

Qk−1′ + · · · + Qk−n
′( 

n
,

(12)

where Qk−i, i � 1, 2, 3, . . . m, represents the generating
capacity of the previous continuous time units and Qk

represents the average of horizontal generating capacity. Qk
′

is the average vertical generating capacity of the same time
unit before the previous day and Qk−i

′, i � 1, 2, 3, . . . , n, is
the electrical generation of the previous n days.

Actual power generation always fluctuates around the
mean curve of the horizontal and vertical power generation,
which can be used as a stable factor in the prediction model
to eliminate the interference of extreme weather in power
generation prediction. Although weather conditions are very
sporadic, the seasonal law always changes with Earth’s
revolution and rotation.

Here, the horizontal mean of the first 10 time units and
the vertical mean of the same time unit of the first 5 days
were selected as the input. +is was done because if the
number choices were more, the average value would change
significantly, which was not conducive to the stability of the
prediction model. If there were fewer number choices, the
average value would not change significantly, which was not
conducive to measuring the impact of extreme weather

changes on the prediction model, resulting in inaccuracies of
prediction.

After correlation coefficient analysis, the dimension of
sample data was reduced to 18. Some sample data are listed
in Table 2. After the sample data were sorted, the data was
preprocessed with Z-Score standardization to eliminate
influences from different feature dimensions and improve
the convergence speed of the model. Following completion
of the prediction, a reverse operation would be carried out to
achieve the real predicted value recovery. Subsequently,
CCIPCA was preprocessed to map the sample data to di-
mensions set by the investigators, such as solar radiation
amount and historical power generation. Finally, orthogo-
nalization removed influences in the relationship between
noise and dimensions.

Solar radiation adopts two aspects: global horizontal
radiation (GHI) and direct normal radiation (DNI). Me-
teorological parameters are air temperature (TEMP) at 2m,
RH, average WS and WD at 10m, precipitation RH, and
atmospheric pressure.

CCIPCA preprocessing was implemented. 48 pieces of
data on June 6, 2019, were used as data series input one by
one. +e low-dimensional spatial dimension was set to 18.
+e eigenvector and eigenvalue were calculated, and prin-
cipal component analysis was conducted to remove the
influence of noise and the relationship between dimensions.
+e results of principal component analysis are shown in
Table 3.

It can be determined from Table 3 that the cumulative
variance contribution rate of the first six eigenvalues is more
than 80%. +erefore, six principal components were se-
lected, and the corresponding eigenvectors of the six
principal components were selected to construct the
transformation matrix. +e original data and the transfor-
mation matrix are calculated, and the input variables ob-
tained were input into LSTM for prediction.

Training set collection

Input training set

IPCA processing

LSTM construction, training,
network parameter tuning 

Prediction model after training

Output prediction results

Input test set

IPCA processing

Test set collection

Figure 2: Flow chart of power generation prediction by IPCA
combined with LSTM.
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3.3. Evaluation Indexes. After the completion of the model
training, the generation capacity of the PV station in 1 day
of continuous time was selected for prediction to judge the
accuracy and efficacy of the entire model. Here, the mean
square error was used as a loss function to test and measure
the model’s efficacy. +e mean square error was calculated
as

MSE �
1
m



m

i�1
yi − yii( 

2
, (13)

where MSE is the mean square error, yi is the actual power
generation at time I, yi is the prediction value of the model at
time I, and m is the amount of sample data. Accordingly, the
smaller the mean square error, the higher the model
precision.

In addition, the maximum error was used to measure the
prediction error range of the model. +e larger the value of
ME, the worse the accuracy of the model, which was
computed as

ME � max
yi − yi




yi

, i � 1, 2, 3, . . . , m . (14)

3.4. Model Building and Experimental Results Analysis.
+e experimental environment is Intel i9 processor,
Linux + anaconda3 + tensorflow2.0 platform, Spyder soft-
ware, and Python 3.7 programming language.

+e LSTM model structure determines the optimization
and prediction accuracy of the training process. In this
paper, the LSTMnetwork structure having 4 hidden layers of
LSTM and 1 ordinary layer was adopted. +e number of
neurons in each layer was 512, 256, 128, and 64, respectively.

Specifically, 64 neurons were used as the ordinary layer, and
dropout operations were used between layers. +e overall
structure of LSTM is shown in Figure 3.

Relevant literature discusses the setting of training pa-
rameters of LSTM. When the learning rate and attenuation
rate are different, the network performance is not the same,
and the prediction effect is also different. If LSTM has
dropout layers, the probability of dropping neurons is also
the key to parameter optimization. According to the com-
prehensive literature [9, 11], the learning rate is generally
small, or the learning rate is degraded dynamically; that is,
when the accuracy rate in the network training process is no
longer improved, the learning rate will be reduced to one-
tenth of the original or lower. +e probability of discarded
neurons is 0.2 and its vicinity, and the decay rate is 0.9 and its
vicinity.

+e data taken between 2014 and 2018 were used as the
training set, while the data taken from 2019 acted as the test
set. After the sample data were standardized, PCA and
CCIPCA pretreatment were performed, respectively, and
training and testing were conducted on the LSTM. +e
probability of dropping neurons in the dropout layer was {0.1,
0.2, 0.3}; the attenuation rate was {0.8, 0.9} and the learning
rate was 0.001. Moreover, the number of training iterations
was 100. +e experimental results are shown in Table 4.

Table 4 demonstrates that the prediction accuracy of
power generation obtained after CCIPCA processing of the
sample data was better than that of PCA+LSTM and LSTM.
+e LSTMmodel of N � 0.3 and P � 0.9 was selected to draw
the loss function value curve of the training set after 100
iterations. As shown in Figure 4, CCIPCA+LSTM exhibited
better convergence as well as a better convergence rate than
that of LSTM and PCA+LSTM.

Table 2: Part of sample data after sorting.

Date DNI (W. H/m2) GHI (W. H/m2) TEMP (°C) RH (%) WS (m/s) WD (°) AP (Pa) Q10 (MWp) Q5′ (MWp)

2020-06-06 05: 30: 00 11 11 21.4 73.2 0.3 294 1000.2 0 0.1372
2020-06-06 06: 30: 00 78 80 23.9 61 0.7 349 1000.2 0.0033 0.8562
2020-06-06 07: 30: 00 197 202 26.1 53.6 0.7 266 1000.5 0.0538 2.1322
2020-06-06 08: 30: 00 322 325 28.4 47.5 1.7 232 1000.9 0.1994 3.2794
2020-06-06 09: 30: 00 484 481 29.7 40.2 2.5 291 1000.8 0.4421 4.1634
2020-06-06 10: 30: 00 615 605 31.1 34.8 3.1 306 1000.4 0.8043 5.092
GHI: global horizontal irradiation; DNI: direct normal irradiance; RH: relative humidity; AP: atmospheric pressure; WS: wind speed; WD: wind direction;
Q10: the mean of 10 consecutive time units; Q5′: the mean of 5 consecutive days at the same time; PVOUT: photovoltaic output per unit time.

Table 3: Eigenvalue and variance contribution of the input variables.

Number Eigenvalue Variance contribution rate (%) Cumulative variance contribution rate (%)
1 6.40 23.16 23.16
2 5.02 20.32 43.48
3 4.26 17.55 61.03
4 3.24 10.12 71.15
5 2.60 7.61 78.76
6 1.07 4.23 82.99
. . . . . . . . . . . .

18 0 0 100
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From the period of 2019, multidays data were selected as
test sets in different seasons, and the prediction accuracy of
the model was compared with the real power generation.

+e data from January 3, 2019, was selected as the test set
for comparison with the actual power generation, as shown
in Figure 5(a). According to the record, it was light snow, but
it was heavy snow three days ago and it turned to clear up
after 14: 00. On that day, the temperature range was −2–4°C,
with no wind, the wind speed range was 0–0.4m/s, and the

absolute humidity was 1.02–1.70 g/m3. +en, the data from
January 4, 2019, was selected to verify the model, as shown in
Figure 5(b). It was sunny, accompanied by weak solar ra-
diation and breeze, temperature range was −5–1°C, wind
speed range was 0.6–1m/s, and the humidity was the same as
the previous day.

+e meteorological conditions on January 3 and January
4 were similar, and the difference between two days was solar
radiation, and solar radiation on January 4 was stronger than
that on January 3. Compared with Figures 5(a) and 5(b), the
peak of power generation on January 4 was much higher
than that on January 3, which indicates that solar radiation is
an important factor in power generation prediction. It can
also be found from the power generation prediction curve
that the photovoltaic power generation efficiency was re-
duced accompanied by the solar radiation gradually
weakening, since the sunlight irradiated the snow surface
and reflected, and the ambient temperature sharply dropped
in relative to normal times after 14: 00 o’clock. When the
night came, there was no sunlight and the ambient tem-
perature dropped below zero, and the photovoltaic power
generation was zero.

+e data on April 3, 2019, were selected as the test set and
compared with the real power generation, as shown in
Figure 6. According to the data, April 3 was sunny, the
temperature range was 9–14°C, the wind direction was
strong, the wind speed ranged from 17.2 to 21m/s, and the
absolute humidity was 2.7–3.2 g/m3.
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Figure 3: LSTM prediction model of the PV station’s generation.

Table 4: Experimental results of the LSTM model under different parameters of optimization.

Model
P � 0.8 P � 0.9

N � 0.1 N � 0.2 N � 0.3 N � 0.1 N � 0.2 N � 0.3
LSTM [20] 0.081 0.072 0.064 0.079 0.078 0.074
PCA+LSTM 0.079 0.070 0.058 0.073 0.062 0.061
CCIPCA+LSTM 0.062 0.059 0.046 0.048 0.044 0.041
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Figure 4: Loss function curve of training set and test set.
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It can be found from Figure 6 that the predicted curve of
the whole-day power generation was basically consistent
with the real power generation curve, and the two curves
were relatively smooth, which indicates that the power
generation efficiency of photovoltaic equipment was not
affected by wind direction and wind speed.

+e data from July 7, 2019, were selected as the test set for
comparison with the actual power generation. Figure 7 il-
lustrates that the data recorded exhibited three thunder-
showers and severe convection weather on July 7, with
periods of 3: 00–4: 00, 7: 00–7: 30, and 14: 00–14: 30, re-
spectively. +e meteorological conditions were temperature
range of 20–32°C, gust, wind speed of 10.8–13.8m/s, and
absolute humidity of 22.22–25.76 g/m3.

Figure 8 illustrates that the photovoltaic power gener-
ation efficiency is sensitive to the influence of solar radiation
and ambient temperature. In the three periods of July 7, the
solar radiation and environmental temperature changed
rapidly, and the photovoltaic power generation also changed

rapidly. +e prediction results of the model are basically
consistent with the real power generation under the con-
dition of rapid changes of photovoltaic power generation
factors.

+e data on November 11, 2019, were selected as the test
set and compared with the real power generation, as shown
in Figure 9. According to the record, it was sunny, the
temperature range was 9–15°C, the breeze level was 2-3, the
wind speed reached 3.1–4.0m/s, and the absolute humidity
was 1.08–2.12 g/m3.

From Figures 6 and 7, it can be found that photovoltaic
power generation has some relationship with environmental
humidity. +e meteorological conditions on November 11
and April 3 were basically the same; only the environmental
humidity was different, but the peaks of the two pictures were
inconsistent, which indicates that the environmental hu-
midity has a negative effect on photovoltaic power generation.
On November 11, the environmental humidity was lower, but
the power generation effect was better. On April 3, the hu-
midity was higher, and the power generation effect was poor.

It can also be found from Figures 5–7 that the efficiency
of photovoltaic power generation is higher in summer, d in
Figure 5 was much higher than that in other graphs, and the
photovoltaic power generation efficiency in winter is the
worst. Furthermore,w in Figure 5 wasmuch longer than that
in other graphs, which indicates that the photovoltaic
equipment uses more time to generate electricity in summer.

+e 62-day power generation data from July 1, 2019, to
August 31, 2019, were selected as the test set and compared
with the real power generation; the prediction accuracy of
the model is investigated. As shown in Figure 9, the curve
between the actual power generation and the predicted
power generation in 62 days was shown.

Figure 9 showed that the two curves were relatively
similar, indicating that the prediction accuracy of CCIPCA
combined with LSTM was relatively high, and its prediction
effect was satisfactory.
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Figure 5: Power generation forecast of two days in winter. (a) Comparison between predicted curve and real value of power generation on
January 3. (b) Comparison between predicted curve and real value of power generation on January 4. Note: w represents the time zone of
daily effective generation and d represents the peak value of daily generation.
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In view of the practicability of the prediction model,
horizontal experiments were conducted to compare the
prediction model with the GA-BP neural network [21] and
Markov chain model (MC) [22], as shown in Table 5.

By comparison, prediction effect of MC is not as good as
neural network, while prediction effect of LSTM is higher
than GA-BP network due to the advantage of network layer
number, and the maximum error is 6.4%; under the
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dimension reduction operation of PCA for photovoltaic
data, the three prediction models are significantly improved,
but, due to the limitations of PCA algorithm, the function
mapping from high-dimensional space to low-dimensional
space is linear. However, in many practical tasks, it may need
nonlinear mapping to find the proper low-dimensional
embedding, which leads to the poor dimensionality re-
duction effect of photovoltaic data. +e prediction error of
PCA combined with LSTM is 4%, which is higher than that
of PCA combined with MC and GA-BP. However, the di-
mensionality reduction of PV data using IPCA avoids the
complex covariance matrix calculation of PCA, and the
regularization effect of IPCA is better than that of PCA,
which is suitable for LSTM. +e prediction error of IPCA
combined with LSTM is 2.3%. In a word, the prediction
model combining CCIPCA with LSTM displayed better
prediction than other models, with an error range of pre-
diction results within 3%.

4. Conclusions

In view of issues such as data being collected by PV
stations in a matter of minutes, daily data volume reaching
the GB or PB level, data scale being large, multiple in-
stances of data dimensions [23], and existence of noise
[24], this paper proposed a prediction model for PV
generation by combining CCIPCA with LSTM. According
to the simulation of the proposed prediction model, the
following conclusions were drawn:

(1) CCIPCA has handled the super-large-scale data of
PV station, realized the dimensionality reduction of
data, made use of orthogonalization following di-
mensionality reduction of data, eliminated the in-
fluence of noise, and improved the convergence
speed and training speed of the model.

(2) During model training, the historical horizontal
and vertical mean values of PV generation were
added to eliminate the disturbance of extreme
weather conditions on the model, and 48 sets of
data from a certain day were selected for testing.
+e obtained results aligned with the real values of
power generation, demonstrating the model’s
stable performance.

(3) +e model was compared to the other two PV
generation prediction models horizontally, and
the power generation prediction error was de-
termined to be less than 3%, illustrating its
practicality.

Data Availability

+e SolarGIS data used to support the findings of this study
are included within the article.

Additional Points

In the experiment, adopting SolarGIS Meteosat (EUMET-
SAT, DE) and GOES (NOAA, USA) radiation of satellite
remote sensing data, combined with Meteosat (EUMET-
SAT, DE) and GOES (NOAA, USA) of cloud and snow
index and Global Forecast System (GFS) database (NOAA,
USA) of water vapor data, a series of meteorological ele-
ments including solar radiation and temperature value are
calculated. Taking photovoltaic power station no. 11282 in
Zhangdian district, Zibo city, Shandong province, China
(118 east longitude, 32 north latitude), as an example, the
generation data from 2014 to 2019 are selected/studied. All
data can be downloaded from http://solargis.cn.
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In this paper, through the improved decision tree algorithm, the handles in multimedia English assistance are parsed and
simulated. In order to better perceive the sense of language in English composition and improve the rationality of intelligent
evaluation, an N element based on association analysis is proposed. Sense value quantification calculates its support in the corpus
by obtaining N-tuples of the composition. If the degree of support is lower than the threshold, the part where the language sense
problem occurs is analyzed, and the type of language sense problem is judged for the students to provide assistance in modifying
the composition. In addition, this paper also extracts word features, sentence features, and text structure features in the
composition to fit the English handles analytical score. By testing the test set, the experiment shows that, by extracting the language
sense features of the candidate’s English composition, it can not only judge whether there is a problem with the language sense of
the candidate, but also provide a basis for the overall evaluation of the composition.

1. Introduction

With the rapid development of information technology,
people can use mobile phones, handheld computers, and
other handheld mobile devices to obtain, process, and send
information at any time or place, so that communication is
everywhere, information is everywhere, and we also rely on
handheld mobile devices. Carrying out educational activ-
ities and transmitting educational information with
wireless networks has provided the possibility for human
lifelong learning [1]. In this era of the popularity of
handheld mobile devices, especially smart phones and
tablets, almost every college student has one. In this en-
vironment, where learning can be done anytime, anywhere,
people’s learning habits and behaviors are quietly chang-
ing, and fragmented learning has also become one of our
main learning methods. )e learner’s pronunciation
problem is influenced by the phonological systemmainly in
that pronunciation-related organs or pronunciation ac-
tions are not standard, and there are large differences in
phoneme discrimination. Learners often pronounce by
blind imitation. )ey cannot fundamentally recognize how

to pronounce correctly, and pronunciation problems
cannot be found in time, and if they are not found, there is
no feedback to correct them.)erefore, learners sometimes
do not even know whether their pronunciation is standard.
In order to ensure that your pronunciation is correct, there
are many people who are willing to pay high tuition fees
and ask foreign teachers to correct their pronunciation.
With the popularity of online language learning, an au-
tomatic pronunciation error detection and correction
system has been spawned [2]. At present, there are only a
few products on the market that has pronunciation
problems, and most of the functions are relatively simple.
Learners can only imitate the audio and video learning
materials played by follow-up, and then the system plays
the recording. )ere are only a few software that has
feedback for detecting spoken pronunciation, but the flaw
is that the feedback function is not enough to solve the root
problem of the learner [3]. )is function is only available
after the learner has followed the pronunciation. It can be
pointed out that the learner’s pronunciation is not good
enough, but the learner cannot understand where his
pronunciation is wrong, and how to improve the
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pronunciation, so that the learner cannot get the most
valuable feedback to correct the information, and often this
does not improve the learner’s oral ability [4, 5].

)e current research related to providing guidance for
logging statement-level decisions is not that rich. In the
empirical research on long practice, Ji et al. found that the
revision history of logging statements by developers
accounted for 72% of the changes at the logging statement
level, so a simple logging statement level check was designed
[6].)eir checker principle is based on the observation if the
log code in a similar code block has an inconsistent logging
statement level. Pan infers part of the execution path by
mapping log messages to source code [7]. Cai et al. analyzed
the logs to understand the correct dependencies between log
messages from normal execution and used this information
to identify anomalies in failed execution [8]. In addition,
machine learning and data mining technologies also show
great potential in tracking the scale and complexity of large-
scale system monitoring and diagnostic challenges [9, 10].
Some studies learn statistical features to detect and diagnose
abnormalities. Lai and Chen used classification techniques
to group similar log sequences into a set of classes based on
certain string distance metrics [11].

Subecz Z first extracted n graphs as the features of the
system call sequence and then used support vector machines
to classify the trajectories according to the similarity of the
trajectories of known problems [12]. Ma et al. introduced the
specific implementation of the text classification system in
detail, which provided a basis for the subsequent text clas-
sification research [13]. McLarnon and O’Neill produced the
L1-L2MAP tool, which included manually input phoneme
data and then used this data to create a list of expected
pronunciation errors [14]. Similarly, for learners whose
mother tongue is Vietnamese, Professor Ha’s research team
studied the common phoneme substitution errors between
Vietnamese and English [15]. Yan studied the distinguishing
characteristics of flat tongue and tongue-twisted sounds. )e
research results show that there is a big difference between the
peaks of the spectrum energy. )erefore, the energy con-
centration segment is selected as the distinguishing feature to
discriminate between flat tongue and tongue phonemes [16].
Ma and Chow studied the pronunciation of consonants by
Japanese learners while learning English. )e study shows
that, due to the aspirated variants of unvoiced stop sounds in
Japanese, the use of non-aspirated/aspirated feature as a
distinctive pronunciation feature can well distinguish the
categories of consonant pronunciation [17]. An improvement
of 17.35% reduction in error rate can be achieved. Finally, they
also applied this technology to the CAPT system [18].

At present, although there are many related researches on
the location of logging statements, they provide corre-
sponding guidance for developers in the industry, but the
relevant content in the recording content is relatively in-
sufficient. In order to fill the gap, it provides developers with
practical work. Logging statement-level recommendation
functions. )is paper implements a text classification tech-
nology based on machine learning and recommends levels
through code block-related features. )e paper conducts a
comprehensive research on text classification technology

based on machine learning. )e process and the text
reprocessing, text representation, spatial dimensionality re-
duction, classificationmethod, and classification performance
evaluation were analyzed and discussed. After that, we focus
on the random forest algorithm in the classification algorithm
and propose improvements based on the analysis of its
principles and characteristics [19]. )e improvement mainly
includes two aspects: on one hand, the paper explores and
optimizes the handle simulation mechanism of the decision
tree classification algorithm, performs weighted handle
simulation based on the classification effect and prediction
probability of the decision tree, and uses the weighted handle
simulation to improve the traditional random forest classi-
fication algorithm. In the handle simulation mechanism, and
text classification experiments to verify the improved effect.
On the other hand, the concept of hyperparameters in the
algorithm and commonly used hyperparameter adjustment
algorithms are introduced. Based on the analysis of text
classification scenarios and the random forest algorithm, an
algorithm based on random handle simulation and grid
handle simulation is proposed to carry out the random forest
algorithm. Parameter optimization and, finally, design ex-
periments prove the effectiveness of the algorithm.

2. Improved Decision Tree Algorithm for
Simulation Design of English
Handle Resolution

2.1. Improved Decision Tree Algorithm. Decision tree algo-
rithm is an instance-based inductive learning algorithm. It fo-
cuses on inferring the classification rules in a set of unordered
and irregular examples, which are represented by decision trees.
)e purpose of constructing a decision tree is to get the rela-
tionship between attributes and categories and use this rela-
tionship to predict the category labels of samples of unknown
categories. )e algorithm uses a top-down recursive method,
compares the attributes of the nodes within the decision tree,
judges the branch of the node based on different attribute values,
and draws conclusions from the leaf nodes of the decision tree.
)e main decision tree algorithms are ID3, C4.5 (C5.0), CART,
PUBLIC, SLIQ, and SPRINT algorithms. )e decision tree
classification method has the advantages of processing both
data-type and regular-type attributes, insensitivity to interme-
diate values, processing samples with missing attribute values,
and easy to understand output results [20]. However, there are
shortcomings that are prone to overfitting, and the results are
biased toward features with more values, as shown in Figure 1.
)e decision tree algorithm is a meta-classifier of the random
forest algorithm studied in this paper, which will be studied in
more depth below.

)ere are various evaluation indicators according to
different text classification application backgrounds. )e
metrics for classification performance evaluation include
error rate, accuracy rate, recall rate, accuracy rate, F balance,
microaverage and macroaverage, and ROC curve. )e error
rate is the proportion of samples with incorrect classification
results to the total number of samples, and the accuracy rate is
the proportion of samples with correct classification results to
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the total number of samples. )ey can be used for binary
classification or multicategory. But this does not compre-
hensively reflect the performance of classification models,
especially the problem of unbalanced classification [21]. )e
recall rate and accuracy rate can be calculated based on the
confusion matrix established by the classification results. )e
confusion matrix is shown in Table 1. TP indicates that the
text in category C is judged to belong to the text of category C,
that is, the text with the correct classification result in category
C. FP Text that does not belong to category C is judged to
belong to category C; that is, text that is not classified in
category C is incorrect, FN is the classification error in cat-
egory C, and TN is the classification result in noncategory
C. )e recall rate is the ratio of the number of samples
correctly judged to be in this category and the total number of
samples belonging to this category, also called the recall
(Recall), and the calculation method is formula (1).

STFT[A(t, w)] � 
+∞

−∞
a(τ)g(τ − t)e

−jwτdτ. (1)

Precision is the proportion of samples whose true cat-
egory is C in the number of samples whose classification
result is C, also known as the precision rate, and the cal-
culation method is

Rm �
E

A × F
∗ β. (2)

F equilibrium is an evaluation index that takes into ac-
count both the recall rate and the accuracy rate, and its
calculationmethod is shown in formula (3), where β is a value
greater than 0, as well as the accuracy and recall weight
adjustment parameters. β< 1 has a greater impact on the

accuracy rate, and β> 1 has a greater impact on the recall rate.
When β� 1, the recall rate and accuracy rate have the same
weight, and the F equilibrium at this time is the F1 indicator.

Rf �
c

A × D
∗ β. (3)

Microaverage and macroaverage are the evaluation in-
dicators when evaluating the classifier on the entire data set.
)ey average the results of all categories. )ey are different
from the single-category classification evaluation indicators
such as recall rate, accuracy rate, and F balance. )e cal-
culation methods of microaverage and macroaverage are
formula (4) and formula (5), respectively. Micro-averaging
first calculates the total number of instances with correct and
incorrect classification results in all categories and then
calculates the recall rate and accuracy rate of all categories. It
also emphasizes the impact of the category with a larger
number of samples on the overall result. Macroaverage first
calculates the recall rate and accuracy rate of each category
and then performs arithmetic average to get the recall rate
and accuracy rate of all categories.

GJik �
GJ

jint
ik


d
i�1 GJ

jint
ik

, (4)

D �
(n − 1)dn


n−1
i�1 di

. (5)

)e full name of the ROC curve is the Receiver Oper-
ating Characteristic Curve, which is a curve in a two-di-
mensional plane. )e horizontal coordinate of the plane is
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Figure 1: Improved decision tree algorithm model.
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negative positive rate (False Positive Rate, FPR), which
represents that the sample predicted by the classifier as
positive is actually negative. )e proportion of samples in all
negative samples is True Positive Rate (TPR), which rep-
resents the proportion of actual positive samples to all
positive samples in the samples predicted by the classifier as
positive [22]. )e ordinate is True Positive Rate (TPR),
which represents the proportion of actual positive samples to
all positive samples in the samples predicted by the classifier
as positive. )e curve is usually located on the coordinate
lines (0, 0) and (1, 1), the area under the ROC curve is AUC,
it is a number, and the effect of the classifier can be evaluated
more intuitively. )e larger the value, the better the clas-
sification effect.

)e decision tree algorithm is the base classifier of the
random forest. It is an inductive learning algorithm. It learns
the classification rules in the form of a tree structure with a
large number of samples without order and rules and uses
this rule to predict unknown samples. )e decision tree is
composed of nodes and directed edges, and nodes have
intermediate nodes and leaf nodes. Each intermediate node
has 4 parameters. One is the decision function, which is the
value of a feature. When the feature is less than or equal to
this value, the decision path is to the left, and when the
feature is greater than this value. )e decision path is to the
right. )e second is the impurity value, which reflects the
prediction ability of the current node. )e third is the
number of covered samples, which refer to the number of
samples participating in the decision of this node. )e more
the covered samples, the more stable the decision functions.

)e learning process of decision tree mainly includes
feature selection, decision tree generation, and decision tree
pruning. Feature selection is to select features from the
features of the training data as the segmentation criteria of
the current node, where different criteria for feature selec-
tion produce different decision tree algorithms. Decision
tree generation is a recursive process that generates child
nodes recursively from top to bottom according to the se-
lected feature evaluation criteria and stops generating after
reaching certain constraints. Pruning is because decision
trees are prone to overfitting. To reduce overfitting of de-
cision trees, methods such as prepruning and postpruning
can be used to reduce the structure and size of the decision
tree. )e core algorithm for decision tree growth is the
branching criterion, including how to select the best
grouping variable frommany variables, and how to select the
best segmentation point of multiple values of the grouping
variable. According to the different methods of decision tree
node splitting, it can be divided into two categories; one is
ID3, C4.5, and other decision trees based on information
entropy splitting, and the other is the CART decision tree
based on the Gini index classification.

)e full name of CART is Classification and Regression
Trees, which can do both classification and regression. It is a
classification tree when the result to be predicted is a discrete
value, and a regression tree when the result to be predicted is
a continuous value. CART is a binary tree, and non-leaf
nodes have two branches because it recursively divides the
samples on the current node into two subsets during the
node splitting process. CARTuses the Gini coefficient when
the nodes are split and uses the Gini coefficient minimi-
zation principle. )e calculation method of the Gini coef-
ficient is

knn(x) � 
N

i�1
wisi(x) � W

T
S(x), (6)

M
∗

� argmin sup b(x) − W
T
S(x)
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⎪⎩

⎫⎪⎬

⎪⎭
. (7)

Constraints for the decision tree to stop growing, that is,
to no longer perform node splitting, include the node’s
impurity purity reaching the threshold, the node’s sample
number reaching the threshold, the attributes to be split
reduced to a certain value, and the depth of the decision tree
growing to a certain value.

2.2. Design of Multimedia English Auxiliary Handle Analysis
Simulation System. )e main function of this system is to
provide a self-learning method, especially for those who
have left school but want to take the exam. It is difficult to get
the teacher’s timely examination. Students may not approve
test questions, and teachers may not have time to approve a
large number of test papers. )is system is a learning system
for simulated exams developed to solve the actual needs of
this society. )e overall design of this system is designed
based on the independence of the modules. Module inde-
pendence is in the design and development process, the
function of each module is independent, and it has less
interaction with other modules. )e independence of
modules can make effective modular software easy to de-
velop, and independent modules are more convenient for
testing and maintenance. )e modules of this system are
loosely coupled with each other, and the internal elements of
the modules are closely combined.

)e system contains a module of question bank man-
agement and test paper management. )e question bank
management module provides teachers with the functions of
adding, modifying, and deleting test questions. )e test
paper management module adds or deletes the test questions
in the question bank to the test paper. When adding test
questions, it is only the question bank management module
that has an impact. Since the test paper just added does not

Table 1: Classification result confusion matrix.

Type Text for category C Noncategory C text
Judge text that belongs to category C 14 22
Text that does not belong to category C 18 42
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add to the test paper, it does not have any impact on the test
paper management module. When adding test questions in
the test paper, only rely on the foreign key to generate the
association relationship, so as to form a test paper. )is
shows that the independence between the two modules is
high, so the coupling relationship is loose, as shown in
Figure 2.

For the test bank management module, its function is to
maintain the test bank. You can add, delete, modify, and
check the test questions. You can only operate the large and
small question databases in the database, and you cannot
and are not allowed to operate the content in other data-
bases. )at is to say, the only thing the question bank
management module does is to maintain the test question
bank. )ings that are not within its responsibilities can only
be requested by other modules to complete. )is is called
high cohesion.

In addition to the basic requirements of the system, there
are the most important functional business requirements for
pronunciation correction. Automatic pronunciation cor-
rection system mainly includes two functional modules: a
user information management module and a pronunciation
correction module. )e user management module includes
student users, teacher users, and system administrators.
Pronunciation correction module includes pronunciation
data collection module and pronunciation data error de-
tection module, pronunciation data correction module, and
historical data display module. Figure 3 is a functional block
diagram of the automatic pronunciation error correction
system.

)e server is the core of the automatic pronunciation
correction system. All functions are implemented through
the server Java code. )e server uses the framework of
spring + spring MVC+Mybatis. Among them, spring is
like a container to automatically create and manage the
instances in the project. By configuring parameters in the
configuration file to call Java entity classes to create objects,
its core idea is control inversion (IOC) and dependency
injection (DI); using the Spring framework to develop
projects can enable developers to focus on the development
of business functions and improve development efficiency
without paying attention to the creation and management
of instance objects. Spring MVC based on Java is a popular
lightweightWebMVC pattern framework, which simplifies
our development through a request-response driving
model. MyBatis is a database interaction layer framework
used by many companies. MyBatis does not need JDBC
code to operate the database and result set. Simply con-
figure the mapping relationship in XML to complete the
mapping between database fields and Java entity class
attributes.

2.3. Analysis and Simulation Evaluation Analysis. )e
running efficiency of the algorithm can be evaluated by
the time and space resources required by the computer
when running the algorithm. )e time resource required
by the computer when running the algorithm is also
called the time complexity of the algorithm, which mainly

depends on the following factors: the time required for
the input of the algorithm data, the time required for the
algorithm to be compiled into an executable program,
and the time required for the computer to execute each
instruction, and the number of times to execute the al-
gorithm statement repeatedly. Since the first three factors
mainly depend on the performance of the device, it is
customary to use the number of times the algorithm
statement is repeatedly executed as the time complexity
of the algorithm. When comparing, generally do not care
about its precise measurement; only care about the order
of magnitude. In the actual environment, there is a more
convenient way to measure the time complexity of the
algorithm, for example, by comparing the time difference
before and after the execution of the algorithm on the
same machine.

)e storage space resource occupied on the computer
memory when running the algorithm is also called the
space complexity of the algorithm. )e space complexity of
the algorithm includes static storage space, storage space
required for the input and output data of the algorithm, and
variable storage space. )e static storage space is a fixed
part, and its size does not have a great relationship with the
needs of users, including the space occupied by the algo-
rithm code and the space occupied by variable constant
characters in the algorithm. )e storage space required for
the input and output data of the algorithm depends on the
problem to be solved. )e input and output data are passed
through the calling function, and the storage space they
need is not different due to the difference of the algorithm.
Variable storage space refers to some auxiliary space
temporarily generated when running the algorithm. )is
part has no great relationship with the algorithm itself but
is related to the auxiliary algorithm storage structure called
by the operating system to execute the algorithm. )ese
spaces are larger than those required by the algorithm itself
and are issues that require objective consideration. Because
of the rapid development of hardware technology, com-
puters have more and more storage space, and the limi-
tation of storage capacity has little effect on the algorithm.
When analyzing the running efficiency of the algorithm, we
cannot consider the space complexity of the algorithm
more and consider the time complexity of the algorithm
more, as shown in Figure 4.

)e value range of Brier Score is 0 to 1. )e lower the
score, the better the performance of the model. Brier Score
represents the error between the predicted probability and
the actual observation value. )at is, the probability of the
predicted logging statement level is the same as the actual
logging statement level. Probability prediction can assign a
very high probability correct logging statement level to
instance data or just assign the correct category with a
probability that is only slightly higher than the error level
probability to instance data. Brier Score is conducive to
identifying the ability of the classification model to accu-
rately predict the corresponding category in the former
case and can also explain the performance of the classifier
model in predicting the category compared to random
guessing.
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3. Result Analysis

3.1. Evaluation of Experimental Results. )e main work of
this paper is to use machine learning text classification
technology to implement a logging sentence level rec-
ommendation method. As an important source of expe-
rience for machine learning, this article selects the top 100
ranked GitHub and uses the logging statements in the Java

language project to build a classification model. )e AUC
and Brier Score performance results of the classification
models constructed by the three classic classification al-
gorithms are shown in Figure 5.

It can be seen from Figure 5 that the AUC of the three
classification algorithms is up to 0.815, and only 0.798
when the learning effect is poor. Although the experi-
mental dataset in this paper (25 GitHub projects) is
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Figure 3: Functional block diagram of automatic pronunciation correction system.
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different from the approximate study in the field of
logging statement-level recommendations (4 open
source projects), it is different from the AUC score in the
approximate study (0.75 to 0.81). In contrast, the ex-
perimental results of this article are generally equivalent
to them, with a slight advantage. Moreover, considering
that the increase in the number of items may lead to an
increase in the difference in the characteristics of logging
statements, the AUC score of 0.798 to 0.815 is sufficient
to illustrate that the text classification model constructed
in this paper can well overcome the uneven distribution
of cross-project machine learning predictions. And

regarding other challenges, it has a better performance in
distinguishing different levels of logging statements.

On the other evaluation standard, Brier Score, three
classification algorithms selected in this paper can reach
0.440 at the best time and 0.462 at the worst time. Compared
with the Brier Score of 0.44 to 0.66 in the approximate study,
it has better performance. It shows that, as a probabilistic
prediction algorithm, the machine learning model con-
structed in this paper has a high accuracy rate, which
provides a reliable guarantee for the correct recommenda-
tion of logging statement level.

It can be seen from the two evaluation indicators that the
decision tree is the best among the three selected algorithms.
In the ROC curve, one point that needs attention is (0, 1),
which represents FPR� 0 and TPR� 1, which means that
FN� 0 and FP� 0, and the classifier in this state can use all
the samples.)e datum is classified into the correct category,
which means that it is an ideal classifier.)erefore, the closer
the value of AUC to 1, the stronger the classification per-
formance of this classifier.

)is article conducted multiple samplings and then split
the sample data in the same way according to the ratio of 9 :1.
90% of the data was used for training, and the remaining data
was used as test data to verify the performance of the model.
Considering the influence of the number of data on the
performance of the classification model, this paper selects
from four to four representative sampling data of the ex-
perimental results for display, as shown in Figure 6, and the
number of logging statements for each sample data has been
Callout.

It can be seen from Figure 6 that when the number of
items decreases and the differences in the factors that affect
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the logging statement level become less, the method pro-
posed in this article performs excellent in both AUC and
Brier Score indicators. Compared with the test results on
multiple projects, the AUC of each sample experiment has a
certain degree of improvement, and it can reach 0.836 when
the performance is the best. Such a high value means the
distance between its ROC curve and the upper left corner. In
the process of classifying the log statements, it is likely to be
classified into the correct category, and the prediction results
of the model are very reliable. )e Brier Score indicator has
also made no small progress, from the lowest 0.440 on the
multi-project data set to the lowest 0.373, successfully below
0.4, and closer to 0, indicating that there is feature learning
on approximate regular data; the method proposed in this
paper can accurately predict the level of logging statements,
and the error in probability prediction is small.

3.2. Optimal Decision Tree Algorithm Handles Analysis
Mechanism Result Analysis. Aiming at the traditional ran-
dom forest classification algorithm and the random forest
classification algorithm optimized in this paper to optimize
the handle simulation mechanism in text classification, a
comparative experiment is conducted. )e experimental
data use all the data in the 20 news by date data sets, use the
training set in the data set to train the classifier, and use its
test set to evaluate the classification effect of the algorithm,
and the selection time of the evaluation indexes of the
performance of the two classification algorithms and the
accuracy rate of the algorithm prediction. )e time is the
time used by the algorithm to train the data set to obtain the
classifier and use the classifier to predict the test set for the
category result. )e prediction accuracy of the algorithm is
the ratio of the number of samples that the algorithm
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predicts the test samples to obtain the correct classification
result to the total number of test samples. Since the number
of decision trees in the random forest will have an impact on
the performance of the algorithm, when conducting a
comparative experiment on text classification using the
traditional random forest classification algorithm and the
random forest classification algorithm with the optimized
handle simulation mechanism in this paper, we should
ensure that the number of decision trees is excluded. Under
the same conditions except for others, choose different
numbers of decision trees for text classification. In the ex-
periment, choose the number of decision trees as 10, 30, 50,
100, 200, 300, 400, and other hyperparameters are the default
values for comparison experiments. In addition, in order to
eliminate the effect of randomness on the experimental
results, comparison experiments under the same number of
decision trees are conducted 10 times, and then the average
value of the 10 results is taken as the final result.

According to the experimental design, the text classifi-
cation experiment is carried out, and it is concluded that,
under different numbers of decision trees, the traditional
random forest classification algorithm and the random
forest classification algorithm with optimized handle sim-
ulation mechanism in this paper are used. )e time for text
classification is shown in Figure 7.

It can be seen from Figure 7 that the number of decision
trees in the random forest classification algorithm has a
certain impact on the time of text classification under the
two algorithms. As the number of decision trees in the
random forest classification algorithm increases, the two
algorithms are used for text classification. )e time spent is
increasing accordingly. Figure 7 lists the time to use two
algorithms for text classification under different numbers of
decision trees. Although the random forest classification
algorithm that optimizes the handle simulation mechanism
in this paper is more complicated than the traditional
random forest algorithm used in handle simulation,
according to the prediction training accuracy of the out-of-
bag data, each decision tree is given a certain weight. When
the handle simulation is performed, it is not just outputting
the category of the sample, but the probability that the
sample belongs to each category. )ere is no significant
increase.

)e traditional random forest classification algorithm
and the random forest classification algorithm with opti-
mized handle simulation mechanism in this paper are used
for text classification experiments. )e prediction accuracy
of the two algorithms is shown in Figure 8.

It can be seen that the number of decision trees in the
algorithm has a greater impact on the accuracy of the al-
gorithm. Generally speaking, the larger the number of de-
cision trees, the higher the accuracy of the algorithm
prediction. In the case of different decision tree numbers, the
prediction accuracy of the random forest classification al-
gorithm using the optimized handle simulation mechanism
in this paper is improved to a certain extent compared with
the traditional random forest algorithm. Combining the
time comparison used in the text classification experiment
using the two algorithms in Figure 8, the random forest

classification algorithm that optimizes the handle simulation
mechanism in this paper improves the prediction accuracy
of text classification on the basis of almost no increase in
time resources, compared with the traditional Random
forest algorithm that has higher performance. In addition,
the prediction accuracy of the two algorithms has not
reached a high level, which is related to the use of default
values for the hyperparameters of the algorithm except for
the number of decision trees, which also illustrates the
importance of optimizing the hyperparameter values of the
algorithm.

3.3. Handle Simulation Result Analyses. )e design com-
parison experiment proves that combining the optimized
handle simulation mechanism and the proposed hyper-
parameter optimization algorithm has improved the effec-
tiveness of the traditional random forest algorithm. Because
the values of the number of decision trees and the number of
feature attribute subsets in the random forest algorithm have
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a great influence on the performance of the random forest
algorithm, these two hyperparameters are selected in the
experiment. First, the proposed hyperparameter optimiza-
tion algorithm is used to find the hyperparameter optimi-
zation value of the random forest algorithm with the
optimized handle simulation mechanism, then two text
classifications are performed, and the first time the hyper-
parameter optimization value of the random forest algo-
rithm with the optimized handle simulation mechanism is
used to perform text classification For the second time, the
traditional random forest algorithm hyperparameters use
default values for text classification.

Using a random handle simulation algorithm to perform
hyperparameter handle simulation, the experimental results
of random handle simulation are shown in Figure 9. Figure 9
is a scatter plot of three-dimensional coordinates, where the
x and y coordinates represent the number of decision trees
and the number of features in the feature attribute subset,
respectively, and the z coordinate is the evaluation index of
the experimental algorithm, that is, the average score of the
scores on the test set. Each point corresponds to the score on
the test set under the condition that the hyperparameter
value is taken.

It can be seen from Figure 9 that, in the case where the
number of decision trees and the number of features in the
feature attribute subset are different value combinations, the
score on the test set is significantly different. When the
number of decision trees is small and the number of features
in the subset of feature attributes is large, the score on the
test set is significantly lower. If only one of the number of
decision trees and the number of features in the subset of
feature attributes is considered, basically the greater the
number of decision trees, the higher the score on the test set;
the smaller the number of features in the subset of feature
attributes, the higher the score on the test set high.
According to the results, the best five sets of experimental
hyperparameter values are shown in Figure 10.

Results of random handle simulation are analyzed to
determine the number of grid handle simulation. By ana-
lyzing the five sets of hyperparameter value combinations in
Figure 10, it can be seen that the first set of experimental
results is significantly better than the other four sets.
According to the algorithm proposed above, the hyper-
parameter values of the five sets of results are similar in
performance. )e gap is large, and a grid handle simulation
is performed around the optimal value.)at is, only one grid
handle simulation is needed near k� 279 andm� 3. Carry on
the grid handle simulation to get the final hyperparameter
value. Set the hyperparameter range of the grid handles
simulation algorithm. )e range of k is 250≤ k≤ 340, the
step size is 10, the range ofm is 2≤m≤ 6, and the step size is
1. )e handle simulation result of the grid handles simu-
lation algorithm, as shown in Figure 11. Figure 11 is a graph
under three-dimensional coordinates, where the x coordi-
nate and the y coordinate represent the number of decision
trees and the number of features in the feature attribute
subset, and the z coordinate is the evaluation index of the
experimental algorithm, that is, the average score of the
score on the test set. )e points on each grid represent the

score of the algorithm on the test set when the number of
decision trees and the number of features in the subset of
feature attributes are the corresponding horizontal and
vertical coordinates. Connect each point in a line to form a
grid-like graph. Different colors are used to distinguish the
score of different test sets. )e transition from dark blue to
red corresponds to the high to low score on the test set.
According to the results of the grid handle simulation, the
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optimal value of the hyperparameters of the algorithm is
obtained, k� 270, m� 2, and the mean value of the score is
the highest at 0.8362.

After text-processing the data set and expressing it as a
data set suitable for training the classifier, the random forest
algorithm that performs the traditional random forest al-
gorithm and the optimization method of the handle sim-
ulation mechanism based on weighted handle simulation
proposed in the paper are used for text classification, ex-
perimental algorithm comparison experiment. Using time
and algorithm prediction accuracy as indicators to evaluate
the performance of the two algorithms, the experimental
results can be concluded by analyzing the experimental
results. )e random forest algorithm proposed in this paper
based on the optimization method of the handle simulation
mechanism based on weighted handle simulation has more
advantages than the traditional random forest classification
algorithm.

4. Conclusion

In this paper, through the improved decision tree algorithm,
multimedia English-assisted handle parsing and simulation
are studied. After analyzing the research status, the vacancies
in the current price segment pronunciation error detection
research field are summarized, and a classification error
detection model method based on machine learning algo-
rithms is proposed. To solve the pronunciation problem
caused by the learner’s pronunciation is not standard, so as
to make more intuitive suggestions for the learner’s pro-
nunciation. A random forest model that optimizes the
handle simulation mechanism is proposed. Handle simu-
lation weight of each decision tree is obtained by the clas-
sification correct rate of the decision tree. )e probability
that the output sample belongs to each class when deciding
on the sample result is determined. )e output of the de-
cision tree is used. )e class probabilities and the weight of
the decision tree are weighted to simulate the handles to

obtain the handle simulation of samples belonging to each
class, and the final classification result is obtained. Design
text classification experiments to compare the traditional
random forest algorithm and the random forest algorithm of
the optimized handle simulation mechanism proposed in
this paper. )e analysis of the experimental results proves
that the random forest algorithm of the optimized handle
simulation mechanism improves when the acceptable time
complexity increases. )e handle simulation ability of the
algorithm is improved, and the purpose of improving the
classification performance is achieved.
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Online education has developed rapidly due to its irreplaceable convenience. Under the severe circumstances caused by COVID-
19 recently, many schools around the world have delayed opening and adopted online education as one of the main teaching
methods. However, the efficiency of online classes has long been questioned. Compared with traditional face-to-face classes, there
is a lack of direct, timely, and effective communication and feedback between teachers and students in the online courses. Previous
studies have shown that there is a close and stable relationship between a person’s facial expressions and emotions generally. From
the perspective of computer simulation, a framework combining a face expression recognition (FER) algorithm with online
courses platforms is proposed in this work. ,e cameras in the devices are used to collect students’ face images, and the facial
expressions are analyzed and classified into 8 kinds of emotions by the FER algorithm. An online course containing 27 students
conducted on Tencent Meeting is used to test the proposed method, and the result proved that this method performs robustly in
different environments. ,is framework can also be applied to other similar scenarios such as online meetings.

1. Introduction

Facial expression is one of the most powerful, natural, and
universal signals for human beings to convey their emotional
states and intentions regardless of national borders, race,
and gender [1, 2], and there were multitudinous related
applications such as the health management [3], aided
driving [4, 5], and others [6–9]. In the earlier researches on
facial expressions of emotion, Ekman and Friesen argued
that human beings perceive certain basic emotions in the
same way regardless of their cultural background, and they
defined the typical facial expressions into 6 categories: anger,
disgust, fear, happiness, sadness, and surprise [10, 11]. Based
on studies of Ekmanand Friesen, Ekman andHeider [12–14],
Matsumoto [15] provided enough proofs for another uni-
versal facial expression, contempt. Additionally, FER2013
[16], a large-scale and unconstrained database introduced in
the ICML 2013 Challenges in Representation Learning,

labeled its facial images into anger, disgust, fear, happiness,
sadness, surprise, and neutral, which has been widely used in
designing facial expression recognition (FER) systems. In
subsequent researches, although researchers introduced
many models that can provide a wider range of emotions to
deal with the complexity and subtlety of facial expressions
[17–20], the classification that describes basic emotions
discretely is still the most widely used method in FER due to
its generality and intuitive definition of facial expressions
[21], and Figure 1 displays the 8 basic facial expression
phenotypes from datasets CK+ [22] and FER2013 [16].

For determining facial expressions, Ekman and Friesen
[23] proposed a Facial Action Coding System (FACS) for
determining facial expressions, which is based on a fact that
expressions result from the change of facial parts. With the
assistance of the computers, more advanced methods have
been proposed during the last decades [24], and the feature
points can be seen in Figure 2.
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With the development of artificial intelligence and deep
learning, numerous FER algorithms have been proposed to
deal with the expression information in facial representa-
tions, which has improved the accuracy of recognition
gradually and achieved better performance than traditional
methods [26, 27]. ,e tasks of FER can be mainly divided
into two categories: static images (represented by photo-
graphs) [28–30] and dynamic sequence (represented by
videos) [31–33] that take the dynamic relationship between
the continuously changing images into account and there-
fore pose additional challenges than the former. In addition
to the vision-basedmethods, other biometric techniques [34,
35] can also be adopted to assist the recognition of
expression.

Sufficient labeled training databases that include as many
variations of the populations and environments as possible
are important for researchers to design and test a FERmodel
or system; the existing databases are mainly divided into
controlled and uncontrolled. On one hand, the controlled
databases, represented by CK+ [22], Jaffe [36], and MMI
[37], are collected from laboratory environments with suf-
ficient light and simple backgrounds. Nowadays, because
most actual scenes are complex and changeable due to
factors such as lighting, FER in laboratory or controlled
environments is generally considered to be of little practical
significance and used mainly for the proof of concept of
features extraction and classification methods. On the other
hand, the uncontrolled databases, such as FER2013 [15] and
AFEW [38], are collected from complex environments with
vastly different backgrounds, occlusions, and illuminations;
these scenes are more similar to the actual situations and
have been increasingly used in more and more researches.

Limited by the hardware and insufficient processing
capability, the majority of the traditional methods for FER

employed hand-craft features or shallow learning, such as
local binary patterns (LBP) [28] and nonnegative matrix
factorization (NMF) [39]. With the development of pro-
cessing capabilities and computer simulation, all kinds of
machine learning algorithms, such as Artificial Neural
Networks (ANNs), Support Vector Machines (SVM), and
Bayesian classifiers, were applied to FER, and the high ac-
curacy has been verified in controlled environments so that
the faces can be detected effectively. However, these methods
were weak in generalization ability while this is the key to
evaluate the practicality of a model [40]. Deep learning
algorithms can solve this problem, and it is also robust in the
uncontrolled environments. Recent works have shown that
convolutional neural networks (CNNs), because of their
effectiveness in feature extraction and classification tasks,
performed well in addressing the computer vision problems
especially in FER [41, 42], and numerous models based on
CNN structure are proposed constantly and have achieved
better results than previous methods. Simonyan and Zis-
serman [43] adopted an architecture of very small (3× 3)
convolution filters to conduct a comprehensive evaluation of
networks with increasing depth and the two best-performing
ConvNet models were available publicly to facilitate the
further research in this field. By increasing the depth and
width of the network while keeping the computational
budget constant, Szegedy et al. [44] introduced a deep
convolutional neural network architecture named “Incep-
tion” in which the utilization of the computing resources can
be improved significantly, and Jahandad et al. [45] worked
on 2 convolutional neural network architectures (Inception-
v1 and Inception-v3) based on “Inception” and proved that
these 2 models performed better than others, and Inception-
v1 with 22-layer-deep network performed better than
42-layer-deep Inception-v3 network when facing low-res-
olution input images and 2D images of signatures; however,
Inception-v3 outperformed in ImageNet challenge. ,e
general trend of neural networks is to increase the depth of
the network and the width of layer. In theory, the deeper the
neural network models, the stronger the learning capabil-
ities, but the more difficult to train. He et al. [46] proposed a
residual learning framework to reduce training difficulty of
deeper networks and proved thoroughly that these residual
networks are easier to optimize while increasing accuracy
from the considerably increased depth. In addition, a part of
researchers proposed that the accuracy of recognition can be
further improved by combining CNNs with recurrent neural
networks (RNNs) in which the CNNs are adopted as the
inputs to RNNs [47, 48].

During the past decades, online education has developed
rapidly whether at universities or training institutions [49],
which offers potential application opportunities for FER.

Figure 1: Basic facial expression phenotypes from CK+ and FER2013: from left to right are anger, contempt, disgust, fear, happiness,
neutral, sadness, and surprise.

Figure 2: Facial analysis points used for facial expression [25].
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Significantly different from the traditional face-to-face
courses, online courses are often considered of less con-
straining force and effective communication, which will
inevitably lead to faculty’s suspicions towards this novel
educational method [50, 51] while there are several studies
that argue that the students’ learning outcomes achieved by
online education may be comparable to traditional face-to-
face courses [52, 53], except for the skills that require op-
timum precision and a greater degree of haptic awareness
[54]. It is undeniable that the rapid growth of online edu-
cation can effectively provide the convenience and flexibility
for more students, so it also has broad development space in
the future; therefore, how to ensure that students keep the
same level of concentration and learning efficiency as the
traditional courses during online education is critical to
promote the further development of online education.

In brief, the main contribution of this paper is as follows.
By combining the existing online education platforms with
facial expression recognition model based on the architec-
ture of convolutional neural network, this work proposed a
framework that enables real-time monitoring of students’
emotions in online courses and ensures that the feedback
expressed by facial expression can be provided to teachers
timely, so that they can flexibly adjust the teaching programs
and ultimately improve the quality and efficiency of online
education.

2. Proposed Framework

,e framework mainly consists of two parts: online courses
platforms, in this paper we took Tencent Meeting as an
example for mode testing, and a deep learning model based
on CNN, inspired by Kuo et al. [27], before which it is noted
that the original images collected from online courses need
to be preprocessed, including face detection, alignment,
rotation, and resize, according to the different elements in
the original images. Figure 3 exhibits the process of the FER,
and the detailed steps of the proposed framework are as
follows: first, the cameras built in the electronic devices are
utilized to capture the facial images of the attending stu-
dents. Second, the facial expression recognition algorithm
trained by the standard facial expression database is
employed to detect the faces and classify the facial expres-
sions in terms of anger, disgust, fear, happiness, sadness,
surprise, contempt, and neutral. ,ird, the histogram of
probability distribution about the expression is plotted and
provided for the teacher so that the teaching plan can be
adjusted timely.

2.1. Online Education Platforms. ,e advances in techno-
logical delivery modalities have spawned a large number of
online education platforms and greatly improved the flex-
ibility of education, enabling teachers to adopt diverse
technical methods to assist teaching without worrying about
the limit on the number of students in traditional classroom-
based course, and students in different regions can com-
municate in real time without having to consider the traffic
and other issues. ,e same teaching materials as traditional

classes can be uploaded to these platforms for students’
reference. Currently, in platforms that have online teaching
functions, such as DingTalk, Zoom, and Rain classroom,
teachers can adopt the method of video meeting and take
advantage of the camera built in devices to capture and
recognize students’ facial expressions in real time. ,e
captured images will be preprocessed and then used as the
input of CNN.

2.2. 'e Preprocessing Based on IntraFace. Effective pre-
processing can reduce the interference of face-like objects in
the background when detecting faces in an image and then
standardize the face images according to the heuristic
knowledge, which will effectively improve the efficiency of
the deep learning model. We employed IntraFace [55], a
publicly available software package that integrates algo-
rithms for facial feature tracking, head pose estimation,
facial attribute detection, etc., as the tool of preprocessing.
As shown in Figure 4, IntraFace can also be used to detect
multiple faces at the same time. ,e key features of each face
including eyebrows, eyes, nose tip, and mouth can be rec-
ognized effectively, and the facial expression can be detected
by rectangular outlines accordingly; these outlines are
constructed by the feature points at the edge of every face,
including the uppermost and the lowermost, which deter-
mined the vertical width, and the rightmost and the leftmost,
which determined the horizontal width of the face image. In
order to prevent the omission of facial information while
reducing the noise of background, we enlarge the rectan-
gular outlines by 1.05 times to cover more facial content.
Furthermore, considering that the size of images input into
the learning model is preset to 48× 48, the detected images
will be rotated with nose tip as the center and resized ap-
propriately to make it consistent with the input size.

2.3. 'e Learning Model Based on CNN. ,e architecture of
the applied deep learning model based on CNN is illustrated
in Figure 5, which referred to the research results proposed
by Kuo et al. [27], and the prior performance of this model in
FER over the other similar has also been proven. After a
convolutional layer of 32 feature maps, the input layer is
followed by 2 blocks, which consists of 2 convolutional layers
and 1 max-pooling layer with 64 feature maps separately.
And the size of kernels in the first convolutional layer is set
to 3× 3, the second is 5× 5, the max-pooling layers both
consist of a kernel of size 2× 2 and stride 2, and as a
consequence, the input image will be compressed to a
quarter. And there are 2 following fully connected layers of
2048 and 1024 neurons, respectively, in which Rectified
Linear Units (ReLUs) [56–59] are adopted as the activation
function. In order to prevent overfitting, a Dropout is added
after each of the 2 fully connected layers, which will release a
part of neurons according to the presetting drop-probability;
in this paper, the 2 values are both set to 0.5. ,e following
output layer is composed of 8 units, and softmax [60] is
adopted as the activation function to classify the expressions
examined in terms of anger, disgust, fear, happiness, sadness,
surprise, contempt, and neutral.

Complexity 3



,e proposedmodel was trained by databases Jaffe, CK+,
and FER2013 that include the above 8 basic expressions at
the same time. Because the small FER databases usually only
contain a few hundreds of images, obviously this is not
enough for model training; we adopt online augmentation
strategy with both horizontal flipping and random shifting
to increase the images of training sets. More details about the
CNN model are given in Table 1.

And in this model, the output size N of each con-
volutional layer can be formulated as

N �
I − F + 2P

S
+ 1, (1)

where I, F, P, and S denote the input size, kernel size,
padding size, and stride size, respectively.

In each max-pooling layer, the padding size is 0, and the
output size can also be expressed as

N �
I − F

S
+ 1. (2)

Rectified Linear Units (ReLUs) are adopted as the ac-
tivation function in the convolutional layers and max-
pooling layers to avoid gradient explosion and ensure faster
convergence speed during the back-propagation operation,
which can be formulated as

f(x) �
0, x≤ 0;

x, x> 0.
 (3)

Softmax is used as the activation function in the
output layer, the input of which is the matrix zi � wT

i x + bi

Alignment

Rotation

Resize

Results

CNN model

C
on

v 
0

32

48 48

64 64

64 64
64

12
2048 1024 8

24 24
48

C
on

v 
1-

1

C
on

v 
1-

2

Po
ol

in
g 

1

C
on

v 
2-

1

C
on

v 
2-

2
Po

ol
in

g 
2

Fi
na

l f
ea

tu
re

m
ap

Fully
connected 2

dropout
(ReLU)

Fully
connected 1

dropout
(ReLU)

Fully
connected 3

(softmax)

Face detectionInput face image

Figure 3: ,e process of FER.

Figure 4: Automatic output of IntraFace to measure audience reaction [55].
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output from the fully connected layers. ,e formulation is
given as

Si �
e

zi


K
k�1e

zk
, (4)

where K represents the output dimensions of the layer,
meaning there are K kinds of results, and Si represents the
probability of result i, i � 1, 2, . . . , K.

And Softmax loss, which is used for gradient derivation
and update, can be calculated by the following:
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where L denotes the loss function and yi is the label variable,
the value of which is 1 or 0 according to whether the output
is consistent with the actual value.

3. Experiment and Results

In order to test the performance of the proposed framework
in practical applications, we captured an image that includes
27 people from an online meeting held on Tencent Meeting
and input it into the CNN model. ,is image is taken before
the end of the meeting; the moderator was making a con-
cluding speech in a pleasant atmosphere. In addition, ev-
eryone was told that the meeting was coming to an end,
according to the experiment conducted by Tonguç and
Ozkara [61], students’ happiness will be significantly im-
proved within a few minutes before the end of a lecture, so
under the similar circumstance, it can be inferred that the
emotions presented by most of the faces in this image are
happy or neutral. Figure 6 shows the input (left) and output
(right) images of the CNNmodel. It can be seen clearly from
the result that all the faces were recognized and marked by
the rectangular outlines, and the responding facial expres-
sions were also labeled. In the total 27 faces, 10 were labeled
“happy,” 15 were labeled “neutral,” and 2 were labeled “sad,”
noting that the 2nd image in the last line and the 3rd image in
the 4th line from last, marked by red outlines, were not
detected by the outlines precisely; the reason may be that the
2 face images are so incomplete that the features presented
are too insufficient to recognize. Figure 7 shows the prob-
ability distribution histogram of emotions, from which we
can observe the overall emotions intuitively and judge the
emotional state of class accordingly. It is worth noting that
the probability of happiness is significantly higher than that
of neutral in this figure, while the faces labeled “happy” are
less than “neutral” as exhibited in Figure 6. ,e difference
can be explained as follows: there may be features of multiple
expressions on a face at the same time; the expression
presented on this face will be labeled according to the most
likely expression decided by these features, but the overall
expression of an image including multiple faces is decided by
the sum of various expression features contained in each
face. In some faces that are marked as “happy,” the prob-
ability of happiness may be much higher than neutral, while
in some faces that are marked as “neutral,” the probability of
happiness may be only slightly lower than neutral. Overall,
the result of this experiment can provide favorable support
for the performance of the model when applied to real
environment.

Table 1: ,e parameters of the applied CNN model.

Layers Kernel number Kernel size Steps Image size
Input 0 0 None 48× 48×1
Convolutional 0 32 1× 1 1 48× 48× 32
Convolutional 1-1 64 3× 3 1 48× 48× 64
Convolutional 1-2 64 5× 5 1 48× 48× 64
Pooling 1 0 2× 2 2 24× 24× 64
Convolutional 2-1 64 3× 3 1 24× 24× 64
Convolutional 2-2 64 5× 5 1 24× 24× 64
Pooling 2 0 2× 2 2 12×12× 64
Fully connected 1 Dropout� 0.5 1× 1× 2048
Fully connected 2 Dropout� 0.5 1× 1× 1024
Output 0 0 None 1× 1× 8
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4. Conclusion and Discussion

In this study, by combining the online courses platforms and
a compact deep learning model based on the architecture of
CNN, we construct a framework to analyze students’
emotions according to their facial expressions from the
perspective of computer simulation.,e overall result can be

presented in a histogram intuitively, and teachers can adjust
their teaching strategies accordingly to improve the effi-
ciency of online teaching.

With reference to the studies of Ekman et al. and
FER2013, the emotions were classified into anger, disgust,
fear, happiness, sadness, surprise, contempt, and neutral in
the proposed framework. To verify the applicability of this

Figure 6: ,e input (a) and output (b) images of the FER model.

Anger Disgust Fear Happiness Sadness Surprise Neutral Contempt
0

0.1

0.2

0.3

0.4

0.5

0.6

Po
ss

ib
ili

ty

Figure 7: ,e probability distribution of emotions.
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framework in a real environment, we captured an image
including the facial images of all participants at one time in a
real online meeting; there were 12 participants in this
meeting, and the captured time was determined at the end of
meeting. A total of 12 faces were captured, of which 11 were
effectively recognizable faces that contain enough feature
points. By inputting this image into the applied CNNmodel,
we obtained the emotional tags for each valid face and got
the overall emotion at that time. It has been proved that the
framework has good applicability in practical activities and
plays a positive role in solving the problems, such as the lack
of binding force on students, and teachers cannot get timely
feedback. Ultimately, it will contribute to improving the
quality of online education.

Despite the above benefits, there is still much room for
improvement in this framework and its applications. From
the perspective of technologies, with the development of
computer simulation, algorithms with better performance
and shorter operation time, including preprocessing and
deep learning models, will be continuously developed over
time. For instance, the image preprocessing contains face
detection, alignment, rotation, and resize, but when facing
problems, such as backlight, shadows, and facial incom-
pleteness, caused by complex environments, these current
methods are always powerless, and these shortcomings may
be solved in the future. What is more, although the CNN
model in the proposed framework currently performs well, it
will be replaced by models with higher learning capabilities
and higher classification accuracy in the future. In order to
ensure the competitiveness of the framework in a longer
period, it needs to be adjusted and maintained regularly, and
more advanced algorithms and technologies should be
adopted to update it.

In addition, with a large number of participants in the
online courses, we have no way to ensure that everyone
keeps the high level of concentration, and then students’
expressions may not fully represent their emotions due to
these subjective factors. Taking measures like setting
thresholds can filter out some invalid information and
highlight the main emotions in the image. Finally, the
teaching efficiency can be improved as a result.
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+is paper proposes an innovative ducted fan aerial manipulator, which is particularly suitable for the tasks in confined en-
vironment, where traditional multirotors and helicopters would be inaccessible. +e dynamic model of the aerial manipulator is
established by comprehensive mechanism and parametric frequency-domain identification. On this basis, a composite controller
of the aerial platform is proposed. A basic static robust controller is designed via H-infinity synthesis to achieve basic performance,
and an adaptive auxiliary loop is designed to estimate and compensate for the effect acting on the vehicle from the manipulator.
+e computer simulation analyses show good stability of the aerial vehicle under the manipulator motion and good tracking
performance of the manipulator end effector, which verify the feasibility of the proposed aerial manipulator design and the
effectiveness of the proposed controller, indicating that the system can meet the requirements of high precision operation
tasks well.

1. Introduction

In recent years, the application of unmanned autonomous
robots is increasingly diverse, and the interaction between
the autonomous robot system and the environment is de-
veloped from information interaction (such as sound, light,
picture) to physical interaction (replacing manpower to
complete operation work) [1]. On the one hand, using
autonomous robots for operation work can greatly save
labor costs and significantly improve work efficiency; on the
other hand, it can liberate people from heavy labor, espe-
cially the labor in dangerous and harmful environments. At
present, some ground mobile robots have been applied to
postearthquake rescue [2], some underwater robots have
been applied to oceanic biological sample collection [3], and
some space robots have been used in space exploration [4].
Although ground mobile robots, underwater robots, and
space robots have been widely used, the application of aerial

robots is still in its infancy all over the world. +e current
unmanned aerial vehicles play an important role in moni-
toring activities, such as aerial photography and high-voltage
line inspection [5], but do not have the ability to physically
interact with the environment. However, the aerial opera-
tion robot (aerial manipulator) has great application value in
the following three aspects: (1) replacing manpower to
complete dangerous tasks, such as urban antiterrorism and
high-rise building firefighting [6]; (2) replacing manpower
to improve efficiency, as in wide-area scientific examination
and collection [7]; (3) replacing manpower to reduce costs,
as in infrastructure maintenance and remote operation in
complex environment [8].

+e configuration of the aerial robot commonly consists
of an aerial platform and an operationmanipulator, but their
combination brings completely new features to the system.
+e main challenges in the aerial robot system design in-
clude two aspects. First, since the aerial robot usually works
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in confined spaces that require operation, it should have high
traffic ability and contact ability with the complex envi-
ronment. Under this premise, it also should have as large
operating payload as possible. Second, there is a serious
coupling effect between the aerial platform and the robot
arm, which makes the system face enormous challenge in
terms of stability and manipulation accuracy, and physical
contact and manipulation further exacerbate it. +e research
of aerial robots has begun to attract worldwide attention
since 2010, and the representative work includes AIRobots
Project [9], ARCAS Project [10], AEROWORKS Project
[11].

In respect to structure, most of aerial robots use heli-
copter or multirotor as aerial platform. Yale University
designed a helicopter with a single DOF (degree of freedom)
underactuated gripper, as shown in Figure 1(a), and studied
the quasi-static compliance control problem during the
grabbing process through PID control method [12]. Uni-
versity of Drexel also used helicopter as base platform to
expand the 1-DOF gripper into a multi-DOF manipulator
and completed the grasping and placement tasks of cylin-
drical objects [13]. National Taipei University of Technology
designed a small quadrotor with a 2-DOF manipulator and
carried out simulation analysis of kinematic control in 2D
plane based on a simplified vector model [14]. University of
Seville designed a dual-arm system based on quadrotor, as
shown in Figure 1(b), which expands the maneuvering range
and enables more complex operations [15]. However, be-
cause of the inherent characteristics of open rotor, the he-
licopter or multirotor structure is unable to interact with the
environment closely, and the arm can only manipulate
objects above [10] or below [12], which greatly limits the
application scenarios. In order to grab the target side-on,
Johns Hopkins University proposed a very long arm to avoid
the rotor disc of the quadrotor platform [16], but the changes
in the center of mass and moment of inertia caused by the
long arm exert serious impacts on the stability and effective
payload of the system. Compared to helicopter and multi-
rotor, ducted fan has greater thrust in a more compact
structure [17], having contact capability and increasing the
payload of the system, which is more suitable as the platform
of an aerial robot. Figure 2 shows the comparison of flight
area requirements of different types of aerial robots near a
wall (namely, our innovative ducted fan aerial robot,
quadrotor, and helicopter). It can be seen that, under the
same effective load, ducted fan aerial robot can be closer to
the target and operate it from side-on with a smaller joint
motion range and can pass narrower confined space and be
safer. University of Bologna completed a series of studies on
contact dynamics of the single ducted fan with vertical wall
[18], but their platform cannot carry the manipulator due to
the payload and controllability limitations.

With regard to control, because of the serious coupling
between aerial platform and manipulator, on the one hand,
the manipulation process will have three effects on the
aerial platform: (1) the effects of the manipulator gravity,
and the gravity moment caused by the noncoincidence of
the center of mass between the aerial vehicle and the
manipulator, (2) the inertia force and moment generated

by manipulator dynamics, and (3) the impact of the ex-
ternal environment during contacting and operating; on
the other hand, the drift of the aerial platform also affects
the positioning accuracy of the end effector [19]. Some
studies ignored the existence of manipulator and only
considered the aerial vehicle [20], and some tried to im-
prove the robustness of the aerial vehicle basic controller to
ensure system stability [21–23], but both of them are only
suitable for small size arm (e.g., lightweight 1-DOF gripper)
and lightweight object. DLR in [20] proposed an imped-
ance controller to stabilize the system in the presence of
external forces, ignoring the coupling effects between the
aircraft and the arm by limiting the motion of the arm.
Shenyang Institute of Automation of CAS in [23] designed
a linear LQR controller of a helicopter with 1-DOF arm.
+e simulation results show that the controller has good
performance when the arm moves in a small range near the
equilibrium point, but the LQR controller cannot stabilize
the system when the swing range of the arm is relatively
large. AGH University of Science and Technology con-
sidered the change in the system’s center of mass caused by
the arm movement and compensated for the influence
through variable-parameter PID control to achieve sys-
tem’s stability [24], while the University of Pennsylvania
considered the impact of the payload acting on the system’s
center of mass [25]. +e University of Seville designed a
controller to compensate for the change of both the center
of mass and the moment of inertia when the arm is in
different positions, but the dynamic characteristics of the
arm are not considered [26]. +e University of Naples
Federico II designed a Cartesian space impedance con-
troller based on the integrated dynamic model of the aerial
manipulator, which fully considered the coupling effect
between the aerial vehicle and the robot arm [27]. However,
the controller is highly dependent on the model and has a
complicated structure, which is not easy in practice.

Based on the discussion above, the contribution of this
paper mainly includes two parts. First, an innovative aerial
manipulator based on tandem ducted fans is proposed,
which has both great trafficability and effective payload. +e
dynamic model of the aerial manipulator is established by
comprehensive mechanism and parametric frequency do-
main identification. Owing to the small lateral size, the aerial
manipulator can easily realize the omnidirectional manip-
ulation of side-on and below and is particularly suitable for
the tasks in confined environment, where traditional mul-
tirotor and helicopter would be inaccessible. +e application
aims of this novel design are canopy sampling in dense
forests and insulator lubricating in dense high-voltage wires.
Second, a composite controller of the aerial platform is
proposed, considering and compensating for both the static
and the dynamic disturbances of the manipulator on the
vehicle. A basic static robust controller is designed via
H-infinity synthesis for basic performance, and an addi-
tional adaptive loop is designed for disturbance estimation
and compensation from the manipulator to improve the
platform stability and the end effector tracking accuracy.+e
computer simulations verify the effectiveness of the pro-
posed controller.
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+e organization of this paper is as follows. In Section 2,
the structure of the innovative ducted fan aerial manipu-
lator is introduced and the dynamic model is established.
+en, based on the dynamic model, a control-oriented state
space model of the aerial platform is derived based on
parametric identification to facilitate the controller design.
In Section 3, the basic robust controller and the adaptive
auxiliary controller are designed and analyzed in detail. In
Section 4, the simulation results and analysis of the pro-
posed controller are carried out. Finally, some conclusions
are drawn in Section 5.

2. Modeling of the Ducted Fan
Aerial Manipulator

2.1. System Description. +e configuration of the proposed
aerial manipulator mainly includes two ducted fan systems
with coaxial rotors, two sets of control rudders, a 3-DOF
manipulator, the control unit, and the landing gears, as
shown in Figure 3. +e pitch channel of the vehicle is
controlled by the thrust difference between the front and the
rear ducted fans, which is caused by the difference of rotor
speed; the roll channel is controlled by the rudder systems
setting below the duct; the yaw channel is controlled by the
reaction torque difference between the upper and lower
rotor disc. +e total mass of the aerial vehicle is 4.6 kg, with
an effective payload of 2 kg.+emanipulator weight is 0.9 kg,
with a max grasping weight of 0.5 kg. +e parameters of the
system are detailed in Table 1, where the mass and the
structural dimension parameters of the platform are mea-
sured directly, and the moments of inertia and the effective

(a) (b)

Figure 1: Examples of aerial robots. (a) Yale University. (b) University of Seville.

Figure 2: Comparison of flight area requirements of different types
of aerial robots.

Battery

Rear coaxial ducted fan

Front coaxial ducted fan

Front rudder system

Rear rudder system

Landing gears

3-DOF manipulator

Control system

Figure 3: +e configuration of the novel aerial manipulator.

Table 1: Structural parameters of the system.

Parameter Physical description Value
mb Vehicle mass (including battery) 4.6 kg
mr Manipulator mass 0.9 kg
mgrasp Max grasping mass 0.5 kg

Ixx
Inertia tensor of the vehicle around

x-axis 0.092 kg·m2

Iyy
Inertia tensor of the vehicle around

y-axis 0.283 kg·m2

Izz
Inertia tensor of the vehicle around

z-axis 0.245 kg·m2

pcd
Distance between duct center and CG of

vehicle 0.32m

D Duct diameter 0.33m

Sx
Vehicle effective resistance area around

x-axis 0.034m2

Sy
Vehicle effective resistance area around

y-axis 0.127m2

Sz
Vehicle effective resistance area around

z-axis 0.133m2

n Blade number of each disc 4
c Blade chord length 0.027m
θ0 Attack angle at the root of blade 35 deg
θrw Torsion rate of blade 18 deg
σ Blade tip clearance 0.001m
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resistance areas along three axes of the vehicle are estimated
by the CATIA® 3D model. +e airfoil used in the prototype
is NACA 0012, and the airfoil parameters can be obtained
from [28]. +e manipulator is installed on the center of the
vehicle body and has 3 DOF (one lumbar joint, one shoulder
joint, and one elbow joint) to reach any position in 3D space.
+e end effector is a gripper, and, from the perspective of our
application purpose, the posture of the gripper is not
considered. +e parameters of the arm are described using
standard D-H (Denavit–Hartenberg) method [29], as shown
in Table 2.

+e hardware of control unit is shown in Figure 4. +e
on-board controller is Emlid® Navio2 based on Rasp-
berry Pi® 3, which integrates dual IMU module, GPS
module, barometer module, and 14 PWM output
channels. +e rotors are driven by four GARTT®motors,
and the motors are driven by HOBBYWING® ElectronicSpeed Controllers (ESC), which are controlled by the
main controller via PWM signals. Each duct system has
two sets of control rudders, which are driven synchro-
nously by one KST® servo. +e servos are also controlled
by PWM signals from the main controller. +e
Dynamixel® XH430 servo is chosen as arm joint servo,
since it has both position control mode and torque
control mode and has feedback function of actual po-
sition, velocity, and torque of the joint. +e on-board
main controller communicates with the ground station
through the 3DR® radio telemetry.

2.2. Dynamic Model. +e coordinate system of the aerial
manipulator is introduced in Figure 5. +e aerial manipu-
lator is modeled as a multibody system consisting of four
interconnected rigid bodies. Let Σ be the earth-fixed Car-
tesian coordinate frame following the north-east-down
rules, Σb be the vehicle body-fixed coordinate frame at the
center of mass of the vehicle, Σ0 be the manipulator base-
fixed coordinate frame, and Σi (i= 1, 2, 3) be the coordinate
frame of each link of the manipulator following the D-H
rules. Notice that Σ0 coincides with the origin of Σb, only
rotated 90° around the Zb axis. In the following, the su-
perscript imeans that the variable is related to the coordinate
system Σi.

+e dynamic formulation is established using iterative
Newton–Euler method [29], which is widely used in dy-
namic modeling [30, 31]. First, give the definition of the
motion states of the system. Let pb � [x · y · z]T and Φb �

[φ · θ · ψ]T be the position vector and Euler angle vector of
the aerial vehicle platform in earth-fixed frame, and let qi ·

(i � 1 · 2 · 3) be the joint angle of the manipulator. Let vb and
ωb be the velocity vector and angular rate vector of the aerial
vehicle, and let vi and ωi be the velocity and angular rate of
the origin of link i of the manipulator. +en, the acceleration
of the multibody system can be calculated outward itera-
tively from the aerial vehicle platform to the manipulator
end effector as

vb
b � u v w 

T
� _p

b
b � RT

b
_pb,

ωb
b � p q r 

T
� RT

bωb � RT
bΤb _Φb � Qb

_Φb,

v00 � R0
bv

b
b,

ω0
0 � R0

bω
b
b,

ωi
i � Ri

i− 1ω
i− 1
i− 1 + _qiezi,

_ωi
i � Ri

i− 1 _ωi− 1
i− 1 + Ri

i− 1ω
i− 1
i− 1 × _qiezi + €qiezi,

_v
i
i � Ri

i− 1 _ωi− 1
i− 1 × pi− 1

i + ωi− 1
i− 1 × ωi− 1

i− 1 × pi− 1
i  + _v

i− 1
i− 1 ,

ai
Ci

� _ωi
i × pi

Ci
+ ωi

i × ωi
i × pi

Ci
  + _v

i
i,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

where the superscript b refers to the body-fixed coordinate
system, the superscript i refers to the ith link coordinate
system, and in particular i� 0 for the manipulator base-fixed
(link 0) coordinate system, as shown in Figure 5. Specifically,
vb b and ωb b are the velocity and angular rate of the aerial
vehicle with respect to the body-fixed coordinate frame, vi i
andωi i are the velocity and angular rate of the origin of link i
with respect to the ith link coordinate frame. ai

Ci
is the

acceleration of the center of mass of link i. pi− 1
i is the position

vector of the origin of ith link frame with respect to the i− 1th

link coordinate frame, pi
Ci
is the position vector of the center

of mass of ith link with respect to the ith link coordinate
frame, and ezi refers to the projection along the z-axis of link
i. Ri− 1

i refers to the transformation matrix from the i− 1th link
coordinate frame to the ith link coordinate frame. In par-
ticular, Ri− 1

i refers to the transformation matrix from the
body-fixed frame to the arm base-fixed (link 0) frame. Rb and
Qb are the linear velocity and angular rate transformation
matrix between the earth-fixed frame and body-fixed frame
expressed in the form of Euler angles.

+en, the Newton–Euler dynamics formulation can be
derived as

Fb
b � mb _v

b
b + ωb

b × vb
b ,

Mb
b � Ib _ωb

b + ωb
b × Ibω

b
b,

Fi
i � mia

i
Ci

,

Mi
i � Ii _ωi

i + ωi
i × Iiω

i
i,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(2)

where mb and mi are the mass of the aerial vehicle and link i,
Ib, and Ii are the inertia matrix of the aerial vehicle and link i.
Fb

b and Fi
i are the total external force exerted on the aerial

vehicle and link i, and Mb
b and Mi

i are the total external
moment exerted on the aerial vehicle and link i, which can be
calculated inward iteratively from the manipulator end ef-
fector to the aerial vehicle platform as

Table 2: D-H parameters of the manipulator.

Link a (m) α (deg) d (m) θ range (deg)
1 0 90 0.08 180 [− 90, 90]
2 0.15 0 0 150 [0, 150]
3 0.16 0 0 150 [− 150, 0]
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− Rb
0R

0
1f

1
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Mb
b � Maero1 + Maero2 + pb
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× Frudder1 + pb
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1
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(3)

where f i
i and ni

i are the force andmoment exerted on link i by
link i− 1 and Ri is the transformation matrix from the ith link
coordinate frame to the earth-fixed coordinate frame. τi is
the joint torque of the manipulator.

+e total force of the aerial vehicle includes five parts: the
aerodynamic force of the ducted fans, the resultant force
generated by the rudders, the fuselage resistance, the gravity,
and the reaction force of the manipulator. +e total moment
of the aerial vehicle also includes five parts: the aerodynamic
moment of the ducted fans, the torque generated by the
aerodynamic forces, the torque generated by the rudders, the
reaction torque of the manipulator, and the gyro moment

produced by rotors, as shown in Figure 6. In equation (3),
the subscript “aero” refers to the aerodynamic force and
moment, subscript 1 denotes the front ducted fan system,
and subscript 2 denotes the rear ducted fan system. Same as
the above, the subscript rudder refers to the force of the front
and the rear rudder system. fus refers to the fuselage re-
sistance, and gyro refers to the gyro torque. pb

cd is the po-
sition vector of the center of duct with respect to the center
of the vehicle, and pb

cd is the position vector of the aero-
dynamic center of rudder with respect to the center of the
vehicle. +ese forces and moments belong to the ducted fan
system dynamics, which provide the main thrust and atti-
tude control moments for the aerial vehicle, and will be
introduced in detail in the following section.

2.3. Ducted Fan System. As mentioned in the Introduction,
most of the literature of aerial manipulator uses multirotor
as aerial platform. Because of the simple, symmetrical, and
decoupled open rotor structure, the rotor aerodynamics is
usually simplified as a thrust and a reaction torque in
quadratic relation to the rotor speed, ignoring any other
effects of the aerodynamic characteristics (e.g., [22, 26, 27]).
However, the aerodynamics of ducted fan is significantly
different from the traditional open rotor [32]. First, the duct
lip causes airflow deflection effect, which changes the inflow
at the rotor disc, while additional thrust is generated by the
suction flow of the duct lip; second, duct suppresses the rotor
tip vortex and reduces the momentum loss; third, the duct
exit prevents the airflow from contracting, which increases
the outflow pressure of the rotor and thereby increases the
thrust. Johnson and Turbe [17] propose a Blade Element
Momentum +eory (BEMT) model for ducted-single-rotor
system. By improving this method, the dynamic model of
our ducted-coaxial-rotor system is proposed. +e basic idea
of BEMT is to establish a set of relationships between rotor
aerodynamic force and induced velocity through momen-
tum theorem and blade element theory, respectively, and
then solve the simultaneous equations iteratively. +e fol-
lowing is the derivation of the front ducted fan, and the rear
one can be obtained in the same way.

Controller
raspberry PiⓇ 3 + emlidⓇ navio 2

(integrated with IMU/GPS/barometer/PWM outputs)

ESC
HOBBYWINGⓇ XRotor pro

Motor
GARTTⓇ ML5210

Rudder servo
KSTⓇ X20-8.4-50

3DRⓇ radio telemetry

Ground station

Arm joint servo
dynamixelⓇ XH430

Figure 4: +e hardware of control unit.
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Figure 5: +e coordinate system of the aerial manipulator.
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Momentum 6eorem. +e inflow process of the coaxial
ducted fan under airflow deflection effect is shown in Fig-
ure 7. It can be divided into five parts: the free inflow, the
deflected airflow whose direction is deflected by duct lip, the
airflow at upper rotor disc, the airflow at lower rotor disc,
and the outflow of duct exit.+e free flow at the ducted fan is

Va � ua va wa 
T

� vb
b − RT

b vw, (4)

where vb
b is the body velocity of the aerial vehicle and vw is

the local wind velocity. Express va in the inflow plane; the
inflow velocity v0 is calculated as

V0 � V0


cos αi + V0


sin αj,

V0


 � Va


, α � arctan

wa������

u
2
a + v

2
a

⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(5)

+en, the deflected airflow, the airflow at upper and
lower rotor disc, and the outflow can be calculated by

Vt � V0


cos αti + V0


sin αtj,

Vr1 � V0


cos αti + V0


sin αt + vi1 j,

Vr2 � V0


cos αti + V0


sin αt + vi1 + vi2 j,

Ve � V0


cos αti + V0


sin αt + v∞ j,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(6)

where vi1 and vi2 refer to the induced velocities of upper and
lower rotor, v∞ refers to the overall impact of the ducted fan
on free flow, and αt is the deflection angle caused by duct
effect at duct lip, which can be expressed as a function of free
inflow angle and airflow deflection factor as

αt � α + kt

π
2

− α . (7)

According to momentum theorem and kinetic energy
theorem, considering the control body from the free inflow

to the upper disc exit and from the upper disc exit to the duct
exit and the entire duct, respectively, the following equations
are obtained:
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2
ρSD V0
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− V0


sin αt + vi1 
2
,

T � 1 + kduct(  Tr1 + Tr2(  � ρSD V0


 V0
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− V0


sin α,

Td � ρSD V0


 V0


cos αt − V0


cos α ,
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(8)

where Tr1 and Tr2 are the thrusts of upper rotor and lower
rotor in the vertical direction, Td is the momentum resis-
tance in the horizontal plane, kduct is the thrust augment
factor of duct, and SD is the rotor disc area.

Blade Element 6eory. Blade element theory analyzes the
aerodynamics of each micro element of the blade, then
integrates it along the radial direction of the blade, and
averages it along the circumferential direction to solve the
forces and moments of the entire rotor. According to
equations (5) and (6), the airflow velocities at the blades of
upper and lower rotors are

Vra1 � ura1 vra1 wra1 
T

� V0


cos αt
ua����

u2
a+v2a

√ V0


cos αt
va����

u2
a+v2a

√ V0


sin αt 
T
,

Vra2 � ura2 vra2 wra2 
T

� V0


cos αt
ua����

u2
a+v2a

√ V0


cos αt
va����

u2
a+v2a

√ V0


sin αt + vi1 
T
.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(9)

Aerial
manipulator

Newton–Euler
dynamics

+

Front and rear ducted fan aerodynamics

Front and rear rudder system

Rotor gyro moment

Fuselage resistance

Arm joint torque

Actuator inputs of rotor motor,
Rudder servo, and arm servo 

Aerial vehicle

Actuator
dynamics

Gravity

Attitude, velocity, and acceleration
of the aerial manipulator

Manipulator

Figure 6: Diagram of the dynamic model.
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Since the blade element theory is a common method, the
results after integration of the rotor thrust Tri, the reaction
torque Qri, the pneumatic rolling torque Lri, and the

pneumatic pitching torque Mri of the upper and lower rotor
are directly given below. Notice that i� 1 for upper rotor and
i� 2 for lower rotor:
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n

2π
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0
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2
i R

3

4
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(10)

In the above formula, n is the blade number of each disc,
R is the rotor radius, ψ0 is the blade azimuth angle, c is the
blade chord length, Ca is the lift coefficient slope, Cd is the
resistance coefficient, Ωi is the rotor speed, θ0 is the blade
attack angle, and θrw is the blade torsion rate. μui, μvi, and λwi
denote the dimensionless ratios of forward velocity, lateral
velocity, and inflow velocity:

μui �
urai

ΩiR
 , μvi �

vrai

ΩiR
 , λw �

vii − wrai

ΩiR
 . (11)

Solve equations (8) and (10) simultaneously; the aero
force and moment of the ducted fan in body-fixed frame can
be derived as

Faero � −
ua����

u2
a+v2a

√ Td −
va����

u2
a+v2a

√ Td − T 
T
,

Maero � Lr1 − Lr2 Mr1 − Mr2 Qr1 − Qr2 
T
.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(12)

Rudder Dynamics. Same as the ducted fan system, the
following gives the analysis of the front rudder, and the rear one
can be obtained in the sameway.+e rudder is in the outflowof
the duct exit, and its attack angle can be calculated by

αv � αe + δ, (13)

where αe is the angle of the duct outflow velocity Ve, and δ is
the rudder control angle. +en the aero-lift and aero-drag of
the rudder can be derived as

α

v∞
Ve

Vt

Vt

Vt

V0

αt

Vr2

Vr1

Vr1 vi1

vi2

|Vt|cosαt

|Vt|cosαt

|Vt|cosαt

|Vt|cosαt

|Vt|sinαt

|Vt|sinαt + vi1 + vi2

|Vt|sinαt + vi1

|Vt|sinαt + v∞

|V0|sinα
|V0|cosα

Duct lip

Upper rotor

Lower rotor

Duct exit

Free inflow

Airflow deflection

Upper rotor induced

Lower rotor induced

Outflow

Figure 7: +e inflow process model.
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2

 ρ Ve



2
SvCdv,
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(14)

where ρ is the airflow density, Sv is the rudder area, and Clv
and Cdv are the lift coefficient and drag coefficient, which are
the functions of αv. +e force of the control rudder in body-
fixed frame can then be derived. nv is the number of the
rudders in one duct:

Frudder � 0 nv Lv cos αe + Dv sin αe(  nv − Lv sin αe + Dv cos αe(  
T
.

(15)

In summary, the expression of each component in
equation (3) is obtained, and the comprehensive nonlinear
mechanism model is established.

2.4. Model Identification of the Aerial Platform. +e com-
prehensive nonlinear mechanism model established in the
previous section can fully reflect the characteristics of the
system in all-envelope range and be used for system per-
formance prediction and comprehensive simulation analy-
sis, but the complex mechanism is not suitable for the
controller design process [33]. Since the working scenarios
of the aerial vehicle in this paper are hovering or near-
hovering conditions, in order to reduce the complexity of
nonlinear identification and improve the identification ac-
curacy under the noise of low-cost sensors, the parametric
frequency domain identification is performed. First, a
simplified parametric model can be derived from the
nonlinear mechanism model of the aerial platform by small
perturbation assumption under hover equilibrium point;
then, a control-oriented state space model of the aerial
platform is derived based on frequency domain identifica-
tion method. +e identification model is verified in both
time and frequency domains.

+e nonlinear mechanismmodel of the aerial vehicle can
be described as

_xb � f xb,ub( ,

xb � u v w p q r φ θ ψ 
T
,

ub � ualt urol upit uyaw 
T
,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(16)

where ub is the normalization control input vector, referring
to the altitude channel, roll channel, pitch channel, and yaw
channel, and is mapped to the rotor speed difference and
rudder angle (described in 2.1). Find the partial derivative of
equation (16) at hover equilibrium point to obtain the
system’s Jacobian matrix:

_xb ≈ A xb − xhover(  + B ub − uhover( ,

A �
zf
zxb

 ,B �
zf

zub

 ,

f xhover, uhover(  � 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(17)

+en, the simplified parametric matrix A and B to be
identified is obtained by small perturbation assumption.
Since xhover and uhover are constant and xhover � 0, in the
rest of this paper, for the simplicity of the symbol, let
xb ≡ xb − xhover, ub ≡ ub − uhover. Because the aerial vehicle
platform is inherently unstable, the closed-loop identi-
fication is carried out following the procedure in [34]. A
simple PID controller is used to ensure the stability during
identification process. A set of Chirp sweep signals (in-
troduced in [35]) is performed in each of the input
channels, and the data is processed by CIFER® identifi-
cation tool [35]. +e model fitting process is an optimi-
zation problem as

min J � 
n

i�1

20
nω

  

ωnω

ω1

Wc Wg Gfi



 − Gi


 

2
+ Wp ∠Gfi − ∠Gi 

2
 

⎧⎨

⎩

⎫⎬

⎭,

(18)

where Gfi is the transfer function to be fitted corre-
sponding to Gi, converting from the parametric state
space equation, and n is the number of the transfer
functions. |G| refers to the amplitude and ∠G refers to the
phase. nω is the number of the selected frequency sam-
pling points, and ω1 and ωnω refer to the initial and
termination sampling frequency respectively. Wc, Wg,
andWp are the weighting functions referring to coherence
value, amplitude, and phase, respectively, and are chosen
following the directions in CIFER®. +e frequency re-
sponse identification results are shown in Figures 8 and 9,
and the identified model is
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Figure 8: Frequency response identification results of linear velocities.
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A �

− 0.0876 0 0 0 0 0 0 − 9.8010 0

0 − 0.0876 0 0 0 0 9.8010 0 0

− 0.1178 − 0.1172 − 1.0415 − 0.0012 − 0.0209 − 0.0509 0 0 0

0 − 0.6801 0 0 0 0 0 0 0

0.0940 0 0 0 − 1.0699 0.0132 0 0 0

0 0 0 0 − 0.0122 0 0 0 0

0 0 0 1 0 0 0 0 0

0 0 0 0 1 0 0 0 0

0 0 0 0 0 1 0 0 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

B �

0 0 0 0

0 0 0 0

− 20.9312 0 0.0547 − 0.0015

0 8.3494 0 0.0260

0 − 0.0025 10.0876 − 0.0281

0 0.0016 0.1337 3.3981

0 0 0 0

0 0 0 0

0 0 0 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(19)

In order to verify the accuracy of the identified model, a
series of flight tests are carried out in time domain, as shown
in Figure 10. +e low-pass filtered bipolar square wave
signal, which is different from the identification excitation
signal, is used as the excitation signal in each channel, and
the evaluation of the model is realized by comparing the
output of the identified model simulation and the actual test
measurement. Notice that the angular rate errors in Fig-
ure 10 are large while other variables match well, because the
dynamic characteristics of angular rate are ignored in high
frequency in the linearized model and the angular rate

channel has relatively large measurement noise. According
to [35], +eil inequality coefficient (TIC) can be used to
estimate the model fitting accuracy, which is calculated as

JTIC �

����������������������������

1/n
n

i�1 ytest − ysim( 
T ytest − ysim( 



�������������

1/n
n

i�1y
T
simysim



+

�������������

1/n
n

i�1y
T
testytest

 , (20)

where ysim and ytest are the output vector of identified model
simulation and actual flight test, and n is the number of
sampling points. A smaller value of TIC indicates that the
accuracy of the identified model is higher, and a value less
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Figure 9: Frequency response identification results of angular rates.
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than 0.25 indicates that the model has good predictive
performance [35]. JTIC of our model is 0.1596, indicating that
the nominal model has satisfactory accuracy.

3. Composite Controller Design

+e overall architecture of the aerial manipulator control
system is shown in Figure 11. A typical application scenario
of the aerial manipulator is that, given the reference position
of the target object, the aerial vehicle flies near the target, and
the manipulator moves, grabs the object, and then leaves.
Since the process of arriving at the desired position of the
aerial platform and completing the operation task of the
manipulator is independent, and the control objectives,
dynamic characteristics, and response speed of the aerial
platform and themanipulator are different, the controllers of
the aerial platform and the manipulator are designed sep-
arately for the purposes of reducing the controller com-
plexity, reducing the hardware cost, and facilitating the

engineering practice. In this framework, the most important
challenge is the aerial platform controller design under the
motion of manipulator and external interaction distur-
bances of target object.

+is section mainly focuses on the composite controller
design of the aerial platform under the existence of ma-
nipulator disturbances. First, a two-layer basic controller is
designed to ensure the stability, decoupling, and tracking
performance of the platform. On the one hand, the aerial
vehicle is a strongly coupled, nonlinear, multi-input multi-
output (MIMO) system; thus, traditional controllers (such
as PID controller) cannot guarantee good performance of
the system. On the other hand, based on the premise of
guaranteeing performance, the controller should have low
complexity, clear structure, and high solution rate to be
easy in practice. Considering these two aspects, a robust
static feedback controller based on H-infinite synthesis and
nonsmooth optimization is designed as the basic inner loop
controller, which guarantees good robustness and stability
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Figure 10: Time-domain verification of the identified model.
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of the system while not increasing the system order. Sec-
ond, considering the movement of the manipulator and the
disturbances of the environment, an auxiliary adaptive loop
is designed to estimate and compensate for the disturbances
of the aerial platform. Both the static (gravity force and
moment) and dynamic (inertia force and moment) dis-
turbances of the manipulator are considered to improve the
platform stability and the end effector tracking accuracy.

In addition, in order to improve the control accuracy of
the manipulator under the motion of the aerial platform, a
computed torque PID controller, considering the dynamics
of the aerial platform, is used for manipulator control. Since
the computed torque PID control is a conventional method,
and the manipulator dynamics is elaborated in Section 2, the
controller of the manipulator is not detailed in this paper.

3.1. Robust Basic Controller Design. +e design objective of
the basic controller is to achieve the stability and accurate
position tracking of the aerial platform. +e diagram of the
basic controller is shown in Figure 12, which includes two
loops. +e inner loop is an H-infinite static full-state
feedback controller Kb to ensure the decoupling and sta-
bilization of the system, and a prepositive static controller Kf
is proposed for tracking performance of the inner loop. Since
the inner loop has been well decoupled and stabilized, the
outer loop (position loop) is designed as a series of simple
PD controllers for position tracking. According to (17), the
control-oriented dynamic model of the aerial platform is

_xb(t) � Axb(t) + Bub(t) + f(t),

yb(t) � Cxb(t),

xb � u v w p q r φ θ ψ 
T
,

yb � u v w r 
T
,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(21)

where f is the disturbance vector. +e reference command is
rb= [uref vref wref rref]T. Accordingly, the outer loop reference
command is pr= [xref yref zrefψref]T. +e kinematics module
in Figure 12 converts the variables between the body-fixed
coordinate frame and earth-fixed coordinate frame
according to equation (1).

Focusing on the inner loop controller, we can define the
output error as

eb � rb − yb. (22)

Rewrite the system model in frequency domain and
augment it, and the structured decoupling standard form of
H-infinite synthesis problem [36] can be obtained as in
Figure 13:

yaug � yb xaug 
T

� Gauguaug,

xaug � eb xb 
T
,

uaug � f rb ub 
T
,

Gaug(ω) �

CGf 0 CGb

− CGf I − CGb

Gf 0 Gb

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(23)

where the control law of the robust controller can be cal-
culated as

ub � Kfeb − Kbxb � Kstxaug,

Kst �
Kf 0

0 − Kb

 .

⎧⎪⎪⎨

⎪⎪⎩
(24)

For the augmented system, the closed-loop transfer
function from the input m to the output n can be calculated
by linear fractional transformation (LFT) as

Tm⟶n(s) � Fl Gaug,Kst . (25)

+en, based on H-infinite synthesis method, the con-
troller tuning process can be converted into an optimization
problem as

min
Kst

J � WΔTΔ Gaug,Kst 
�����

�����∞

subject to Kst stabilizesGaug internally

WΔTΔ Gaug,Kst 
�����

�����∞
< 1,

(26)

where ‖WΔTΔ‖∞ are the performance constraint functions
expressed by H-infinite norm and WΔ are the corresponding
weighting functions. +e solvability of the optimization
problem guarantees the robust stability of the closed-loop
system. For the aerial platform in this paper, the following
functions are carried out for ensuring tracking performance,
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Aerial manipulator
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Adaptive
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Manipulator
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Figure 11: +e architecture of the control system.
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disturbance rejection performance, and input energy limi-
tation, respectively:

We(s)Trb⟶ eb
(s)

�����

�����∞
< 1,

Wb(s)Trb⟶ yb
(s)

�����

�����∞
< 1,

Wf(s)Tf⟶yb
(s)

�����

�����∞
< 1,

Wu(s)Trb⟶ ub
(s)

�����

�����∞
< 1.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(27)

Solve equation (26) using nonsmooth optimization al-
gorithm [37]; the controller parameters are as follows. In
addition, after the inner loop controller has been solved, the
outer loop PD controller can be tuned easily by optimiza-
tion, and the results are also given here:

Kb �

0.0056 0.0055 0.0498 0.0012 − 0.0001 0.0006 0.0086 − 0.0040 0.0001

0.0001 − 0.1648 0.0002 1.1658 0.0111 0.2514 9.3447 − 0.0118 − 0.0008

0.0751 − 0.0001 − 0.0001 0.0237 0.8012 0.0328 0.0148 7.3617 − 0.0003

− 0.0050 0.0078 0.0002 0.1888 0.0257 2.6449 − 0.8605 − 0.5168 0.0005

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

Kf �

− 0.0478 0.0009 0.0005 − 0.0019

− 0.0034 0.9542 0.0009 0.2473

0.0007 0.0049 − 0.7502 0.0351

− 0.0167 − 0.0700 0.0513 2.6541

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

PD � diag 0.85 + 0.8s 0.85 + 0.8s 0.95 + 1.0s 0.95 + 1.0s( .

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(28)

Figure 14 illustrates the robust stability margin of the
closed-loop system, where the gain margin exceeds 6 dB, and
the phase margin exceeds 45°. +e results demonstrate that

the proposed robust controller can guarantee the basic
performance of the system.

Aerial vehicle
platform

ub yb

Kb

xb

pr

Inner loop

rb Kf Kinematics
pb

PD

Outer loop

Figure 12: Basic controller architecture.
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Figure 13: Standard structure of H-infinity synthesis.
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3.2. Adaptive Auxiliary Controller Design. Although the
designed robust controller has achieved basic stability and
tracking performance and has antidisturbance ability to
some extent, it cannot deal with the aerial manipulator
system well because the disturbance caused by manipulator
operation far exceeds the stability margin of the robust
controller, which makes the system performance deterio-
rate dramatically. +erefore, it is necessary to design an
adaptive auxiliary loop to compensate for the impact of the
manipulator. +e architecture of the adaptive controller is
shown in Figure 15. +e input of the adaptive loop is the
output of the outer loop basic PD controller, and its output
is the reference input of the inner closed-loop system.
Because the inner loop robust controller is static, it does not
increase or decrease the state variables and does not change
the physical meanings of the system states; thus, the inner
closed-loop system can be obtained easily from Section 3.1
as

_xb(t) � Aadxb(t) + Baduad(t) + f(t),

yb(t) � Cxb(t),
 (29)

which is clearly bounded-input bounded-state (BIBS) stable
relying on the condition of (26) in the inner loop controller
design process, and Aad is Hurwitz matrix. Besides,
according to the previous description, all the state variables
are measurable and xb(0) � 0. f(t) is the time-varying dis-
turbance, which is bounded and differentiable, and also the
differential is bounded. +e boundary of f(t) can be esti-
mated by the manipulator dynamics and max grasping
payload introduced in Section 2, with some redundancy on
this basis. +us, the following condition is given:

∃compact set F , ∀t≥ 0, f(t) ∈ F ,

∃F and dF, ∀t≥ 0, ‖f(t)‖2 ≤F, ‖f(t)‖2 ≤ dF,
 (30)

+e adaptive loop consists of three parts: first, a state
predictor is designed for state prediction; then, the adaptive
law is designed for disturbance estimation based on the
prediction error; finally, the control law is reconstructed to
compensate for the disturbance and track the desired ref-
erence. In particular, inspired by the theory in [38], a filter
matrix C(s) is applied to shape the control input, which
decouples the adaptive rate from system robustness. +us,
the large adaptive gain can be adopted while avoiding ad-
verse effects on the system states, which ensures the accurate
estimation of disturbance and guarantees good transient and
steady-state performance of the adaptive controller.

3.2.1. Design of the Adaptive Auxiliary Controller.
Consider the following state predictor of the system in
equation (29):

_xb(t) � Aadxb(t) + Baduad(t) + f(t),

yb(t) � Cxb(t),

⎧⎨

⎩ (31)

where the cap^denotes the estimation of the corresponding
variable. +en, the estimation error dynamics can be cal-
culated from (29) and (31) as

_xb(t) � Aadxb(t) + f(t),

xb(t) � xb(t) − xb(t),

f(t) � f(t) − f(t).

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(32)
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Figure 14: +e robust stability margin with the basic controller.
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In order to ensure the stability of estimation error,
consider the following candidate Lyapunov function:

V xb(t), f(t)  � x
T
b (t)Pxb(t) + Γ− 1f

T
(t)f(t), (33)

where Γ is the adaptive gain. Since Aad is Hurwitz, P is the
solution of the following algebraic Lyapunov equation:

AT
adP + PAad � − I. (34)

+e derivation of (33) is

_V(t) � _x
T
b (t)Pxb(t) + x

T
b (t)P _xb(t) + Γ− 1 _f

T
(t)f(t) + f

T
(t)

_f(t) 

� − x
T
b (t)xb(t) + 2f

T
(t) x

T
b (t)P 

T
+ Γ− 1 _f(t) .

(35)

Based on Lyapunov stability criterion, let the adaptive
law be

_f(t) � ΓProj f(t), − x
T
b (t)P 

T
 , (36)

where Proj denotes the projection operator, which prevents
the divergence and ensures the boundedness of the adaptive
parameter, detailed in [39].+us, (35) can be further derived
as

_V(t) � − x
T
b (t)xb(t)≤ 0. (37)

Notice that in the adaptive law derivation in (35), it is
assumed that the change rate of the disturbance f is slower
than the convergence rate of the adaptive estimation; thus,
its derivative is approximately 0. In the performance analysis
of the next section, this assumption will be relaxed and more
general situations will be considered. +e estimation error
stability under arbitrary disturbance including arbitrary fast
time-varying disturbance will be proved in detail with the
proposed adaptive law in (36).

+en the control law in Laplace form can be calculated as
follows (refer to Figure 15):

uad(s) � C(s) Kgrb(s) − F1(s)f(s) . (38)

where Kg � − (CA− 1
ad Bad)− 1, F1(s) � H− 1

1 (s)CH0(s), and
H0(s) � (sI − Aad)− 1, H(s) � H0(s)Bad, H1 (s) � CH(s).
C(s) is strictly proper and stable low-pass filter matrix.
Following the idea in [38], C(s) could decouple the adaptive
rate from system robustness, and the selection of it should
satisfy the following conditions:

C(s) is strictly proper and stable withC(0) � I,

∃ρr1, C(s)H− 1
1 (s)

����
����L1
< ρr1,

∃ρr2, H0(s) I − BadC(s)F1(s)( 
����

����L1
< ρr2,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(39)

where ‖Δ(s)‖L1 refers to the L1 norm ofΔ(s) and the last two
conditions indicate that the corresponding L1 norm gain is
finite.

+us, the design process of the adaptive controller is
completed. To sum up, for the system in (29), choose the
appropriate adaptive gain Γ and filter matrix C(s) with
satisfying condition (39); the control input is calculated via
(31), (36), and (38) as

_xb(t) � Aadxb(t) + Baduad(t) + f(t),

_f(t) � ΓProj f(t), − x
T
b (t)P 

T
 ,

uad(s) � C(s) Kgrb(s) − F1(s)f(s) .

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(40)

3.2.2. Performance Analysis of the Adaptive Auxiliary
Controller. Consider the ideal form of the adaptive con-
troller, which is assumed to compensate for the disturbance
perfectly. +e closed-loop reference system is defined as

_xref(t) � Aadxref(t) + Baduref(t) + f(t),

yref(t) � Cxref(t),

uref(s) � C(s) Kgrb(s) − F1(s)f(s) ,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(41)
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Figure 15: Adaptive controller architecture.
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and xref(0) � 0. Using Laplace transformation, the closed-
loop system (41) can be described as

xref(s) � H(s)C(s)Kgrb(s) + H0(s) I − BadC(s)F1(s)( f(s).

(42)

+e following lemma describes the L1 norm stability
theorem [38].

Lemma 1. A continuous-time linear time-invariant (LTI)
MIMO system y(s)�G(s)u(s) is BIBO stable if its L1 norm is
bounded and for arbitrary bounded u(t) one has

‖y‖L∞
≤ ‖G(s)‖L1

‖u‖L∞
, (43)

where ‖Δ(s)‖L1 refers to the L1 norm of Δ(s), and ‖Δ(s)‖L∞
refers to the L∞ norm of Δ(s).

Since Aad is Hurwitz and the conditions in (30) and (39)
are satisfied, for all t≥ 0, the L1 norm of system (42) is finite;
thus, ||xref||L∞ is uniformly bounded, the closed-loop
reference system (41) is BIBS stable, and the reference system
has the following performance bound:

xref
����

����L∞
≤ H(s)C(s)Kg

�����

�����L1
rb

����
����L∞

+ H0(s) I − BadC(s)F1(s)( 
����

����L1
‖f‖L∞

.

(44)

For the defined state predictor (31), consider the can-
didate Lyapunov function (33) again; its derivation under
arbitrary fast time-varying disturbance with the adaptive law
(40) can be derived as

_V(t) � _x
T
b (t)Pxb(t) + x

T
b (t)P _xb(t) + Γ− 1 _f

T
(t)f(t) + f

T
(t)

_f(t) 

� − x
T
b (t)xb(t) + 2f

T
(t) x

T
b (t)P 

T
+ Γ− 1 _f(t)  − 2Γ− 1f

T
(t) _f(t)

≤ − x
T
b (t)xb(t) + 2f

T
(t) x

T
b (t)P 

T
+ Proj f(t), − x

T
b (t)P 

T
   + 2Γ− 1 f

T
(t) _f(t)





≤ − x
T
b (t)xb(t) + 4Γ− 1

dFF.

(45)

Also, from (30) and (33) one has

max
t≥0

f
T
(t)f(t) ≤ 4max

f∈F
‖f‖22 � 4F

2
,

V(0) � Γ− 1 f
T
(0)f(0)≤ 4Γ− 1

F
2
.

⎧⎪⎪⎨

⎪⎪⎩
(46)

Let Ωm:= 4λmax(P)dFF + 4F2; if there exist some t> 0
such that V(t)> Γ− 1Ωm, then, it follows from (33) and (46)
that

x
T
b (t)Pxb(t)> 4Γ− 1λmax(P)dFF, (47)

and thus,

x
T
b (t)xb(t)≥ λ− 1

max(P) x
T
b (t)Pxb(t) > 4Γ− 1

dFF. (48)

+en, from equations (45) and (48), one can deduce that
_V(t)< 0. (49)

According to equation (46), it is derived that V(0)
<Γ− 1Ωm. Based on the deduction above, it can be obtained
that

∀t≥ 0, V(t)≤ Γ− 1Ωm. (50)

+en, the bound of the state estimation error can be
derived as

λmin(P) xb(t)
����

����
2
2 ≤ x

T
b (t)Pxb(t)≤V(t)≤ Γ− 1Ωm

⇒ xb(t)
����

����2≤
������������

λ− 1
min(P)Γ− 1Ωm



,

(51)

which proves that the estimation error is uniformly bounded
and the state predictor is Lyapunov stable. It also can be
drawn from equation (51) that the performance of the state
predictor is inversely proportional to the square root of the
adaptive gain Γ, which can be improved by increasing the
adaptive gain.

It follows from equations (29) and (40) that

xb(s) � H(s)C(s)Kgrb(s) + H0(s) − I − BadC(s)F1(s)( 

f(s) − H(s)C(s)F1(s)f(s),

uad(s) � C(s) Kgrb(s) − F1(s)f(s) − F1(s)f(s) .

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(52)

Consider equations (32), (42), and (52) simultaneously;
the adaptive state error can be calculated as

xref(s) − xb(s) � H(s)C(s)H− 1
1 (s)Cxb(s). (53)

According to the condition in equation (39) and the
bound in equation (51), for all t≥ 0, the adaptive state error is
uniformly bounded:

xref − xb

����
����L∞
≤ H(s)C(s)H− 1

1 (s)C
����

����L1
xb

����
����L∞

≤ H(s)C(s)H− 1
1 (s)C

����
����L1

������������

λ− 1
min(P)Γ− 1Ωm



.

(54)

+e adaptive input error can be calculated by equations
(41) and (52), and in a similar way to the state error, the
bound of adaptive input error for all t≥ 0 can be derived as
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uref − uad
����

����L∞
≤ C(s)H− 1

1 (s)C
����

����L1
xb

����
����L∞

≤ C(s)H− 1
1 (s)C

����
����L1

������������

λ− 1
min(P)Γ− 1Ωm



.
(55)

Since the closed-loop reference system proved to be BIBS
stable in (44), combined with (54) and (55), it can be derived
that the closed-loop system with the proposed adaptive
controller is BIBS stable, and the performance bound relies
on the adaptive gain Γ.

Because the system robustness is decoupled with the
adaptive gain by the filter matrix C(s), a large Γ can be
applied to guarantee good transient and steady-state per-
formance. +eoretically, the choice of adaptive gain is
limited only by the performance of the on-board processor
hardware. In some literature works, the disturbance f is
called unmatched uncertainty, and, for a general open-loop
MIMO system, only its effect on the system output (not the
system state) can be compensated for by the control input.
However, our system for adaptive controller design is BIBS
stable and the system states are equal to system outputs (C is
an identity matrix), which are measurable with actual
physical meanings, and the disturbance boundary can be
obtained by the manipulator dynamics. Moreover, thanks to
the filter matrix C(s) and the large adaptive gain, the good
performance of the adaptive system can be achieved while
not leading to adverse effect on the system states. +erefore,
the disturbance f of our system can be estimated and
compensated for well. Based on the above discussion, the
parameters of the adaptive controller are given as

C(s) �
25

s
2

+ 6s + 25
 I,

Γ � 1000.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(56)

4. Simulation Verification and Analysis

+e aim of the simulation tests is to verify that the proposed
aerial manipulator with the composite controller can meet
the requirements of high precision operation tasks well.
Concretely, they include three aspects: first, verifying the
feasibility of the proposed innovative aerial manipulator
design with tandem ducted fans; second, verifying the ef-
fectiveness of the proposed basic controller for the basic
performance; third, comparing the stability performance
and tracking performance of the aerial manipulator with and
without the adaptive auxiliary loop to verify the effectiveness
of the adaptive loop design.

+ere are three scenarios considered: (1) the basic test of
the aerial platformwithout the manipulator moving to verify
the basic performance; (2) the tracking test of the aerial
platform under the random moving of the manipulator to
verify the effectiveness of the adaptive auxiliary controller;
(3) the three-dimensional space tracking test of the ma-
nipulator end effector with given ideal reference trajectory to
verify the positioning and tracking accuracy of the gripper.

All simulation parameters follow the real physical system
described in Section 2.1.

Scenario 1. Let the manipulator be in its initial posture,
where the manipulator is vertically below the aerial vehicle (the
corresponding initial joint angles are 0°, 90°, and 0°, respec-
tively). At this condition, the gravity center of the manipulator
is located on the Zb-axis of the vehicle body-fixed frame, and
the manipulator is symmetrical with respect to the Xb- and Yb-
axis. Give the step references of the aerial platform position x, y,
z and yaw angle ψ when the manipulator remains in its initial
posture, and the system responses are shown in Figure 16,
where BC refers to the basic controller and AC refers to the
adaptive controller with the adaptive auxiliary loop.

+e results show that when the manipulator is not
moving, the basic controller can track the desired reference
well with no overshoot and steady-state error. +e response
times of the longitudinal channel and the lateral channel are
about 4 s, the altitude channel is about 3 s, and the yaw
channel is the shortest, which is 2.5 s. +e results illustrate
that the innovative structure design of the aerial manipulator
with tandem ducted fans is feasible, and the basic controller
can achieve good performance in basic condition. +e result
with the adaptive auxiliary loop is also given in Figure 16,
which has faster response time than the basic controller,
especially in the longitudinal channel and the lateral
channel, which are 2.5 s and 2 s, respectively. +is is because
the existence of the manipulator will produce gravity mo-
ment in the opposite direction when the vehicles roll or pitch
to generate the control moment, which makes the actual
control moment less than the ideal value, and the adaptive
auxiliary controller can compensate for it so as to improve
the response speed of the system. Since the initial posture of
the manipulator coincides with the Zb-axis of the vehicle, it
has little effect on the altitude channel and yaw channel, and
thus the response time of the adaptive controller is close to
that of the basic controller.

Scenario 2. Let the manipulator joints move randomly;
the tracking responses of the aerial platform position and
yaw angle under the manipulator disturbances are shown in
Figure 17. Similarly, BC refers to the basic controller and AC
refers to the adaptive controller. +e motions of the three
joints of the manipulator are shown in Figure 18. Notice that
the initial angles of the three joints are 0°, 90°, and 0°, re-
spectively, and the maximum ranges of the motion follow
the limits in Table 2.

+e results show that the system responses with the basic
controller deviate significantly from the expected references
and cannot meet the performance requirements under the
random motion disturbances of the manipulator. +e lateral
channel has the largest fluctuation with a maximum close to
100%, the longitudinal channel takes the second place, and
the influences of the altitude channel and the yaw channel
are relatively small. +is is consistent with the structural
characteristics of the aerial manipulator. As shown in Fig-
ure 3, the manipulator extends from the lateral side of the
aerial platform, so it mainly affects the lateral channel of the
platform, and the main challenge of the control system is
also in the lateral channel. In addition, when joint 1 of the
manipulator rotates away from its initial angle, it will also
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Figure 16: System responses in Scenario 1.
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have some influence on the longitudinal channel. +e
adaptive controller can effectively estimate and compensate
for the motion disturbance of the manipulator to ensure
good disturbance rejection and tracking performance. Fig-
ure 19 also shows the disturbance estimation error of the
adaptive controller, indicating that the controller has good
estimation accuracy. In order to evaluate the performance of
the adaptive controller more accurately, the root mean

square error (RMSE) values of the system responses under
the two controllers are given in Table 3. +e results show
that, in the lateral channel, which has the largest fluctuation,
the proposed adaptive auxiliary loop reduces the tracking
error by more than 40%. +e two controllers have similar
performance in the altitude and yaw channel due to the
correspondingly small disturbance caused by the
manipulator.

Table 3: RMSE in Scenario 2.

State variables x (m) y (m) z (m) ψ (deg)
Basic controller 0.0981 0.1359 0.0759 8.8462
Adaptive controller 0.0782 0.0810 0.0750 9.0389

Joint 1
Joint 2
Joint 3

4510 15 20 25 30 35 40 500 5
Time (s)

–100

–50

0

50

100

150

Jo
in

t a
ng

le
s (

de
g)

Figure 18: Random motions of the manipulator joints in Scenario 2.
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Figure 17: System responses in Scenario 2.
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Figure 20: System responses in Scenario 3.1.
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Figure 21: System responses in Scenario 3.2.
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Scenario 3. Given the reference trajectory of the end ef-
fector of the manipulator in three-dimensional space, the
responses of the end effector with and without the adaptive
loop are shown in Figures 20–22. +e reference trajectory
starts from the manipulator initial posture, then passes
through four reference points in the Y-Z plane, with each
point staying for 3 seconds, and finally returns to the initial
posture. In order to fully evaluate the performance of the
controller, three conditions are considered, of which Scenario
3.1 is the nominal condition, Scenario 3.2 assumes that the
end effector grabs a 100 g object, and Scenario 3.3 considers
gust disturbances, simulated by the Dryden model [40].

In Scenario 3.1, the adaptive controller can achieve
accurate trajectory tracking of the end effector with a
tracking error of approximately ±0.01m. +e response with
the basic controller has a serious deviation in the Y direction,
and the system cannot completely track the desired tra-
jectory. Since the manipulator moves in the Y-Z plane, the
fluctuations of the system in the X and Z directions are
relatively small. In Scenario 3.2, the adaptive controller can
also track the desired position, but, due to the influence of
the grasping object, the overall tracking accuracy of the
system decreases compared with Scenario 3.1, and its
maximum fluctuation in the Y direction is about 0.02m. A
0.04m offset occurs in the altitude direction under the action
of the object, and then the adaptive controller quickly re-
alizes the estimation convergence and compensation. Sim-
ilar to Scenario 3.1, the trajectory with the basic controller
also has a serious deviation in the Y direction. Moreover, it
diverges rapidly in the Z direction. In Scenario 3.3, the
responses of the system in all three directions have greater
fluctuations due to the influence of wind gusts. +e adaptive
controller can still basically achieve the tracking of the
reference, and by contrast the responses with the basic
controller experience severe fluctuations, which cannot meet
the system requirements. In conclusion, the proposed
adaptive auxiliary controller can realize precise positioning
and trajectory tracking of the end effector of the aerial
manipulator.

5. Conclusion

+is paper proposes an innovative aerial manipulator based
on tandem ducted fans, which can easily realize the om-
nidirectional manipulation of side-on and below and is
particularly suitable for the tasks in confined environment.
+e comprehensive nonlinear dynamic model of the aerial

manipulator is established, based on which a control-ori-
ented state space model of the aerial platform is derived
using frequency domain identification method. +e iden-
tification model is verified in both time and frequency
domain. A composite controller of the aerial platform is
designed under the existence of manipulator. First, a robust
H-infinite controller is designed to ensure the basic stability,
decoupling, and robust performance of the platform. +en,
an auxiliary adaptive controller is designed to estimate and
compensate for the effect of the manipulator dynamics. +e
computer simulation tests verify the feasibility of the pro-
posed innovative aerial manipulator design and the effec-
tiveness of the proposed controller. +e results show that,
with the proposed composite adaptive controller, the aerial
vehicle can achieve good performance under the manipu-
lator motion, and the manipulator end effector can realize
precise positioning and trajectory tracking with the grasping
load and wind gusts.

In future work, the indoor positioning system will be
studied and applied, so as to lay the foundation for actual
flight tests. In addition, the trajectory planning of the aerial
manipulator will also be studied. +en the actual grasping
test will be carried out. Furthermore, the vision-based target
recognition and the interaction dynamics would be con-
sidered to achieve more complex operation tasks.

Data Availability

+e data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

+e authors declare that there are no conflicts of interest
regarding the publication of this paper.

Acknowledgments

+is work was supported by the National Natural Science
Foundation of China (Grant no. 51505031) and China
Scholarship Council (Grant no. 201806030063).

References

[1] P. Ridao, M. Carreras, D. Ribas, P. J. Sanz, and G. Oliver,
“Intervention AUVs: the next challenge,” Annual Reviews in
Control, vol. 40, pp. 227–241, 2015.

–0.05

0

0.05

Es
tim

at
io

n 
er

ro
r

(m
/s

2  &
 ra

d/
s2 )

18166 10 200 8 1442 12
Time (s)

(c)

Figure 22: System responses in Scenario 3.3.

22 Complexity



[2] L. Nurahmi, B. Pramujati, S. Caro et al., “Dimension synthesis
of suspended eight cables-driven parallel robot for search-
and-rescue operation,” in Proceedings of the 2017 Interna-
tional Conference on Advanced Mechatronics, Intelligent
Manufacture, and Industrial Automation, Surabaya, Indo-
nesia, October 2017.

[3] E. Cataldi and G. Antonelli, “Basic interaction operations for
an underwater vehicle-manipulator system,” in Proceedings of
the 2015. International Conference on Advanced Robotics,
Istanbul, Turkey, July 2015.

[4] K. Li, Y. Zhang, and Q. Hu, “Dynamic modelling and control
of a tendon-actuated lightweight space manipulator,” Aero-
space Science and Technology, vol. 84, pp. 1150–1163, 2019.

[5] G. Loianno, Y. Mulgaonkar, C. Brunner et al., Smartphones
Power Flying robots, Institute of Electrical and Electronics
Engineers Inc., Hamburg, Germany, 2015.

[6] K. Andersson, I. M. Militärvetenskapliga,
A. M. Militärtekniska et al., “Modeling the impact of surface
emissivity on the military utility of attack aircraft,” Aerospace
Science and Technology, vol. 65, pp. 133–140, 2017.

[7] J. +omas, G. Loianno, J. Polin, K. Sreenath, and V. Kumar,
“Toward autonomous avian-inspired grasping for micro aerial
vehicles,” Bioinspiration & Biomimetics, vol. 9, no. 2,
pp. 025010–025015, 2014.

[8] M. Orsag, C. M. Korpela, S. Bogdan, and P. Y. Oh, “Hybrid
adaptive control for aerial manipulation,” Journal of Intelli-
gent & Robotic Systems, vol. 73, no. 1–4, pp. 693–707, 2014.

[9] R. Naldi, L. Gentili, and L. Marconi, “Modeling and control of
the interaction between flying robots and the environment,”
IFAC Proceedings Volumes, vol. 43, no. 14, pp. 975–980, 2010.

[10] A. E. Jimenez-Cano, J. Braga, G. Heredia et al., “Aerial ma-
nipulator for structure inspection by contact from the un-
derside,” in Proceedings of the 2015 IEEE/RSJ International
Conference on Intelligent Robots and Systems (IROS), IEEE,
Hamburg, Germany, September 2015.

[11] K. Alexis, G. Darivianakis, M. Burri, and R. Siegwart, “Aerial
robotic contact-based inspection: planning and control,”
Autonomous Robots, vol. 40, no. 4, pp. 631–655, 2016.

[12] P. E. I. Pounds, D. R. Bersak, and A. M. Dollar, “Grasping
from the air: hovering capture and load stability,” in Pro-
ceedings of the IEEE International Conference on Robotics and
Automation, Shanghai, China, May 2011.

[13] C. Korpela, P. Brahmbhatt, M. Orsag et al., “Towards the
realization of mobile manipulating unmanned aerial vehicles
(MM-UAV): peg-in-hole insertion tasks,” in Proceedings of
the IEEE Conference on Technologies for Practical Robot Ap-
plications (TePRA), Woburn, MA, USA, April 2013.

[14] C. Shiu, C. Hsu, and J. Chou, “Analysis of a quadrotor with a
two-degree-of-freedom robotic arm,” in Proceedings of the
2016 International Symposium on Computer, Consumer and
Control (IS3C), Xi’an, China, July 2016.

[15] A. Suarez, G. Heredia, and A. Ollero, “Design of an anthro-
pomorphic, compliant, and lightweight dual arm for aerial
manipulation,” IEEE Access, vol. 6, pp. 29173–29189, 2018.

[16] G. Garimella and M. Kobilarov, “Towards model-predictive
control for aerial pick-and-place,” in Proceedings of the 2015
IEEE International Conference on Robotics and Automation
(ICRA), Seattle, WA, USA, May 2015.

[17] E. N. Johnson and M. A. Turbe, “Modeling, control, and flight
testing of a small-ducted fan aircraft,” Journal of Guidance,
Control, and Dynamics, vol. 29, no. 4, pp. 769–779, 2006.

[18] R. Naldi, A. Torre, and L. Marconi, “Robust control of a
miniature ducted-fan aerial robot for blind navigation in

unknown populated environments,” IEEE Transactions on
Control Systems Technology, vol. 23, no. 1, pp. 64–79, 2015.

[19] G. Heredia, A. E. Jimenez-Cano, I. Sanchez et al., “Control of a
multirotor outdoor aerial manipulator,” in Proceedings of the
2014 IEEE/RSJ International Conference on Intelligent Robots
and Systems, Chicago, IL, USA, September 2014.

[20] F. Huber, K. Kondak, K. Krieger et al., First Analysis and
Experiments in Aerial Manipulation Using Fully Actuated
Redundant Robot Arm, IEEE, Piscataway, NJ, USA, 2013.

[21] K. Kondak, F. Huber, M. Schwarzbach et al., “Aerial ma-
nipulation robot composed of an autonomous helicopter and
a 7 degrees of freedom industrial manipulator,” in Proceedings
of the 2014 IEEE International Conference on Robotics and
Automation (ICRA), Hong Kong, China, May 2014.

[22] M. Orsag, C. Korpela, and P. Oh, “Modeling and control of
MM-UAV: mobile manipulating unmanned aerial vehicle,”
Journal of Intelligent & Robotic Systems, vol. 69, no. 1-4,
pp. 227–240, 2013.

[23] B. Yang, Y. He, J. Han, and G. Liu, “Rotor-Flyingmanipulator:
modeling, analysis, and control,” Mathematical Problems in
Engineering, vol. 2014, Article ID 492965, 13 pages, 2014.

[24] G. Chmaj, T. Buratowski, T. Uhl et al., “+e dynamics in-
fluence of the attached manipulator on unmanned aerial
vehicle,” pp. 109–119, 2013.

[25] D. Mellinger, Q. Lindsey, M. Shomin et al., “Design, mod-
eling, estimation and control for aerial grasping and ma-
nipulation,” in Proceedings of the 2011 IEEE/RSJ International
Conference on Intelligent Robots and Systems, Piscataway, NJ,
USA, September 2011.

[26] A. E. Jimenez-Cano, J. Martin, G. Heredia et al., “Control of
an aerial robot with multi-link arm for assembly tasks,” in
Proceedings of the 2013 IEEE International Conference on
Robotics and Automation, Karlsruhe, Germany, May 2013.

[27] V. Lippiello and F. Ruggiero, “Cartesian impedance control of
a UAV with a robotic arm,” IFAC Proceedings, vol. 45, no. 22,
pp. 704–709, 2012.

[28] W. J. McCroskey and National Aeronautics And Space Ad-
ministrationMoffett Field Ca Ames Researchcenter,ACritical
Assessment of Wind Tunnel Results for the NACA 0012 Airfoil,
National Aeronautics And Space Administration Moffett
Field Ca Ames Researchcenter, Moffett Field, CA, USA, 1987.

[29] J. J. Craig, Introduction to Robotics :Mechanics and control,
Pearson Prentice Hall, London, UK, 2005.

[30] Y. Sun, J. Xu, H. Qiang, and G. Lin, “Adaptive neural-fuzzy
robust position control scheme for maglev train systems with
experimental verification,” IEEE Transactions on Industrial
Electronics, vol. 66, no. 11, pp. 8589–8599, 2019.

[31] Y. Sun, J. Xu, H. Qiang, C. Chen, and G. Lin, “Adaptive sliding
mode control of maglev system based on RBF neural network
minimum parameter learning method,” Measurement,
vol. 141, pp. 217–226, 2019.

[32] J.-M. Pflimlin, P. Binetti, P. Souères, T. Hamel, and
D. Trouchet, “Modeling and attitude control analysis of a
ducted-fan micro aerial vehicle,”Control Engineering Practice,
vol. 18, no. 3, pp. 209–218, 2010.

[33] P. V. Kimon and J. V. George,Handbook of Unmanned Aerial
Vehicles, Springer, Cham, Switzerland, 2015.

[34] I. B. Tijani, R. Akmeliawati, A. Legowo, and A. Budiyono,
“Nonlinear identification of a small scale unmanned heli-
copter using optimized NARX network with multiobjective
differential evolution,” Engineering Applications of Artificial
Intelligence, vol. 33, pp. 99–115, 2014.

Complexity 23



[35] J. F. Horn, Aircraft and Rotorcraft System Identification:
Engineering Methods with Flight Test Examples, IEEE, New
York, NY, USA, 2008.

[36] P. Gahinet and P. Apkarian, “Frequency-domain tuning of
fixed-structure control systems,” in Proceedings of 2012
UKACC International Conference on Control, IEEE, Cardiff,
UK, September 2012.

[37] P. Apkarian, M. N. Dao, and D. Noll, “Parametric robust
structured control design,” IEEE Transactions on Automatic
Control, vol. 60, no. 7, pp. 1857–1869, 2015.

[38] N. Hovakimyan and C. Cao, L1 Adaptive Control 6eory:
Guaranteed Robustness with Fast adaptation, Society for In-
dustrial and AppliedMathematics, Philadelphia, PA, USA, 2010.

[39] J.-B. Pomet and L. Praly, “Adaptive nonlinear regulation:
estimation from the Lyapunov equation,” IEEE Transactions
on Automatic Control, vol. 37, no. 6, pp. 729–740, 1992.

[40] S. Gage, “Creating a unified graphical wind turbulence model
from multiple specifications,” in Proceedings of the AIAA
Modeling and Simulation Technologies Conference and
Exhibit, Austin, TX, USA, 2003.

24 Complexity



Research Article
Research on the Niche Evolution Game of Ecological Community
Innovation of Corporate Venture Capital Based on Logistic
Extended Complexity Model

FanglinMeng ,1,2 ZengruiTian ,2 BeiquanChang ,3HongxinYu ,4 andShuaiZhang5

1Business School, Sanda University, Shanghai 201209, China
2Glorious Sun School of Business and Management, Donghua University, Shanghai 200051, China
3School of Public Policy & Management, Tsinghua University, Beijing 100084, China
4Business Economics College, Shanghai Business School, Shanghai 200235, China
5University of Greenwich, London SE10 9LS, UK

Correspondence should be addressed to Zengrui Tian; flmeng@sandau.edu.cn

Received 17 April 2020; Revised 26 May 2020; Accepted 3 June 2020; Published 28 August 2020

Guest Editor: Zhihan Lv

Copyright © 2020 FanglinMeng et al.+is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

With the gestation and development of new technologies, new products, new formats, and new models, venture capital in-
vestment, as one of the most important forms of open innovation in large companies, plays an increasingly important role in the
innovation of mature large companies and entrepreneurial enterprises. To deal with the complex and dynamic environment, the
niche of Corporate Venture Capital (CVC) ecological community is investigated from the perspective of the innovation eco-
system. By analyzing the innovation of CVC ecological community with the use of the logistic expansion model, this paper
analyzes the stability of evolution game through the replicator dynamic equation and discusses ten parameters of niche state. In
the end, we conclude that there are four optimization strategies in the coevolution of major corporations and entrepreneurial
firms, namely, niche separation, niche expansion, niche K-R, and niche alliance.

1. Introduction

Innovation has become the endogenous driving force and
core competitive advantage of a country's economic growth.
In the complex and dynamic digital economy era, it is
difficult for enterprises to maintain traditional competition
barriers. To keep growing continuously, enterprises must
deal with issues such as the increasingly uncertain envi-
ronment, challenging value creation, and oversupply choices
for customers. +e traditional value chain creation model is
changing to the shared destiny community with a symbiosis
creation model. +erefore, large companies are constantly
seeking the path of open empowerment. Corporate Venture
Capital (CVC) has become an important model and tool for
open innovation, access to external technology sources, and
value creation. +e global venture capital funding in 2018
reached 254 billion US dollars, and the financing amount in

2017 was 174 billion RMB, of which the global company's
total venture capital investment was 312 billion US dollars.
Investment activities increased by 19% over 2016, and total
investment increased by 18% [1]. Companies in countries
like Britain, China, and India have hit record highs in their
venture capital. +e global CVC investment industry has
strong interests in areas with high technological innovation
and fierce competitions such as Internet, healthcare, and
mobile technology.

+e company’s venture capital originated in the United
States in the 1960s. It is now one of the main ways for mature
large companies to develop outwards. It has a strategic
appeal because it provides multiple choice platforms for
large companies to innovate. Corporate innovation requires
venture capital as a mechanism and driving force. Corporate
Venture Capital aims to achieve open innovation, obtain the
latest technology in related fields, and overcome the soft
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constraints of the company’s internal R&D budget so that
they can improve technology innovation efficiency. It could
also reduce the risk of investment in independent R&D and
improve organizational capabilities to foster an innovation
culture. It benefits the corporate by realizing the value of
strategic mergers and acquisitions and initiating entrepre-
neurial investment in strategic innovation projects. As
company’s venture capital has a high degree of risk tolerance
and a long investment cycle, it can invest in the startups that
are struggling to obtain traditional independent venture
capital (IVC). It promotes and optimizes mutual regener-
ation and achieves a better evolutionary cycle for both
parties. While mature companies deeply cultivate the Red
Sea, they must also actively explore in the Blue Ocean. CVC
is a hybrid model that stimulates innovation. It expands
industrial boundaries, rebuilds market boundaries, explores
cutting-edge technologies, encourages open innovation, and
expands organizational structures for large companies. It is
regarded as an effective paradigm to promote the evolution
of the industry ecosystem. It is also an important way for
large companies to acquire innovative technologies and
industrial integration [2]. CVC activities are a “dual and
two-way” value creation process that includes both strategic
and financial values, while creating value for mature large
companies and startups. With the advent of the digital
economy 2.0 era, ecological collaborative innovation models
have gradually taken shape. Typical digital economy com-
panies in China, such as Alibaba, Tencent, Xiaomi, and
Baidu, as well as traditional enterprises such as Haier and
Fosun, are actively building open innovation enterprise
ecosystems. +ey integrate the company’s own technology,
capital, and market advantages with external resources to
develop new technologies, new products, and new models
for new markets.

2. Related Work

Hannah and Eisenhardt proposed that, in addition to the
relationship between competition and cooperation, enter-
prises also need to continuously meet customer needs
through innovation [3]. Enterprises have evolved from the
role of an individual player in the industry into part of the
industrial ecosystem. Luo and Ratchford took Apple, IBM,
Ford, and Wal-Mart as examples to study focal companies
which develop service, technology, and value network
platforms to build their own unique business ecosystems and
obtain value returns [4]. Yao and Zhou used the theory of
natural ecosystem evolution to study the innovation path of
high-tech enterprises and found that the dependence of
enterprise innovation paths has ecological genetic and
variability characteristics [5]. Daniela et al. in “Evolutionary
+eory of Economic Change” explain economic changes
from a perspective of dynamic evolution. Evolutionary game
theory pays attention to the change of population structure
and uses evolutionary stable strategy (ESS) to represent a
stable state that can resist the invasion of mutation strategy
[6]. Levinthal proposed that corporate adaptation and en-
vironmental selection are the main paths of population
evolution [7]. Zaman et al. believe that internal and external

resources of an enterprise are equally important. Enterprises
use external resources and external channels to help com-
mercialize their new technological achievements. +ey also
emphasize that enterprises should quickly implement in-
novation, reduce innovation costs, and work with profes-
sional venture capital institutions to jointly improve
innovation performance [8].

One of the most challenging 125 scientific issues in the
21st century in science is, “how does cooperative behavior
evolve?” +e innovation ecosystem has the same charac-
teristics of natural evolution, integration, self-organization,
periodicity, and openness as natural ecosystems and shares
the same characteristics in power, genetics, evolution, and
feedback. Important scholars in the CVC field, Jog and
Mcconomy, creatively proposed that mature large compa-
nies have regarded CVC not only as the window for tech-
nology discovery but also as an ecosystem around large
companies [9].+is conclusion is based on previous research
on CVC enterprise value creation, CVC investment enter-
prise entrepreneurial performance, investment conditions,
and cross-organizational knowledge acquisition.Based on
the analysis of nearly 300 CVCs, Jog and Mcconomy pro-
posed that the increasing number of CVCs would contribute
in better short-term and long-term performance of the
ecosystem, which extends a previous view shared by scholars
that the CVC is only an incubator-level participant. Instead,
as an ecosystem strategy, CVC intends to “build a con-
stellation” [10]. +erefore, from the perspective of the
ecosystem and the niche theory, it is proposed that the CVC
ecological community, formed by mature large companies
and startups in the form of CVC projects, achieves syn-
chronization through interactions between CVC functions,
behavioral processes, and the external environment. In the
symbiotic mode, a symbiotic evolution can be developed
with the growth of large companies and entrepreneurial
enterprises.

3. CVC Niche for Major Corporations and
Entrepreneurial Firms

In 1838, the Dutch mathematical biologist Verhulst pro-
posed a logistic equation to study the growth of biological
populations. It was found that the population grew fastest at
the beginning. When it grew to a certain value, the speed
began to slow down until it finally decreased to zero (i.e.,
stop growing). In 1900, Italian mathematician Volterra
proposed the predator and prey populations model. In 1925,
Lotka proposed mathematical ecology in chemical reactions.
+en in 1926, Volterra used the Lotka–Volterra model to
demonstrate the rule of fish population in the port of Fiume.
Lotka–Volterra model, which evolved from the logistic
extended model, can better explain the relationship between
large companies and startups in the CVC ecological com-
munity. +is model, as an evolutionary game for species or
population formation, provides a new perspective to un-
derstand community structure optimization and niche
evolution [11].

+e growth of the corporate ecological community in-
volved in CVC also generally conforms to the mechanism of
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the logistic development; that is, the development of the
CVC ecological community is relatively immature: the
scale is not large; the growth space is large; and the de-
velopment speed is fast at S1. However, at this stage, for
large enterprises and startups, the initial capital investment,
human investment, and technical investment are relatively
large. +e symbiotic subjects of the CVC ecological
community are still in the running-in period with high
risks. At node P1, either CVC is offside to enhance the
niche, occupying a favorable position in the innovation and
entrepreneurship ecosystem, or it may gradually decline.
CVCs that operate smoothly, realize technological inno-
vation, and have shared and coordinated development can
successfully enter the second stage of the ecological niche
beyond P1. In the second stage of S2, the ecological niche of
CVC continued to expand; the benefits continued to in-
crease; innovation results and innovative technologies were
rapidly transformed; large companies achieved their stra-
tegic goals and financial goals; and startup companies also
achieved growth. At the second branch point P2, with great
innovation potential, the CVC ecological community,
formed by large companies with startups, integrates more
resources and continues to develop. +e symbiotic system
will rise to a higher stage, while the ecological shrinkage
may also occur. Figure 1 is the trend of CVC ecological
community evolution.

+erefore, the evolution of the niche also reflects the
characteristics of repeated games between large companies
and startups in the CVC ecological community. CVC ac-
tivities are also innovative activities. Large companies form
CVC ecological communities with startups through venture
capital for technological innovation. +ey aim to realize
value cultivation and value innovation and continuously
develop new competitive advantages in the industry com-
petition. By improving their own niche, they can achieve
their strategic goals and financial goals.

From the perspective of biology and evolutionary
games, the development of the CVC ecological community
is constrained by various factors such as talent, technology,
capital, and services, in specific time and space dimensions.
+e ecological factor domain Ci � f(z1, z2, z3, · · · , zn) is
used to represent the various factors z1, z2, z3, · · · , zn that
indicate the constraints for the development of the CVC
ecological community. +ere is a range value Ni of the
niche width Wi of ecological community i, which repre-
sents the competition coefficient αi of the CVC ecological
community. β represents the niche overlap value of the
CVC ecological community, and χi indicates the impact of
CVC investment strategies such as combination strategies,
capital injection strategies, exit methods, and space pref-
erences on the innovation of the CVC ecological
community.St represents the niche status (i) of the CVC
ecological community at time of t, and dS(t)/dt represents
the rate of change in the niche width for large enterprises
and entrepreneurial enterprises in the CVC ecology
community. Adjusted from the Lotka–Volterra model, the
niche evolution equations of the major corporations (MC)
and entrepreneurial firms (EF) in the CVC ecosystem are
set as follows:

dS1(t)

dt
� r1S1 ρ1 + χ1 − α1 − S1 − βS2( ,

dS2(t)

dt
� r2S2 ρ2 + χ2 − α2 − S2 − βS1( .

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(1)

Here, S1 and S2 represent the niche width limit of MC
and EF; ρ1 and ρ2 represent niche saturation coefficient of
MC and EF in the CVC ecological community; α1 and α2
represent competition coefficients: α1 is the competitive
effect of EF on MC, while α2 is the competitive effect of MC
on EF; and β represents niche overlap betweenMC and EF in
the CVC ecological community.

When β� 1, there is a complete niche overlap between
MC and EF.When β � 0, there is a complete niche separation
for MC and EF. If the value of β is between 0 and 1, there is
partial overlap between MC and EF. +e β is proportional to
α1 and α2, which means the bigger the overlap between MC
and EF, the more the fierce competition.

According to the above differences in β, the evolution of
the niche of large companies and startups in the CVC
ecological community is discussed as follows [12]:

(1) When β� 1, there is a complete niche overlap be-
tween MC and EF.

If dS1(t)/dt � 0
dS2(t)/dt � 0 , the balanced position includes

H1(ρ1 + χ1 − α1, 0), H2(ρ2 + χ2 − α2, 0),H3(0, ρ1+
χ1 − α1), H4(0, ρ2 + χ2 − α2), O(0, 0).
+e equation for MC in the CVC ecological com-
munity is ρ1 + χ1 − α1 − S1 − S2 � 0.
+e equation for EF in the CVC ecological com-
munity is ρ2 + χ2 − α2 − S2 − S1 � 0.
As there is an equal slope, the position of the two
parallel straight lines L1, L2 depends on the values of
parameters ρ1 + χ1 − α1 and ρ2 + χ2 − α2.
When ρ1 + χ1 − α1 > ρ2 + χ2 − α2, we can obtain
Figure 2 in the following.
+e niche width of the MC in the CVC ecological
community is larger than the niche width of the EF.

P1

P2

Logistic curveS1 S2 S3

t

CV
C 

ni
ch

e

Figure 1: +e trend of CVC ecological community evolution.
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MC completely includes the EF, indicating that the
MC occupies the entire niche space.
When ρ2 + χ2 − α2 > ρ1 + χ1 − α1, we can get Figure 3
in the following.
Entrepreneurial firm’s niche width (L2) in the CVC
ecological community is larger than that of major
corporation (L1). EF completely includes MC. +is
indicates that EF occupies the entire niche space.+e
result of evolution will also approach EF. +erefore,
when the MC and EF in the CVC ecological com-
munity completely overlap, the direction of the niche
evolution depends on the technologies, capital, hu-
man resources, and innovation resources used by the
MC and EF. +e one occupying the resource ad-
vantage will eventually control the evolution.

(2) When β� 0, there is a complete niche separation for
MC and EF.

If dS1(t)/dt � 0
dS2(t)/dt � 0 , the balanced position includes

H1(ρ1 + χ1 − α1, ρ2 + χ2 − α2),

H2(ρ1 + χ1 − α1, 0),H3(0, ρ2 + χ2 − α2), O(0, 0).
+e equation for MC in the CVC ecological com-
munity is L1: S1 � ρ1 + χ1 − α1.
+e equation for EF in the CVC ecological com-
munity is L2: S2 � ρ2 + χ2 − α2.
We can obtain a separation as shown in Figure 4.
L1 andL2 divide four areas in the quadrant. In the
areas below L1 (dS1(t)/dt< 0), the evolution direc-
tion rises, while in the areas above L1 (dS1(t)/dt> 0),
the evolution direction goes downward. In the areas
on the left of L2 (dS2(t)/dt< 0), the evolution di-
rection goes right, while in the areas on the right of
L2(dS2(t)/dt> 0), the evolution direction goes left.
In quadrant 1, dS1(t)/dt> 0 and dS2(t)/dt < 0.
In quadrant 2, dS1(t)/dt> 0 and dS2(t)/dt > 0.
In quadrant 3, dS1(t)/dt< 0 and dS2(t)/dt < 0.
In quadrant 4, dS1(t)/dt< 0 and dS2(t)/dt > 0.
+erefore, we can conclude that the result of evo-
lution tends to equilibrium H1(ρ1 + χ1 − α1, ρ2+

χ2 − α2), where the large companies and startups in
the CVC ecological community occupy their re-
spective niche. Its niche size is related to the niche
saturation coefficients ρi of both parties, the com-
petition coefficient αi of large enterprises and
startups in the CVC ecosystem, and the impact
coefficient χi of CVC ecological community inno-
vation CVC investment strategy (CVC portfolio
strategy, CVC investment stage strategy, CVC exit
method, CVC investment space preference).

(3) When 0< β< 1, MC and EF niche partially overlap.
+e evolution path depends on the ecological do-
main space of their respective resources.

If dS1(t)/dt � 0
dS2(t)/dt � 0 , the balanced position includes

O(0, 0), H1(ρ1 + χ1 − α1, 0),

H2(0, ρ1 + χ1 − α1/β),H3(ρ2 + χ2 − α2/β, 0), and
H4(0, ρ2 + χ2 − α2):

G
ρ1 + χ1 − α1 − β ρ2 + χ2 − α2( 

1 − β2
,
ρ2 + χ2 − α2 − β ρ1 + χ1 − α1( 

1 − β2
 .

(2)

As the values of the parameters are different, the ana-
lytical expressions have different evolution trends. +ere are
four competition situations between the two populations:

Situation 1. When (ρ1 + χ1 − α1/β)> ρ2 + χ2 − α2 and
(ρ2 + χ2 − α2/β)< ρ1 + χ1 − α1.

In the area surrounded by the quads H1, H2, H3, H4
(Figure 5), where dS1(t)/dt< 0¸ dS2(t)/dt > 0, large com-
panies have not reached the maximum capacity for growth;
i.e., there is still room for growth and development. While,
startups have reached the maximum capacity; i.e., there is
little room for continued growth. Large companies have
mastered related technological innovations. +e corre-
sponding evolution is shown in Figure 5.

Situation 2. When (ρ1 + χ1 − α1/β)< ρ2 + χ2 − α2 and
(ρ2 + χ2 − α2/β)> ρ1 + χ1 − α1.

In the area surrounded by the quads H1, H2, H3, H4
(Figure 6), where dS1(t)/dt> 0, dS2(t)/dt> 0,

Major
corporations

Entrepreneurial
firms

L2

L1

Figure 2: Evolution of niche overlap, when MC contains EF.
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Figure 5: Large companies occupy part of the startup’s niche.
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Figure 3: Evolution of niche overlap, when EF contains MC.
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Figure 4: Niche separation of CVC.
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Figure 6: Startups occupy the ecological domain of large companies.
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entrepreneurial enterprises in the CVC ecosystem can
continue to develop, but large companies have reached their
limits. +erefore, entrepreneurial enterprises can invade
some ecological domains for large companies, as shown in
Figure 6.

Situation 3. When (ρ2 + χ2 − α2/β)> ρ1 + χ1 − α1 and
(ρ1 + χ1 − α1/β)> ρ2 + χ2 − α2

L1and L2 come across at point G, as shown in Figure 7.

G
ρ1 + χ1 − α1 − β ρ2 + χ2 − α2( 

1 − β2
,
ρ2 + χ2 − α2 − β ρ1 + χ1 − α1( 

1 − β2
 .

(3)

In the area of H2GH4, there is still room for growth of
startups, while large companies have developed to the
maximum capacity, approaching G. In the GH1H3 region,
large companies continue to grow, while the growth of
startups has reached the upper limit. +e movement trends
of both parties will gradually approach point G, where G is
the equilibrium point for the coexistence of large enterprises
and entrepreneurial enterprises in the CVC ecological
community.

Situation 4. When (ρ2 + χ2 − α2/β)< ρ1 + χ1 − α1 and
(ρ1 + χ1 − α1/β)< ρ2 + χ2 − α2.

L1 andL2 come across at point P, as shown in Figure 8.
In the H2PH4 andH1PH3 areas, both large companies and

startups have room for continued innovation and growth. Both
sides may have the opportunity to win in the competition
process, so they have not reached an equilibrium state. +e
niche occupation depends on what the two parties have in the
initial ecological domain. +e larger the initial ecological do-
main is, the more resources it possesses, and the easier it is to
win in the CVC ecological community. +is also makes CVC
ultimately achieve the strategic goals and financial goals of large
companies by IPO, mergers, and acquisitions. While startups
get mature, big companies can quit.

In the above analysis, situations (1), (2), and (4) are all
unbalanced and stable. In the balanced state (3), large en-
terprises and startups in the CVC ecosystem can coexist and
maximize their own added value.

4. Construction of the Evolutionary Game
Model for the CVC Ecological
Community Innovation

Evolutionary game theory exists in Darwin’s idea of natural
selection. Based on the dual theory of game theory and
biological evolution, this section analyzes the formation
mechanism of interaction between populations in ecological
communities and studies population growth, evolution, and
stability [13].

4.1. Evolutionary Game Analysis. +e symbiotic evolution
between large companies and startups in the CVC ecological
community will increase the adaptability of both parties and
thus their respective niche. +e evolutionary game theory
has been used to analyze the operating mechanism of large

companies and startups. Here we use evolution stability
strategy to analyze the evolution path of CVC ecological
community. +e strategy adjustment process, trends, and
stability of large players and startups in priority game players
are considered. ESS evolutionary stability strategy and
Taylor and Jonker’s replicator dynamic equations are used as
well [14]. +e niche evolution process of CVC ecological
community innovation also requires mutation and selection
mechanisms [15]. +e formation and development of the
CVC eco-community is the game behavior between large
companies, startups, and other related entities. Its formation
and development are also the result of the dynamic evolution
of multiparty games. When there is a two-way causal re-
lationship between a large company and a startup company
under a certain feedback mechanism, the adaptive change of
the large company will change the adaptability of the startup
company, while the change of the startup company will
further affect the change of the large company. By assessing
their participation in CVC investment activities, the two
parties will promote the continuous evolution of the CVC
ecological community when the results of multiple rounds of
game play with other entities are greater than their
nonparticipation.

4.2. Research Hypothesis and Model Building

4.2.1. Research Hypothesis. +e changes in the niche of large
companies and startups in the CVC ecosystem are affected
by a variety of ecological factors in the symbiotic envi-
ronment of venture capital. At the same time, the strategy
obtained by the opponent based on the irrational selection is
an important factor. Entrepreneurial enterprises will play
dynamic games. First, assuming that the strategy set of MC is
niche maintenance and niche expansion, the strategy set of
an entrepreneurial company can be participation in com-
petition and acceptance. In this case, there is a two-stage
game in the CVC investment activity process. +is can be
regarded as an evolutionary game of dual population and
dual strategy [16]. Second, assuming that both large com-
panies and startups are bounded in rationality, they choose
the best strategy based on their own situation and envi-
ronment. +ird, in the CVC ecological community, large
companies, and startups make strategic adjustments based
on their strategy and the external environment. A repeated
game would happen as the adjustment also depends on the
choices and the performance of these companies.

4.2.2. Construction of Fitness Function Matrix. Assuming
that the niche separation of large companies and startups
does not affect them, the two types of corporate populations
in their own ecological space and time have the benefits of
independent innovation R1 and R2. When the MC pop-
ulation chooses to expand its niche through CVC activities,
it can realize innovation benefits, including the benefits
created by knowledge sharing as a result of sharing various
resources and technology spillovers. It can be represented by
λ(a + b)Δr, where λ is the absorptive capacity coefficient of
the large company population; a and b are the knowledge
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sharing coefficient and the technology spillover coefficient,
respectively; and Δr is unit excesses benefit. If the MC ex-
pands, the EF also carries out the niche expansion, which can
achieve excess returns. Both parties need to pay a certain cost
during the niche expansion process. +e cost paid by the
large company can be expressed as C1, and the cost paid by
startup company is represented by C2. +ere are also large
companies that expand their niche, and startups choose to
keep the same niche. In this case, they can get a profit e. +e
probability that a large company will expand its niche is p,
and the probability of maintaining it is 1 − p. +e probability
of participating in competition based on feedback from
startups is q, and the probability of maintaining the original
ecology is 1 − q. +e game fitness payment matrix is
established in Table 1.

4.3. Evolution Path Analysis

4.3.1. Replicator Dynamic Equation Solving. According to
the game fitness function matrix above, it can be concluded
that, for theMC, which chooses to expand the niche, that is, to
carry out CVC investment activities, the expected return is

U11 � q R1 + λ(a + b)Δr − C1(  +(1 − q) R1 − C1( 

� R1 + qλ(a + b)Δr − C1,

U12 � q R1 + e(  +(1 − q)R1 � qe + R1,

U1 � pU11 +(1 − p)U12

� p qλ(a + b)Δr − qe − C1(  + qe + R1.

(4)

In the same way, for the EF, the expected income and
expansion of the niche expansion are U21 and U22, while the
average expectation of the startup enterprise is U2:

U21 � p R2 +[1 − λ(a + b)]Δr − C2  +(1 − p), R2 − C2( 

� R2 + p[1 − λ(a + b)]Δr − C2,

U22 � p R2 + e(  +(1 − p)R2 � e + R2,

U2 � qU21 +(1 − q)U22,

� q R2 + p[1 − λ(a + b)]Δr − C2  +(1 − q) pe + R2 

� q p[1 − λ(a + b)]Δr − pe − C2  + pe + R2.

(5)

According to the replicator dynamic formula of the
evolutionary game, the replicator dynamic equations of large
companies and startups in the CVC ecosystem can be ob-
tained as follows:

H1

H2

H4

H3

Entrepreneurial
firms

Major
corporations

L1

L2

dS1 (t)/dt = 0

dS2 (t)/dt = 0
G

Figure 7: Ecological stability of large companies and startups.

H1

H2

H4

H3

Entrepreneurial
firms

Major
corporations

L1

L2

dS1 (t)/dt = 0

dS2 (t)/dt = 0P

Figure 8: Large companies and startups continue to grow and cannot reach balance.

Table 1: Niche game fitness function matrix.

Subject niche
in CVC

EF
Expanding

niche
Maintaining

niche

MC
Expanding R1 + λ(a + b)Δr − C1 R1 − C1

R2 + [1 − λ(a + b)]Δr − C2 R2 + e

Maintaining R1 + e R1
R2 − C2 R2
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F(p) �
dp

dt
� p U11 − U1( 

� p(1 − p) q(λ(a + b)Δr − e) − C1 ,

F(q) �
dq

dt
� q U22 − U2( 

� q(1 − q) p[[1 − λ(a + b)]Δr − e] − C2 .

(6)

4.3.2. Evolutionary Stability Strategies for MC. According to
the dynamic equations for MC, we have

F(p) �
dp

dt
� p U11 − U1( 

� p(1 − p) q(λ(a + b)Δr − e) − C1 .

(7)

+ree stable points of the equation can be obtained,
namely, p∗1 � 0, p∗2 � 1, and p∗3 � C1/λ(a + b)Δr − e. If an
evolutionary stable strategy is required, the derivative dy-
namic equation needs to be derived and satisfy d2p/d2t< 0.
We will obtain

d2p

d2t
� (1 − 2p) q(λ(a + b)Δr − e) − C1 . (8)

When q>C1/λ(a + b)Δr − e, we get p∗2 � 1, an evolu-
tionary expansion strategy, which means MC will choose
niche expansion strategy. When q<C1/λ(a + b)Δr − e, we
get p∗1 � 0, an evolutionary stability strategy, which means
MC will choose strategies to maintain their original niche.
When q � C1/λ(a + b)Δr − e, dp/dt equals zero, which is
always a stable status.

4.3.3. Evolutionary Stability Strategies for EF. According to
dynamic equations for EF, we have

F(q) �
dq

dt
� q U22 − U2( 

� q(1 − q) p[[1 − λ(a + b)]Δr − e] − C2 .

(9)

+ree stable points of the equation can be obtained,
namely, q∗1 � 0, q∗2 � 1, and q∗3 � C2/[1 − λ(a + b)]Δr − e.

When p � C2/[1 − λ(a + b)]Δr − e, we get dq/dt � 0,
with q being in stable status. When p>C2/[1 − λ(a+

b)]Δr − e, we get dq/dt< 0, which is an evolutionary ex-
pansion strategy. EF also chooses to expand its niche to enter
MC’s related industries. When p<C2/[1 − λ(a + b)]Δr − e,
we get q∗1 � 0, which is an evolutionary stable strategy. EF
maintains its original niche.

+e above discussion does not consider the relationship
and size of the parameters. When the combination of pa-
rameters changes, the game strategy of large enterprises and
entrepreneurial enterprises in the CVC ecological com-
munity changes.

4.3.4. Impact of Parameter Changes on Evolutionary Game
Strategies. +e first topic is about the effect of parameter
changes on the evolutionary stability strategy of MC:

(1) For 0<C1/λ(a + b)Δr − e< 1, evolutionary stable
equilibrium is determined by two situations of q.
When q>C1/λ(a + b)Δr − e, we get p∗2 � 1, an
evolutionary expansion strategy (EES), while when
q<C1/λ(a + b)Δr − e, we get p∗1 � 0, an evolution-
ary stable strategy (ESS).

(2) For C1/λ(a + b)Δr − e≥ 1, we always get
q<C1/λ(a + b)Δr − e, and p∗1 � 0, which is ESS.+at
is, the cost of niche expansion is high, and large
companies maintain their original niche.

+e second topic is about the impact of changes in
parameters on the evolutionary stability strategy of EF:

(1) For 0<C2/1 − λ(a + b)Δr − e< 1, there are two
possibilities. When p>C2/1 − λ(a + b)Δr − e, we get
q∗2 � 1, an EES. When p<C2/1 − λ(a + b)Δr − e, we
get q∗1 � 0, an ESS.

(2) For C2/1 − λ(a + b)Δr − e≥ 1, we always get p<C2/
1 − λ(a + b)Δr − e, q∗1 � 0, which is an ESS.

By a comprehensive analysis of the stability strategies of
the two sides of the game analyzed above, we get five balance
points, namely, O(0, 0), P(1, 0), Q(0, 1), R(1, 1) � E(C1/
λ(a + b)Δr − e, C2/[1 − λ(a + b)]Δr − e).

4.4. Game Process with Niche Parameters

4.4.1. Evolution Strategy of MC in the CVC Ecological
Community. When considering the status and momentum
of large companies and startups in the CVC ecosystem, that
is, the growth of large companies’ innovation efforts and
potential innovation capabilities, the fitness function needs
to consider the status value of the large company population
(T1) and potential value (S1). +e game player’s entrepre-
neurial state value is T2, and the potential value is S2. +e
higher the values of T1, S1, T2, and S2, the stronger the
ability to obtain innovative resources and the stronger the
ability to expand the niche.+ematrix above can be adjusted
to Table 2.

+e corresponding income formula is as follows:
U11 � q R1 + λ(a + b))Δr − C1(  +(1 − q) R1 − C1( ,

U12 � q R1 + e + T1S1(  +(1 − q)R1 � q e + T1S1(  + R1,

U1 � pU11 +(1 − p)U12

� p qλ(a + b)Δr − q e + T1S1(  − C1(  + q e + T1S1(  + R1.

(10)

+e dynamic equation is as follows:

F(p) �
dp

dt
� p U11 − U1( 

� p(1 − p) q λ(a + b)Δr − e + T1S1(  − C1 .

(11)
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For F(p) � 0, the stable points are q∗1 � 0, q∗2 � 1, and
q∗3 � C2/[1 − λ(a + b)]Δr − (e + T1S1):

(1) When q � C1/λ(a + b)Δr − (e + T1S1), dp/dt equals
zero, and the value of p is stable

(2) When q>C1/λ(a + b)Δr − (e + T1S1), d2p/d2t< 0,
we obtain p∗2 � 1, an EES

(3) When q<C1/λ(a + b)Δr − (e + T1S1), d2p/d2t> 0,
we obtain p∗1 � 0, an ESS

4.4.2. Evolutionary Strategies of EF. +e corresponding
income formula is as follows:

U21 � p R2 +[1 − λ(a + b)]Δr − C2  +(1 − p) R2 − C2( 

� R2 + p[1 − λ(a + b)]Δr − C2,

U22 � p R2 + e + T2S2(  +(1 − p)R2 � p e + T2S2(  + R2,

U2 � qU21 +(1 − q)U22

� q R2 + p[1 − λ(a + b)]Δr − C2 

+(1 − q) p e + T2S2(  + R2 

� q p[1 − λ(a + b)]Δr − p e + T2S2(  − C2 

+ p e + T2S2(  + R2.

(12)

+e dynamic equation is as follows:

F(q) �
dq

dt
� q U22 − U2( 

� q(1 − q) p [1 − λ(a + b)]Δr − e + T2S2(   − C2 .

(13)

For F(q) � 0, the stable points are q∗1 � 0, q∗2 � 1, and
q∗3 � C2/[1 − λ(a + b)]Δr − (e + T2S2):

(1) When p � C2/[1 − λ(a + b)]Δr − (e + T2S2), any
value of q is an ESS

(2) When p>C2/[1 − λ(a + b)]Δr − (e + T2S2), we get
q∗2 � 1, an ESS

(3) When p<C2/[1 − λ(a + b)]Δr − (e + T2S2), we get
q∗1 � 0, an ESS

4.4.3. Coevolution Strategy of MC and EF in the CVC Eco-
logical Community. By unifying the above various game
results into a coordinate quadrant, we get comprehensive

game process of large companies and startups in CVC
ecological community in Figure 9.

It can be seen from the figure that, in the regional QOPE,
the evolutionary stability strategy of large companies and
startups is (0,0); that is, neither party adopts the strategy of
niche expansion in CVC activities. +e evolutionary and
stable strategies of both enterprises and startups are (1,1),
which means that both large companies and startups are
actively expanding their niche. However, the strategic ac-
tions of large enterprises and startups depend on the po-
sition of E. +rough discussing the position of E, the factors
that affect the strategic actions of large and startups can be
identified.

SQOPE �
1
2

× 1 × Ex +
1
2

× 1 × Ey �
1
2

Ex + Ey 

�
1
2

C1

λ(a + b)Δr − e + T1S1( 
+

C2

[1 − λ(a + b)]Δr − e + T2S2( 
 .

(14)

As long as the probability of more actions taken by large
companies and startups on both sides of the game is within
SQOPE, both parties choose not to expand the niche. At this
time, the evolution direction depends on SQOPE and SQRPE.
When SQOPE> SQRPE, the evolution converges to point O.
When SQOPE< SQRPE, the evolution converges to point B.
When SQOPE � SQRPE, the probability of the two sides
converging toward O or R is equal.

4.5. Evolution Strategy of CVC Ecological Community.
+rough the above analysis, 10 parameters that influence the
direction of evolution are obtained. +e common evolution
path is discussed separately for each parameter by seeking
partial derivatives:

(1) Impact of C1 andC2 on SQOPE:

zS

zC1
�
1
2

×
1

λ(a + b)Δr − e + T1S1( 
> 0,

zS

zC2
�
1
2

×
1

[1 − λ(a + b)]Δr e + T2S2( 
> 0.

(15)

+is shows that SQOPE is a monotonically increasing
function for C1, C2. For MC and EF, the higher the
cost of forming a CVC ecological community is, the
more it tends to maintain the original niche.

(2) Impact of (a+ b) on SQOPE:

zS

za
�
1
2

C2

[1 − λ(a + b)]Δr − e + T2S2(  
2

⎡⎣

−
C1

λ(a + b)Δr − e + T1S1(  
2
⎤⎦.

(16)

Since a is not monotonic for SQOPE, a second-order
derivative is performed:

Table 2: Population fitness function matrix in CVC ecological
community.

Subject niche
in CVC

EF

Expanding niche Maintaining
niche

MC
Expanding R1 + λ(a + b)Δr − C1 R1 − C1

R2 + [1 − λ(a + b)]Δr − C2 R2 + e + T2S2

Maintaining R1 + e + T1S1 R1
R2 − C2 R2
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z2S

z2a
�

C2Δr2

[1 − λ(a + b)]Δr − e + T2S2(  
3

−
C1Δr3

λ(a + b)Δr − e + T1S1(  
3 > 0.

(17)

+erefore, there is a minimum value for SQOPE.
When

z2S

z2a
�

C2Δr2

[1 − λ(a + b)]Δr − e + T2S2(  
3

−
C1Δr3

λ(a + b)Δr − e + T1S1(  
3 � 0,

(18)

we obtain
C2

[1 − λ(a + b)]Δr − e + T2S2(  
2

�
C1

λ(a + b)Δr − e + T1S1(  
2.

(19)

At this time, the stable strategy of MC and EF is (1,1).
Both of them implement niche expansion strategies.
+e parameter b is derived from the above a.

(3) Impact of T1, S1,T2, and S2 on SQOPE:
zS

zT1
�
1
2

C1

λ(a + b)Δr − e + T1S1(  
2 > 0,

zS

zS1
�
1
2

C1

λ(a + b)Δr − e + T1S1(  
2 > 0,

zS

zT2
�
1
2

C1

[1 − λ(a + b)]Δr − e + T2S2(  
2 > 0,

zS

zS2
�
1
2

C1

[1 − λ(a + b)]Δr − e + T2S2(  
2 > 0.

(20)

SQOPE is a monotonically increasing function of T1,
S1,T2, and S2, indicating that the larger the state and
potential of the niche of large companies and
startups in the CVC ecosystem (that is, the tech-
nology, talents, capital, and social resources of large
companies and startups), the better the foundation,
and the greater the real dominance and influence
that large companies and startups have on the in-
novation environment. It is more likely that two
sides tend to maintain their original niche.

(4) +e impact of e on SQOPE:

zS

ze
�
1
2

C2

[1 − λ(a + b)]Δr − e + T2S2(  
2

⎡⎣

+
C1

λ(a + b)Δr − e + T1S1(  
2
⎤⎦> 0.

(21)

It shows that SAECO is a monotonically increasing
function of e, which means that the greater the in-
novation income from maintaining the original
niche is, the more likely the large enterprises and
startups tend to maintain the original niche.

(5) +e impact of Δr on SQOPE:

zS

zΔ r
� −

1
2

(1 − λ(a + b))C2

[1 − λ(a + b)]Δr − e + T2S2(  
2

⎡⎣

+
λ(a + b)C1

λ(a + b)Δr − e + T1S1(  
2
⎤⎦< 0.

(22)

SQOPE is a monotonic reduction function for Δr; that
is, the larger the excess returns, the larger the result
of the game between the large enterprise and the
entrepreneurial enterprise. Both parties choose to
expand the niche strategy.
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Figure 9: Comprehensive game process of large companies and startups in CVC ecological community after comprehensive situational
factors.
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(6) +e impact of λ on SQOPE:

zS

zλ
� −

1
2

(1 − λ(a + b))C2

[1 − λ(a + b)]Δr − e + T2S2(  
2

⎡⎣

+
λ(a + b)C1

λ(a + b)Δr − e + T1S1(  
2
⎤⎦.

(23)

SQOPE is a monotonic reduction function for Δr; that is,
the larger the excess returns, the larger the result of the game
between the MC and the EF. Both parties choose to expand
niche strategy.

5. Optimization Strategy for CVC Niche
Evolution in Ecological Community

+e evolution of the ecological niche of the CVC ecological
community is subject to the combined effects of multiple
mechanisms, and competition and symbiosis are affected by
interest-driven and ecological balance. +e benefit-driven
mechanism is the inherent growth mechanism of the CVC
ecological community under a certain environment of in-
novation and entrepreneurship. +e source of motivation is
the maximum pursuit of individual interests by large en-
terprises and entrepreneurial enterprises. Large enterprise
populations and entrepreneurial enterprise populations
integrate related resources through horizontal symbiosis,
vertical symbiosis, or dynamic alliances to eliminate or
reduce resource bottlenecks and promote the smooth de-
velopment of large enterprises and individual entrepre-
neurial enterprises. +erefore, the CVC ecological
community, as a core part of the innovation and entre-
preneurship ecosystem, presents a nonlinear and expo-
nential growth trend. As a self-protection mechanism of the
ecological niche of the CVC ecological community, the
ecological balance mechanism can ensure the self-sustain-
ment and steady evolution of the CVC niche. In addition to
the innovation, entrepreneurship, and ecological resources,
the growth of the population is affected by material, energy,
and information accumulation but is also balanced and
stabilized by self-organization and self-regulation because of
environmental factors.

+e CVC ecological niche represents the status of the
CVC ecological community with large companies and
startups as the core to own and control human resources,
technical resources, capital, and other social resources, as
well as the adaptability to the innovative ecological envi-
ronment and the comprehensive use of various resources.
+e healthy growth of CVC ecological communities requires
specific analysis of internal and external environmental
ecological factors, including limiting factors and interest
factors. +e limiting factor is the bottleneck that restricts the
development of the CVC ecological community. Both the
large enterprise population and the entrepreneurial enter-
prise population focus on easing the constraint of the
limiting factor to enhance the evolution capacity of the
entire CVC ecological community. At the same time, the
CVC ecological community also has benefit factors as its

driving force for development.+e enhanced interest factors
of core populations can enable their respective niche evo-
lution to achieve sustainable competitiveness and become an
irreproducible and far-reaching advantage through the
formation of core competitiveness. +e large enterprise
population and entrepreneurial enterprise population in the
CVC ecological community are usually in different positions
in the value chain. +erefore, the CVC ecological com-
munity should make full use of the symbiotic resources on
the value chain, unblock the symbiotic channels, or form
strategic alliances or virtual industries to achieve coevolution
for the niche. +e large enterprise population and the en-
trepreneurial enterprise population within the CVC eco-
logical community implement corresponding niche
separation strategies, niche expansion strategies, niche K-R
strategies, and niche alliance strategies.

5.1. CVC Niche Separation Strategy. If the niche overlap
between large enterprises and startups in the CVC eco-
logical community indicates that there is a certain in-
dustry correlation between large companies and startups,
the competition is fierce when the niche overlaps between
the two. In order to obtain more living space, the two sides
can implement niche separation strategy. Large enter-
prises and startups can find the most suitable position for
their own development through CVC activities. +e core
of niche separation is to (a) use and integrate innovation
and entrepreneurial resources, (b) choose a combination
of ecological factors that are different from those of
competitors, (c) have a stronger advantage at a certain
position of talent, technology, capital, and social resource
gradients, and (d) achieve heterogeneity and symmetry.
Whether it is a mature large enterprise or a startup en-
terprise, it can choose two different niche separation
strategies: specialization strategy and generalization
strategy. +e specialization strategy is for narrow-niche
enterprises, which can provide a small range of products
and services with characteristics to form an agglomeration
strategy to concentrate the various resources of species in
a limited ecological space, that is, to focus on a certain step
in the value chain, so that the niche overlap with other
species is reduced. +e generalized strategy is similar to
the no-difference strategy for relatively wide niche
companies, and the risks are relatively small.

In the CVC ecological community, whether large
companies and startups choose specialization or general-
ization strategies is related to the richness of resources they
can use. Generalization strategies can provide more survival
for large companies with strong competitiveness. However,
early stage startups, which have limted resources while still
implementing generalisation strategies, would easily fail or
be acquired by large companies. . +erefore, for startup
companies, specialization strategies are more conducive to
maintaining their own niche and reducing the ecology
overlap with large enterprises, to reduce competition.
Startups in the CVC eco-community can also consider
adopting a niche separation strategy from the time, space,
and target market dimensions.
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5.2. CVC Niche Expansion Strategy. +e investment of
mature large enterprises in startup enterprises through CVC
activities is a niche expansion strategy. It uses open-ended
innovation through venture capital to open up new resource
spaces, acquire innovative technologies, and thus achieve the
purpose of expanding the niche. +ey aim to alleviate the
competitive pressure brought by overlapping niche. For
large enterprises, the introduction of new and efficient
ecological elements is their original intention when choosing
CVC. It is also an effective means of exploring and devel-
oping suitable options for their own development so that
they can acquire financial benefits. +e introduction of new
ecological elements can improve the utilization of various
resources in the innovation and entrepreneurship ecosys-
tem. Due to the obvious industry attributes of CVC and the
high degree of innovation in the high-tech industry, the
technology has a high rate of change; i.e., products and
technologies will be updated faster. +e uncertainty of in-
dependent research and development is high, so large en-
terprises need to expand their niche through CVC. For large
enterprises and startups with weak innovation ability, weak
interorganizational learning ability, and low absorptive
capacity and involvement, especially for large companies, it
is worthwhile to raise the basic niche or explore potential
niche through CVC activities [17].

5.3. CVCNicheK-R Strategy. Ray proposed a niche selection
strategy. +e K strategy indicates that, by increasing com-
petitiveness, improving resource utilization efficiency, and
increasing the environmental capacity of species in a stable
environment, a higher saturation density can be achieved.
+e R strategy means that, by breeding in large numbers,
new offspring can be adapted to the unstable environment,
thereby identifying its own niche [18].

+e choice of K strategy will be limited by the envi-
ronment. When the niche develops to a certain degree, it will
reach the limit of affordability. In the CVC ecological
community, the development of large enterprise populations
also follows the KR strategy. +e large enterprise population
of the K strategy is characterized by a low reproduction rate
and slow growth, but it can achieve strategic goals through
CVC and continuously adapt to new environmental
changes. It has unique core competitiveness in related in-
dustries. Its products and services are not easily copied and
imitated. When large enterprises become the leading
companies in an industry, environmental resources will be
the biggest obstacle to their development [19]. +e startups
of R strategy are usually small in size, are not constrained by
the environment, and have a fast reproduction capacity.
When they grow to a certain degree, the growth rate also
starts to decline.

+e CVC ecological community uses the R strategy and
the K strategy, respectively. +e abscissa indicates the size of
niche space occupied by the large enterprises and startups in
the ecological community at time t, while the ordinate
represents the size of the niche space occupied by species at
time t+ 1. +e dotted line indicates that the size of the niche
space has not changed (Nt+1/Nt � 1). +e part above the

dotted line indicates that the ecology of large enterprises or
startups has become larger; that is, Nt+1 >Nt. +e curve
below the dotted line indicates that the niche space has
become smaller; that is Nt+1 <Nt (Figure 10).

+ere are two intersections between the growth curve
and the dotted line for K strategy. X is an unstable equi-
librium point [20]. +ere may be two situations for large
enterprises or startups at point X. First, when the CVC
ecological community survives, there are large niche spaces
that have not been occupied yet. Companies using K strategy
to grow rapidly. Second, the overall space of the CVC
ecological community has continued to shrink during the
recession period, until the K strategy companies die out.
When it is at a stable point, it indicates the maximum ca-
pacity of the ecosystem space and the maximum market
capacity of technology, talent, capital, social resources, etc.
When the K strategy prevents the individual from falling
below stability, the scale is expanded to achieve stability.
When the K strategy enterprise is above the stability point,
its downsizing resumes [21].+e sustainable development of
the CVC eco-community can be achieved if the large en-
terprise population and the entrepreneurial enterprise
population in the CVC eco-community can adjust the niche
countermeasures in a timely and accurate manner at dif-
ferent stages in the development process.

5.4. CVC Niche Alliance Strategy. In the CVC ecological
community, large companies and startups can expand their
niche by establishing a mutually beneficial symbiotic
relationship. +is strategy is called the niche alliance
strategy. When the weaker startups and the stronger large
companies can improve their respective competitiveness
through symbiotic relationships, symbiotic parties in the
CVC ecosystem can either choose their own appropriate
niche or expand the boundaries of the entire ecological
community from the perspective of enhancing the sym-
biotic system, promoting the metabolism of the entire
CVC ecological community based on innovation. If the
implementation of the niche alliance strategy requires the
evaluation of their respective niche, the niche overlap and
market crossover of both sides should be minimized to
avoid parasitic or favorable symbiosis and form conflicts
of interest [22]. Large enterprises and startups can seek
intersections, that is, new requirements between the two
sides. +ey can use the positive feedback effect of the
innovation and entrepreneurship environment to create
higher-level niche that is beneficial to both sides and can
realize the coevolution of the niche. +e main motivation
of CVC activities is that large enterprises need to seek
technological progress. Entrepreneurs in small and me-
dium habitats in the industry can obtain more coopera-
tion resources through the form of CVC, so that they can
expand their survival through cooperative technological
innovation, management innovation, and differentiated
service innovation. In this case, they can expand the width
of the niche and then penetrate or embed other industries.
+e formation and evolution of large enterprises and
entrepreneurial enterprises in the CVC ecological
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community will also generate greater benefits in their own
or other fields.
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Multiobject detection tasks in complex scenes have become an important research topic, which is the basis of other computer
vision tasks. Considering the defects of the traditional single shot multibox detector (SSD) algorithm, such as poor small object
detection effect, reliance on manual setting for default box generation, and insufficient semantic information of the low detection
layer, the detection effect in complex scenes was not ideal. Aiming at the shortcomings of the SSD algorithm, an improved
algorithm based on the adaptive default box mechanism (ADB) is proposed. +e algorithm introduces the adaptive default box
mechanism, which can improve the imbalance of positive and negative samples and avoid manually set default box super
parameters. Experimental results show that, compared with the traditional SSD algorithm, the improved algorithm has a better
detection effect and higher accuracy in complex scenes.

1. Introduction

With the continuous improvement of deep learning related
theories, computer vision technologies [1–3] have achieved
great success. As the basis of computer vision tasks, object
detection [4–6] has been applied in many fields such as
intelligent security [7], automatic driving [8], and intelligent
medical treatment [9]; even some industrial applications are
based on object detection algorithms [10–13]. In the past few
years, in order to improve the real-time performance and
accuracy of object detection in complex scenes, many
scholars have conducted a lot of research on this, and the
object detection algorithms based on deep learning have
achieved remarkable achievements.

In 2014, the Region with CNN features (RCNN) algo-
rithm [14] was published in Computer Vision and Pattern
Recognition (CVPR) by Ross Girshick et al. +e advent of
this algorithm marked a new era in object detection tech-
nology. After that, Spatial Pyramid Pooling in Deep Con-
volutional Networks (SPPNet) algorithm [15] makes up for
the shortcomings of the RCNN algorithm in repetitive
convolution calculation and fixed output scale, but it still has

the defects of tedious training steps and slow process. In
order to improve the real-time performance of the RCNN
detection algorithm, Ross Girshick proposed the Fast RCNN
object detection algorithm [16] in 2015. +e processing
mode of shared convolution makes the calculation amount
of this algorithm drop sharply. In addition, the method of
the region of interest (RoI) pooling is introduced to enable
the network to process input images of any size. However, in
this method, the problem of time loss caused by the selective
search method [17] has not been solved. As a result, the
Faster RCNN [18] algorithm was published in Neural In-
formation Processing Systems (NIPS) in 2015. +e highlight
of this algorithm is to propose region proposal network
(RPN) network structure, which combines region genera-
tion with convolution neural network based on the default
box mechanism. It further improves the real-time perfor-
mance of the Fast RCNN algorithm and becomes the most
representative algorithm in the two-stage detection algo-
rithm. Based on the Faster RCNN algorithm, Mask RCNN
[19], fully convolutional network Region-based Fully Con-
volutional Networks (R-FCN) [20], Cascade RCNN [21],
and other improved algorithms were proposed. Compared
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with the two-stage structure of Faster RCNN and other
algorithms, the You Only Look Once (YOLO) series of
algorithms [22–25] and the SSD algorithm [26] adopt the
single-stage structure to directly predict the location and
category of the object. +e real-time performance of the
algorithm is greatly improved, but the accuracy of object
detection in complex scenes is obviously insufficient. In
order to improve the accuracy of the single-stage detection
algorithm, Fu et al. [27] proposed a feature fusion method
for multiscale prediction based on the SSD algorithm and
used deconvolution operation to enhance the semantic in-
formation of shallow features. Jeong et al. [28] tried pooling
fusion, deconvolution fusion, rainbow fusion, and other
schemes and finally designed the Rainbow Single Shot
Multibox Detector (RSSD) network model, which improved
the object detection effect in complex scenes to some extent.
Tsung et al. [29] considered that the reason for the lack of
accuracy of the single-stage detection model was the im-
balance of positive and negative samples and proposed a new
classification loss function “Focal Loss” to improve the
problem. Based on Focal Loss, the team of Tsung built a
RetinaNet network, which effectively balanced the propor-
tion of positive and negative samples to avoid the imbalance
of samples.

+is paper is based on the SSD algorithm, and we im-
prove it from the following two aspects in view of the
shortcomings of the SSD algorithm. On the one hand, in
order to enhance the characterization capability of the low
feature layers and the detection effect of small objects, the
improved algorithm introduces feature layers fusion (FLF)
and multireceptive field fusion (MRFF) mechanisms. On the
other hand, through the adaptive default box mechanism,
the steps of manually setting default box hyperparameters
are avoided, the generation of negative sample box is re-
duced, and the problem of positive and negative sample
imbalance is improved. Under the premise of real-time
detection, the improved algorithm greatly improves the
accuracy of small object detection in complex scenes.

2. Related Work

2.1. SSD Algorithm. +e traditional SSD algorithm takes
Visual Geometry Group Network (VGGNet) [30] as the
backbone network and adds several additional convolution
layers to participate in the detection of related objects.
Firstly, sufficient data enhancements have been made
through optical changes, geometric transformations, etc.,
which greatly enriched the relevant data sets. Secondly, the
SSD algorithm expands 4 convolutional layers and performs
object detection based on convolutional layers of different
depths. +erefore, the output feature maps have different
scales and receptive fields, and objects of different sizes can
be detected. +irdly, the SSD algorithm sets multiple default
boxes of fixed size and ratio on the six feature maps. +e
algorithm sets a series of smaller default boxes on the shallow
feature maps to detect small objects and sets several larger
default boxes on the deep feature maps to detect large
objects. Finally, the network model uses 3× 3 convolution
kernels to extract features on the relevant feature maps to

complete objects classification and bounding boxes
regression.

+e SSD algorithm completes object detection through
the single-stage network and has a better effect compared
with the algorithm in the same period. Correspondingly, the
SSD algorithm also has some shortcomings. On the one
hand, due to the lack of semantic information in the shallow
feature maps, the classification and regression effect of small
objects is poor and the detection accuracy is insufficient. On
the other hand, the default box parameters of each feature
layer depend on the manual setting, so the generalization of
the SSD is poor in different detection tasks.

2.2. Design Criteria and Defects of Default Box in Traditional
Detector. A series of default boxes are generated by using the
sliding window method in the relevant feature maps of the
models, which is the mainstreammethod adopted by various
object detection models at present. Firstly, the model defines
several default boxes with specific scales and aspect ratios.
Secondly, a large number of default boxes for object de-
tection tasks are generated by sliding in the relevant output
feature maps with a certain step size. +e traditional default
box generation method has the following disadvantages:

(1) +e traditional object detection models need to
define a series of aspect ratios and scales for the
default box. +e selection of the default box aspect
ratios and scales of the model will directly affect the
detection effect of the models. In addition, for dif-
ferent data sets and detection methods, the param-
eters of the default box need to be adjusted according
to the situation. If the selected default box param-
eters are not appropriate, the recall rate of the model
will be too low, and the detection effect of object
detection model will be poor

(2) In the output feature maps of the relevant models, a
large number of default boxes are distributed in the
background area of the input image, which cannot
play a good role in the detection of relevant objects

(3) For the objects with a large difference in size and
aspect ratio, a series of predefined default boxes may
not be able to meet the detection requirements of the
model

(4) A large number of default boxes will directly lead to
the degradation in the precision rate and real-time
performance of the detection model

3. Improved Algorithm Design

3.1. Fusion Mechanism in the Improved Algorithm. In order
to fuse the low-level output feature maps of different scales,
on the one hand, the feature maps of Conv4_3, FC7, and
Conv6_2 were dimensionally reduced to 256. +e feature
maps of FC7 and Conv6_2 were adjusted to 38× 38 by
bilinear interpolation method and concat operation is car-
ried out for the relevant feature maps after processing. On
the other hand, the dimension of the FC7 feature map is
reduced to 512, the dimension of the Conv6_2 output feature
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map remains unchanged, and the dimension of Conv7_2 is
transformed to 512. +e bilinear interpolation method is
used to adjust the output feature maps of Conv6_2 and
Conv7_2 to 19×19. Similarly, the concat operation is per-
formed based on the processed feature maps.

+e size of the human receptive field will change with the
eccentricity of retinal imaging, and the size of the receptive
field is proportional to the eccentricity. In order to further
improve the detection efficiency of the traditional SSD object
detection model, the multireceptive field fusion mechanism
was added to the improved model by referring to the human
visual perception mechanism.

Based on convolution kernels of different sizes and di-
lated convolution of different scales [31], the relevant
mechanism fuses multiple scales of receptive fields to make
the improved model have stronger feature expression ability.
+e fusion mechanism of multiple receptive fields in the
improved model is shown in Figure 1.

+e multireceptive field fusion mechanism consists of
three branches. Firstly, convolution kernels of 1× 1, 3× 3,
and 5× 5 are used to simulate receptive fields of different
sizes. Secondly, dilated convolution with rates of 1, 3, and 5
is used to simulate different degrees of eccentricity. In ad-
dition, for the 3× 3 and 5× 5 branches, the dimension of the
feature map is reduced by using 1× 1 convolution kernel, so
as to reduce the number of parameters.+e feature map after
dimension reduction is then sent into the convolution
kernels of 3× 3 and 5× 5. Finally, the fusion of 3 branches is
completed by channel concat, and the number of feature
channels is reduced by 1× 1 convolution kernel.

3.2. Adaptive Default Box Mechanism. +e parameters’
setting of the default box is the key part of the SSD object
detection method. Similar to most mainstream object de-
tection methods, the setting and generation of default boxes
in the SSD algorithm also rely on the artificial unified setting.
A series of preset default boxes are applied to the output
features of relevant detection layers in the SSD algorithm.
Since there are a large number of default boxes in the
background area of the input image, and the aspect ratio of
predefined default boxes may not be applicable to the objects
to be detected in the relevant image, therefore, the detection
efficiency of the model is greatly reduced by using this
scheme.

+e distribution of the objects in the input image is
usually uneven, and the generation of default boxes is usually
related to the content of the input image, the location, and
the shape of the objects to be detected. Accordingly, the
improved SSD object detection algorithm no longer uses the
traditional default box generation strategy. +e semantic
information obtained by the algorithm is used to guide the
generation of a series of appropriate size default boxes. +e
default box of an object is represented as (x, y, w, h), where
(x, y) represents the central coordinate position, and w and h
represent the width and height, respectively. Assuming that
A is an object to be detected on the input image G, the
distribution of the corresponding default box can be rep-
resented by

A: p(x, y, w, h | G) � p(x, y | G)p(w, h | x, y, G). (1)

According to equation (1), we can obtain two aspects of
information. On the one hand, the object A to be detected
may only appear in a partial area of the input image G. On
the other hand, the distribution and scale of the corre-
sponding default box are closely related to the location of
object A. +erefore, the adaptive default box mechanism of
the improved SSD model is shown in Figure 2.

+e adaptive default box generation mechanism includes
two parts: position prediction and shape prediction. As-
suming that the input image is G, on the one hand, the
position feature map is generated through the position
prediction branch of the mechanism. +e probability and
position distribution of the objects to be detected in the
input image can be obtained through the position feature
map. On the other hand, according to the position pre-
diction and shape prediction branches, the sizes and aspect
ratios of the default boxes are predicted to generate the
default boxes with different sizes and aspect ratios. +ere-
fore, the default boxes in the improved SSD model are
variable, and different contents can be obtained according to
the features in different positions of the output feature maps.
Considering that the shape of the default box is not fixed, by
introducing the feature adaptive module, we carry out the
feature adaptive adjustment for the improved model.

3.3. Default Box Position and Shape Prediction. In the pro-
cess of position prediction, the improved SSD detection
model first generates a series of location feature maps.

We assume that (i, j) is the coordinate of a point in the
position feature map, and its probability value P corresponds
to the coordinate Q in the input image, which can be
expressed by

p i, j FConv∈ Conv4 3,Conv6,Conv7,Conv8 2,Conv9 2,Conv10 2,Conv11 2{ }

 

⟷Q((i + 0.5)s, (j + 0.5)s),

(2)

in which FConv represents the output feature map of a
certain detection layer and s represents the step size of the
output feature map. +e 1× 1 convolution kernel is used to
process the output feature map of the relevant detection
layer, and the score map of the objects to be detected in the
input image is obtained. +e position prediction map of
Fconv is further generated by the Sigmoid function. A certain
probability threshold is set to identify the possible position
of the object to be detected.

Based on the position prediction of the default box, the
default bounding boxes of the objects to be detected are
predicted by the shape prediction branch. According to the
output feature map of the relevant detection layer, the shape
prediction branch of the default box will predict the best
default box shape at each location in the feature map.+at is,
by predicting the width and height of the default box, the
maximum IoU value can be generated as far as possible with
the nearest ground truth bounding box. Due to the fact that
the range generated when directly predicting the width and
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height of the bounding box is wide, and the prediction result
is unstable, so it can be converted byt

w � δ · s · e
dw

, h � δ · s · e
dh

, (3)

where s represents the step size and δ represents the relative
parameters controlling the default box size. +rough
equation (3), the output space can be mapped from [0, 1000]
to [− 1, 1], so that the improved SSD object detection model
can detect relevant objects more stably.+e shape prediction
branch uses the convolutional kernel of 1× 1 to predict the
dw and dh values of the default box and completes the pixel-

level transformation of the relevant feature map through
equation (3).

Compared with SSD, YOLO, RSSD, DSSD, and other
object detection models, on the one hand, each position in
the traditional models corresponds to a set of preset default
bounding boxes. Each position in the feature maps of the
improved model corresponds to only one prediction default
box. +e number of default boxes is greatly reduced, and the
generated default boxes are more closely related to the
objects to be detected. On the other hand, in the default box
prediction scheme of the improvedmodel, the aspect ratio of
the default box does not need to be set manually. So, it also
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has a better detection effect for the abnormal size objects
existing in the input image.

3.4. Feature Adaptive Module. In most object detection
networks such as SSD, RSSD, and DSSD, the sizes and aspect
ratios of the default box are consistent at each position of the
feature map. +erefore, the general convolution can be used
to extract features in the output featuremaps of the detection
layers. Furthermore, the relevant features of each default
bounding box are expressed. Compared with the existing
SSD, RSSD, DSSD, and other object detectors, the default
boxes with different shapes are automatically generated in
the improved model. +e output feature maps of the de-
tection layers cannot predict the shape of its default boxes,
but it is necessary to predict the categories and position
offsets of these default boxes in the subsequent stages. +at
is to say, there is a mismatch between the default box and
the features of the default box in the improved SSD model.
In order to solve the above problem, the improved model
introduces the relevant feature adaptive module and ad-
justs the relevant output feature maps according to
equation (4) based on the default box shape of each
position:

fi
′ � NT fi, wi, hi( , (4)

where fi represents the feature at the ith position in the
output feature map and (wi, hi) represents the width and
height of the default box corresponding to the ith position.
After the prediction of the default box, in order to realize
the relevant position transformation and adapt to the
shape of the default bounding box, a 3 × 3 deformable
convolution is applied to the output feature map to realize
NT . Different from the ordinary deformable convolution,
the bias value in the feature adaptive module comes from
the predicted default boundary box; that is, 1 × 1 convo-
lution kernel is used to act on the predicted default
bounding box. From the perspective of specific functions,
the feature adaptive module of the improved SSD model is
similar to the RoI Pooling layer in the Faster RCNN al-
gorithm. +e structure of the improved SSD model is
shown in Figure 3.

3.5. Loss Function Setting. Different from the traditional
object detection models, the loss in the improved model
includes not only the general classification loss Lcls and
regression loss Lreg but also the position loss Lloc and shape
loss Lshape during the default bounding box prediction. +e
final loss function can be expressed by equation (5), and the
position loss and shape loss are balanced by the parameters
β1 and β2:

Lall � β1Lloc + β2Lshape + Lcls + Lreg, (5)

where the classification loss Lcls adopts Cross Entropy (CE)
loss [32] and the regression loss Lreg adopts smooth L1 loss.
Lcls and Lreg can be expressed by

Lcls �
1

NPos


N

i∈Pos
CE pi, pi(  + 

i∈Neg
CE pi, pi( ⎛⎝ ⎞⎠, (6)

Lloc �
1

NPos


N

i∈Pos


m∈cx,cy,w,h

smoothL1
l

m

i − g
m
i , (7)

where pi represents the probability that sample i is predicted
to be of a certain class. pi indicates that the ith sample
belongs to a label of a certain category, and its value is 0 or 1.
l and g, respectively, represent the deviation between the
prediction box and the ground true box with the default box.
When the default boundary box is generated, since the
number of positive samples is smaller than that of negative
samples, the focal loss is adopted to solve the problem of
unbalanced positive and negative samples in position pre-
diction. It can effectively reduce the loss of positive samples
and the weight of negative samples in the training process.
+e loss can be expressed in equation (8). +e value of the
balance factor α is set to 0.25 and the value of the regulation
coefficient c is set to 2:

LFocalloss �
− α(1 − p)

clogp, p � 1,

− (1 − α)p
clog(1 − p), p � 0.

 (8)

When calculating the shape loss of the model, IoUmax is
taken as a measure of the relevant loss. Based on the position
feature map of each detection layer, several groups of dif-
ferent aspect ratios are sampled at each positive sample point
position to complete the matching of IoU and determine the
optimization object. Correlation matching can be expressed
by equation (9). +e shape loss of the improved model is
shown in equation (10), where wp, hp, wg, and hg, respec-
tively, represent the shapes of the prediction bounding box
and the real bounding box:

IoUmax � max
w>0,h>0

IoU boxwh, boxgt , (9)

Lshape � smoothL1 1 − min
wp

wg

,
wg

wp

   + smooth L1

· 1 − min
hp

hg

,
hg

hp

  .

(10)

4. Experimental Exploration

4.1.ExperimentalDataSets. In view of the distribution of the
objects in complex scenes, the ideal object detection model
should have good generalization performance, which can
not only effectively detect all kinds of different sizes of
objects but also stably detect dense scenes. Based on Crowd
Human [33], Pascal VOC 2012, and MS COCO data sets
[34], relevant experiments verify the detection efficiency and
robustness of the model on different data sets and com-
prehensively evaluate the improved model.
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+e Crowd Human data set was released by MEGVII in
2018. +e training set and validation set contain about
20,000 images. +e data set contains more than 470,000
instances, and there are about 23 human instances in each
image on average. At the same time, complex occlusion
phenomenon exists in the images.

PASCAL VOC is a classic public data set, which mainly
includes VOC 2007 and VOC 2012. +is data set provides a
complete set of standards for image classification and object
detection. +e VOC 2007 data set is extended to the VOC
2007 data set, which contains 20 kinds of objects and 11530
images. +e related image annotations are complete and of
high quality.

MS COCO data set is funded and annotated by
Microsoft. It involves multiple computer vision tasks such as
object detection, object segmentation, and semantic un-
derstanding. It contains about 300,000 data images, more
than 2 million instances, and 91 kinds of objects. Compared
with other public data sets, the COCO data set has more
small objects, more complex object types, and detection
scenarios. It can comprehensively evaluate model
performance.

4.2. Data Preprocessing and Model Evaluation Indexes. In
order to fully train the improved model, enhance the gen-
eralization of the model, and improve the detection effect of
small objects and occlusion objects, the corresponding data
preprocessing strategy is formulated. Generally, the object
whose number of pixels is less than 1024 in the segmentation
mask of the image object region is defined as a small object.
Objects with more than 1024 pixels and less than 9216 pixels
in the segmentation mask of the image object region are

defined as medium-size objects. It mainly includes two
aspects: optical transformation and geometric transforma-
tion. Optical transformation mainly includes the adjustment
of brightness, contrast, hue, saturation, and channel. +e
geometric transformation utilizes operations such as ran-
dom cropping, random expansion, and scaling to achieve
image size changes.

+e performance of the improved model is measured by
average precision (AP), average recall (AR), and frame per
second (FPS). As the common evaluation indexes, the AP
value reflects the precision and recall rate of the test results.
+e larger the value is, the better the detection precision of
the model will be, and the AR value reflects the recall rate
and positioning accuracy of the model. In addition to the
detection precision, the FPS value is used to measure the
detection speed of the improved algorithm, that is, the
number of images the model can process per second.

4.3. Model Parameters’ Setting and Training. +e relevant
models are trained and tested on Crowd Human, PASCAL
VOC 2012, and MS COCO data sets, respectively, to verify
the generalization performance of the improved model on
different data sets. In the multitask loss function, β1 � 1 and
β2 � 0.1 are set to balance the position loss and shape loss of
the default box. +e training of the model is based on the
stochastic gradient descent algorithm and the “warm-up”
strategy is adopted. During the initial five epochs, the
learning rate of the model is increased from 10− 4 to 4∗10− 3.
After the “warm-up” phase, the learning rate is changed to
10− 4 again, and the learning rate is set as 10− 5 and 10− 6,
respectively, at the 8th epoch and the 11th epoch. +e
momentum value during the training process is 0.9, and the
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weight attenuation value is 0.005. All experiments are
conducted based on GTX 1080 Ti and Titan X GPU
environments.

4.4. Influence of RelevantMechanisms on the Detection Effect.
+e improved SSD detection model is based on multiple
feature maps for object detection. +e deep feature maps
with a large receptor field are responsible for the detection of
large-scale objects, while the low-level feature maps with a
small receptor field are responsible for the detection of small
objects. By introducing the corresponding fusion mecha-
nisms, the semantic information of low feature layers can be
enriched. Accordingly, Conv 4_3, Conv7_fc, Conv F1, and
Conv F2 are used for the detection of small objects, while the
rest of the detection layers are used for the detection of larger
objects. In addition, the ADB mechanism is added to the
improved SSD model to improve the positioning precision
of the model, avoid manually setting default box hyper-
parameters, and improve the imbalance of positive and
negative samples. Based on different data sets, the experi-
ment explored the influence of relevant mechanisms on the
detection effect, and the experimental results are shown in
Table 1.

Based on different data sets, Table 1 explores the in-
fluence of relevant mechanisms on the detection results of
Conv 4_3, Conv7_fc, Conv F1, and Conv F2 layers. For
Conv4_3 layer, ADBmechanism was added to the improved
algorithm, and the AP values of Crowd Human, PASCAL
VOC 2012, and MS COCO data sets reached 92.1%, 72.6%,
and 45.3%, respectively. AR value can be up to 81.6%, 61.4%,
and 36.1%; compared with the traditional SSD algorithm, the
average precision value and the average recall rate are greatly
improved. In addition, it can be seen that the detection effect
of Conv7_fc has also been significantly improved.

In order to enhance the detection effect of small objects
in dense scenes, additional small object detection layers
Conv F1 and Conv F2 are added in the improved algorithm.
+e relevant detection layers use FLF, MRFF, and ADB
generation mechanism to strengthen the semantic information

of the low detection layers. In the case of applying FLF andMR,
the average detection precision of the Conv F1 detection layer
on the three data sets can reach 87.5%, 68.3%, and 41.2%,
respectively. Compared with the detection effect of the
Conv4_3 layer in the traditional SSD algorithm, the algorithm
precision is improved. After the introduction of the ADB
mechanism, the average detection precision and average recall
rate of the algorithm are greatly improved. +e experiment
shows that the improved network has stronger characterization
ability, better detection effect, and higher object positioning
precision. Figure 4 shows the influence of relevant mechanisms
on the detection effect.With the introduction of ADB, FLF, and
MR, the low detection layers of the improved algorithm can
extract richer feature information and detect more small ob-
jects compared with the original algorithm.

4.5. Comparison of Relevant Models. Based on the PASCAL
VOC2012 test set, we compared the detection effects of Faster
RCNN,YOLOV2, SSD,DSSD, RSSD, and our SSD algorithms.
+e training of the algorithm involved VOC 2012 and MS
COCO training sets. +e basic network included VGGNet,
ResNet-101 [35], and Darknet-19. Taking FPS, mAP, andmAR
[36] as evaluation criteria, the experimental comparison results
of the six models are shown in Table 2.

By analyzing the experimental data in Table 2, our
SSD300 has improved its average precision and average
recall rate compared with Faster RCNN, YOLOv2, SSD300,
DSSD321, and RSSD300 algorithms. +e detection precision
of our SSD300− S0 model can reach 73.2% without pre-
training, which is 3.6% higher than that of SSD300− S0. When
the model training is combined with the MS COCO data set,
the detection accuracy of our SSD300+coco reaches 83.4%,
which is 2.2% higher than SSD300+coco. In addition, the
average recall rate of our SSD300+coco is 74.1%, which is
about 2.5% higher than SSD300+coco. +is verifies the ef-
fectiveness of ADB and other relevant mechanisms, im-
proves the imbalance of positive and negative samples in
traditional SSD algorithms, and improves the detection
effect of objects in dense scenes.

Table 1: Influence of relevant mechanisms on detection results.

Data set Algorithms
Conv 4_3 Conv 7_fc Conv F1 Conv F2

AP
(%)

AR
(%) FPS AP

(%)
AR
(%) FPS AP

(%)
AR
(%) FPS AP

(%)
AR
(%) FPS

Crowd human

SSD 84.6 72.3 59 86.4 73.5 59 — — — — — —
SSD+FLF — — — — — — 86.3 74.1 50 87.7 75.4 50
SSD+ADB 92.1 81.6 50 93.6 82.4 50 — — — — — —

SSD+FLF+MR — — — — — — 87.5 75.2 50 88.6 76.7 50
SSD+FLF +MR+ADB — — — — — — 94.8 82.5 50 95.3 83.4 50

PASCAL VOC
2012

SSD 65.3 55.2 56 67.2 56.3 56 — — — — — —
SSD+FLF — — — — — — 67.1 57.3 47 68.4 58.3 47
SSD+ADB 72.6 61.4 47 74.8 62.7 47 — — — — — —

SSD+FLF+MR — — — — — — 68.3 58.6 47 69.6 59.7 47
SSD+FLF +MR+ADB — — — — — — 74.5 62.4 47 75.3 63.4 47

MS COCO

SSD 38.1 30.2 54 39.4 31.4 54 — — — — — —
SSD+FLF — — — — — — 40.3 32.6 44 41.6 33.8 44
SSD+ADB 45.3 36.1 44 46.8 37.3 44 — — — — — —

SSD+FLF+MR — — — — — — 41.2 34.1 44 43.2 35.6 44
SSD+FLF +MR+ADB — — — — — — 47.6 39.2 44 48.3 40.1 44
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Due to the introduction of ADB and other modules,
some detection time is lost. Compared with the original
SSD300, the real-time detection performance of the im-
proved algorithm is reduced, but it is enough to meet the
requirements of real-time detection. Compared with
RSSD300, DSSD321, and other improved algorithms, our
SSD300 not only improves the average detection precision

and average recall rate but also has obvious advantages in
real-time detection.

In order to further verify the generalization of the im-
proved algorithm on different data sets, a series of AP values
and AR values of the relevant models were fully explored
based on the MS COCO data set. +e relevant experimental
results are shown in Tables 3 and 4.

(a) (b) (c)

Figure 4: Influence of the relevant mechanism on small object detection layers. (a) Conv4_3: SSD, (b) Conv4_3: SSD+ADB, and (c) Conv
F1: SSD+FLF +MR+ADB.

Table 2: Results based on the PASCAL VOC 2012 test set.

Algorithm Training set Pretraining Basic network FPS GPU Input image mAP (%) mAR (%)
Faster RCNN [18] VOC 2012 Yes VGGNet 9 Titan X ∼600×1000 73.2 61.3
Faster RCNN [18] VOC 2012 Yes ResNet-101 3 Titan X ∼600×1000 76.4 63.5
YOLO v2 [23] VOC 2012 Yes Darknet-19 81 Titan X 352× 352 73.7 61.7
SSD300− S0 [26] VOC 2012 No VGGNet 56 1080 Ti 300× 300 69.6 58.2
SSD300 [26] VOC 2012 Yes VGGNet 56 1080 Ti 300× 300 77.2 68.3
SSD300+coco [26] VOC 2012 +COCO Yes VGGNet 56 1080 Ti 300× 300 81.2 71.6
SSD512 [22] VOC 2012 Yes VGGNet 38 1080 Ti 512× 512 78.5 69.4
SSD512+coco [26] VOC 2012 +COCO Yes VGGNet 38 1080 Ti 512× 512 83.2 72.5
DSSD321 [27] VOC 2012 Yes ResNet-101 12 1080 Ti 321× 321 78.6 69.7
DSSD513 [27] VOC 2012 Yes ResNet-101 7 1080 Ti 513× 513 81.5 72.4
RSSD300 [28] VOC 2012 Yes VGGNet 41 1080 Ti 300× 300 78.5 68.9
RSSD512 [28] VOC 2012 Yes VGGNet 23 1080 Ti 512× 512 80.8 71.2
Our SSD300− S0 VOC 2012 No VGGNet 47 1080 Ti 300× 300 73.2 62.4
Our SSD300 VOC 2012 Yes VGGNet 47 1080 Ti 300× 300 79.8 71.2
Our SSD300+coco VOC 2012 +COCO Yes VGGNet 47 1080 Ti 300× 300 83.4 74.1
Our SSD512 VOC 2012 Yes VGGNet 30 1080 Ti 512× 512 82.4 73.6
Our SSD512+coco VOC 2012 +COCO Yes VGGNet 30 1080 Ti 512× 512 85.6 75.9

8 Complexity



According to the experimental data in Tables 3 and 4,
compared with Faster RCNN, YOLO V2, SSD, DSSD, and
RSSD algorithms, our SSD still has good detection perfor-
mance on MS COCO data set. In the detection of small
objects, APS and ARS of our SSD512 can reach 14.3% and
23.6%, respectively. Compared with the original SSD algo-
rithm, the average detection precision and average recall rate
of small objects have been improved by about 3.4% and 7.1%,
respectively. In addition, the other evaluation indicators also
have different degrees of improvement. +e improved al-
gorithm achieves ideal detection results on both MS COCO
and PASCAL VOC data sets. On the one hand, the improved
SSD algorithm has good generalization. On the other hand,
it also directly shows the effectiveness of the algorithm
improvement.

5. Conclusion

In view of the defects of the traditional SSD detection al-
gorithm, such as the poor detection effect of small objects
and the default box generation depending on manual set-
tings, this paper proposes an improvedmultiobject detection
algorithm, which effectively improves the object detection
effect in complex scenes. +e improved algorithm mainly
involves the following contributions: on the one hand, the
introduction of feature fusion andmultireceptive field fusion
mechanism enhances the characterization ability of the low
feature layers and improves the detection effect of small
objects. On the other hand, through the adaptive default box

mechanism, the steps of setting default box hyperparameters
are avoided, the generation of negative sample box is re-
duced, and the imbalance of positive and negative samples is
improved. Under the requirement of real-time detection, the
improved algorithm greatly improves the average precision
and recall rate of object detection in complex scenes.
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Table 3: AP results based on the MS COCO test set.

Algorithm Training set Basic network Pretraining
APIoU (%) APArea (%)

AP0.5∼ 0.95 AP0.5 AP0.75 APS APM APL
Faster RCNN [18] COCO trainval VGGNet Yes 21.9 42.7 — — — —
YOLO v2 [23] COCO trainval35k Darknet-19 Yes 21.6 44 19.2 5 22.4 35.5
SSD300 [26] COCO trainval35k VGGNet Yes 25.1 43.1 25.8 6.6 25.9 41.4
SSD512 [26] COCO trainval35k VGGNet Yes 28.8 48.5 30.3 10.9 31.8 43.5
DSSD321 [27] COCO trainval35k ResNet-101 Yes 28 46.1 29.2 7.4 28.1 47.6
DSSD513 [27] COCO trainval35k ResNet-101 Yes 33.2 53.3 35.2 13 35.4 51.1
RSSD300 [28] COCO trainval35k VGGNet Yes 27.3 45.8 28.9 7.2 27.8 46.8
RSSD512 [28] COCO trainval35k VGGNet Yes 32.8 52.7 34.7 12.4 34.6 50.7
Our SSD300 COCO trainval35k VGGNet Yes 29.4 47.3 30.8 9.2 30.3 49.3
Our SSD512 COCO trainval35k VGGNet Yes 35.3 54.8 36.4 14.3 37.2 53.2

Table 4: AR results based on the MS COCO test set.

Algorithm Training set Basic network Pretraining
ARDetections (%) ARArea (%)

AR5 AR8 AR12 ARS ARM ARL

YOLO v2 [23] COCO trainval35k Darknet-19 Yes 25.7 30.6 32.3 9.8 36.5 54.4
SSD300 [26] COCO trainval35k VGGNet Yes 28.7 33.1 36.8 11.2 40.4 58.4
SSD512 [26] COCO trainval35k VGGNet Yes 31.1 37.5 41.4 16.5 46.6 60.8
DSSD321 [27] COCO trainval35k ResNet-101 Yes 30.5 35.1 38.9 12.7 42 62.6
DSSD513 [27] COCO trainval35k ResNet-101 Yes 33.9 42.5 45.8 21.8 49.1 66.4
RSSD300 [28] COCO trainval35k VGGNet Yes 30.2 34.6 38.2 12.1 41.2 61.8
RSSD512 [28] COCO trainval35k VGGNet Yes 33.4 41.8 44.8 20.9 48.4 66.1
Our SSD300 COCO trainval35k VGGNet Yes 32.4 36.8 40.2 14.2 43.8 64.3
Our SSD512 COCO trainval35k VGGNet Yes 36.2 44.2 47.2 23.6 51.3 68.3
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At present, the classification of the hyperspectral image (HSI) based on the deep convolutional network has made great progress.
Due to the high dimensionality of spectral features, limited samples of ground truth, and high nonlinearity of hyperspectral data,
effective classification of HSI based on deep convolutional neural networks is still difficult. 'is paper proposes a novel deep
convolutional network structure, namely, a hybrid depth-separable residual network, for HSI classification, called HDSRN. 'e
HDSRN model organically combines 3D CNN, 2D CNN, multiresidual network ROR, and depth-separable convolutions to
extract deeper abstract features. On the one hand, due to the addition of multiresidual structures and skip connections, this model
can alleviate the problem of over fitting, help the backpropagation of gradients, and extract features more fully. On the other hand,
the depth-separable convolutions are used to learn the spatial feature, which reduces the computational cost and alleviates the
decline in accuracy. Extensive experiments on the popular HSI benchmark datasets show that the performance of the proposed
network is better than that of the existing prevalent methods.

1. Introduction

HSI has been widely used in environmental monitoring [1],
mineral exploration [2], agricultural remote sensing [3],
vegetation ecology [4], ocean remote sensing [5], and other
earth observation tasks. In these applications, because HSI
exhibits mixed land cover categories, resulting in high
intraclass variability and interclass similarity, it is a huge
challenge for any classification model. In order to improve
the performance of HSI classification, traditional machine
learning methods integrate spectral features and spatial
features to achieve effective feature extraction such as
random forest [6], SVM and its variants [7, 8], sparse self-
representation [9], and artificial neural network [10].
However, these methods only extract surface features such as
edges and textures of HSI, which will reduce the feature
representation ability of hyperspectral images.

Deep learning [11, 12] method has been widely used in
image processing, especially image classification [13] and

target recognition [14]. It can actively learn to extract fea-
tures, with little manual intervention, and automatically find
effective features. 'e deep model can also extract high-level
abstract features by adding hierarchical abstractions, which
are usually more robust to nonlinear processing. 'e basic
network frameworks for deep learning include unsupervised
neural networks [15], convolutional neural networks [16],
cyclic neural networks [17], and recursive neural networks
[18]. Among them, convolutional neural networks (CNNs)
are classic models. 'is model is based on big data and deep
network structures. It extracts rich deep features from the
original hyperspectral data, ensuring the integrity of spatial
and spectral information and avoiding the initiative and
randomness of human feature extraction, and it can achieve
better classification results than other deep learning models.
In addition, the deep convolutional networks AlexNet [19],
VGG [20], GoogleNet [21], ResNet [14], etc., perform well,
which fully demonstrates the fact that convolutional neural
networks are a good strategy for image classification.
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In recent years, the classification of HSI based on the
deep convolutional network has also made great progress.
HSI is 3D data, which include 2D spatial information and 1D
spectral information [22]. 'e classification of HSI based on
CNN mainly uses 2D CNN or 3D CNN for hierarchical
feature extraction. Chen et al. proposed to use 3D convo-
lution to get spatial-spectral depth features [23]. A 3D CNN
was designed by Li for spectral space classification [24].
Subsequently, Yang et al. proposed a 3D recurrent CNN
[25]. Song et al. designed a deep feature fusion network to
solve the hyperspectral classification problem [26], Fang
et al. proposed a deep hash neural network [27], and Gong
et al. introduced statistical metric methods for HSI spectral-
spatial classification [28]. Zhong et al. designed the SSRN
structure and introduced identity mapping residual blocks
for spectral-spatial feature learning [22]. Liu et al. used 3D
CNN and residual connection to construct a 12-layer deep
network（Res-3D CNN） [29]. Lee and Kwon adopted the
residual connection to make the network deeper and used 11
convolution kernels to learn the hierarchical features [30].
Recently, Roy et al. designed a concise model (HybridSN)
[31] that combined 3D CNN and 2D CNN to extract spectral
features, and by comparing with the most advanced models
in the past, the classification effect is more excellent. Cao and
Guo further introduced hybrid dilated convolutions (HDC)
and the residual block based on SSRN and proposed a new
end-to-end hybrid expansion residual deep convolutional
network [32]. Wu et al. designed the 3D ResNeXt structure
using feature fusion and label smoothing strategies [33].

It can be clearly seen from the above literature that only
using 2D CNN for HSI classification cannot extract a good
distinguishing feature map from the spectral dimension, and
spectral information will be lost. Using only 3D CNN to
extract features can enhance the accuracy, but the com-
plexity will grow, and the performance is worse, when
dealing with classes with similar textures in many spectral
bands. 'e main reason for the above situation is that HSI is
a 3D data image, with spatial dimensions and spectral di-
mensions. Using only 2D CNN cannot extract feature im-
ages with good discriminating ability from the spectral
dimension. Similarly, deep 3D CNN complicates the model
and greatly increases the amount of calculation. Moreover,
many classes with similar textures, using 3D CNN alone,
seem to be even worse.

In order to solve the above shortcomings, our model
combines 3D CNN and 2D CNN that can fully extract
spectral and spatial feature maps and overcome the short-
comings of single 2D CNN and 3D CNN. In addition, deep
networks are difficult to train and are prone to problems
such as overfitting, gradient disappearance, and gradient
explosion. 'erefore, it is natural to introduce the residual
network in the model [34, 35] because the residual network
can be improved by adding layers. With the depth of the
network increasing, the operation costs in the model will
also increase. Replacing the traditional 2D convolution with
deep separable convolutions [36] can solve the problem of
parameter and operation costs and further avoid overfitting.
In this study, a new network is proposed by constructing a
hybrid deep separable residual network. Firstly, the

framework designs a 3D residual module ROR to extract
spatial-spectral mixing features. Subsequently, the feature
information is converted from 3D data to a 2D feature map.
Finally, the 2D depth-separable convolutions extract spatial
features. Depth-separable convolution can enhance the
feature learning ability of HSI and reduce the computational
complexity. 'e multiresidual network ROR [37] in the
network can enhance the learning ability. In addition, skip
connections can extract spatial-spectral mixing features
more effectively. 'e major contributions of this paper are
listed as follows:

(1) A hybrid depth-separable convolution residual
network is proposed to enhance the feature learning
ability of HSI. In this network, spatial-spectrum 3D
CNN and spatial 2D CNN are combined into the
model, which can better study deep-level spatial-
spectral features.

(2) We embed multiresidual network ROR in the 3D
convolutional layer and the 2D convolutional layer
that can greatly decrease the number of parameters,
thereby simplifying the network structure and
promoting the extraction of deep features.

(3) In the 2D processing part, the use of deep separable
convolutional layers reduces the number of pa-
rameters and avoids overfitting.

'e rest of the article is organized as follows: in Section 2,
we introduce the proposed framework. In Section 3, the HSI
set and network configuration are explained, with experi-
mental results and analyses. 'e conclusions and future
directions are given in Section 4.

2. Methodology

2.1. Proposed Model. 'e HSI data can be regarded as a 3D
cube, where the width of the cube is defined asW, the height
is H, the spectral band is D, and the original input of
hyperspectral data can be expressed as RW×H×D. Each pixel
containsD spectral measurements and forms a one-hot label
vector C� (c1, c2, . . . cn)∈R1×1×n, where n represents the land
cover categories. We design a HDSRN structure for HSI
classification, including six parts, namely, PCA dimen-
sionality reduction, 3D spectral and spatial mixed feature
learning process, 3D to 2D deformed part, 2D learning
process, average pooling layer, and FC layer. In Figure 1, the
HDSRN classification framework is described in detail using
the Indian Pines dataset as an example, where W�H� 145
and D� 200.

In the traditional 2D convolution operation, convolution
is applied to the spatial dimension, and the 2D feature map is
obtained. However, the HSI is 3D data, and it is necessary to
capture the spectral feature; 2D CNN cannot process
spectral information. 'e 3D CNN kernel can simulta-
neously extract spectral and spatial features, but it increases
the computational complexity. In addition, when classifying
a large number of features with similar textures on the
spectral band, the performance is poor. In order to overcome
the shortcomings of 2D CNN and 3D CNN and make full
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use of the automatic feature learning capabilities of 2D and
3D, the model uses a hybrid convolutional neural network
framework to combine 3D CNN and 2D CNN into the
model. 'e 3D spatial-spectral feature extraction part
consists of two 3D convolutional layers and a set of mul-
tiresidual network ROR. 'e 2D spatial feature is composed
of a 2D convolutional layer and a set of multiresidual
network ROR.'e reshape and average pooling modules are
used to adjust the data size to meet the requirements of the
next layer. 'e FC layer and the softmax layer are used to
classify HSI.

2.2. PCA Dimension Reduction and Data Preprocessing.
In order to remove spectral redundancy, based on the
lightweight design, we use PCA to reduce the dimensionality
of the original hyperspectral data, retaining relatively few
principal components. In Figure 1, PCA decreases the
spectral band from D to B, and B� 30, while the spatial
dimension remains unchanged. In this case, the hyper-
spectral data are represented as RW×H×B. 'e HSI image has
large size and many bands, and direct processing requires
high hardware and memory requirements. 'erefore, before
image classification and processing, we first divide the HSI
image into small pieces. 'e hyperspectral image is divided
into small overlapping 3D patches, expressed as RS×S×B. 'e
height and the width are both S, and the spectral band is B.
'e true value labels are decided by the label of the center
pixel. 'e size of the patches cannot be too small because

being too small will result in a small receiving field and
cannot fully extract image features. But, if the patches are too
large, the amount of calculation will be large, and the
training time and the test time will become longer. 'rough
the comparative experiment in Section 3.2, we find that the
classification effect is better when the S value is 11.

2.3. 3D Spectral Space Feature Learning. HSI data have the
characteristics of a spectral-spatial 3D structure. Based on
this feature, we construct a 3D convolution network suitable
for HSI to extract spatial-spectral features. 'e 3D convo-
lution operation [38] is achieved by convolving a 3D con-
volution kernel with 3D data. 'e input layer is a 3D image,
which is composed of a spatial dimension and a spectral
dimension. 'e 3D convolution kernel performs convolu-
tion operations on the two dimensions of the input 3D image
and obtains a 3D feature map. 'e 3D convolution formula
is as follows:

v
x,y,z
i,j � f 

m



Bi−1

b�0


Hi−1

h�0


Wi−1

w�0
k

b,h,w,
i,j,m v

(x+h),(y+w),(z+b)

(i−1),m + bi,j
⎛⎝ ⎞⎠,

(1)

where v
(x+h),(y+w),(z+b)

(i−1),m is the value at the position (x+ h,
y+w, z+ b) of the mth feature map output from the i− 1
layer, kb,h,w

i,j,m is the value of the jth convolution kernel of the ith
layer at the position (b, h, w), Bi, Hi, andWi are the kernel
sizes along the spectral and spatial dimensions, respectively,
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Figure 1: 'e HDSRN classification framework.
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(b, h, w) is the index of the convolution kernel, (x, y, z) is the
index of the featuremap, (x, y) is the spatial dimension value,
z is the spectral dimension value, bi,j is the deviation of the
jth feature map on the ith neuron, and f is the activation
function. In the hyperspectral classification task based on 3D
convolution, we set the input data to W×H×B, C1, the size
of the convolution kernel, is k1 × k2 × k3, and the number of
convolution kernels is p. If there is no padding and the step
size is 1 in the convolution operation, the feature map size
generated by 3D convolution is (W− k1+ 1) × (H− k2 + 1)
× (B− k3 + 1), p. 'e number of weight parameters of the
3D convolutional layer is p× k1 × k2 × k3 ×C1.

Figure 2 is the 3D spatial-spectral feature learning
framework. 'is part is composed of two 3D convolutional
layers and a set of multiresidual network ROR. 'e input
data of the network are 11× 11× 30, the size of the con-
volution kernel of the first layer is 3× 3× 7, and the output is
32 feature maps of 9× 9× 24 size. 'e second layer is a
multiresidual network ROR, which uses 3D identity residual
blocks to connect to deepen the network, avoiding weak
signal loss and excessive fitting, which is conducive to im-
proving efficiency and extracting better deep abstract fea-
tures without introducing additional parameters. 'is part
uses padding to ensure that the size of the output feature
map is the same as the input size. In addition, the outermost
skip connection realizes the fusion of feature data by
summing the corresponding pixels. Skip connection alle-
viates the problem of gradient disappearance, contributes to
gradient backpropagation, and can more fully extract fea-
tures. On each convolutional layer connected by the residual
block, we use 32 convolution kernels. 'e size of each kernel
is 3 × 3 × 3, from which we can get rich spectral and spatial
features.

2.4. 3D to 2DDeformation. 'e 2D convolution operation is
started, and spatial feature extraction is performed, after the
3D convolution operation. 'e network outputs 64 feature
map data with a size of 7× 7×1. In order to learn the output
features in the later 2D space, we reshape the 3D features
into 64 2D feature maps of size 7× 7, as shown in Figure 3.
After the reshaping operation, only the 2D spatial features
need to be studied, which reduces the parameters and the
operation cost compared with 3D convolution.

2.5. 2D Spatial Feature Learning Based on Depth-Separable
Convolution. Convolutional layer is the core part of CNN to
extract deep-level features. 'e main functional unit of the
convolutional layer is a 2D convolution kernel, which acts on
the input data of the previous layer to extract features and
enhances the model’s nonlinear feature extraction capability
by adding an activation function, which is beneficial to the
extraction of complex deep features. 'e 2D convolution is
shown in the following equation:

v
x,y
i,j v

(x+h),(y+w)

(i−1),m � f 
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where v
(x+h),(y+w)

(i−1),m is the value at the position (x+ h, y+w) of
the mth feature map output from the i− 1 layer, kh,w

i,j,m is the
value of the jth convolution kernel of the ith layer at the
position (h, w), Bi andHi are the kernel sizes along the
spatial dimensions, (h, w) is the index of the convolution
kernel, (x, y) is the index of the feature map, bi,j is the
deviation of the jth feature map on the ith neuron, and f( ) is
the activation function. In the hyperspectral classification
task based on 2D convolution, we set the input data to
W×H, C1, the size of the convolution kernel is k1 × k2, and
the number of convolution kernels is p. 'rough the 2D
convolution operation, the current layer can learn local
features from the previous layer, and the size of the con-
volution kernel determines the size of the local space.
Continuous convolutional layers can extract deeper and
deeper features that are increasingly abstract. Continuous
convolutional layer can extract deeper and more abstract
features.

Unlike accustomed 2D convolution, depth-separable
convolution performs a spatial convolution while keeping
the channels independent, and then deep convolution is
performed. 'e depth-separable convolution not only
lessens the number of parameters and calculations in the
network, but also speeds up the network training speed and
reduces the odds of overfitting in HSI classification, as
shown in Figure 4.

In general, the input image using convolution operation
has the same length and width. Assuming that the input
image size isH×H and the channel isD1, that is, the depth of
the image, D2 convolution kernel size h× h convolution
operation is used. 'e specific steps are as follows.

'e first step is the deep convolution operation, which
uses D1 convolution kernels of size h× h to perform the
convolution operation. Each convolution kernel only con-
volves one channel of the input layer. If no padding is used
and the step size is one, the mapping size obtained each time
is shown in the following equation:

SM � (H − h + 1)
2
, (3)

where H is the length and width of the input image and h is
the convolution kernel size.

'ese maps are stacked together to create an image, and
the size of the image is shown in the following equation:

Sh � (H − h + 1)
2
D1, (4)

where D1 represents the number of channels. Finally, an
output image of size Sh is obtained, and the depth of the
image remains the same as the original.

'e second step is to expand the depth convolution
operation. We use D1 convolution kernels of size 1× 1 to
perform the operation. Each convolution kernel is convolved
with the input image of size Sh to obtain a size of SM

mapping. AfterD2 times 1× 1 convolution, the output image
can be obtained.'e size of the output image is shown in the
following equation:

Io � (H − h + 1)
2
D2. (5)

4 Complexity



'e depth-separable convolution converts an input layer
of H×H×D1 into an output layer of Io.

We compare the number of parameters used in the two
methods. 'e number of traditional 2D convolution oper-
ation parameters is shown in the following equation:

Pt � D1h
2
D2. (6)

'e number of depth-separable convolution parameters
is shown in the following equation:

Pd � D1h
2

+ D1D2, (7)

where D1h
2 represents the number of operation parameters

in the first step and D1D2 is the number of parameters in the
second step.

'e ratio of the depth-separable convolution and the
traditional 2D convolution parameter is shown in equation
(8). It can be found that the use of deep separable convo-
lution can greatly reduce the number of parameters and
improve operational efficiency:

Rp �
1

D2
+

1
h
2. (8)

Figure 5 is a spatial feature learning framework based on
depth-separable convolution. 'is part consists of a

convolutional layer and a set of multiresidual network ROR.
In Sep_C2D_2, Sep_C2D_3, Sep_C2D_4, and Sep_C2D_5,
the depth-separable convolution replaces the traditional 2D
convolution operation, which greatly reduces the number of
parameters and the operation cost. 'e input data of the
network are 64 feature maps with a size of 7× 7. Firstly, this
part of the network uses 128 convolution kernels of size 3× 3
to realize convolution operations on the input data. Sec-
ondly, it uses identity residual blocks to connect and deepen
the network to extract better deep abstract features. We use
padding to keep the size of the output feature map un-
changed from the input size. Similarly, the outermost skip
connection realizes the fusion of feature data. On each
convolutional layer connected by the residual block, we use
128 convolution kernels, and each kernel size is 3× 3. Fi-
nally, through the average pooling layer, the 128 output
feature maps are converted into 128 special maps with a size
of 1× 1.

2.6.ResidualNetwork. In deep learning, the shallow network
cannot significantly enhance the classification effect of the
network, and the deep network can better learn abstract
features [11, 14]. But, the deeper the network, the more
obvious the phenomenon of gradient disappearing, and the
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Figure 4: Depth-separable convolution.
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training effect of the network will not be very good. 'e
proposed classification model uses residual connection to
deepen the network to solve the gradient dispersion. In
addition, the use of residual connections does not introduce
additional parameters. According to whether the input and
output sizes are the same, ResNet [14] divides the residual
connection into identical residual connection and non-
identity residual connection, as shown in Figure 6. In the
identity residual connection, the input data are X, and the
identity connection is used to inject X directly into the
downstream of the network. 'e dimension of the output
data has not changed, as shown in Figure 6(a). In the
nonidentity residual connection, the size of the input data
and the output data does not match. A convolutional layer is
added to the shortcut path to adjust the input data x to a
suitable size to match the data size of the main path, as
shown in Figure 6(b). He et al. [14] show that the identity
residual connection can effectively solve network
degradation.

Due to the high spectral resolution and high spatial
correlation of HSI, we design two consecutive identical
residual blocks in the proposed HDSRN model, as shown in
Figure 7. In this structure, the gradient in the upper layer can
quickly propagate back to the lower layer, thereby facilitating
and standardizing the model training process. In addition,
we added a skip connection to fuse feature data at the
outermost layer of two consecutive identical residual blocks.
Skip connection can alleviate the problem of gradient dis-
appearance, help the backpropagation of the gradient, and
more fully extract features.

3. Experimental Results and Discussion

In this section, we first select three popular HSI benchmark
datasets for our experiment and describe evaluation indices
and experimental settings. 'en, we discuss the impact of
input spatial dimensions and proportions of training sam-
ples on classification performance. Finally, we compare the
HDSRN model with the existing state-of-the-art methods,
such as SVM-RBF [39], 2D CNN [40], 3D CNN [24], SSRN
[22], and HybridSN [31].

3.1. Datasets. We use Indian Pines (IN), University of Pavia
(UP), and Salinas Scene (SA) datasets [39] to verify the
model.

IN dataset [41, 42] was collected by AVIRIS sensors in
northwestern Indiana. 'e spatial resolution is about 20m,
and the image has a 145×145 spatial dimension and 224
spectral bands. Among them, 24 spectral bands covering the
water absorption area are discarded, so it becomes 3D data of
size 145×145× 200. 'e data have 21,025 pixels in total, and
the characteristic pixels are 10,249 pixels. 'e planting area
is all agricultural crops with a total of 16 categories.

UP dataset [41, 42] was collected by ROSIS sensors in
Pavia University. 'e spatial resolution is 1.3m, the image
has a 610×340 spatial dimension and 103 spectral bands, and
its wavelength range is between 430 and 860 nm. 'e UP
dataset contains a total of 2,207,400 pixels, and the feature
pixels are only 42,776 and contains 9 categories.

SA dataset [41, 42] was collected by the AVIRIS
sensors in Salinas Valley, California, USA. 'e spatial
resolution is 3.7 m, and the image has a 512 × 217 spatial
dimension and 224 spectral bands. 20 spectral bands
covering the water absorption area are discarded, so it
becomes 3D data of size 512 × 512 × 204. 'e SA dataset
included a total of 111104 pixels, 56975 pixels are
background pixels, and the feature pixels are 54129 pixels
with a total of 16 categories.

3.2. Evaluation Indices. In this paper, we use the confusion
matrix to represent the classification accuracy of HSI.
Confusion matrix is an indicator to judge the results of the
classification model and is used to judge the quality of the
classifier. 'e judgment indexes customarily used are overall
accuracy (OA), average accuracy (AA), and kappa coefficient
(kappa).

OA refers to the ratio of the number of correctly clas-
sified samples to the overall number of samples, as shown in
the following equation:

OA �



n

i�1
Mii

N
,

(9)

where N is the overall number of samples,Mii is the diagonal
element of the corresponding confusion matrix, and n is the
number of categories.

AA is the average value of the classification accuracy of
each category, and its calculation process is shown in the
following equation:
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Figure 5: 2D spatial feature learning based on depth-separable convolution.
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Kappa coefficient is an important indicator to measure
classification performance, and its calculation process is
shown in the following equationfd11:

kappa �
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, (11)

where Mi+ is the sum of the ith row in the confusion matrix
and M+i represents the sum of the ith column in the con-
fusion matrix.

3.3. Experimental Settings. We studied the impact of the
sample ratio and the input space size on classification
performance. For specific experimental details, see Section
3.3. In the end, the most suitable space size we chose is
11× 11. For the fairness of comparison, we collected the
same spatial dimensions 11× 11 in the input 3D patches of
different datasets. Taking the Indian Pines dataset as an
example, the detailed network parameter settings of the
model proposed in this paper are shown in Table 1. We
applied the Adam algorithm and chose the optimal learning
rate of 0.001. 'e experimental hardware platform is i5-7500
CPU and GTX960 GPU. For these three datasets, in order to
get more accurate statistical results, each experiment was
repeated 5 times, and the average value of the classification
indicators was used as the final result.

3.4. Experimental Parameter Discussion. 'e ratio of
training samples and the input space size are two important
factors that affect the performance of HSI classification. We
use a series of comparative experiments to determine the
training sample ratio and the size of the input space. When
the training sample ratios of the datasets IN, UP, and SA are
20%, 10%, and 10%, respectively, the classification perfor-
mance is optimal. 'rough the experiment in Section 3.4.2,
the classification performance is the best when the input
space size is 11× 11.

3.4.1. 7e Impact of the Training Dataset Proportion. In
order to select the appropriate training sample ratio for the
dataset, we conducted a comparative experiment with dif-
ferent training sample ratios.'e proportions of the training
samples we selected are 2%, 5%, 10%, 15%, and 20%. 'e
same spatial dimension is extracted for different datasets.
For example, the spatial dimension of IN is 11× 11× 30, the
spatial dimension of UP is 11× 11× 15, and the spatial di-
mension of SA is 11× 11× 15. Each experiment was repeated
5 times, and the average value of the classification indicators
was used as observation objects.'e changes in OA, AA, and
kappa values at different ratios are shown in Table 2. It can be
found that as the ratio of input training samples increases,
the accuracy gradually improves. When the proportion of
training samples in the three datasets reaches 20%, the
classification accuracy exceeds 99%, especially the accuracy
of the SA dataset is close to 100%. Figure 8 is a classification
accuracy chart of three datasets with different training
sample proportions. We can clearly see that when the
training set is between 2% and 15%, the accuracy is sig-
nificantly improved. When our training set reaches 15%, the
accuracy began to grow slowly. 'e training sample ratio
reaches 20%, and the classification accuracy improves to
99.6%. For the IN dataset, a 20% training sample ratio is
enough to train the network. It can be clearly seen from
Figures 8(b) and 8(c) that when the training set is between
2% and 10%, the classification accuracy increases signifi-
cantly. As the training set reaches 10%, the increasing rate of
accuracy starts to slow down. 'e UP classification accuracy
reaches 99.73%, and the SA reaches 99.98%. For UP and SA
datasets, 10% of the training samples are selected to train the
network.

B RC C B RX
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(a)

C B RX
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C B
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Figure 6: 'e residual connections: (a) identity connection; (b) nonidentity connection.

X (shortcut) X (shortcut)

Figure 7: Spectral-spatial residual network.
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Table 1: 'e architecture of the proposed network.

Layer Output Convolution kernel size Convolution kernel number
Input 11, 11, 30, 1
C3D_1 9, 9, 24, 32 (3, 3, 7) 32
C3D_2 9, 9, 24, 32 (3, 3, 3) 32
C3D_3 9, 9, 24, 32 (3, 3, 3) 32
C3D_4 9, 9, 24, 32 (3, 3, 3) 32
C3D_5 9, 9, 24, 32 (3, 3, 7) 32
C3D 9, 9, 24, 32 (1, 1, 1) 32
C3D_6 7, 7, 1, 64 (3, 3, 24) 64
Reshape 7, 7, 64
C2D_1 5, 5, 128 (3, 3) 128
Sep_C2D_2 5, 5, 128 (3, 3) 128
Sep_C2D_3 5, 5, 128 (3, 3) 128
Sep_C2D_4 5, 5, 128 (3, 3) 128
Sep_C2D_5 5, 5, 128 (3, 3) 128
C2D 5, 5, 128 (1, 1) 128
Average pooling 1, 1, 128
FC 16
Output Categories of land cover

Table 2: Classification accuracy of different training sample ratios.

Ratios (%)
IN datasets UP datasets SA datasets

OA (%) AA (%) Kappa (%) OA (%) AA (%) Kappa (%) OA (%) AA (%) Kappa (%)
2 86.69 82.73 85.87 98.39 96.63 97.67 99.19 98.83 99.11
5 94.99 95.02 93.73 99.40 98.71 98.88 99.81 99.41 99.63
10 98.49 98.05 98.16 99.86 99.83 99.81 99.98 99.98 99.98
15 99.03 99.00 98.97 99.87 99.85 99.86 99.99 99.98 99.98
20 99.72 99.60 99.70 99.89 99.86 99.87 100 100 100
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Figure 8: Continued.
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Figure 8: Accuracy of different training samples for three datasets: (a) IN; (b) UP; (c) SA.

Table 3: Accuracy of different spatial sizes.

Spatial size
IN datasets UP datasets SA datasets

OA (%) AA (%) Kappa (%) OA (%) AA (%) Kappa (%) OA (%) AA (%) Kappa (%)
5× 5 95.86 96.08 95.09 98.36 98.20 98.25 98.89 98.88 98.85
7× 7 98.96 98.25 98.64 99.29 99.35 99.27 99.58 99.45 99.57
9× 9 99.30 99.31 99.24 99.68 99.66 99.58 99.87 99.86 99.88
11× 11 99.72 99.60 99.70 99.86 99.83 99.81 99.98 99.98 99.98
13×13 99.65 99.61 99.60 99.87 99.83 99.85 100 100 100
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Figure 9: Continued.
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Figure 9: Accuracy of different spatial sizes: (a) IN; (b) UP; (c) SA.

Table 4: Training time and test time of different spatial sizes.

Spatial size
IN datasets UP datasets SA datasets

Training time (s) Test time (s) Training time (s) Test time (s) Training time (s) Test time (s)
5× 5 94.9 1.6 99.9 2.3 100.0 3.1
7× 7 173.5 1.9 225.7 3.5 351.1 5.2
9× 9 323.7 2.6 500.7 5.3 650.3 6.2
11× 11 577.1 3.0 787.3 6.8 926.3 8.2
13×13 995.1 6.2 1296.6 11.6 1537.0 14.3
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Figure 10: (a) Training time and (b) test time of different spatial window sizes for three datasets.
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Table 5: Accuracy of different residual block combinations.

Combination
IN datasets UP datasets SA datasets

OA (%) AA (%) Kappa (%) OA (%) AA (%) Kappa (%) OA (%) AA (%) Kappa (%)
1 + 1 99.48 99.58 99.40 99.73 99.70 99.72 99.85 99.78 99.82
1 + 2 99.46 99.60 99.41 99.42 99.50 99.37 99.57 99.45 99. 53
2 + 1 99.50 99.31 99.44 99.44 99.30 99.42 99.52 99.56 99.47
2 + 2 99.72 99.60 99.70 99.86 99.83 99.81 99.98 99.98 99.98
2 + 3 99.41 99.02 99.32 99.42 99.35 99.34 99.56 99.45 99.54
3 + 2 98.35 97.73 98.07 99.74 99.70 99.73 99.86 99.83 99.85
3 + 3 99.72 99.51 99.65 99.86 99.84 99.83 99.98 99.95 99.96
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Figure 11: Accuracy comparison chart of different combinations: (a) IN; (b) UP; (c) SA.
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3.4.2. 7e Effect of Space Size. In the deep convolutional
neural network, the larger the size of the input image, the
larger the number of operation parameters and the higher
the computational complexity. In addition, if the size of the

input image is too small, the receiving field will be too small
to obtain a good classification result. In our experiment, we
tried 5 different spatial input sizes, namely, 5× 5, 7× 7, 9× 9,
11× 11, and 13×13, to evaluate the influence of the network

Table 6: Comparative experiment for depth-separable convolution.

Compare items
IN datasets UP datasets SA datasets

HDSRN Model A HDSRN Model A HDSRN Model A
Params. 714368 1233920 439904 959456 439904 959456
Training time (s) 577.1 841.8 787.3 945.7 926.3 1362.5
Testing time (s) 3.0 4.5 6.8 7.5 8.2 9.5
OA (%) 99.72 96.24 99.86 97.36 99.98 98.55

Table 7: Classification accuracy of different models.

Model
IN datasets UP datasets SA datasets

OA (%) AA (%) Kappa (%) OA (%) AA (%) Kappa (%) OA (%) AA (%) Kappa (%)
HDSRN 99.72 99.60 99.70 99.86 99.83 99.81 99.98 99.98 99.98
Model B 99.49 99.36 93.48 99.74 99.71 99.68 99.82 99.11 99.83

Table 8: 'e comparison experiments in the IN dataset.

No. of classes Train/test SVM-RBF 2D CNN 3D CNN SSRN HybridSN HDSRN
1 9/37 61.5 85.88 94.63 97.82 97.98 99.78
2 286/1142 78.68 91.31 93.9 99.17 98.37 99.59
3 166/664 73.41 91.07 94.85 99.53 99.48 99.82
4 47/190 71.58 80.38 93.48 97.79 97.38 99.82
5 97/386 80.38 91.89 93.56 99.24 99.23 99.38
6 146/584 92.27 99.01 94.2 99.51 99.14 99.89
7 6/22 79.52 82.59 89.73 98.7 99 99.32
8 96/382 87.38 100 96.01 99.85 100 100
9 4/16 85.87 66.55 95 98.5 99.01 100
10 194/778 77.58 86.38 94.55 98.74 98.76 99.61
11 491/1964 83.75 90.47 93.87 99.3 99.64 99.89
12 119/474 83.21 82.89 91.52 98.43 99.12 98.55
13 41/164 84.64 99.06 93.89 100 100 99.86
14 253/1012 98.01 97.86 91.77 99.31 100 100
15 77/309 94.3 90.52 95.03 99.2 99.35 99.89
16 19/74 61.43 98.94 93.57 97.82 97.26 98.57
OA (%) 82.83 90.89 94.07 99.19 99.26 99.72
AA (%) 80.84 89.68 93.72 98.93 98.98 99.62
Kappa× 100 82.23 88.56 93.87 99.07 99.09 99.70

Table 9: 'e comparison of experiments in the UP dataset.

No. of classes Train/test SVM-RBF 2D CNN 3D CNN SSRN HybridSN HDSRN
1 663/5968 93.68 97.37 97.4 99.75 99.76 99.78
2 1865/16784 97.02 99.26 94.73 99.79 99.78 99.8
3 210/1889 82.41 80.73 95.05 98.29 99.01 99.82
4 306/2758 96.51 95.54 98.04 99.52 99.53 99.56
5 135/1211 98.38 99.75 99.01 99.82 99.87 99.9
6 503/4526 90.01 93.14 98.62 99.77 99.77 99.81
7 133/1197 85.92 91.65 97.02 99.65 99.69 100
8 368/3314 88.08 92.39 98.23 99.05 99.21 99.8
9 95/852 99.85 99.09 99.29 99.78 99.80 100
OA (%) 82.67 96.89 99.07 99.62 99.72 99.86
AA (%) 80.84 95.79 98.75 99.49 99.60 99.83
Kappa× 100 81.21 96.56 98.87 99.50 99.64 99.81
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input size. For the IN, UP, and SA datasets, the training
dataset ratios are 20%, 10%, and 10%, each experiment was
repeated 5 times, and the average value of the classification
indicators was used as the observation object. Table 3 and
Figure 9 show the changes in OA, AA, and kappa in the IN,
UP, and SA datasets under different spatial sizes. Figure 9(a)
shows that as the size of the input space increases, the
classification accuracy of the IN dataset begins to change

slowly after 11× 11. When the space input size is 13×13,
there is a slight downward trend. Figure 9(b) and Figure 9(c)
show that as the size of the input space gradually increases,
the classification accuracy of UP and SA datasets is signif-
icantly improved, and when the space input size reaches
11× 11, it starts to change slowly.

Table 4 and Figure 10 show the changes in training time
and test time under different spatial sizes. We can see from

Table 10: 'e comparison of experiments in the SA dataset.

No. of classes Train/test SVM-RBF 2D CNN 3D CNN SSRN HybridSN HDSRN
1 201/1808 92.56 95.51 95.19 99.78 100.00 100.00
2 373/3353 94.78 95.87 96.12 99.78 100.00 100.00
3 198/1778 94.22 95.64 95.89 99.78 100.00 100.00
4 139/1255 97.36 99.99 97.18 99.99 100.00 100.00
5 268/2410 93.38 94.51 94.70 99.78 100.00 100.00
6 396/3563 95.36 96.71 95.63 99.78 100.00 100.00
7 358/3221 95.79 95.51 95.36 99.78 100.00 100.00
8 1127/10144 80.21 86.93 86.33 99.78 100.00 100.00
9 620/5583 97.67 97.42 97.19 99.78 100.00 100.00
10 328/2950 88.99 90.93 90.94 92.69 100.00 100.00
11 107/961 90.20 94.24 90.20 90.68 98.24 99.79
12 193/1734 96.42 99.91 96.24 99.95 99.61 100.00
13 92/824 95.53 95.53 95.31 99.85 99.59 100.00
14 107/963 91.26 92.97 94.18 99.88 100.00 100.00
15 727/6541 72.67 90.93 81.39 99.12 99.32 99.84
16 181/1626 89.37 93.43 94.09 99.78 100.00 100.00
OA (%) 92.67 95.34 94.02 99.64 99.80 99.98
AA (%) 91.61 94.75 93.49 98.76 99.80 99.98
Kappa× 100 92.21 94.93 93.57 99.60 99.80 99.98

(a) (b) (c) (d)
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Figure 12: Classification results of the models in comparison with the UP dataset. (a) False color image, (b) ground truth, and (c)-(h)
predicted classification maps for SVM-RBF, 2D CNN, 3D CNN, SSRN, HybridSN, and proposed HDSRN.
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Figure 10 that as the size of the input space increases, the
number of calculation parameters also gradually increases,
and the training time and test time both increase sharply,
resulting in a significant jump in the calculation cost.
'rough the analysis of the effect of the above space size on
the proposedmodel, we find that using a space size of 11× 11
is the most suitable for our model.'erefore, the input space
size we chose in the comparison experiment is 11× 11. At
this time, the accuracy of the three datasets is 99.72% (IN),
99.86% (UP), and 99.98% (SA).

3.4.3. 7e Effect of Residual Networks. We conducted a
comparative experiment with different combinations of
residual blocks. We tested the combination of 3D residual
blocks and 2D residual blocks of 1 + 1, 1 + 2, 2 + 1, 2 + 2,
2 + 3, 3 + 2, and 3 + 3 and gave each group’s accuracy, as
shown in Table 5. Figure 11 is a comparison bar chart of the

classification results. We can find that the classification effect
of the three datasets is the best, when the combination is
2 + 2. In addition, we can also find from Figure 11 that the
accuracy has not continued to improve, but has decreased, as
the number of residual blocks increases.'e first reasonmay
be limited training samples, and the second reason may be
that a deeper network increases the complexity of feature
extraction.

3.4.4. 7e Effect of Depth-Separable Convolution. We con-
ducted a comparative experiment to test the impact of
depth-separable convolution. 'e traditional 2D convolu-
tion is replaced by the depth-separable convolution to form a
comparison model A. 'e other settings were consistent
with HDSRN. 'e training sample ratios of the IN, UP, and
SA datasets are 20%, 10%, and 10%. 'e same spatial di-
mension is extracted for different datasets. For example, the
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Figure 13: Classification maps for the IN dataset. (a) False color image, (b) ground truth, and (c)-(h) predicted classification maps for SVM-
RBF, 2D CNN, 3D CNN, SSRN, HybridSN, and proposed HDSRN.
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spatial dimension of IN is 11× 11× 30, the spatial dimension
of UP is 11× 11× 15, and the spatial dimension of SA is
11× 11× 15. For three datasets, we conducted 5 experiments.
Table 6 shows the comparison between traditional 2D
convolution and depth-separable convolution in parame-
ters, sample training time, testing time, and overall classi-
fication accuracy. We can find that the depth-separable
convolution reduces the number of parameters and oper-
ation time, avoids overfitting, and improves the performance
of HSI classification.

3.4.5. 7e Effect of Skip Connections. 'e HDSRN frame-
work included a skip layer. In order to test the effect of skip
connection, we designed a framework without skip con-
nection as model B and conducted related comparative

experiments on three datasets. We can see from Table 7 that
the outermost skip connection can improve the classification
accuracy of HSI because skip connection alleviates the
problem of gradient disappearance, helps gradients propa-
gate backward, and can extract features more fully.

3.5. 7e Comparative Experiment with Popular Methods.
So as to evaluate the HSI classification capability of HDSRN,
we compared the model with the popular methods, such as
SVM-RBF [37], 2D CNN [38], 3D CNN [24], SSRN [22], and
HybridSN [31]. We used some public codes to train and test
the data, which can be accessed online at https://github.com/
eecn/Hyperspectral-Classification and https://github.com/
gokriznastic/HybridSN. For the fairness of the experi-
ment, through the comparative experiment in Section 3.4,
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Figure 14: Classification maps for the SA dataset. (a) False color image, (b) ground truth, and (c)-(h) classification maps for SVM-RBF, 2D
CNN, 3D CNN, SSRN, HybridSN, and proposed HDSRN.
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we set the input space to the same size. 'e input sizes of IN,
UP, and SA datasets are 11× 11× 30, 11× 11× 15, and
11× 11× 15, respectively. 'e training data ratios of IN, UP,
and SA datasets are 20%, 10%, and 10%, respectively. We
conducted 5 repeated trials with the mean classification
metrics as final results.

Tables 8-10 show the comparison of experiments using
different methods. We can see that the HDSRN method
performs well, and the classification effect on the three
datasets is better than other methods. One possible reason is
that the proposed network model is based on the spatial
spectrum 3D CNN and 2D CNN hierarchical framework,
and they are complementary. 'is design method helps to
capture more contextual information. Another possible
reason is that the multiresidual network ROR is embedded
in the proposed model, which can extract deeper abstract
features. 'e last reason is that the depth-separable con-
volution reduces the computational cost and avoids
overfitting.

From the analysis of Tables 8-10, we can see that in the
IN dataset, the classification accuracy of HDSRN is about
0.5% higher than SSRN and about 0.4% higher than
HybridSN. In the UP and SA datasets, the classification
accuracy of HDSRN is also significantly improved. We can
also find that the accuracy of network classification that only
focuses on spectral or spatial features is usually less than
97%. 'erefore, the classification method based on the
combination of spectrum and spatial features is significantly
better than the traditional method. In the IN dataset,
HDSRN obtained significantly better classification results
than SSRN and HybridSN, in the classification of categories
2, 5, 9, and 16. In addition, because there are fewer training
samples for classes 1, 7, 9, and 16, the classification accuracy
of these types of features is unstable and significantly lower
than other categories, which has a greater impact on the
overall classification accuracy. However, HDSRN can still
classify these categories, and the classification accuracy is
higher than 97%.

Figures 12–14 are the visualization of the classification by
the HDSRN model and the comparison network. 'ese
maps include false color images, ground truth, and visual-
ization images of different comparison methods. We can see
that SVM-RBF has the worst visual effect among these
models. 'e generated visual image is relatively rough, the
classification accuracy is low, and the noise is obvious. 'is
may be due to the fact that traditional methods cannot
effectively extract spatial-spectral features, resulting in un-
satisfactory classification results.'e second is 2DCNN, and
the classification effect is relatively poor. 'is may be be-
cause 2D CNN is unable to extract a good identification
feature map from the spectral dimension, and a lot of
spectral information is lost. 'e visual images of 3D CNN
are relatively smooth.'e visual images of SSRN, HybridSN,
and HDSRN are smoother. However, SSRN has misclassified
noise in categories 7 and 9 of the UP dataset. Compared with
other methods, HDSRN has a higher classification accuracy.
In addition, the classification map provided by HDSRN is
the most accurate, and the edge contours of features are
clearer than other methods.

4. Conclusions

In this paper, we propose a hybrid separable convolutional
residual model for HSI classification. 'e model integrates
spatial-spectral residual blocks, spatially separable con-
volutional residual blocks, and the outermost skip con-
nections. 'e spatial-spectral 3D feature and the spatial 2D
feature can be continuously extracted. Concretely, the
HDSRN model can extract spectral feature information and
spatial feature information, and these feature information is
complementary. Additionally, we embed a multilevel re-
sidual network ROR in the model to learn spectral and
spatial features, which improves the network optimization
and learning capabilities. Finally, in spatial feature learning,
we use separable convolution to extract valuable features,
reducing the number of parameters and computing time and
alleviating the decline in accuracy. 'e comparative ex-
perimental results on the IN, UP, and SA benchmark
datasets verify the superiority of the HDSRN method. 'e
focus of future work will be to use transfer learning methods
to further solve the HSI classification problem.
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As one of the most important communication tools for human beings, English pronunciation not only conveys literal information
but also conveys emotion through the change of tone. Based on the standard particle filtering algorithm, an improved auxiliary
traceless particle filtering algorithm is proposed. In importance sampling, based on the latest observation information, the
unscented Kalman filter method is used to calculate each particle estimate to improve the accuracy of particle nonlinear
transformation estimation; during the resampling process, auxiliary factors are introduced tomodify the particle weights to enrich
the diversity of particles and weaken particle degradation. *e improved particle filter algorithm was used for online parameter
identification and compared with the standard particle filter algorithm, extended Kalman particle filter algorithm, and traceless
particle filter algorithm for parameter identification accuracy and calculation efficiency. *e topic model is used to extract the
semantic space vector representation of English phonetic text and to sequentially predict the emotional information of different
scales at the chapter level, paragraph level, and sentence level. *e system has reasonable recognition ability for general speech,
and the improved particle filter algorithm evaluation method is further used to optimize the defect of the English speech ra-
tionality and high recognition error rate Related experiments have verified the effectiveness of the method.

1. Introduction

English speech rationality recognition is the product of the
combination of emotion computing and speech synthesis.
With the help of the concept of emotion computing, the
relationship between emotion and speech is analyzed from
the speech signal carrying the known emotional state, and
these emotional features are applied to the speech synthesis
process. In order to obtain natural and friendly synthesized
speech with rich tone changes, which can simulate human
emotions, current speech synthesis technology usually refers
to text-to-speech conversion technology, which mainly
solves how to convert text information into audible sound
information. English speech interaction is a natural and
convenient way for humans to communicate with machines
in the future. Research on speech recognition is enough to
promote this technology to serve humans faster and better.

Whether it is from the perspective of technology accumu-
lation or data collection, the current period is a favorable
period for studying speech recognition technology.

Particle filter algorithm [1, 2] is an online nonlinear
identification algorithm based on Bayesian estimation and
Monte Carlo method. Its essence is to approximate the state
probability density function by finding a set of random
samples propagating in the state space. A discrete sample is
used to simulate a continuous function, and the sample
mean is used to replace the integral operation, thereby
obtaining the process of minimum variance distribution of
the state. *e particle filtering algorithm theoretically has
higher recognition accuracy than the extended Kalman filter
algorithm. *e authors of [3, 4] improved the traditional
particle filter algorithm and used the latest observation
information in the importance sampling process to more
accurately approximate the posterior probability density
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function. *e authors of [5, 6] proposed a resampling al-
gorithm to solve the problem of particle degradation. *e
authors of [7–9] use particle filtering algorithm to solve the
damage identification problem of structural systems. Re-
search shows that, compared with EKF algorithm, particle
filtering has higher structural model parameter recognition
accuracy under non-Gaussian noise conditions. *e authors
of [10–12] use a hybrid Gaussian particle filter to predict and
analyze the posterior distribution parameters and monitor
values of the monitoring information state variables in one
step forward. At present, the research and application of
particle filters in civil engineering are still very limited. How to
further improve the sampling accuracy of particle filter al-
gorithms and weaken particles is still the key issue to improve
the accuracy of the algorithm. *e existing methods for
synthesizing emotional speech mainly include three cate-
gories: waveform stitching, speech conversion, and statistical
parameter synthesis. *e waveform stitching method collects
voices of different emotion types by recording a large-scale
emotional corpus and extracts corresponding speech frag-
ments from the corresponding emotional corpus during
synthesis and obtains voices that retain the original recorded
tone through stitching [13–15]. *e voice conversion method
analyzes the change of acoustic parameters of voices of dif-
ferent emotion types relative to neutral voices and adjusts and
converts presynthesized neutral voices to obtain new emo-
tional voices [16, 17]. Statistical parameter synthesis is based
on statistical models such as Hidden Markov Models. It
performs parametric characterization and acoustic modeling
of speech with different emotions. Based on this, it performs
acoustic prediction of emotional speech and synthesizes
speech with different emotions [18–20]. At present, the three
methods have their own advantages and disadvantages. *e
emotional speech that is properly combined by the waveform
stitching method is better than other methods. However, the
types of emotions that can be synthesized are limited by the
existing emotion types of the emotional corpus. *e cost of
large-scale database building is high; English speech ratio-
nality optimization conversion method relies on the study of
emotional acoustic feature analysis [21–23]. Due to the di-
versity and complexity of emotional performance, only some
specific emotional states and directional cues were associated
with changes in acoustic parameters: Statistical parameter
synthesis methods can automatically build a new synthesis
system in a short period of time, basically without human
intervention, and require less data compared to waveform
stitching methods and synthetic emotion types. It is more
flexible than the previous two methods, but the spectrum and
prosody model generated by HMM is too smooth, which
makes the details of the spectrum and prosody model lost,
affecting the naturalness of the English speech sound opti-
mization and recognition. With the tremendous achieve-
ments of neural networks in many fields, many scholars have
begun to study their applications in the field of speech rec-
ognition. A variety of models such as deep neural networks,
convolutional neural networks, and recurrent neural net-
works have been introduced and achieved good results
[24–26]. *e system based on the state output of the deep
neural network has a certain decrease in error rate compared

to the convolutional neural network, which proves the
modeling ability of the neural network method in the field of
English speech rationality optimization recognition [27, 28].
However, themethod for optimizing the rationality of English
speech based on deep learning requires a large amount of
training data to ensure its accuracy. Compared with the
traditional method, it also requires a larger amount of cal-
culation, which also limits its application in practice to a
certain extent.

Under the guidance of the English speech rationality
optimization recognition process, a network structure is built.
Using the annotation data of the speech sentiment database
and the text features obtained based on semantic analysis, a
deep learning model is trained to realize the prediction of the
optimal recognition of the speech sound from reading text to
English speech. *e pronunciation description is used as the
final result output of the prediction model to guide the gen-
eration of subsequent acoustic parameters. *e model com-
prehensively considers the influence of the context
environment of different scale units at the chapter level,
paragraph level, and sentence level, as well as the interaction
between the various links in the process of optimizing the
recognition of English sound rationality, forming a multilayer-
nested composite network to support structural construction.
First, an improved auxiliary traceless particle filtering algo-
rithm is established based on the standard particle filtering
algorithm, and the algorithm implementation steps are given.
*en, the online parameter identification for the single-degree-
of-freedom model is carried out and compared with the
identification results of the traditional particle filter algorithm
to verify the accuracy and calculation efficiency of the im-
proved algorithm. Finally, the pseudostatic test of the seismic
isolation support verifies the effectiveness of the improved
auxiliary traceless particle filter algorithm for online identifi-
cation of model parameters. *e rest of this paper is organized
as follows. Section 2 discusses optimal recognitionmodeling of
English speech rationality, and optimized recognitionmodel of
English sound rationality based on improved particle filter
algorithm is designed in Section 3. Experimental verification is
discussed in Section 4. Section 5 concludes the paper with
summary and future research directions.

2. Optimal Recognition Modeling of English
Speech Rationality

At present, English speech rationality optimization recog-
nition technology is facing huge development opportunities.
First, with the development of devices with high computing
power, more complex algorithms and models become
possible; second, with the help of massive data on the In-
ternet, it becomes easier to have corpus resources in real
scenes, making the trained models more reasonable; finally,
the rise and popularity of applications such as smart homes,
car systems, and mobile devices make voice, a convenient
human-computer interaction, more important. *e optimal
recognition of English speech rationality can be divided into
four main parts, namely, data preprocessing and feature
extraction, language model, acoustic model, and decoder, as
shown in Figure 1.
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*e data preprocessing part is performed before the
identification and decoding, including the signal pre-
emphasis, framing, windowing, and other operations [29].
Research has found that the energy of speech is mainly in the
low frequency range, which may lead to an excessive signal-
to-noise ratio in the high frequency range. Preemphasis can
enhance the high frequency band of speech to make its
characteristics more prominent. English speech is a non-
stationary time-varying signal, but it has a short-term sta-
tionary characteristic when the duration is short, so its signal
processing needs to be performed after framing. By framing
the signal, each frame can be regarded as a smooth signal.
Generally speaking, the duration of each frame is between 10
and 30ms and there will be overlap between frames. After
framing, it will cause discontinuity at the beginning and end
of each frame. Windowing is to highlight the signal in the
middle and make it continuous. *e window function
usually chooses the Hamming window.

Feature extraction is mainly to extract some information
that can reflect the commonality from the signal. When
different speakers speak the same paragraph of text, the
pronunciation will be different due to the difference in vocal
organs and speaking habits. Feature extraction is to remove
these characteristics. *e feature used by the system in this
paper is the MFCC feature, which is one of the commonly
used features in the field of speech recognition.

*e purpose of English speech rationality optimization
recognition is to convert speech into text. After the system
receives a piece of audio, it can find the most reasonable
sequence of words to represent the information contained in
this piece of audio. We define the speech signal as T and the
text sequence asM; then the optimization and recognition of
English sound rationality need to be solved:

M � argmaxP(M | T). (1)

*at is, on the premise of knowing the voice T, find the
most likely text sequence M. According to the Bayesian
formula, we can change the above formula to

M � argmax
P(T | M)P(M)

P(T)
, (2)

For a particular piece of audio T, P is fixed and therefore
does not need to be considered in the optimization process.
*e above formula is the core formula of speech recognition,
which can be seen as a combination of two parts, the lan-
guage model P (M) and the acoustic model P (T | M); the
language model represents a certain sequence of text M in
language habits rationality.

*e main function of the decoder is to use the trained
language model and acoustic model to build a decoding
network, search in the network, and finally find the optimal
path that can explain the input speech and give the recognition
result. *e decoder can search through a given input feature
sequence and finally find and use the decoding algorithm to
best interpret the input audio text sequence for the search
composed of the language model and the acoustic model.

Feature selection is a link that has a significant impact on
the optimization of the recognition efficiency of English

speech. Deciding which acoustic features to use will largely
affect the recognition rate of the system. *e acoustic fea-
tures commonly used in the optimization and recognition of
English speech rationality include perceptual linear pre-
diction, linear prediction coefficients, and Mel-frequency
cepstral coefficients, and cepstral features are commonly
used Mel-frequency cepstral coefficients. *eMel-frequency
is the cepstral parameter extracted from the frequency
domain of the scale. It has a high degree of similarity to the
human auditory characteristics. Mel-frequency cepstral
coefficient can perfectly combine the frequency selection
characteristics of ear-to-sound and speech signal processing
technology. It has strong robustness and noise resistance. It
is one of the most effective features in the field of English
speech sound optimization recognition.

*e extraction process of English speech rationality
optimization recognition features is shown in Figure 2.

Before extracting the English speech rationality opti-
mization recognition feature for the audio signal, we need
to perform relevant preprocessing operations on the data.
*e power of the voice signal will be very small when the
frequency is large. *e main energy is distributed in the
low frequency band. *is may cause the signal-to-noise
ratio of the high frequency band to be too large. Pre-
emphasis can enhance the high-frequency signal of the
voice. Speech is a nonstationary signal, but it is stationary
for a short period of time. *e framing and windowing
operations are to take advantage of this short-term sta-
tionarity to divide the long-term nonstationary signal into
multiple frames of shorter stationary signals. Generally
speaking, the length of each frame of speech is between 10
and 30ms, and there is overlap between the frames, which
can ensure the continuity of the signal. *e window
function used in this article is the Hamming window,
which can be expressed as

M(n) �

0.5 − 0.48 cos
2πn

M − 1
, 0≤ n≤M

0, OTHER.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(3)

After preprocessing the English speech signal, we use fast
Fourier transform to transform the obtained short-term
signal p(1) into time frequency and calculate the short-term
energy spectrum h(1). *en we use the filter c(1) to process
the short-term energy spectrum, followed by using the filter
to process the short-term energy spectrum; the formula can
be expressed as

M(j) �

j − p(1)

c(1) − p(1)
,

h(1) − j

j(1) − c(1)
.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(4)

*en, we make logarithmic changes to the output of the
filter bank and finally through the discrete cosine transform
to obtain the English speech rationality optimization rec-
ognition feature coefficients.
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3. Optimized Recognition Model of English
Sound Rationality Based on Improved
Particle Filter Algorithm

3.1. Reasonable Optimization of Identification Parameters.
*e improved particle filter algorithm inherits the prin-
ciple of the particle filter algorithm and is a complete
nonlinear estimator that can identify arbitrary nonlinear
model parameters. *e improved particle filter algorithm
model is a representative strong nonlinear model used to
simulate the restoring force characteristics of structures
and members. In this paper, the single-degree-of-freedom
improved particle filter algorithm model is taken as the
object, and a specific implementation method of applying
the algorithm to online identification of nonlinear model

parameters is given to verify the algorithm recognition
accuracy.

Combined with structural motion equation, particle
filter algorithm model was improved.

Set the model parameter of the improved particle filter
algorithm to the actual value of k0 � 40 kN/m, n � 1.1 t; load
the model with displacement control, input displacement
excitation, and select the ground motion displacement re-
cord measured by the seismic station; the peak displacement
is adjusted to 10 cm, as shown in Figure 3, vertical. *e
coordinates are displacement. Using the fourth-order nu-
merical integration method to calculate the resilience of the
improved particle filter algorithm model system, the inte-
gration step length is 0.01 s, and the integration number of
steps is 4000 steps.
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z is the process noise; k is the actual loading speed; n is
the number of times; the system state equation is

y � f y, y′(  �

y1

y2

...

yn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

−

z

k

...

n

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (5)

3.2. Stepped Resampling Improvements. In order to solve the
problems of sample degradation and reduced estimation
accuracy caused by resampling, this paper proposes a par-
ticle selection scheme based on the bias-corrected expo-
nential weighted average algorithm and then effectively uses
the remaining large-weight particles to complete the repli-
cation and new number addition ensure the final particles
meets the initial total.

Aiming at the problem that standard resampling directly
removes small particles and reduces the filtering perfor-
mance, the following particle screening strategy is designed:
(1) Calculate the weight of particles and arrange them in
ascending order. (2) Use the EWA optimization algorithm
based on deviation correction to calculate the sorted particle
set. *e average distribution curve of the expression is:

ci �
εci−1 +(1 − ε)ωi

t

1 − εi
. (6)

In the previous equation, ci, ci−1 is the average weight of
the first i, i−1 particles, ε is the overshoot parameter, ωi

t is the
weight of the i-th particle, and 1 − εi is the deviation cor-
rection term. (3) Calculate the average value of the ci curve
and judge the particle weight c with the size of ωi

t; if ωi
t ≥ c,

the particle is left and then is discarded. *e exponentially
weighted average optimization algorithm takes into account
the fact that large-weight particles are the decisive factor that
affects the estimation accuracy, and the introduction of
deviation correction items reduces the previous calculation
errors, improves the accuracy of particle screening, and also
ensures the effectiveness of replication and new particles.

*e process of optimizing the recognition of English
speech rationality is divided into two parts: the training stage
and the formal stage. *e training stage first selects 10

articles for independent labeling, and then several labelers
compare the results and discuss the labeling rules. *e three
annotation results are summarized and integrated into the
final annotation result of each document by the introduction
method in the next section. *e agreement rate of the three
labeling results in different scales is shown in Table 1. It can
be seen from the table that the labeling agreement rates of
the three scales are similar, and the chapter-level agreement
rate is slightly higher than the other two levels; the agree-
ment rate between two people is better than that of the three
people, but the common agreement rate is also close to 80%,
reaching a usable level.

3.3. English Speech Rationality Optimization Keyword Rec-
ognition Model. Let the English speech rationality optimi-
zation keyword recognition system have the rejection
function; a feasible method is to use the junk speech model
to improve the decoding network. In the training phase, each
phoneme model is trained with the corpus of the corre-
sponding phoneme, and the junk speech model uses all
corpus for training, so it can be considered that it represents
the human voice model rather than a specific phoneme. All
voices have a certain matching ability.

Real time is an important feature of human-machine
voice interaction. Whether the system can recognize the
voice in time will play a vital role in the promotion of user
experience and applications. *e main time-consuming of
the keyword speech recognition system is the decoding
efficiency of English speech, so how to improve the efficiency
of the decoding algorithm is the key to improving the
performance of the system. *e Viterbi decoding algorithm
needs to search all possible states of the entire decoding
network every frame.*e token-passing decoding algorithm
we mentioned is a specific implementation of the Viterbi
decoding algorithm, which has the characteristics of simple
search process implementation, thereby reducing the
decoding time and improving system performance. How-
ever, the token transfer algorithm also cannot avoid the
shortcomings of the whole network search. All tokens of the
decoding network in each frame need to be transferred
between all possible states. When the number of system
states increases, the decoding time will also be large, in
addition to an increase in amplitude.

*e token-passing decoding algorithm searches through
the entire network to ensure that the best state path is found.
After obtaining the voice characteristics of each frame, all
tokens in the decoding network will jump, although this can
guarantee that each path can be searched, but it also limits
the performance of the algorithm. Performing a network-
wide search will consume a lot of computing resources on
some paths with very low probability. In fact, these paths
have a long distance from the token value at the beginning
due to their low matching with the speech to be recognized.
Lower than other tokens, the probability of these paths
gaining an advantage in subsequent competition is very low,
so these tokens can be discarded earlier to prevent their
passing down, thereby reducing the consumption of com-
puting resources and improving algorithm performance.
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In the specific implementation, the maximum number of
tokens should be set reasonably according to the complexity
of the network. If the maximum number of tokens is set too
large, the system performance will cause many paths to be
discarded per frame. *e improvement is very limited.
However, the maximum number of tokens is set too small to
include the best path, which leads to a reduction in the
accuracy of system identification. *erefore, when setting
the maximum number of tokens, the performance and
accuracy should be taken into consideration.

4. Experimental Verification

In order to verify that the algorithm in this paper has good
filtering performance, MATLAB simulation software is used
to compare and analyze the number of particles with 50, 100,
and 150 based on the univariate dynamic change filter
model. Based on the improved particle filter algorithm,
unified particle filter algorithm, scheduling particle filter
algorithm, and particle filter algorithm, the English speech
rationality optimization keyword recognition model’s online
parameter recognition results obtained by four algorithms
are compared, as shown in Figure 4. It can be seen that the
four algorithms for k0 and n2 parameters have the same
recognition effect, basically converging to the true value, and
the convergence speeds are roughly similar. Among them,
the recognition value obtained by the improved particle filter
algorithm is the best. *e improved particle filter algorithm
has higher nonlinear transformation accuracy in importance
sampling, enriches the diversity of particles during the
resampling process, and effectively weakens the degradation
of particles. *e performance of the algorithm determines
the pros and cons of the recognition result of the calculation
example, which is of universal significance. *erefore, when
the actual value is of the keyword recognition model pa-
rameters for English sound rationality optimization in the
calculation example changes, under the same conditions, the
recognition results of the four algorithms will still have
similar rules.

*e particle filter algorithm and its improved scheduling
particle filter algorithm and the unified particle filter algo-
rithm and the improved particle filter algorithm are es-
sentially random parameter identification algorithms. *e
four algorithms are all based on the Monte Carlo random
sampling method.*erefore, even under the same condition
of initial parameter values, the parameter identification
values obtained by each algorithm in each simulation are
different; that is, the parameter identification results are
random. In order to test the randomness of the recognition
results of the algorithm, four independent filtering

algorithms were used for 10 independent simulations. *e
statistical recognition results compared and analyzed the
recognition accuracy and convergence of different algo-
rithms, which was more convincing. In the 10 independent
simulations in this example, the initial parameters of the
system English sound rationality optimization recognition
model and the initial parameters of the algorithm are the
same. *e randomness mainly comes from the randomness
of the particles produced by the algorithm. *e relationship
between the root mean square error of the four algorithms’
parameter identification values and the number of simu-
lations is shown in Figure 5. *e abscissa in the figure is the
number of simulations.

It can be seen from Figure 5 that the overall error of the
parameter identification of the improved particle filter al-
gorithm is significantly lower than that of the particle filter
algorithm, the scheduling particle filter algorithm, and the
unified particle filter algorithm, and the error fluctuation
range is significantly reduced. It can be seen that the im-
proved particle filtering algorithm uses the latest observation
information to modify the particles and at the same time
increases the particle diversity by introducing auxiliary
factors. *erefore, the improved particle filter algorithm is
significantly higher than the recognition accuracy of the
particle filter algorithm, scheduling particle filter algorithm,
and unified particle filter algorithm.

A shown in Figure 6, the root mean square error mean
and relative error mean of the online independent parameter
identification value was calculated under independent sim-
ulations. It can be clearly seen that the mean value of the root
mean square error and the relative error of the parameter
identification value of the improved particle filtering algo-
rithm proposed in this paper are smaller than those of the
particle filtering algorithm as a whole. *e root mean square
error of the four sets of parameter identification values ob-
tained by the improved particle filter algorithm is overall
lower than those of the particle filter algorithm, scheduling
particle filter algorithm, and unified particle filter algorithm.
*e error is reduced by 76%, 38%, and 23%, respectively, and,
in the improved particle filter algorithm, the relative errors of
the obtained four sets of parameter identification values as a
whole are reduced by 22%, 16%, and 14% compared to the
particle filter algorithm, scheduling particle filter algorithm,
and unified particle filter algorithm. It can be seen that the
average root mean square error and the average relative error
of the four sets of parameter identification values in 10
simulations indicate that the accuracy of the improved par-
ticle filtering algorithm is higher than that of the other three
algorithms. It should be noted that the algorithm needs to pay
more time for calculation while achieving higher parameter
recognition accuracy.

When we only use the improved English speech ratio-
nality of the particle filtering algorithm to optimize the
keyword recognition modeling model for token-passing
decoding, because there is no adjustable parameter, the equal
error rate cannot be measured, and the false rejection rate of
the system measured by the test set is only 1.24%, but the
false alarm rate is as high as 76.05%, which shows that the
system with only the improved particle filter algorithm

Table 1: Statistics of the coincidence rate of the labeling results.

A&B A&C B&C A&B&C
Chapter level 0.8264 0.843 0.8525 0.7821
Paragraph level 0.8275 0.8392 0.8483 0.7798
Sentence level 0.8267 0.8378 0.8468 0.7788
All 0.8269 0.8389 0.848 0.7795
“A,” “B,” and “C” represent the three labeling personnel.
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model is very weak for nonkeyword speech recognition, and
it is difficult to apply it in practice. We use the verification set
to adjust the parameters and use the test set to test the results
and finally measured the equal error rate of several different
systems. *e results are shown in Table 2.

In this paper, the improved particle filtering algorithm
proposed in this paper optimizes the stability of English
speech keyword optimization modeling, which indicates
whether the optimal token on the decoding path can
maintain a stable advantage in the competition during the

decoding process. If the decoding path is the correct key-
word path, then it should be able to stay ahead of the
competition by constantly accumulating advantages. If the
decoding path is wrong, the optimal token on this path will
not be compared to other paths, and there is a big difference.

As shown in Figure 7, when the voice to be recognized is a
keyword, the optimal token on the decoding path of each frame
can stably maintain an advantage in the competition, and this
advantage will increase as the number of decoded frames
increases.
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Figure 5: Root mean square error of model parameter identification value. (a) k0. (b) n.

0 10 15 20 25 30
Integration steps

0

20

40

60

80
k0

r
–20

–40

–60
5

Particle filter
Actual value
Unified particle 
filtering

Scheduling particle
filter
Improved particle
filtering

(a)

n
0

20

40

60

–20

–40

–60

–80
0 10 15 20 25 30

Integration steps
5

Particle filter
Actual value
Unified particle 
filtering

Scheduling particle
filter
Improved particle
filtering

(b)

Figure 4: English speech rationality optimization keyword recognition value. (a) k0. (b) n.

Complexity 7



Table 2: Different English pronunciation rationality optimization recognition error rate.

Method Error rate (%)
Particle filtering algorithm [4] 16.84
Scheduling particle filter algorithm [12] 12.83
Unified particle filtering algorithm [15] 7.83
Improved particle filtering algorithm 5.73
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Figure 7: Stability data when the voice to be recognized is a keyword.

Algorithm parameters

0

10

20

30

40

50

60

70

80

Ro
ot

 m
ea

n 
sq

ua
re

 er
ro

r

1 2 3 4

Particle filter
Unified particle filtering
Scheduling particle filter
Improved particle filtering

(a)

0

5

10

15

20

25

30

35

Re
la

tiv
e e

rr
or

Algorithm parameters

Particle filter
Unified particle filtering
Scheduling particle filter
Improved particle filtering

1 2 3 4

(b)

Figure 6: Root mean square error of parameter identification value andmean value of relative error. (a) Root mean square error. (b) Relative
error.

8 Complexity



In this paper, the visibility modeling strategy of the deep
neural network in the middle layer can effectively integrate
prior knowledge into the network structure, thereby im-
proving the performance of the network; optimization
measures such as feature dimension balance adjustment and
sample balance adjustment can solve the network learning
process to a certain extent. *e fusion problem between
different types of features solve sample sparseness

5. Conclusion

In this paper, by introducing an improved particle filtering
algorithm, the English speech rationality optimization rec-
ognition model enables the system to reject nonkeyword
speech, which can be more widely used in actual scenarios.
In order to improve the recognition accuracy and rejection
ability of the speech keyword recognition system and make
the application of the system more mature, on the basis of
studying the principle of decoding algorithm, the data
generated by the token transfer process in the preliminary
experiment is analyzed, and finally two methods of con-
sistency and stability were proposed and used to evaluate
and correct the system identification results; and related
experiments were set up to test the feasibility of the proposed
method. *e improved English speech rationality optimi-
zation recognition model with improved particle filter al-
gorithm has high positioning accuracy and good stability,
and its effectiveness is verified through experimental
verification.
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*e data used to support the findings of this study are
available from the corresponding author upon request.
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In natural language, the phenomenon of polysemy is widespread, which makes it very difficult for machines to process natural
language. Word sense disambiguation is a key issue in the field of natural language processing. +is paper introduces the more
common statistical learning methods used in the field of word sense disambiguation. Using the naive Bayesian machine learning
method and the feature vector set extracted and constructed by the Dice coefficient method, a semantic word disambiguation
model based on semantics is realized. +e results of comparative experiments show that the proposed method is better compared
with known systems. +is paper proposes a method for disambiguation of word segmentation in professional fields based on
unsupervised learning. +is method does not rely on professional domain knowledge and training corpus and only uses the
frequency, mutual information, and boundary entropy information of the string in the test corpus to solve the problem of word
segmentation ambiguity. +e experimental results show that these three evaluation standards can solve the problem of word
segmentation ambiguity in professional fields and improve the effect of word segmentation. Among them, the segmentation result
using mutual information is the best, and the performance is stable.

1. Introduction

Word sense disambiguation is to determine the most exact
semantics of a polymorphic word according to its context
and locale [1]. Chinese is the most spoken language in the
world, and it is difficult to avoid the problem of polysemy.
According to statistics, ambiguous words account for about
14% of the total vocabulary of the Chinese dictionary, and
these ambiguous words are often commonly used words [2].
Statistics on the authoritative Chinese disambiguation
corpus show that these ambiguous words are used very
frequently, about 42% [3]. +e universality of ambiguous
word distribution makes word sense disambiguation an
important link in many applications related to natural
language processing, such as machine translation, infor-
mation extraction, and content analysis [4, 5].

+e earliest Chinese word segmentation method was a
word segmentation method based on “lookup dictionary”

[6]. +e idea of this method is to read the entire Chinese
sentence and then mark all the words in the dictionary
separately. When encountering a compound word (such as
Peking University), the longest word match is found. +e
string is split into individual words. +is word segmentation
method is not efficient, but its proposal lays the foundation
for Chinese automatic word segmentation technology [7].
Relevant scholars have theorized the Chinese word seg-
mentation method and proposed the “minimum number of
words” segmentation theory; that is, each sentence should be
segmented with the least number of words [8]. +is word
segmentation method is an improvement on the “word
dictionary” word segmentation method, which has pro-
moted the development of Chinese word segmentation
technology. Researchers believe that, for computers to reach
the level of natural language processing by humans, com-
puters must be able to automatically disambiguate ambig-
uous words in a specific context and choose the most precise
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meaning [9–11]. Although the word sense disambiguation
system was only a subsystem in the machine translation
system at that time, the context window and semantic
consistency proposed by it were still the basis for the current
research on word sense disambiguation. Among them, the
context in which ambiguous words are located is an im-
portant condition that affects the accuracy of word sense
disambiguation [12]. After that, with increasing attention to
word sense disambiguation, more and more experts and
scholars have proposed more solutions to word sense dis-
ambiguation [13, 14]. With the deepening of research, due to
the lack of relevant resources and calculationmethods at that
time, scholars realized that word sense disambiguation was a
very complicated problem and it was difficult to overcome
[15]. Bar-Hillel pointed out that word sense disambiguation
was impossible to achieve with the technical conditions at
the time and was theoretically not feasible [16]. +e method
of automatically expanding WordNet uses a lot of semantic
relationships fromWikipedia resources to expandWordNet.
First, it establishes a mapping between Wikipedia pages and
WordNet and then converts the pages into WordNet. Test
results show that this method improves baseline and can use
more disambiguation information to achieve higher dis-
ambiguation goals [17]. With the continuous updating of
technology and continuous improvement of machine per-
formance, techniques such as machine learning and corpus
are used in word sense disambiguation. During this period,
supervised, semisupervised, and unsupervised word sense
disambiguation techniques have been fully developed.
Relevant scholars have proposed a completely unsupervised
method based on the topic word frequency estimationmodel
[18]. +is method can be applied to any part of the speech
manuscript without the need for a hierarchical corpus or
parallel text. +e library is highly portable. Furthermore, the
effectiveness of the method on the main semantic learning
and semantic distribution acquisition tasks is proved. Rel-
evant scholars have studied a new and effective fuzzy
classification system and applied this system to word sense
disambiguation [19, 20]. +e system iteratively adjusts the
weights of fuzzy rules and adjusts the classifier by adding
weights to the rules [21]. Compared with other classification
systems, this classification system has achieved good results.
+e advantage of the unsupervised word segmentation
method is that it does not rely on dictionaries and training
corpus and does not require training. It can be used for
unregistered word discovery without word formation rules.
+e disadvantage is that this kind of method cannot find
low-frequency words, the upper limit of the word seg-
mentation effect is about 0.85, and the word segmentation
effect cannot meet the practical application. In practical
applications, the unsupervised word segmentationmethod is
generally not used alone. +is type of word segmentation
method can be used for common word discovery, new words
discovery, and other issues and assist in improving the word
segmentation effect of existing dictionaries and training
corpus word segmentation methods.

For word sense disambiguation, these classification
models cannot be simply used, and corresponding im-
provements should be made on the basis of the original

models. +is paper uses the sliding word window to extract
the semantic-related features of words in the word window
and constructs a Bayesian word sense disambiguation model
based on semantics to perform the word sense disambig-
uation experiment.+e Bayesian word sense disambiguation
classifier based on semantic information is constructed using
three different vector sets in feature extraction. +e new
method is used to verify the word sense disambiguation
performance. +is paper proposes to use unsupervised
learning to solve the problem of word segmentation am-
biguity in professional fields. +e frequency of the strings in
the test corpus, the mutual information of the strings, the
boundary entropy of the strings, and the boundary entropy
of the single words are used as the evaluation criteria to
resolve the ambiguity problem. Experiments show that these
three evaluation standards can solve the problem of word
segmentation ambiguity in professional fields to varying
degrees.+e rest of this paper is organized as follows. Section
2 studies the semantic-based disambiguation model of
machine translation. Section 3 analyzes the method of
disambiguation of word segmentation in unsupervised
professional fields. Section 4 summarizes the full text and
points out future research directions.

2. Semantic-Based Disambiguation Model for
Machine Translation

2.1. Machine Translation System

2.1.1. Language Model. +e language model treats sentences
as strings, and the probability that each word in the sentence
appears as a character in the sentence is random. For a given
string w1, . . . , wn, the probability of its occurrence can be
expressed as

P(W) � ∐
n−1

k�0
P wk w1, w2, . . . , wk−1

 . (1)

N-grams are generally used in language models to cal-
culate the probability of an entire string.+e probability that
the Nth word appears in the N-gram model is only related to
the first N-2 words; that is,

P wn w
n−1
1

  � P wn w
n−2
n−N+2

 . (2)

Linguistic studies have shown that the emergence of the
current word is strongly dependent on many of the words
before it [22]. Language models provide a way to calculate
the probability of a string appearing.+e disadvantage is that
a large-scale corpus is needed to determine the parameters of
the model.

2.1.2. Translation Model. In order to construct a translation
model for a phrase machine translation system, we first need
to calculate the phrase translation probability and dictionary
probability. +e phrase translation probability indicates the
probability that a phrase on the source language side is
translated into a phrase on the target language side. To
obtain these two probabilities, four operations need to be
performed on the parallel aligned bilingual corpus: word
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alignment, word score, phrase extraction, and phrase score.
A schematic diagram of a network bilingual information
processing system for machine translation is shown in
Figure 1.

According to the probability score calculation of the
translated sentence, the longer the sentence, the smaller the
probability. So when translating, decoders for phrase ma-
chine translation tend to choose shorter sentences. +ere-
fore, longer target sentences need to be compensated. +e
length penalty model calculates the number of words in the
translation as a penalty value and adds it to the model, which
can be expressed as

Pr(e) � exp(I). (3)

In the formula, I represents the number of translated
words. +e word punishment model can choose the length
of the translation.

2.2. Word Sense Disambiguation Method Based on Statistical
Learning. +e Bayesian method is implemented using
probability calculations. It is inferred from the probability
that an event has happened in the past.+e Bayesian method
is applied to the word sense disambiguation problem as
follows:

P Si |Context(  �
P Si( P Context Si

 



n

j�1
P Sj P Context Sj

 

, i � 1, 2, 3, . . . , m.

(4)

Word sense disambiguation based on Bayesian method
is to judge the classification of word meaning based on the
size of the posterior probability. Among them, Context is the
context in which the ambiguous word w is located. Context
is composed of word units on both sides of w, which provide
necessary guidance information for the disambiguation
process. +e ambiguous word w has m semantic categories
S1, S2, . . . , Sm. In Context, its true semantic category is Sj.
P(X) is the probability that X will occur. In the Context, if
the probability of the ambiguous word w taking the semantic
category Sj is greater than any other semantic category Si
(j≠ i), then the semantic category of the word w should be
determined as Sj.+e Bayesianmethod has the following two
commonly used classifications in practical applications.

2.2.1. Multivariate Bayes Based on Berle Effort. First, we find
the feature vector F � (t1, . . . , tm) through feature selection,
where ti is the label of each feature. For the dichotomy, this
method deduplicates the corpus sample d to obtain the label
set X � (x1, . . . , xm), where xi is the categorical variable
value, which is 0 or 1 for the dichotomous case. According to
the results of m Bernoulli experiments, the disambiguation
corpus belongs to the category C:

P(t | c) �
Mt,c + 1 

Mc + 2( 
. (5)

To prevent the denominator from being zero, we use
Laplace’s method for smoothing.Mt,c is the number of texts
that belong to category c and feature ti, andMc is the number
of texts that belong to category c.

In order to prevent the result from underflowing, log-
arithmic processing is generally applied to the probability
value in the application. Word sense disambiguation clas-
sification criterion is T� 0; it judges an ambiguity word
classification.

2.2.2. Polynomial Bayes Based on Boolean Attributes.
Polynomial Bayesian method based on Boolean attribute is
similar to polynomial Bayesian method based on word
frequency. +e attribute value in Boolean attribute is
Boolean type. However, when the feature is xi � 0, the feature
term is not added to the calculation of the conditional
probability. At this time,

P(X | C) � 
m−1

i�0
p ti | C( 

xi . (6)

And the Laplacian smoothing method is different.

2.3. Establishment of Word Sense Disambiguation Model.
Most machine learning methods have been applied to the
field of word sense disambiguation, which can be divided
into discriminative models and generative models according
to different model learning methods. In terms of accuracy
and efficiency of disambiguation, the Bayesian model has a
good balance, and the good robustness of the Bayesian
model is also a key point for many word sense disambig-
uation models to use the model. +e English combination
ambiguity resolution framework is shown in Figure 2.

According to the characteristics of Chinese word sense
disambiguation, this paper uses the sliding word window
method to open the word window according to the position
of the target ambiguous word, uses the Dice coefficient
method to obtain the semantic information of the feature
words in the word window as the disambiguation feature,
and constructs a feature vector set. +e feature vector set is
applied to the Bayesian model to obtain a semantic sense
disambiguation model based on semantic knowledge.

In the language environment where the ambiguous word
is located, the final interpretation of the ambiguous word is
determined based on the maximization of the posterior
probability, if

P Sj |Context ≥P Si |Context( , (i � 1, 2, . . . , m).

(7)

+e semantics of the ambiguous word w is Sj. Among
them, Context is the context in which the ambiguous word w

is located. Generally, Context is composed of word units on
both sides of w, which provide necessary guidance infor-
mation for the disambiguation process. +e ambiguous
word w hasm semantic categories S1, S2, . . . , Sm. In Context,
its true semantic category is Sj. P(X) is the probability of X
appearing. In the context, if the probability of the ambiguous
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word w taking the semantic category Sj is greater than any
other semantic category Si (j≠ i), the semantic category of
the word w should be determined as Sj. Bayesian decisions
have the smallest probability of error. For the ambiguous
word w, it has m semantics S1, S2, . . . , Sm, and the context
disambiguation features are FL and FR, respectively. Among
them, FL and FR are semantic class codes.+e semantic code
of “SynonymCilin” is divided into three layers: FL� fl1fl2fl3;
FR� fr1fr2fr3.

+e process of word sense disambiguation based on
semantic knowledge is as follows:

(1) We analyze the corpus to obtain sentence infor-
mation, segmentation information, and part-of-
speech information.

(2) We use the sliding word window method to find the
position of the target ambiguous word and use it as
the center to open the word window on both sides to
obtain the word window segmentation.

(3) We use “Synonyms Word Forest” as a semantic
dictionary to obtain the semantic code set of word
segmentation in the word window.

(4) We use the Dice coefficient method to determine the
word segmentation code. +e feature vector set is
constructed by three different feature extraction

methods: first-level semantic code, three-level se-
mantic code, and morphological information.

(5) We construct a word sense disambiguation model
based on semantic knowledge by using the feature
vector set extracted from the training corpus.

(6) We disambiguate the test corpus by constructing a
good word sense disambiguation model. +ree dif-
ferent tests are performed on different feature vector
sets.

2.4. Construction and Analysis of Numerical Simulation
Experiments. We select 10 more polysemous words for
comparison. +ese words include dichotomous vocabulary
and multiple vocabularies. We made statistics on their
various data, and the data situation is shown in Figure 3.

We obtain the experimental corpus and preprocess the
corpus. +e preprocessing part mainly includes analyzing the
corpus and locating the target ambiguous words. +e sliding
word window method is used to obtain the lexical information
set near the target ambiguous words. +e feature processing
part mainly includes acquiring the semantic knowledge set and
determining the semantic knowledge by the Dice coefficient
method. Semantic codes can be divided into three categories:
large, medium, and small.
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+e word meaning encoding extraction method obtains
four semantic class codes.+e first-level encoding extraction
method obtains three first-level semantic codes, which are
“D, H, and J.” Although “Synonym Cilin” has a more precise
five-layer structure, which is the “Synonym Cilin” expansion
board, this version of the semantic dictionary is different
from the purpose of “Synonym Cilin” at first, but it is closer
to the definition dictionary. If the extended version is used
for implementation, the three-layer structure code of the
word is almost the same as the word form information of the
word, which results in no essential difference between the
two feature vector sets.

From the above coding set, the most probable semantic
knowledge information in the target word window is cal-
culated and obtained according to the Dice coefficient
method. Using three different feature extraction methods,
three different semantic knowledge information feature
vector sets are formed, and a semantic-based disambiguation
model is constructed. Finally, the test corpus is used to
perform experiments in the disambiguation model, and the
accuracy of the models formed by three different feature
extraction methods is recorded for the final comparison.
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In the experimental stage, in order tomeasure the impact
of training corpus and test corpus distribution on word sense
disambiguation, relevant statistics were performed on the
training data set. In a given corpus, the number of occur-
rences of each corpus is counted, and the results are shown
in Figure 4.

It can be seen from Figure 4 that the interpretation of
each vocabulary of the training corpus is about three times
that of the test corpus. +is corpus division is also in line
with the simple cross-validation in statistical learning. In
order to compare the results of the word sense disambig-
uation method proposed in this paper, we test the efficiency
of the method through comparative experiments. Figure 5
lists the disambiguation accuracy of the two different
methods.

3. Unsupervised Professional Field
Segmentation Ambiguity Resolution Method

3.1. Analysis ofWord Segmentation Ambiguity in Professional
Field. +e words that cause the ambiguity of the profes-
sional domain corpus and the general domain corpus are
mainly short words. In the Fish corpus, two-word words
accounted for 79%, and three-word words accounted for
13%; in the Bird corpus, two-word words accounted for 81%,
and three-word words stood for 14%. Compared with the
general field segmentation ambiguity, the composition of
professional field segmentation ambiguity is slightly more
complicated. In the professional domain corpus, not only
ordinary words and ordinary words but also ordinary words
and domain words cause segmentation ambiguity. For ex-
ample, the term “neutralization” (neutralization reaction,
the exchange of acids and bases with each other, and the
reaction of salt and water) is often used in chemistry. In
common sentences, “remaining in the measuring cup and
the test strip” is often used.

+e professional field lacks labeled training corpus and
professional field knowledge, cannot count N-gram gram-
matical information, and cannot quickly generate profes-
sional field word segmentation ambiguity resolution rules;
the professional field words and common words in different
sentences cannot be generalized. Based on the above reasons,
the general Chinese word segmentation ambiguity resolu-
tion method is not suitable for solving the problem of word
segmentation ambiguity in professional fields.

Chinese word segmentationmainly includes two types of
word segmentation ambiguity: cover ambiguity and overlap
ambiguity. Statistical analysis of the number and phe-
nomenon of the two types of ambiguities in the corpus
shows that the number of coverage ambiguities is small and
the number of overlap ambiguities is large.

Based on the vocabulary, the method of “FMM+back
word” can be used to find the overlapped ambiguities that
may exist in the test corpus. A set of overlapping strings
owned by an overlapping type cut is called an overlapping
string chain, and its number is called a chain length. For
example, “Secondary” consists of two words overlapping
“Second” and “Secondary.” +e set of overlapping strings is
{“time”}, and the chain length of the overlapping field is 1. In

the “molecule,” “combination,” “synthesis,” “component,”
and “molecule” all form words, and the chain length of the
overlapping field is 3.

Using the word fallback method, based on the Fish vo-
cabulary and Bird vocabulary, we find possible overlap am-
biguities in all test corpora and obtain MOAS (Maximal
Overlapping Ambiguity String). We classify MOAS in Fish
and Bird corpus according to chain length. +e statistical
results of MOAS chain length are shown in Table 1.
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Table 1: MOAS chain length statistics.

Fish corpus Bird corpus
Chain
length 1 2 3 4 5 1 2 3 4 5

Number 741 269 8 3 2 1189 422 40 4 2
Share 0.73 0.26 0.01 0.02 0.01 0.72 0.25 0.02 0.02 0.01
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3.2. Unsupervised Professional Field Segmentation Ambiguity
Resolution Method. Some methods in unsupervised word
segmentation are often used to determine the likelihood of a
string forming aword in the current corpus.Mutual information
can be used to quantitatively estimate the binding force between
two Chinese characters. +e larger the mutual information, the
higher the closeness of the combination of the two Chinese
characters; the smaller the mutual information, the lower the
tightness of the combination. +e calculation formula is

mi (x, y) � log2 p(x, y) − log2 p(x) − log2 p(y). (8)

Mutual information can only express the combining
power of two Chinese characters.When it encounters a word
composed of three or more multicharacters, it cannot ex-
press it. Based on mutual information, this paper changes
the multiword mutual information. When a word is com-
posed of multiple words, the mutual information of two
adjacent words is calculated first, and then the average value
is taken. +e extended mutual information is

mi′ x1,...,n  � (n − 1)
− 1



n

i�1
mi xi, xi+1( . (9)

Boundary entropy is also one of the important methods
to measure whether a string is a word often used in un-
supervised word segmentation. +e formula is

h xi,...,j  � − 
x∈V

log p x xi,...,j

 p x xi,...,j

 , (10)

when x is xi-1, x is the set of left-adjacent words, and h(xi,...,j)

is called the left-handed conditional entropy and when x is
xj+ 1, x is the set of right-adjacent words, and h(xi,...,j) is the
right-handed conditional entropy. +e greater the left and
right entropy of a string, the more likely it is a word.

String boundary entropy can disambiguate segmentation
in two ways. +e first is to judge the possibility of string
formation. +e second is to judge the degree of separation
between words. When judging the possibility of forming a
string of words, the left entropy and right entropy of each
string in the test corpus are statistically calculated, and the
average value of the left entropy and right entropy of each
word is taken as a measure. When the string abc has two
splitting methods, ab/c and a/bc, the string boundary en-
tropy used by the strings ab and bc is

havg(ab) � 0.5[hr(ab) + hl(ab)],

havg(bc) � 0.5[hr(bc) + hl(bc)].
(11)

To determine the degree of separation between strings,
we use the following formula:

hseparate xi,...,jyi,...,j  � 0.5 hr xi,...,j  + hl yi,...,j  . (12)

When the string abc has two splitting methods, ab/c and
a/bc, the degree of separation between ab and c can be
expressed as

hseparate
ab

c
  � hl(c) + hr(ab). (13)

+e degree of separation between a and bc can be
expressed as

hseparate
a

bc
  � hl(bc) + hr(a). (14)

Boundary entropy can be used not only to judge the
possibility of forming a string of multiple words but also to
judge the possibility of a single word becoming a “single
word.”

In the general field segmentation, the more frequently a
word in the training corpus becomes a single word, the more
likely it is that the word will become a single word in the test
corpus. In the string abc with a length of 3, whether it is split
into ab/c or a/bc, you can determine who has a and a word
more frequently in the training corpus; if a is more frequent
than a single word c, the segmentation result is a/bc. +ere is
no training corpus for word segmentation in professional
fields, and it is impossible to count the probability of single
words. When encountering a string abc with a length of 3,
you can use havg to determine which word in the test corpus
is more likely to become a single word.

3.3. Numerical Simulation Experiment

3.3.1. Experimental Corpus and Settings. +e test corpus in
the experiment is the corpus of fish and birds in the Bio-
volume of China Encyclopedia. +e participle answer of the
corpus is marked with Peking University participle standard.

+e choice of experimental corpus follows two basic
principles: First, it only observes the ambiguity of the seg-
mentation in the domain and eliminates the interference of
the OOV (Out of Vocabulary) problem on the effect of the
segmentation. All words needed for the test corpus are added
to the vocabulary. +e second is the maximum possible
simulation of actual application. For this experiment, large-
scale vocabularies, common domain vocabularies, and
network vocabularies are added to the experimental
vocabulary.

Taking string frequency judgment as an example, the
experiment considers two cases:

(1) MOAS consists of three characters abc, which can be
divided into ab/c and a/bc. If Freq (ab)> Freq (bc), it
is divided into ab/c.

(2) MOAS is more than 3 characters, such as abcd; if
there are two forms of abc/d and ab/cd, when Freq
(abc)> Freq (cd), it is divided into abc/d; when Freq
(cd)> Freq (abc), you need to consider again. After
dividing cd into words, ab is still a word in the
dictionary. If ab does not form a word, abc/d is still
used; if ab is formed, it is ab/cd.

When mutual information is used as the evaluation
criterion, the experimental procedure is the same as the
frequency of the character string, and Freq is changed to mi.
When taking the possibility of forming a string boundary
entropy as the evaluation criterion, the experimental steps
are the same as the string frequency experiments, and Freq is
changed to havg.
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When the separation degree of the string boundary
entropy is used as the evaluation standard, the experimental
steps are the same as the string frequency experiments, but
the evaluation rule is changed to determine hseparate (ab/c).

3.3.2. Experimental Results and Analysis. In order to analyze
only the effect of word segmentation ambiguity, based on the
Fish vocabulary and Bird vocabulary without OOV, the
FMM word segmentation method was used to test the
corpus segmentation of Fish and Bird, respectively. +e
segmentation result without any ambiguity is used as the
baseline of the experiment. +e processing conditions
corresponding to the 10 experiments are shown in Table 2.

+e data in Figures 6 and 7 show that, after only using
string frequency to resolve the ambiguity problem, the F1
value of the word segmentation result has been significantly
improved, the Fish result has increased by 0.48 percentage
points, and the Bird result has increased by nearly 0.9
percentage points. Mutual information and string boundary
entropy behave differently on different corpora. Mutual
information has the best effect on the Fish corpus, with an
increase of nearly 0.8 percentage points; on Bird corpus, the
best effect is obtained bymixing the string boundary entropy
with the single-word boundary entropy, increasing by 1.2
percentage points. +e Fish-based corpus of mi-based seg-
mentation surpasses Topline.

+e experimental results of word_hseparate show that
using this method to resolve the ambiguity of the word
segmentation, the effect of the word segmentation decreases.
+e reason is that this method is equivalent to a local optimal
solution, which results in many erroneous results.

In Bird’s corpus, mixed word boundary entropy is better
than single-word entropy. However, the results of the Fish
corpus are different. +e statistical data of single-word
boundary entropy comes from the test corpus. If some words
in the test corpus often appear at various positions of the
word, the single-word boundary entropy of the word will
also be high. For example, the “fish” in the Fish corpus
appears very frequently, and the single-word boundary
entropy of “fish” is very high, but the possibility of becoming

a single word is very small. It is generally used as the be-
ginning and end of a word, such as “fish bait” and “fish.”
+ere are many such words in the Fish corpus, and the

Table 2: Treatment of 10 experiments.

Experiment
number Processing situation

1 Baseline segmentation results without any ambiguity
2 Baseline segmentation results without any ambiguity

3 Freqword first uses the vocabulary to segment the test corpus, then counts the word frequency information in the test
corpus after segmentation, and finally uses the new statistical word frequency information to segment the test corpus

4 Freq only uses string frequency to process ambiguous segmentation results

5 Freq + zi_havg uses a single-word boundary entropy judgment when MOAS consists of 3 characters, and more than 3
characters use Freq judgment

6 mi uses only mutual information

7 mi_zi + havg uses single-word boundary entropy whenMOAS is composed of 3 characters, and mutual information is
used for more than 3 characters

8 word_havg segmentation results use string boundary entropy to determine the likelihood of word formation
9 word_hseparate uses only string boundary entropy to judge string separation results

10 word_havg + zi_havg uses the boundary entropy of a single word when MOAS is composed of 3 characters and uses
the boundary entropy of a string to determine more than 3 characters
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Figure 6: Various word segmentation results of Fish without OOV.
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Figure 7: Bird’s various word segmentation results without OOV.
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single-word boundary entropy does not improve the Fish
corpus. +ere are fewer such words in birds, and the ac-
curacy of the single-word boundary entropy is higher, which
has an effect on the result of word segmentation.

+e boundary entropy of the word in the test corpus is
subtracted from the boundary entropy of the word in the
vocabulary, and the difference obtained by subtraction is the
final single-element boundary entropy. +e boundary en-
tropy of some words after subtraction is negative. In this
experiment, the single-word boundary entropy is only used
for comparison, it is not used for other operations, and no
other processing is performed on negative boundary
entropy.

To further verify the validity of the results, the word
segmentation vocabulary was changed. +e professional
words required by the test corpus are halved randomly, so
that 879 OOVs (word types) in Fish cannot be recognized,
and 1468 OOVs (word types) in Bird cannot be recognized.

+e data in Figures 8 and 9 show that, in the presence of
OOV, using string frequency, mutual information, and
boundary entropy to process ambiguity, the segmentation
results are better than baseline. Fish’s best results and Bird’s

best results are improved. Among all ambiguity processing
methods, the performance of mutual information is themost
stable.

4. Conclusion

According to the constructed feature vector set and through
comparison, this paper chooses a naive Bayesian model with
better efficiency and accuracy. A word sense disambiguation
classifier is established based on the characteristics of se-
mantic codes. A comparison experiment is performed
through three different feature vector sets to analyze the
performance of the word sense disambiguation classifier
based on semantic information. +e experimental results
show that the accuracy of disambiguation of Bayesian word
sense disambiguation model based on semantics is greatly
improved compared with the traditional word sense disam-
biguation model. +e general domain segmentation ambi-
guity resolution method requires professional knowledge and
training corpus and is not suitable for solving the professional
domain segmentation ambiguity problem. In this paper, the
frequency, mutual information, string boundary entropy, and
single-word boundary entropy of the test corpus are used as
evaluation criteria to solve the problem of word segmentation
ambiguity in professional fields. Experiments show that the
three evaluation standards can solve the problem of word
segmentation ambiguity in professional fields to varying
degrees. Among them, the segmentation words using mutual
information have the best results and perform stably. +e
word segmentation method combined with unsupervised
learning in the professional field is simple and easy, and it can
effectively reduce the problem of word segmentation ambi-
guity in the test corpus and improve the word segmentation
effect in the professional field. However, natural language
processing is increasingly a large-scale corpus.+erefore, how
to deal with various types of ambiguity fields and improve the
speed of word segmentation needs further study.
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[15] G. Kotzé, V. Vandeghinste, S. Martens, and J. Tiedemann,
“Large aligned treebanks for syntax-based machine transla-
tion,” Language Resources and Evaluation, vol. 51, no. 2,
pp. 249–282, 2017.

[16] F. Maniez, “An appraisal of recent breakthroughs in machine
translation: the case of past participle-based compound ad-
jectives in ESP,” ASp, vol. 2017, no. 72, pp. 29–48, 2017.

[17] A. Benabdallah, M. A. Abderrahim, andM. E.-A. Abderrahim,
“Extraction of terms and semantic relationships from Arabic
texts for automatic construction of an ontology,” Interna-
tional Journal of Speech Technology, vol. 20, no. 2, pp. 289–296,
2017.

[18] J. Ive, A. Max, and F. Yvon, “Reassessing the proper place of
man and machine in translation: a pre-translation scenario,”
Machine Translation, vol. 32, no. 4, pp. 279–308, 2018.

[19] M. Kathuria, C. K. Nagpal, and N. Duhan, “A fuzzy logic
based synonym resolution approach for automated infor-
mation retrieval,” International Journal on Semantic Web and
Information Systems, vol. 14, no. 4, pp. 92–109, 2018.

[20] K. Cui and X. Jing, “Research on prediction model of geo-
technical parameters based on BP neural network,” Neural
Computing and Applications, vol. 31, no. 12, pp. 8205–8215,
2019.

[21] M. Chen, S. Lu, and Q. Liu, “Uniform regularity for a Keller-
Segel-Navier-stokes system,” Applied Mathematics Letters,
vol. 107, Article ID 106476, 2020.
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With the development of virtual scenes, the degree of simulation and functions of virtual reality have been very complete,
providing a new platform and perspective for teaching design. Firstly, the hiddenMarkov chain model is used to perform emotion
recognition on English speech signals. English speech emotion recognition and speech semantic recognition are essentially the
same. Hidden Markov style has been widely used in English speech semantic recognition. )e experiments of feature extraction
and pattern recognition of speech samples prove that Hidden Markovian has higher recognition rate and better recognition effect
in speech emotion recognition. Secondly, combining the human pronunciation model and the hearing model, by analyzing the
impact of the glottis feature on the human ear hearing-model feature, the research application of the English speech recognition
emotion interactive simulation system uses the glottis feature to compensate the human ear, hearing feature is proposed by
compensated English speech recognition, and emotion interaction simulation system is used in the English speech emotion
experiment, which has obtained a high recognition rate and showed excellent performance.

1. Introduction

Situation, virtual situation and instructional design are the
starting points of this thesis. )e teaching research has been
concentrated on the discussion of teaching content and
teaching methods, and there is almost no teaching research
on the perspective and level of time and space and artistic
conception. )e research on the situation is also focused on
the research of the “situation teaching” or “situation
learning” theory and its teaching methods, or the pure
situation or concept research is very fragmented, unsys-
tematic, and not combined with educational discussions. In
order to deepen the situation-based teaching research, es-
pecially the English speech recognition emotion interactive
simulation teaching design in virtual reality, it is necessary to
study and explore the essence of the situation and virtual
situation and significance of teaching, which seems very
meaningful.

Usually speech recognition technology includes three
parts: preprocessing, feature extraction, and pattern
matching [1, 2]. In the preprocessing process, the

prefiltering, pre-emphasis, windowing, and framing of the
original voice signal are completed. Feature extraction is one
of the key issues of speech recognition technology. In this
link, the preprocessed speech will be mapped to the feature
space, and the mapping function is the feature extraction
algorithm [3, 4]. Another key issue of speech recognition
technology is pattern matching, which divides the extracted
features into two parts, called training features and test
features, respectively. Substitute the training feature into the
patternmatching algorithm, train one or several models, and
then input the test feature into the trained model to find the
model with the highest degree of matching; then, the model
is considered to be the representative of the test feature
category. )e best combination of feature extraction and
pattern matching will produce the best recognition effect.
Speech synthesis systems are also called text-to-speech
conversion systems. As the name implies, they are to convert
text into speech [5, 6], which corresponds to speech rec-
ognition technology. )e purpose of speech synthesis
technology is simply to let the computer speak human-like
language. In a speech synthesis system, the grammatical
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ordering of basic phonemes, that is, the definition of an-
notated sequences, is the key to synthesizing grammatical
rules with high intelligibility [7, 8]. At present, most defi-
nitions for labeling sequences are based on the relationship
between the current phoneme and the current sentence. If
you define the relationship between the front and back
sentences and the front and back phonemes and the current
phoneme in detail and use these relationships to generate
synthesized speech in the synthesis stage, then it is inevitable.
It will make the grammatical ordering of phonemes more in
line with language habits, resulting in synthetic sentences
with higher intelligibility and naturalness [9]. )e literature
[10, 11] makes a comprehensive and detailed analysis of this
theory from the background, knowledge, contextuality of
cognition and learning, assumptions, and basic character-
istics of contextual learning and contextual cognition. )e
literature [12, 13] reviews the research of situational cog-
nition and learning theory in the West, summarizes the
research history, the meaning, and main content of situa-
tional cognition and learning, and points out the future
development of the theory direction. )e literature [14, 15]
conducted many experiments and innovations on Chinese
speech emotion recognition. Exploratory experiments on
speech emotion recognition include the use of various
improved neural network methods, support vector ma-
chines, and fuzzy entropy recognition methods. )e test
results can achieve a recognition rate up to about 75%. )e
authors in [16, 17] have also conducted fruitful research on
feature vector decomposition and fusion of speech emotion
signals and feature vector dimensionality reduction, pro-
posed improved classification quadratic functions, and
improved Mahalanobis distance and other classification
algorithms, and recognized in experimental data the good
test performance on the rate. Currently, commonly used
speech synthesis methods are parameter synthesis method
and waveform stitching synthesis method [18, 19]. )e
parameter synthesis method is to synthesize speech by
adjusting acoustic parameters, which can be simply un-
derstood as the reverse process of speech recognition. )e
parameter synthesis method is relatively mature in theory,
but because of the complexity of the algorithm and because
the loss of information cannot be effectively compensated,
the synthesis effect is not ideal and has a strong machine
smell. In the waveform splicing and synthesis system, the
basic phonemes are selected from a prerecorded speech
database. As long as the database is large enough, it is
theoretically possible to splice out any sentences needed
[20, 21]. Since the synthesized speech is basic the phonemes
are all from the natural original pronunciation of the re-
corder, so the clarity and naturalness of the synthesized
sentences are relatively high. However, it requires high
storage capacity and operation speed. In recent years, the
HMM-based speech synthesis method has attracted wide-
spread attention. )e HMM-based synthesis system can
solve the defects of the waveform stitching synthesis method.
It models the speech parameters, then uses the sound da-
tabase data for automatic training, and finally forms a
corresponding synthesis system [22]. Emotional speech
recognition is an important branch of speech recognition,

which has aroused widespread concern in recent years.
Similar to speech recognition, emotional speech recognition
can also be divided into three parts: preprocessing, feature
extraction, and pattern matching [23, 24]. )e difference is
that the features here refer specifically to those features that
can characterize the emotional state, such as the pitch
Rhythm characteristics such as frequency, formant, and
short-term average energy. Rhythm feature extraction al-
gorithm is simple, but it is not effective enough for some
states with less emotional opposition [25, 26]. Studies
[27, 28] in recent years have shown that emotional speech
features are no longer a simple combination of the above
prosody features. Features based on pronunciation mech-
anisms are increasingly used in emotional speech recogni-
tion and have achieved good results.

)e in-depth analysis and discussion of the situation and
the virtual situation provide a more in-depth theoretical
basis for the development and teaching application of
constructivism, provide a more practical plan, and open a
new perspective and thinking for the teaching design in
virtual reality. First, it introduces in detail the establishment,
acquisition, and storage methods of the English speech
recognition emotion interaction emotion speech sample
library, classifies it according to the requirements of sub-
sequent experiments, and then explains how to affect the
preprocessed speech emotion signal. Next, we introduce and
compare the main English speech recognition emotion in-
teraction speech emotion feature parameters currently used
and how to use the experimental method to obtain the
feature parameter fields required in this article. Second is an
introduction to the process of speech emotion recognition,
including the current major voice emotion recognition
methods in the world, comparing their respective charac-
teristics, and then choosing the hidden Markov model
method as the voice emotion recognition method in this
paper to complete the recognition of virtual human emotion
recognition of English speech recognition emotion inter-
active speech emotion signals. Find the Hidden Markov
Model that is most suitable for the purpose of this article,
conduct a detailed comparison experiment between discrete
Hidden Markov and continuous Hidden Markov Models,
draw a comparison of the two advantages and disadvantages,
and finally choose continuous Hidden Markov. )e model
serves as a model for further work.

2. Virtual Situation and Emotion Theory of
English Speech Recognition

2.1. Design of English Phonetics Teaching Based on Virtual
Situation. Virtual context provides users with a set of ex-
periences, which is an external experience compared with
the internal experiences of people’s inner activities (such as
joy, anger, sorrow, and joy). Because any external experience
may cause people’s inner activities, virtual situations can also
cause people’s inner activities. )erefore, the virtual situa-
tion can enable the learner to produce the same or similar
inner activities as the real situation. Virtual situation is a
phenomenon that can be directly observed and experienced,
but it does not have the substantial accessibility as the real
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world. Functionally speaking, the experience in the human
mind is caused by the virtual situation and the real situation
is not direct. When the users in the virtual situation conduct
research and reflection, the virtual situation is a possible real
reality. Since virtual situations are possible real realities, you
can use virtual situations to understand real realities. Here,
the virtual situation becomes a virtual intermediary.

)e practice of English speech recognition emotional
interaction teaching in virtual situations is in line with the
constructivist theory and includes four basic attributes of
“situation,” “collaboration,” “conversation,” and “meaning
construction.” Constructivism believes that personal expe-
rience can accelerate the process of knowledge construction
and realize the consolidation and externalization of
knowledge, and the most convenient virtual situation is the
most effective. )e virtual situation allows the learner to
interact with various existing information, experience dif-
ferent time and space in the learning process, and also be in
contact with various parts of the virtual realm. )e virtual
situation is almost the same as the real situation in terms of
simulation degree and function, which also meets the re-
quirements of constructivism that the situation is “highly
realistic.” And when participating in the virtual situation,
through the avatar mode, it can actively interact with other
things and characters, participate in various English speech
recognition emotional interactive teaching activities, and
conduct collaborative learning to obtain knowledge and
achieve the purpose of knowledge construction, as shown in
Figure 1.

In virtual situation-based teaching, the learner plays the
role of a cognitive subject. )erefore, in virtual situations,
English speech recognition is often used for emotional inter-
action. English speech recognition emotional interaction refers
to the support and promotion of learners’ effective learning. Its
core is to give full play to the initiative and enthusiasm of
students in learning and fully reflect the learner’s cognitive
subjective role. Under constructivist thinking, many methods
of situation-based teaching have been proposed. Learning in
the context of virtual teaching can also draw on these methods.
)ese methods highlight two aspects of collaboration and self-
exploration. Constructivists are those who collaborate between
teachers and students and between students and students,
which is very important for the collection and analysis of data,
the formulation and verification of hypotheses, the self-feed-
back of the learning process, the evaluation of learning results,
and the construction of meaning. In the teaching based on the
virtual teaching situation, discussion and communication are
themain forms of collaboration, but the form of discussion and
communication is carried out under the virtual situation. In the
process of collaborative learning, teachers first ask questions to
arouse students’ “thinking and discussion.” During the dis-
cussion, teachers further lead the problems deeper to deepen
students’ understanding and at the same time guide students to
correct errors and supplement one-sided cognition.

2.2. Introduction to the Emotional State of Virtual Situations.
According to the basic sentiment theory, the human emo-
tional state can be divided into several basic types. Let the

emotional state space set T � ti | i � 1, 2, . . . , N , where N
represents the number of emotional states. Use random
variables to scroll through emotional states. Let Qi be the
probability of X � ti (take the ith emotional state) and satisfy



N

i�1
ti � 1, 0≤ ti ≤ 1. (1)

In this way, the probability space of emotional states can
be expressed as follows:

T

Q
  �

t1, t2, . . . , tN

q1, q2, . . . , qN

 . (2)

In English speech emotion speech recognition, some
features need to be found, and these features can accurately
distinguish different emotional states. )is issue involves a
variety of disciplines such as psychology, biology, and signal
processing. Table 1 compares the results of different acoustic
characteristic parameters under six emotional states (“happy,”
“angry,” “fear,” “sadness,” “amaze,” and “disgust”).

With the deepening of the research on the classification
of English speech emotion interaction, some researchers
have proposed a continuous English speech emotion in-
teraction model, which describes emotion in a continuous
space, that is, the dimension theory of emotion. Dimension
theory regards the conversion process between different
emotional states as a continuous linear process in an N-
dimensional space, and the distance between different
emotional states in the dimensional space represents the
similarity and difference between them. Among the di-
mensional theory of emotion, the most widely accepted
dimensional model is the two-dimensional space of acti-
vation evaluation:

(1) )e degree of activation or arousal reflects the active
degree of body energy in a certain emotional state

(2) )e degree of evaluation or happiness is based on the
separation and activation of positive and negative
emotions

Based on the theory of activation evaluation space two-
dimensional English speech emotion interaction classification
model, as shown in Figure 2, each emotion is distributed at the
outer end, and the center of the emotion wheel model is the
natural origin, which is a comprehensive.)e state of emotion
tends to all emotions in the direction, and no emotion is
reflected. )e closeness of emotions in the same direction
determines the intensity of each emotion, and the absolute
value of the length of emotion shows the intensity of emotion
in this aspect. )e emergence of the English speech emotion
interactionmodel introduces the vectorization theory into the
classification of emotion models. Any emotion can be rep-
resented by a unique vector. According to the vectorization
theory, naturally, the amplitude value of the emotion vector is
expressed. )e intensity of emotion and the angle of the
emotion vector show the trend of the type of emotional
interaction of English speech in this direction.

Introduce the continuous emotion model from the two-
dimensional space to the secondary derived emotional
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factors, thus introducing the two-dimensional plane space
into the three-dimensional space. More importantly, the
emotion model in the three-dimensional space combines
matrix theory and feature vector. )e theory provides the
basis of the emotion model for the subsequent vectorized
decomposition and fusion of speech emotion feature pa-
rameters and the vectorized description of complex emo-
tions in continuous space.

3. Research on Emotional Interaction of English
SpeechRecognitionBasedonVirtualSituation

3.1. English Speech Recognition Preprocessing. In order to
convert the continuous analog voice signal into a digital
signal for processing and recognition, before extracting the
features of the English voice signal, it must go through a
series of steps of sampling, digitization, and signal opti-
mization to denoise the voice signal and select recognition

frequency range, high-pass and low-pass filtering, endpoint
detection, pre-emphasis, windowing, amplification and
control gain, and antialiasing filtering and other voice signal
specifications and preparations to facilitate the extraction of
voice emotional feature parameters; these tasks are called
preprocessing of emotional speech signals.

)e English speech signal can be regarded as a non-
stationary time-varying signal. Biological research on the
principle of sound production by the vocal organs proves
that the speed of the state of the vocal organs caused by
vibration is much lower than the vibration frequency of the
sound. Researchers of emotional signal processing in English
speech recognition usually treat emotional signals in English
speech recognition as short-term stable signals. In the sound
frequency range of 5–50ms, the spectral characteristics and
some physical characteristics of English speech recognition
emotion signals are constant. Based on this principle, we
have introduced a “windowing” preprocessing method for

Table 1: Emotional and speech emotional features.

Parameter Happy Pissed off Fear Sad Amazed Disgust
Speed of speech Fast Slightly faster Quickly Slightly slower Very fast Very fast
Average pitch Very high Very high Very high Very low Very high Very low
Pitch range Very wide Very wide Slightly narrower Slightly narrower Tip up Slightly wider
Pitch change Smooth Mutation at stress Bend down Bend down Normal Normal
Strength Bend up High Low Low Irregular sound Normal
Sound quality High Breathing Resonate Resonate Accurate Irregular sound
Sharpness Breathing Chest sound Vague Vague Amazed Clear
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Figure 1: English speech recognition emotion interaction mode under virtual scenarios.
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the English speech recognition emotion signal, combining
the short-term processing method of the English speech
recognition emotion signal with the processing method and
theory of the stable process in a short time slice, and each
short-term speech signal segment in a time slice is called an
analysis frame. )e length of a frame ranges from 10ms to
30ms. )e “windowing” mentioned by the researchers is a
short-term processing method for analyzing frames. )e
method is the English speech recognition emotion signal in a
valid domain which is divided into many short time slices by
artificially adding some window functions. )e window
function of the method of w(n) to obtain the current frame
is to change the sample amplitude outside the divided ex-
traction processing area to zero. )e most ideal state of the
frequency response of the window function is no side-lobe
spectrum leakage, the length is 0, the main-lobe spectrum
leakage is close to no, and the length is infinitely narrow.)is
is only the ideal state that exists in the achieved simulation
experiment. )e two most commonly used window func-
tions in the rectangular window and Hamming window
English speech recognition emotional signal digital pro-
cessing are

w(n) �

1, 0≤ n≤N − 1,

0, n � else,

⎧⎪⎨

⎪⎩

w(n) �

0.58 − 0.42
2πn

N − 1
 ,

0, else.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(3)

)e characteristic parameters of the speech generated by
the linear excitation source filter are mainly reflected in the
frequency spectrum structure of speech, in which the for-
mant and pitch frequency are the more commonly used and
important characteristic parameters. Formants are one of
the most important parameters in speech signal processing.

)e difference in the emotional state is reflected in the
nervous system to form different degrees of nerve tension,
and this difference in tension acts on the vocal muscles,
making the same tone.)e difference in the degree of muscle
tightness is further reflected in the difference in channel
frequency. )is difference is reflected in the characteristic
parameters of the speech signal processing process, which is
the formant peak value. A large number of studies have
proved that different emotional states will make the position
of the formant of the speech signal different. In terms of
statistical significance, in order to eliminate the individual
differences in formants in the same emotional state on a
statistical level, researchers widely use the statistical char-
acteristics of the first three formants peak and bandwidth:
average, extreme value, standard deviation, and median, as a
research parameter in the process of speech signal
processing.

In the extraction of feature parameters of speech signal
processing, the linear prediction method based on the all-
pole model regards the speech signal x(n) as a full-pole filter
response with u(n) as the excitation, and from u(n) to x(n),
it is expressed as follows:

T(z) �
D

1 − 
q
i�1biz

i
. (4)

)e linear prediction method is used to process the vocal
tract model to produce an all-pole model with excellent
performance in speech processing research. )e practical
significance of linear prediction is to decompress the speech
signal in the time and frequency domains. )e process of
deconvolution is to treat the excitation component as the
prediction residual u(n) � x(n) − 

q
i�1 bix(n − 1)i and ob-

tain the component of the transfer function T(z) of the full
pole model. )e parameter sequence a [i] of this component
is further obtained. According to the conclusion that the
frequency response characteristic will reach a peak at the
resonance peak frequency, the resonance peak is the spectral
peak of the frequency response component at this time. By
the formula,

T(z) �
G

1 − 
q
i�1bix(n − 1)i

. (5)

Using the above method, the third formant-related
characteristic data in Table 2 below is obtained. From the
data in the table, we can think that the third formant has
certain distinguishing effects on the four emotions.

For the purpose of feature parameter dimensionality
reduction, this paper selects the first 10 numbers from the
emotion package of the English speech recognition emotion
library for a total of 70 speeches for 7 repetitive trainings, in
order to obtain the optimal feature parameter vector
combination. In the calculation process, there are two
methods for selecting the best feature dimension, one is the
cumulative contribution rate method, and the other is to
obtain the recognition rate through repeated experiments,
and the multiple experiment method of inferring the di-
mension based on the recognition rate. In the experiment
process, only 70 voices were used for dimension reduction

Derived emotion
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Two-dimensional
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Intensity
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Figure 2: English speech emotion interaction classification model.

Complexity 5



and feature parameter selection, so the method using
multiple experiments to find the dimension is more effective.
In 7 repeated experiments, the statistical relationship be-
tween the average recognition rate and the dimensionality is
shown in Figure 3.

As shown in Figure 3, it can be observed that when using
feature vector groups with dimensions of 5 to 8, the rec-
ognition rate gradually increases; when the dimension ex-
ceeds 8, the recognition rate gradually decreases. Using 6
repeated experiments in this paper, the viewpoint of the best
vector combination dimension is confirmed so that the
conclusion based on the emotional speech library of this
article is obtained. )e 8-dimensional feature vector group
can obtain the best recognition rate. )e pitch average, pitch
frequency first- and second-order difference, amplitude
energy mean, amplitude energy first- and second-order
difference, third formant standard deviation, and MFCC
standard deviation are eight parameters as speech feature
parameters.

3.2. English Speech Recognition Based on Virtual Scenarios.
)e hidden Markov model is used for emotion recognition.
)emodel characteristics of the double embedded stochastic
process characteristics are very consistent with the re-
quirements of emotional state recognition through the
emotional feature parameters in speech. )e hidden Markov
model method is widely used in the field of speech recog-
nition and emotion recognition because of its many sta-
tistical advantages as a pattern recognition method; it can be
more convenient to train approximate model parameters
from a limited number of speech material data. Based on the
flexibility of the trained model itself to change materials,
optimize the architecture of the cognitive system as the
number of training changes and improve the accuracy of the
model.

Firstly, a continuous hidden Markov model is used to
conduct speech recognition experiments. First, we need to
initialize the emotional feature parameters of the speech.)e
pitch frequency, the first- and second-order difference
numbers of the fundamental frequency, the amplitude en-
ergy value, the amplitude energy first- and second-order
difference values, the first resonance peak, and the eight
feature parameters, according to the degree of influence of
each feature parameter plus weight value wi (where


8
i�1 wi � 1 represents the number of frames) to obtain the

eight-dimensional feature vector, are shown below, where Fi

represents the feature vector of each frame and i represents
number of frames:

Fi � w1 × F0i, w2 ×
dF0i

dt

, . . . , w8 × F1i . (6)

)e iterative estimation algorithm is used to train the
model of speech emotion parameters. )e training results of
this method are related to the initial value of the parameter
(not the initial value of the system). Sometimes, due to the
selection of training parameters, two types of situations will
occur: the first type, the model cannot converge; in the
second category, the converged solution is not the global
optimal solution. In order to avoid and solve these two types
of situations, we can use the piecewise K-means algorithm to
make the training parameters converge better globally op-
timal solution:

(1) )e input training voice feature parameters are
segmented at equal intervals according to the
number of states of the HMM model (that is, the
number of classifications of the emotion model), and
then the feature parameter set in each segment is
used as a specific training set to train a certain
Emotional state, calculating the initial parameters of
the model.

(2) According to the incoming parameters, the pre-
processed voice signal data is divided into the most
likely state sequence.

(3) Use the K-means segmentation algorithm to itera-
tively re-evaluate the B in the initial parameters to
obtain the intermediate result, that is, collect all the
training data of the five emotional states obtained in
step (2) to obtain B′; if it has been knowing that a
model is divided into mixed Gaussian density
functions with M mixed numbers, the K-means
clustering algorithm is used to classify all training
parameter sets with a state equal to l into M classes
and the covariance matrix and mean value of each
class. )e vector is the center point of the class as the
standard point for classification, and finally themean

Table 2: Statistical parameters related to different emotions of the
third formant.

)ird formant frequency Sad Happy Fear Pissed off
Mean 3048 3118 3005 3067
Maximum 4342 4067 4098 4089
Minimum value 2096 2106 1968 2234
Standard deviation 356 358 425 354
Median 1908 2926 2816 2945
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Figure 3: Relationship between average recognition rate and
dimension.
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estimate M and variance estimate E of the M
Gaussian components are regarded as the vector
mean and co-square matrix of each type of feature
vector set and each Gaussian component. )e mixed
weight value is as follows:

ϑjm �
Number of voice frames in state j in classm

Number of voice frames in j state
. (7)

(4) Substitute the λ obtained in the previous step into the
parameter iterative re-estimation method as its
initial value re-estimation model, and the re-esti-
mation results in the new model parameter λ′.

(5) Find the difference between λ and λ′, see if the
difference is less than the preset threshold, and see if
the template converges; if it does not converge, enter
λ′ as the new initial parameter and return to step (2).
Go to step (6).

(6) Output the model parameter λ′, that is, λ′ is the final
model parameter estimation result.

4. Experimental Verification

)e selected English speech emotion recognition categories
are sad, happy, fear, angry, and neutral. For these five
emotional states, 162 groups of speech are selected for each
emotion. A total of 810 groups of speech form a training
speech database; divided into four times, the model is
trained according to the model training volume of 210
groups, 410 groups, 610 groups, and 810 groups. )e
remaining 190 sets of corpus materials in the 1000 sets are
used as the recognition set for the experiment, and the
following two sets of tables are obtained.

As can be seen from Table 3, among the 200 groups of
unfamiliar emotion speech recognition results, the recog-
nition rate of angry emotion is the highest, reaching 81.2%,
the recognition rate of sad emotion is the lowest, reaching
75.4%, and the other three emotions are happy, neutral, and
fearful, whose recognition rates are 79.5%, 76.8%, and 77.8%,
respectively, and the average recognition rate was 78.122%.
Further analysis of the table also shows that the three
emotions of sadness, fear, and neutrality are more easily
confused in the recognition process. It is speculated that this
situation is closely related to the emotional feature pa-
rameter domain of these three emotions.

As shown in Table 4, 190 sets of long-term speech and
190 sets of short-term speech were used to perform rec-
ognition experiments under 210, 410, 610, and 810 training
amounts, respectively. )e recognition rate results shown in
the table below are obtained.

As shown in Table 4, the following conclusions are
drawn. With 200 groups of untrained unfamiliar voices, the
recognition rates are 52.53%, 61.96%, 72.49%, and 78.32%
under the training volume of 210, 410, 610, and 810 groups,
respectively. With the improvement of the training volume,
the recognition performance of the resulting model is sig-
nificantly improved. )e recognition ability of the unfa-
miliar speech shows an upward trend as shown in Figure 4

below. We can see that although increasing the training
volume can recognize the performance, training in 610, the
improvement rate of the recognition accuracy rate between
the amount of training and the 810 groups of training is not
as fast as the stage of 210 groups to 10 groups. Conclusion:
increasing the amount of training can improve the accuracy
of recognition.)e accuracy improvement curve is infinitely
close to the extreme value, and there is a bottleneck value in
the system recognition rate.

)e experimental recognition results of the 210 long-
term speech recognition set under the 810 training set are
shown in Table 5:

With the increase in training volume, the recognition
performance of the resulting model has improved to a
certain extent, but the overall recognition performance of
the model for long-term speech in this paper is poor; while
the model has a significantly higher recognition rate for
short-term speech )e recognition rate curve of long-term
speech and short-term speech under different training
amounts is shown in Figure 5:

As shown in Figure 6, the above five characteristics
include not only classic characteristics reflecting the auditory
characteristics of the human ear but also recently proposed
characteristics reflecting the nonlinear characteristics of the
glottis. )rough these five characteristics of the recognition
experiment of the English emotional speech database and
the n emotional speech database, the comparison of the
experimental results’ data can directly prove that the English
emotional speech database is a more effective emotional
speech database, which can be used for future emotional
speech research.

As shown in Figure 7, from the perspective of sentiment
classification, the performance of LPCC, MFCC, and
LPMCC features has changed. In a single speech database
experiment, the “neutral” emotion recognition rate is the
highest, “happy” is the second, and “angry” is the lowest.

Test in the same training corpus and rule set, observe the
changes in the mark recall rate, and mark the accuracy rate.
)e results are shown in Figure 8.

Table 3: Emotion recognition results under 810 training amounts.

Emotion
type Sad Happy Pissed

off Fear Neutral Recognition
rate

Sad 115 4 3 20 18 75.4
Happy 5 121 15 13 6 79.5
Pissed off 8 12 124 12 4 81.2
Fear 16 11 7 117 9 76.8
Neutral 14 3 4 20 119 77.8

Table 4: Recognition rate of 190 strange recognition corpora in
different situations.

Training volume voice length 210 410 610 810
Long-term voice (3–6 seconds
interval) 52.53% 61.96% 72.49% 78.32%

Short-term voice (2 seconds) 53.56% 65.79% 84.59% 89.87%
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It can be seen from Figure 8 that when λ1 takes 0, its
LR value is relatively small, and the result is not ideal.
)erefore, comprehensive consideration of the rule in-
formation and structure co-occurrence information

is indeed very good for improving the accuracy of
analysis great help. It can also be seen from the figure that
when λ2 � 2.5, the corresponding LP value is relatively
high.

Table 5: 210 long-term speech recognition results in the 810 training set.

Emotion type Sad Happy Pissed off Fear Neutral Unknown error Recognition rate (%)
Sad 94 9 4 24 23 12 57.5
Happy 5 103 18 18 6 12 63.2
Pissed off 11 24 103 18 6 5 63
Fear 22 15 14 98 12 8 60.5
Neutral 30 11 9 19 88 4 55.8
Average recognition rate 59.995%
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Figure 5: Long-term and short-term speech results under different training sets.
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Figure 4: Recognition rate of 210 groups of strange voices under different training volumes.
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5. Conclusion

)is paper synthesizes the research results of pattern rec-
ognition and uses 1000 voices of the voice database to train
the English voice emotional interaction model in virtual
scenarios. )rough multiple sets of comparative experi-
ments, the feasibility of the recognition system is verified,
and the noise is tested for antijamming capability and ro-
bustness. )e research work of virtual scene construction
adopts the currently popular three-dimensional modeling
and three-dimensional virtual reality. )rough experiments,
the ability of emotional virtual people to recognize and
feedback English speech emotion signals in virtual situations
is verified. Emotional computing is a highly integrated field
of research and technology. By combining computational
science, psychology, and cognitive science, we will study the
emotional characteristics of human-computer interaction
and design a human-computer interaction environment
with emotional feedback. It is possible to realize human-
machine emotion. With the updating of educational
teaching concepts and the advancement of science and
technology, there have also been changes in the method of
presenting situations. )e use of various technical means to
present virtual teaching situations has attracted more and
more attention from the education community. )erefore,
English speech emotional interaction design based on virtual
situations will also receive more and more attention.
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)e data used to support the findings of this study are
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According to the randomness of the spatial distribution and shape of the internal cells of closed-cell foam aluminum and based on the
Voronoi algorithm, we use ABAQUS to model the random polyhedrons of pore cells firstly. &en, the algorithm of generating
aluminum foam with random pore size and random wall thickness is written by Python and Fortran, and the mesh model of random
polyhedral particles and randomwall thickness was established by the algorithm read in byTrueGrid software. Finally, themeshmodel is
impo rted into the LS-DYNA software to remove the random polyhedron part of the pore cell. Compared with the results of scanning
electron microscopy and antiknock test, the morphology and properties of the model are close to those of the real aluminum foam
material, and the coincidence degree is more than 91.4%. By means of numerical simulation, the mechanism of the wall deformation,
destruction of closed-cell aluminum foams, and the rapid attenuation of explosion stress wave after the interference of reflection and
transmission of bubbles were studied and revealed. It is found that aluminum foam deformation can be divided into four areas: collapse
area, fracture area, plastic deformation area, and elastic deformation region.&erefore, the explosion resistance is directly related to the
cell wall thickness and bubble size, and there is an optimal porosity rule for aluminum foam antiknock performance.

1. Introduction

Closed-cell aluminum foams are a kind of porous metal
material, which is composed of thousands of random 3D
polyhedral pores embedded in continuous aluminum or
aluminum alloy matrix. Compared with other composites,
closed-cell aluminum foam has the characteristics of
lightweight, high strength, and dual physical properties of
function and structure. Because of its unique mesostructural
characteristics, the material can have long and almost
constant platform stress in compression, which is very
beneficial for energy absorption [1, 2]. &erefore, aluminum
foams are being increasingly used in energy-absorbing
structures [3–11]. It has been widely used in the field of
explosion and impact protection. Goel et al. [12] studied the
effect of closed-cell aluminum foam on the shock wave
passing through the impact tube, and it is found that the
existence of aluminum foam interlayer has a great influence

on the reflected wave. According to the research of Shen
et al. [13], they carried out the explosion loading experiment
on the aluminum foam sandwich plate which was bent
outwards and found that compared with the plane alumi-
num foam sandwich plate, this structure changed the in-
cident angle of detonation wave and the deformation
mechanism of the panel. Its antiknock ability was better than
the latter. Jing et al. [14–16] introduced experimental studies
on antiknock performance of circular arc foam metal
composite panels, and the deformation and failure char-
acteristics of such composite plates subjected to blast loading
are analyzed.

As we all know, the local failure and deformation of
aluminum foam are very serious under the condition of a
strong dynamic load. It is difficult to obtain the local
mesofailure mode and the failure process (mode) of de-
formation, collapse, and fracture in the experimental study.
Some studies have shown that the mechanical properties of
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aluminum foam materials show obvious multiscale char-
acteristics [17]. At the mesolevel, the mechanical behaviors
of the aluminum foam cell wall, such as plastic deformation,
buckling, and fracture, have a great influence on the mac-
romechanical properties. &erefore, scholars at home and
abroad have established a large number of numerical models
and carried out a variety of research methods [18–23].

At present, there are three main methods to study the
mesoscopic model of porous metal materials. &e first
method adopts repeating unit cell (RUC). &e macro-
mechanical properties and deformation characteristics of
aluminum foam structure are simulated by regularly re-
peating the predesigned representative unit. &e choice of
representative units is more diversified. Gibson and Ashby
[24] proposed a cubic structure model for closed-cell foam
materials. It assumes that the cell structure is a simple and
repeated arrangement of cubes, the edge length, edge wall,
and wall thickness of each cube are the same, and the elastic
modulus and yield strength expression of the foam material
are given by this model. In order to more realistically
simulate the cell structure of actual aluminum foam, the
basic unit shape of this representative model has also been
gradually improved. Representative models of closed-cell
aluminum foam have successively developed such ideal
models as the Kalman model (tetrahedral model) [20, 25,
26], octahedral model [27], more complex cube to pyramid
model [28], cube to sphere model [28, 29], all of which use
uniform pores, cell walls, and prisms. &e main drawback of
this method is that it cannot reflect the randomness of the
microstructure of aluminum foam. &e second type of
method considers the randomness of the microstructure of
aluminum foam on this basis and generates a cell structure
to simulate the pore structure of aluminum foam by certain
rules. Many scholars [19, 31, 32] proposed a three-dimen-
sional Voronoi algorithm technology to establish foam
three-dimensional mesoscopic model of aluminum. &is
model can reflect the mesomechanical properties of alu-
minum foam more realistically, and it has great significance
for the study of its energy dissipation mechanism and de-
formation mode. However, most of the hole walls use shell
elements, and their thickness is the same at any position,
which is obviously not consistent with the experimental
observation results. &e third type of method is to perform
three-dimensional reconstruction based on the CT scan
image of thematerial to obtain the mesofinite element model
[3], which can truly restore the mesoscopic structural
characteristics of aluminum foam. However, the number of
finite element model elements obtained by this method is
huge, and the calculation cost is far more than the previous
two methods. In order to more realistically simulate the
deformation and failure process of aluminum foam under
external load, it is necessary to establish a cell wall model of
aluminum foam in line with the actual situation to study the
mechanical properties of aluminum foam. Fang et al. [33, 34]
used a three-dimensional random polyhedron model al-
gorithm to simulate foam metal materials. &e pores were
simulated using three-dimensional random convex poly-
hedrons. At the same time, a random control algorithm for
wall thickness was proposed to achieve random distribution

of pores and wall thickness but also increased the calculation
of the amount. It is difficult to increase the porosity by a large
margin, and there is no real explosive simulation.

In this paper, on the basis of the Voronoi algorithm, the
process of random pore size and cell wall thickness is re-
alized by self-programming. A closed-cell aluminum foams
modeling method based on a three-dimensional mesomodel
is proposed. &is method greatly improves the calculation
efficiency and shortens the calculation time. At the same
time, the sandwich structure of the aluminum foam is
designed, and the correctness of the three-dimensional
micromodel of aluminum foam is verified by experiments.
On the basis of the established finite element model of real
structure, the deformation mode, energy absorption effect,
and attenuation mechanism of explosion shock wave of
aluminum foam sandwich structure were studied, and the
wave attenuation law of aluminum foam to explosion loads
with different porosities was obtained. &ese experimental
results can provide a theoretical basis for the design of the
weight reduction device.

2. Mesoscopic Model Setup

&e microstructure of closed-cell foam aluminum has a
large number of randomly distributed closed cells. In this
chapter, we consider the cells in the foam, give the gen-
eration algorithm of the closed-cell foam aluminum three-
dimensional model, and establish the three-dimensional
mesoscopic model of the aluminum foam. &e algorithm
consists of three steps. &e first is the generation of random
polyhedron particles. &e pores of aluminum foam are
regarded as random polyhedral particles. Based on the
Voronoi algorithm, ABAQUS is used to model the random
polyhedrons and extract their geometric features. &e
second is to comprehensively use the Python language and
Fortran language to write a three-dimensional random
aluminum pore size and random wall thickness foam
aluminum generation algorithm, so that the aluminum
foam cell wall thickness is random, through the TrueGrid
software reading algorithm, the establishment of random
polyhedron particles, and random wall thickness grid
model. &e third is to import the mesh model into the LS-
DYNA software, random polyhedron particle part of pore
cell is removed, generate a foam aluminummodel, and then
build an explosion model of the foam aluminum sandwich
panel.

2.1. Describe the Randomness of Pore Size and Cell Wall
&ickness. &e closed-cell foammetal is composed of a large
number of randomly distributed closed cells and cell walls.
&e pore size is generally 0.5–4mm, and the cell wall
thickness is about 0.05–2mm.&e cell pore size and cell wall
thickness are randomly distributed. Metal foams exhibit
typical heterogeneity derived from the microstructure of the
cell wall.

In this paper, the foam aluminum model algorithm is
based on the Voronoi algorithm, using the Python language
and Fortran language comprehensively. According to the
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mesostructure characteristics of aluminum foam, the
modeling method of complex polyhedron is partially im-
proved to Voronoi algorithm. Consider randomness. It not
only realizes the randomness of the pore size of the alu-
minum foam but also realizes the randomness of the wall
thickness, so it is a more realistic mesoscopic model of the
aluminum foam. &e generation of cell walls and particles is
shown in Figure 1:

According to the Voronoi algorithm, the discrete data
points are reasonably connected to construct a Delaunay
triangle network, and then the vertical bisectors of the line
segments of two adjacent points are connected to form a
Tyson polygon [34], as shown in the figure. Each vertex of
the Tyson polygon is the circumscribed circle center of the
adjacent triangle.&e Tyson polygon is regarded as the pores
of two-dimensional aluminum foam. By adjusting the
number of polygons, the polygonal pore diameter is con-
trolled within 1–3mm, and the average pore diameter is
2mm. Using the Python language and Fortran language
comprehensively, a random algorithm of random cell wall
thickness is written to obtain the cell wall as shown in
Figure 1(b), and the size of the pore size is finely adjusted by
the cell wall thickness. At this point, the geometric model of
the two-dimensional aluminum foam and the cell wall is
generated. After the algorithm is improved, it can be pro-
grammed with shorter sentences, which is highly executable,
shortens the modeling running time, and generates models
quickly.

&en, the two-dimensional model is extended to the
three-dimensional cube domain, random polyhedrons are
generated in the cubes of arbitrary shape and structure as
shown in Figure 2, random thickness is given to any geo-
metric surface by random algorithm, then the random
thickness of the cell wall the value range is 0.03∼0.4mm, and
the random function of the cell wall is as follows:

Td � Tmax − Tmax − Tmin(  × ζrandom, (1)

where Td is the cell wall thickness, Tmin and Tmax are the
minimum and maximum cell wall thickness, ζrandom is the
random distribution function of the cell wall thickness, and
the value range is 0∼1. A suitable foam cell mesoscopic
model should take into account the randomness of non-
uniformity, pore size, and cell wall thickness. Tmin and Tmax
were taken as 0.03 and 0.4mm, respectively, until the cell
wall thickness satisfies 0.03∼0.4mm to stop the regeneration
of random polyhedron and finally get the three-dimensional
polyhedron geometric model of Figure 2(b). Compared with
other algorithms, this algorithm can effectively shorten the
modeling time and improve the calculation efficiency and
ensure the randomness of the cell wall and pore size.

2.2.GenerationofGrid. Use TrueGrid software to read in the
random pores and random cell wall foam aluminum algo-
rithm, extract geometric features, and use the mapping grid
method to build a grid model of random polyhedral particles
and random wall thickness. Aiming at the characteristics of
the pore delivery area of the closed-cell foam aluminum
mesomodel, a structured grid is divided, and the

characteristic size of the unit is determined according to the
pore diameter and wall thickness. In order to take into ac-
count both the computational efficiency and the accuracy of
the simulation, this paper takes the feature size of the cell as
the grid size is set to 0.2mm. &e regular cell distribution
characteristics ensure the calculation efficiency of the sub-
sequent material judgment and are conducive to program-
ming. A spatial eight-node hexahedral unit is used to divide
the overall delivery area into a uniform grid to obtain a regular
initial grid structure. A fine and uniform grid improves
computational efficiency while ensuring accuracy. First build
a cube model that surrounds the cylinder, as shown in
Figure 3(a); then fill the extracted geometric features in
Figure 3(a) to get Figure 3(b); according to the position of the
grid in the sample, determine the material properties of the
grid; when all nodes of the element are located in a random
polyhedron, the material property is set to pore; otherwise, it
is defined as aluminum material. &en perform cylindrical
cutting to delete the aluminum foam model outside the
cylinder, and the remaining part is shown in Figure 3(c); and
then propose removing the particle model part and obtaining
the mesh model of the foam aluminum as shown in
Figure 3(d), the output grid file, the three-dimensional view of
aluminum foam is shown in Figure 3(e). To facilitate the
observation of the internal structure of aluminum foam, a
quarter model is intercepted, as shown in Figure 3(f).

2.3. Modeling of Aluminum Foam Sandwich Structure.
Use TrueGrid software to establish the air grid model and
fill the air grid with explosives and the explosive and the air
grid share nodes; use SCDM software to establish the
geometric model of the sleeve, cover plate, and bottom
plate; divide and export the K files of all fluid and solid
grids; assemble the grids in the LS-PrePost software to-
gether with the K files of the aluminum foam; and finally
obtain the model and K file of the aluminum foam sand-
wich structure. &e quarter model and dimensions are
shown in Figure 4. &e size of the air domain is
0.82 m × 0.42 m × 0.4mm, the radius of the explosive is
0.043m, the thickness of the cover plate is 0.01m, and the
thickness of the bottom plate is 0.02m.

Add a nonreflective boundary condition on the outer surface
of the air layer, the bottom of the bottom plate is set as a fixed
boundary, the cover plate and the bottom plate are bound and
connected, ∗CONTACT_TIED_SURFACE_TO_SURFACE,
the cover plate and the aluminum foam, and the aluminum foam
and the bottom plate take automatic surface-to-surface contact
∗CONTACT_AUTOMATIC_SURFACE_TO_SURFACE.

In order to accurately analyze the nonlinear behavior of
the foam aluminum sandwich panel under strong dynamic
load, the system bottom plate, sleeve, bracket, and end cover
are Q235 steel. &e above materials and foam aluminum are
all used in the PLASTIC KINEMATICmaterial model of LS-
DYNA.&emetal materials were numerically simulated.&e
calculation parameters of metal materials are shown in
Table 1.

&e air uses the ∗MAT_NULL material model, and the
equation of state is described using ∗EOS_LINEAR_
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Figure 1: Two-dimensional particle and cell wall generation process.

(a) (b)

Figure 2: Random polyhedron and cell wall generation process. (a) Random polyhedron generation. (b) Generation of three-dimensional
cell wall model.

(a) (b)

Figure 3: Continued.
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POLYNOMIAL.&e expression of the equation of state is as
follows:

p � C0 + C1μ + C2μ
2

+ C3μ
3

+ C4 + C5μ + C6μ
2

 E,

μ �
1
V

− 1 �
ρ
ρ0

− 1,

C4 � C5 � c − 1.

(2)

Considering air as a gas in an ideal state, the coefficients
of the polynomial equation C0 �C1 �C2 �C3 �C6 � 0. &e
variable coefficient c is often set to 1.4, so C4 �C5 � 0.4. E0,
ρ0, andV0 which are the initial energy density, initial density,
and initial relative volume parameter values are 1.29 g·cm−3,
0.25MPa, and 1.0. &e parameters are shown in Table 2.

&e high-energy combustion explosives use
∗MAT_HIGH_EXPLOSIVE_BURN material model, and
the equation of state uses ∗EOS_JWL to represent the
pressure of the explosive product. &e expression of the
equation of state is as follows:

p � A 1 −
ω

R1V
 e

− R1V
+ B 1 −

ω
R2V

 e
− R2V

+
ωE

V
, (3)

where E and V are energy density and relative volume,
respectively, and the initial values should be assigned to E0;
V0, A, B, and E0 are pressure units; and R1, R2, OMEG, and
V0 are dimensionless. &e specific material parameters are
shown in Table 3.

And use the ALE algorithm to solve ∗CONTROL_ALE,
the explosive and air form an Euler multimatter group
(∗ALE_MULTI-MATERIAL_GROUP), and the fluid do-
main and solid domain are set by fluid-solid coupling
(∗CONSTRAINED_LAGRANGE_IN_SOLID). Finally
submit ANSYS/LS-DYNA for solution.

In the geometric nonlinear analysis of explosion impact,
the material often deforms greatly. In order to better fit the
changing shape of the aluminum foam cell wall under real
conditions, the material erosion method is often used to deal
with the distorted unit. When the stress or strain reaches the
erosion failure condition, we consider this element to fail
and remove it from the model. &e failure criterion of

Table 1: Metal material parameters.

Metallic material Q (kg/m3) E (GPa) I SIGY (MPa) ETAN (GPa)
Q235 steel [35] 7830 210 0.274 235 6.1
Aluminum foam [33] 2730 70 0.34 185 4.62

Table 2: Air material parameters [22].

C0 (MPa) C1 C2 C3 C4 C5 C6 ρ (kg/m3)
−0.1 0 0 0 0.4 0.4 0 1.225

(c) (d)

(e) (f )

Figure 3: Finite element model generation of aluminum foam.
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aluminum foam adopts the maximum strain failure crite-
rion. According to the research results, the maximum failure
strain of aluminum foam in this paper is 0.37 [37].

3. Validation

3.1. Strain Results Verification. &e antiexplosion perfor-
mance of the foam aluminum sandwich board was studied.
All tests were conducted in the structure in Figure 5. Figure 5
is the sandwich test device. &e cover plate and the bottom
plate are Q235 steel with a radius of 70mm, the thickness of
the cover plate is 10mm, and the bottom plate thickness is
20mm. &e size of aluminum foam is V78mm×H78mm,
and the porosity of aluminum foam is 80%, 85%, and 90%.
Each explosion impact test uses the same loading conditions;
choose 520 g TNTsuspended 250mm above the center of the
cover. &e shock wave generated after the charge explodes
acts on the cover plate and transmits and compresses the
aluminum foam through the cover plate.

Set three strain measurement points on the bottom
surface of the bottom plate. Strain gauge S1 is located at the
center of the bottom surface of the bottom plate. Strain
gauges S2 and S3 are any points on the circle 4.9 cm and
7.7 cm away from the measurement point of S1. &e de-
formation of the bottom plate at 4.9 cm and 7.7 cm from the
measuring point of the center S1 can explore the relationship
between the distance and the precursor wave of the ex-
plosion. &e arrangement of strain gauges is shown in
Figure 6.

As shown in Figure 7, the strain response time-history
curve test results of the bottom plate under three porosities
are shown. It can be seen from the figure that the strain
waveform of the bottom plate under the three porosities has
similar regular characteristics, and the strain reaches the
maximum value in the first cycle of the response, and the
duration of the first response cycle is about 2.5ms. After the
first cycle, the deformation of the bottom plate gradually
decreases; the peak strain value from the S1 to S3 points
decreases with the increase of the propagation distance.
With the increase of porosity, the maximum peak value of
the strain at each measurement point has increased. &e
increase of strain of 80%–85% is lower than 85%–90%,
indicating that the porosity increases to a certain level, due to
the explosion load. &e fluid-solid coupling effect with the
sandwich structure is enhanced, and the energy absorption
effect of the aluminum foam is increased, resulting in in-
creased strain.

Figure 8 shows the simulation results of the maximum
effective strain time-history curve at each measuring point
on the bottom surface of the bottom plate under three
porosities. From the figure, the simulation results of the
strain time-history curve are consistent with the test results.
Under the three porosities, the time interval for the wave
head to reach each aluminum foam plate increases slowly.
&e wave speed of the elastic precursor decreases with the
increase of the propagation distance. &e strain value at the
S1 measuring point is the largest, and the vertical distance
from the burst center increases. Largely, the strain value of
the measuring points of S2 and S3 keeps decreasing, and the
waveforms of the three measuring points are similar to S1.
As the porosity increases, the strain value at each measuring
point increases, indicating that as the porosity increases, the
aluminum foam effectively shares the explosive load and
plays the role of antiexplosion and wave elimination, which
reduces the deformation of the bottom plate. Further re-
search on the design of explosive vessels provides a theo-
retical basis.

Table 3: Explosive material parameters [36].

ρ (kg/m3) A (GPa) B (GPa) R1 R2 PCJ (GPa) E (J/m3) D (m/s) υ ω
1500 347.6 3.39 4.15 0.95 17.92 6.34e9 6957.2 1.0 0.28

Cover plate

78mm

10mm

Aluminium foam

Stress 
measuring point

Figure 5: Sandwich plate antiexplosion test device.
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Figure 4: Sandwich plate model.
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Figure 7: Time-history curve of strain response of bottom plate under different porosity under test. (a) 80%. (b) 85%. (c) 90%.
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Figure 6: Sensor layout.
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Figure 9 is a comparison chart of the numerical simu-
lation results and test results of the peak strain values of the
three groups of porosity aluminum foam under the explosive
shock wave of the charge. In order to quantitatively describe
the difference between the test and the numerical simulation,
the numerical simulation results of the strain at each
measuring point of the bottom plate are taken as the x-axis,
and the test results are taken as the y-axis, and Figure 9 is
drawn. &e line with a slope of 1 in the figure indicates that
the numerical simulation results are completely consistent
with the test results. When the test point falls below the
straight line, it means that the measured strain given by the
numerical simulation is greater than the test value; when the
test point falls above the straight line, it indicates that the
peak value of strain at each measuring point calculated by

numerical simulation is smaller than the test value. It can be
intuitively seen from Figure 9 that the test points basically
fall between the solid line with a slope of 1 and the broken
line with a slope of 0.90 and 1.1, and the error is within 10%.
&e numerical simulation results of the strain values at
different measuring points under different porosities are in
good agreement with the experimental results, indicating
that the simulation results are good and verify the cor-
rectness of the three-dimensional mesoscopic model of
aluminum foam.

3.2.ComparisonofStructuralForms. Figure 10 is the internal
structure of aluminum foam, Figure 10(a) is the macro-
structure of aluminum foam in its natural state, Figure 10(b)
is the morphology of 85% aluminum foam after electron
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Figure 8: Strain time-history curve of each measuring point under different porosity under simulation. (a) 80%. (b) 85%. (c) 90%.
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microscopy, and Figure 10(c) is a three-dimensional mes-
omodel, modeling 85% porosity aluminum foam structure.
In order to verify the reliability of the structural form of the
model, three slices were taken in the established three-di-
mensional mesomodel, the number of cell units and air units
were counted, and the porosity of each slice was calculated
and compared with the porosity of real aluminum foam. For
comparison, the results are shown in Figure 11. It can be
seen from the figure that the porosity of different slices in the

model is in good agreement with the real aluminum foam
structure, with a maximum difference of 4.42%. &e com-
prehensive strain comparison finally concluded that the
agreement between the numerical simulation and the test
can reach more than 91.4%. It shows that the established
model can accurately express the mesoscopic structural
characteristics of aluminum foam, and the modeling results
are reliable. It can be observed that the structure with greater
porosity has thicker cell walls.
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Figure 10: &e real structure and numerical simulation structure of aluminum foam.
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4. Analysis of Mesoresults

4.1. Analysis of Aluminum Foam Movement Process under
Blast Loading. &is section explores the movement of an
aluminum foam sandwich panel with a porosity of 80%
under explosive load.

In the first stage, the explosive center detonated until the
shock wave reached the cover and began to compress the
aluminum foam. As shown in Figure 12, at 0ms, the explosive
performs a single-point center detonation, and the shock
wave front starts to expand outwards with the sphere as the
center and reaches the cover plate at a certain time between
0.07ms and 0.08ms. At a certain speed, the aluminum foam is
compressed downward, as shown in the pressure cloud di-
agram of the aluminum foam on the right side of Figure 12.

Figure 13 shows the process of compressing aluminum
foam after the plane spherical wave reaches the cover. At
0.08ms, the stress wave starts to propagate in the aluminum
foam. At 0.09ms, the stress wave has propagated to the
bottom of the aluminum foam and transmitted the stress
wave to the bottom plate, and the bottom plate has un-
dergone a stress change. Subsequently, the foamed alumi-
num experienced significant plastic strain, and the cell walls
began to deform and break down. At 0.429ms, the defor-
mation of the hole wall reached saturation, and the hole wall
collapsed and destroyed. At 1.4ms, the foam aluminum
stops deforming, and the entire compression process of the
aluminum foam is initially completed.

In order to explore the antiexplosion and wave atten-
uation capabilities of aluminum foam, we have quantita-
tively analyzed the attenuation effect of the stress wave
strength of the aluminum foam sandwich structure through
the three-dimensional mesoscopic model of the aluminum
foam, taking the first layer of aluminum foam at different
porosities. &e average stress of the element is taken as σ1,
and the stress value of the foam aluminum introduced into
the cover plate is obtained. &e average stress of the up-
permost unit of the bottom plate is taken as σ2, and the stress
value of the bottom plate after the explosion wave passes
through the aluminum foam is obtained. &e distribution of
stress waves in the sandwich structure is shown in Figure 14.
In the initial stage, stress concentration occurs in local weak
areas, the cell walls are in an elastic state, and the stress level
rises rapidly with strain. Intuitively, the stress value of 80%
porosity aluminum foam in Figure 14(a) reaches 184.34MPa
at 0.4ms, and the stress wave intensity at the bottom of the
bottom plate after passing the aluminum foam is 2.45MPa.

It can be seen that the blast shock wave decays up to 98.67%
after passing through the foamed aluminum. As shown in
Figure 14(b), when the porosity of the aluminum foam
upper layer is 85%, the stress value reaches 147.35MPa at
0.384ms, and the stress wave intensity at the bottom of the
bottom plate after passing the aluminum foam is 1.61MPa. It
can be seen that the blast shock wave attenuation is as high as
98.91% after passing through the aluminum foam. As shown
in Figure 14(c), when the porosity of the aluminum foam
upper layer is 90%, the stress value reaches 86.03MPa at
0.149ms, and the stress wave strength at the bottom of the
bottom plate after passing the aluminum foam is 4.09MPa.
It can be seen that the explosion shock wave attenuation is as
high as 95.25% after passing through the aluminum foam.

It can be concluded that as the porosity increases, the
stress value of the cover plate transmitted to the aluminum
foam decreases significantly, but the stress value of the
bottom plate increases first as the porosity decreases.

&e relationship between the foam aluminum with
different porosities and the wave elimination rate is shown.
As shown in Figure 15, the wave elimination ability of
aluminum foam does not increase with the increase of
porosity, but there is an extreme value. Probably between
83% and 84% porosity, before reaching the threshold, its
antiknocking ability will increase with the increase of po-
rosity, but after reaching the threshold, its antiknocking
ability will decrease with the increase of porosity.

4.2. Mechanism Analysis. Figure 16 shows the effective
plastic strain of the foam aluminum cell wall under the blast
load. It can be seen that, at 80% porosity, the deformation is
concentrated in local weak areas, and the cell walls are in an
elastic state. When the porosity becomes 85%, the cell wall
breaks. &e cell wall deformation indicates that plastic strain
consumes a lot of energy under dynamic load. As the de-
formation further increases, the local plastic deformation of
the unit increases rapidly, and the stress reaches the bearing
capacity and breaks, resulting in the generation of some
weak surfaces and the formation of a single failure pene-
tration area. As the porosity increases, the aluminum foam
has stress concentration, the cell wall collapses, the plastic
strain of the aluminum foam cell wall mainly occurs in the
upper region, and the lower part of the aluminum foam
collapses and compacts.

To explore the mechanism, we conducted an electron
microscopy scan of the aluminum foam to explore its mi-
croscopic properties. Figure 17(a) shows the typical failure

Error = –3.18% Error = +1.52% Error = +4.42%Error = –1.63%
ρ = 82.46%ρ = 85.17% ρ = 86.47% ρ = 88.94%ρ = 83.78%

Figure 11: Comparison of different sections of the model with the real structure.

10 Complexity



t = 0ms t = 0.08mst = 0.001ms t = 0.07ms

Figure 12: Explosion shock wave reaches the cover plate and begins to compress the aluminum foam.

t = 0.09ms t = 0.1ms t = 0.239ms t = 0.429ms t = 0.7ms t = 1ms t = 1.4ms

Figure 13: Cloud image of foam aluminum compression process.
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Figure 14: Continued.
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mode of aluminum foam after 85% of the sandwich structure
is subjected to explosion impact. According to the results of
electron microscope scanning (SEM) experiments (b-e), the
microscopic morphological changes of the cells and cell
walls of aluminum foam were demonstrated. Figure 16(b)
shows the original state of the aluminum foam cell wall.
Under the blast load, both the cover and the panel in the
sandwich structure undergo large plastic deformation, and
the obvious “X”-shaped failure zone appears in the alumi-
num foam material. According to the scanning electron
microscopy results, the deformation of aluminum foam can
be divided into four areas: area I, elastic deformation area,
the cell structure has not changed significantly as shown in
Figure 17(b); area II, the cell wall has undergone significant
plastic deformation as shown in Figure 17(c); area III, the
cell wall breaks and the structure is destroyed as shown in
Figure 17(d); area IV, the cell wall begins to collapse and is
gradually compacted as shown in Figure 17(e).

Figure 18 shows the microscopic morphology of alu-
minum foam under different porosity after explosion. To

ensure the single variability, the center position of aluminum
foam under different porosity was selected for electron
microscopy scanning. It can be seen from the figure that,
with the increase of porosity, the complete pores in the
aluminum foam decrease; when the porosity is 85%, the
collapse of the pores in the aluminum foam is obvious, the
complete pores are almost absent, and the pores are com-
pressed. At% porosity, no complete pores can be seen inside
the foam aluminum, and the degree of pore compression is
significantly higher than that of the foam aluminum at 85%
porosity. It can be seen that the increase in porosity will
change the microstructure of aluminum foam. &e greater
the porosity, the deeper the degree of pore damage.

When subjected to an impact load, aluminum foam is
extremely susceptible to deformation. Because aluminum
foam is a porous structure, transmission and reflection occur
during the propagation of an explosion wave, so there is
more reflection, and a part of energy is well converted into
internal energy and kinetic energy. &rough the study of the
mesoscopic model of aluminum foam cell walls, it is found

St
re

ss
 (M

Pa
)

–200

–175

–150

–125

–100

–75

–50

–25

0

25

0 1 2 3 4 5 6 7 8 9 10 11–1
Time (ms)

St
re

ss
 (M

Pa
)

–4

–3

–2

–1

0

2 4 6 8 100
Time (ms)

σ2

σ2

σ1

(c)

Figure 14: Stress-time curve of aluminum foam under different porosities. (a) 80%. (b) 85%. (c) 90%.
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that the energy absorption of aluminum foam mainly
consumes energy through various forms such as crushing,
deformation, fracture, and mutual friction of the pore walls
of the aluminum foam, so as to achieve the effect of energy
absorption.When the porosity is increased to about 85%, the
energy absorption effect of aluminum foam is saturated, and
the porosity continues to increase so that the aluminum
foam is compacted to produce stress enhancement, so the
load pressure on the bottom plate increases instead. Under a
certain explosion load, the explosion stress wave transmits
and propagates through the solid medium of the cell wall or

between the bubbles and the solid. Due to the structural
characteristics of random cell generation of aluminum foam,
stress waves propagate in the constantly changing solid
medium and the interference of reflection and transmission
in the bubbles rapidly attenuates. When the stress wave peak
is greater than the cell wall strength, deformation and de-
struction occur. As the propagation distance increases, the
stress wave peak decreases and the amount of deformation
also weakens until elastic deformation occurs. &erefore, the
antiexplosion performance of foamed aluminum is directly
related to the cell wall thickness and the size of bubbles.

85%

80%

90%

Figure 16: Cell wall collapse and rupture.
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Under a certain load, the contribution of the two to anti-
explosion will also change. For example, after the porosity
reaches the extreme value of 83%-84%, the deformation
energy absorption of the cell wall is more obvious than that
of the bubble. &e cell wall thickness of 85% aluminum foam
is greater than 90%.

5. Conclusion

In this paper, the explosive impact test was carried out under
the explosive quantity of 520 g and the explosion height of
25 cm. &e attenuation law of stress wave in the aluminum
foam sandwich plate was studied, and the strain response
characteristics of the bottom plate were analyzed. In

addition, a three-dimensional mesomodel for the finite el-
ement analysis of aluminum foam is established. On the
basis of the three-dimensional micromechanical model, the
influence of the micromechanical structure (porosity) of
aluminum foam is considered, and the performance of
aluminum foam under the blast impact load is studied. &e
following conclusions can be drawn:

(1) Based on the Voronoi algorithm, firstly, the 2-ran-
dom polyhedron model is established by using
ABAQUS, and its geometric features are extracted.
&en, by using Python language and Fortran lan-
guage synthetically, the algorithm of generating
aluminum foam with random pore size and wall
thickness is written, and the grid model is established

(b)

(e)

(d)

(c)

(a)

Plastic 
deformation

Collapse

Fragmentation

Figure 17: Wave elimination rate curve of aluminum foam under different porosity.
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Figure 18: Microstructure of aluminum foam under different porosities.
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by the algorithm read in by TrueGrid software. Fi-
nally, the part of the particles is removed to generate
the aluminum foam model. &en, the energy ab-
sorption mechanism and porosity of the sandwich
structure with aluminum foam core are explored
under the action of explosion load, and the reliable
results can be obtained, which are in good agreement
with the test results.

(2) &rough the electron microscope test, it is found that
the plastic strain is mainly concentrated in the upper
region of aluminum foam under the action of ex-
plosion load, and there is an obvious “X” type failure
zone in the material of aluminum foam. According
to the SEM results, the deformation of aluminum
foam is divided into four regions: elastic deformation
region, plastic deformation region, cell wall fracture
region, and collapse region.

(3) &rough the microscopic simulation of aluminum
foam, it is found that the main reasons for aluminum
foam antiknock are the deformation and destruction
of the cell wall, the propagation of stress wave cor-
responding to the cell wall, the multiple reflections,
and transmission of stress wave corresponding to
bubble. Cell wall thickness and bubble size are some of
the key parameters of antiknock performance.

(4) Based on the simulation results, it is found that the
porosity has a significant impact on the antiknock
ability of aluminum foam, and the porosity has an
extreme value of about 83% to 84% for antiknock
ability. With the increase of porosity, the strain value
of each measuring point of the bottom plate in-
creases, which can absorb more energy, but it in-
creases the energy transfer from the explosion load to
the sandwich structure and makes the load ampli-
tude acting on the bottom plate larger.
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Equipped with two power sources, the dual-driving powertrain system for pure electric vehicles has a driving mode different from
traditional electric vehicles. Under the premise that the structural form of the transmission system remains unchanged, the
following transmission schemes can be adopted for double drive electric vehicles according to the demand power: the main and
auxiliary electric transmission scheme (two motors are driven separately with dual-motor coupling drive), the transmission
scheme in which the two motors always maintain coupling drive, and the speed-regulating type electric transmission scheme (the
main motor is always responsible for driving, and the auxiliary motor is responsible for speed regulation). -erefore, a significant
difference exists in the design methods of the power transmission system of double drive electric vehicles and existing vehicles. As
for such differences, this paper adopts intelligent algorithm to design the parameters of the transmission system and introduces
the genetic algorithm into the optimization design of parameters to obtain the optimal vital parameters of the power transmission
system based on computer simulation. -e prototype car used in this paper is a self-owned brand car; MATLAB/Simulink
platform is used to build the vehicle simulation model, which is used for the computer simulation analysis of the vehicle dynamic
performance and economy. It can be seen from the analysis result that the system parameters obtained by using the global
optimization method proposed in this study can improve the vehicle dynamic performance and economic performance to varying
degrees, which proves the efficiency and feasibility of the optimization method.

1. Introduction

-e rapid development and popularization of pure electric
vehicles cannot be realized due to their high price, imperfect
charging facilities, and low driving mileage. Although the
problems of high cost and incomplete charging facilities
have been improved to some extent due to the relevant
policies of the government and the electric vehicle tech-
nology has also achieved significant development, the critical
problem which hinders the development of pure electric
vehicles, namely, “how to further improve the vehicle
driving mileage,” still exists. -e driving mileage depends on

battery technology (to improve battery power density and
energy density); also, it is closely related to other factors,
such as the configuration, parameter matching, and control
method of the power transmission system [1–3]. -erefore,
the key to improving the driving mileage and overall per-
formance of pure electric vehicles lie in the efficient
transmission system and its design method and the perfect
energy control method [4–6].

Professor Zhao adopted genetic algorithm to conduct the
optimization design by computer simulation of parameters
for the power transmission system of a pure electric vehicle.
-e dynamic performance index was used as a constraint,
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and the weighting coefficient was used to transform the
multiobjective optimization of driving mileage and vehicle
mass into a single-objective optimization problem. -e
results were compared with the results obtained by the
traditional optimization method. It could be seen from the
comparison results that the optimization method could
achieve the optimization design in an effective way [7–11].
Professor Zhou adopted two matching optimization
methods (minimal kerb mass and global optimization
methods) to optimize the power system parameters of the
target vehicle and conducted the simulation comparison and
verification of the vehicle dynamic performance and eco-
nomic performance for the optimization matching effects. It
could be seen from the results that the global optimization
method was a more effective method, which could fully
reflect the potential of parameter optimization matching of
the power system in improving the vehicle performance [12].
Sorniotti et al. and other scholars used the configuration of
single-motor pure electric vehicle proposed by them as the
basis to carry out the optimal matching calculation of
transmission system parameters. -ey designed the pa-
rameters for two-gear transmission and compared them
with those of continuously variable transmission vehicles.
-e results proved that the optimal matching scheme was
feasible and effective [13]. Professor Zhu and other scholars
adopted the method of orthogonal optimization design
based on a cycle condition to carry out the optimizing
calculation for the two-speed transmission ratio of pure
electric vehicles. -rough the simulation results, it could be
seen that the dynamic performance could be significantly
improved by the transmission system parameters optimized
andmatched by this method. Still, its economic performance
had declined [14]. Professor Kowal and other scholars and
Professor Spichartz and other scholars had established the
optimization model for the parameter matching of power
transmission system of electric vehicles and the control
model for the dynamic response property of the power
system, which have achieved excellent results [15, 16].

In this research, the new configuration of dual-driving
powertrain system for pure electric vehicles is taken as the
research goal. Based on the analysis of its working char-
acteristics and working mode, the vehicle performance
computer simulation platform is established, and the pre-
liminary matching of power transmission system parameters
is completed by computer simulation, to prove whether the
initial matching is reasonable; to improve the vehicle per-
formance, the multiobjective optimization function (in-
cluding the dynamic index and economic index) is
determined in this paper, and the genetic algorithm is used
to optimize system parameters based on computer
simulation.

2. Overall Structure and Working Principle of
theDual-Driving Powertrain System for Pure
Electric Vehicles

-e design goal of this paper is a new configuration of dual-
driving powertrain system for pure electric vehicles based on

the planetary gear mechanism power coupling function. -e
engagement elements such as clutch and brake are used to
achieve perfect working mode and the flexible switching
between working modes, as shown in Figure 1.

-e system consists of the following parts: one set of a
single-row planetary gear mechanism, twomotors (motor A;
motor B), two wet brakes (B1; B2), and a wet clutch C; it
outputs power through the planetary gear coupling device.
-e sun gear s of the single-row planetary gear mechanism is
directly connected to the output shaft of motor B; the gear
ring r is connected to the output shaft of motor A through
the transmission gear d; the planet carrier c is connected to
the driving axle through gear e for power output; the gear
ring r can be connected to the sun gear s through clutch C;
the movable part of brake B1 is connected to the box, and the
fixed part of brake B1 is fixed to the output shaft of motor A;
the gear ring c can be braked through brake B1.-e movable
part of brake B2 is connected to the box, the fixed part of
brake B2 is fixed to the output shaft of motor B, and the sun
gear s can be braked by brake B2 [17].

-e dual-driving powertrain system for pure electric
vehicles belongs to the category of multipower source. In
addition to being used as a mechanical power source to drive
the vehicle, motor A and motor B can also be used as electric
power sources, which can operate as a generator during
braking. When the parking brake is required, all motors are
closed, all brakes operate, and the clutch is disengaged, thus
complying with the parking requirements of the vehicle;
when the vehicle needs to be kept in neutral, double motors
are closed, and then the brake and clutch are all disengaged;
during the starting stage of the vehicle and when the vehicle
is running at low- and medium-speed and small-load de-
mands, motor A is driven separately, brake B2 operates, the
sun gear is locked, and the power of motor A is input
through the transmission gear and output through the planet
carrier, thus realizing the small-speed ratio deceleration
output and complying with the low and medium torque
demands of the vehicle; when the vehicle is running at low-
speed and large-load demands, motor B is driven separately,
brake B1 operates, the transmission gear is locked, thus the
gear ring is locked, and the power of motor B is input
through the sun gear and then output through the planet
carrier, thus realizing the large-speed ratio deceleration
output and complying with the large torque demands of the
vehicle; when the vehicle is running at high- and medium-
speed and medium- and small-load demands, all brakes and
clutches are disengaged, the planetary gear mechanism is
unlocked, and the planetary mechanism is used to achieve
the speed coupling between motor A and motor B, thus
jointly driving the vehicle and realizing the continuously
variable speed; when the vehicle is running at medium-speed
and large-load demands, all brakes are disengaged, the
clutch is engaged, the planetary gear mechanism is locked to
form a entirety, and the torque coupling between motor A
and motor B is realized to jointly drive the vehicle; during
vehicle deceleration, the status of both brakes is controlled to
determine whether the regenerative braking is performed by
motor A or motor B. During the whole mode switching
period, the motor can ensure that the sun gear or gear ring is
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subject to small resultant moment through zero-speed
torque regulation and control. -e motor regulation is fully
utilized to realize the flexible mode switching, which is
convenient for the brake and clutch disengagement or en-
gagement and the reduction of the shift impact.

3. Parameter Matching Target and Scheme of
Dual-Driving Powertrain System for Pure
Electric Vehicles

-e parameter design principles for the dual-driving pow-
ertrain system for pure electric vehicles are as follows: based
on the parameters and the design performance indexes of the
given vehicle model and under the premise of complying
with the dynamic performance and driving mileage, the key
parameters of the selected configuration and the perfor-
mance indexes of the vehicle model studied in this paper are
determined. See Table 1 for the vehicle performance index
and vehicle parameters of the prototype vehicle.

After ensuring that the basic dynamic performance and
economic performance (driving mileage) are met, this paper
takes dynamic performance and economic performance as
the dual objectives to carry out parameter optimization
design, so as to select the key components of the power
transmission system and determine the key characteristic
parameters, including the drive system, the power battery
system, and the power coupling system.

In this paper, the global optimization scheme is adopted,
and the vehicle dynamic performance and energy con-
sumption are taken as the dual optimization objectives. -e
basic dynamic performance and economic performance and
the dynamic coupler characteristics are taken as the con-
straints. -e optimization simulation platform integrating
the vehicle numerical model and intelligent optimization
algorithm is established.-e key characteristic parameters of
the power transmission system are used as optimization
variables for comprehensive optimization. -e key charac-
teristic parameters of the power transmission system are
optimized globally, and the optimization scheme is shown in
Figure 2. -e optimization scheme gives full play to the
potential of the parameter matching of the power trans-
mission system in the improvement of the vehicle perfor-
mance to the greatest extent, as well as the potential of the
new configuration of the dual-driving powertrain system for
pure electric vehicles in energy saving [18, 19].

-e impacts of various driving conditions on optimi-
zation effects are fully considered during the whole opti-
mization process. If the optimization is based on a single
driving condition, in general, the optimization results rep-
resent the optimal solution under that condition. However,
if the vehicle is used for other working conditions, its
adaptability may become worse and nonoptimal solution
may appear. -e multicondition parameter optimization
method is used in this scheme, which has strong adaptability
and fully considers the impacts of the efficiency charac-
teristics of each component on the vehicle performance. In
this research, intelligent optimization algorithm and con-
tinuous iterative calculation are used. Vehicle numerical
model is used as the basis of performance evaluation. -e
optimization direction is guided, and the optimal parameter
solution satisfying the requirements is searched through
gradual iterations, thus achieving the global optimization
design for the power transmission system parameters
[20, 21].

4. Global Parameter Optimization of the Dual-
Driving Powertrain System for Pure Electric
Vehicles Based on Multiple Conditions

-e parameters of the dual-driving powertrain system for
pure electric vehicles are related to and affect each other.
In this paper, the intelligent optimization algorithm is
used to coordinate various impacts, and finally the most
suitable global solution set is obtained. -e parameter
optimization design of dual-driving powertrain system for
pure electric vehicles mainly includes the following
processes: the determination of optimization objective
function, the selection of optimization variables, the
equation of constraint conditions, and the design of
optimization algorithm.

4.1. Efficiency Analysis of Dual-Driving Powertrain System
Optimization and Processing of the Objective Function. In
this paper, the working characteristics of pure electric
vehicles and the particularity of evaluation indexes are
taken as research objectives; the vehicle dynamic per-
formance and economic performance are considered. -e
acceleration time and driving mileage of the vehicle are
taken as objective functions; the double-objective opti-
mization function of dynamic performance and economic
performance is established. -e driving mileage of pure
electric vehicles is improved to the largest extent on the
premise of meeting the dynamic performance demand of
the vehicle. In this paper, the acceleration time in 100 km
is selected as the goal of dynamic performance optimi-
zation, and the driving mileage is selected as the goal of
vehicle economic optimization [22].

4.1.1. Dynamic Performance Objective Function. -e ac-
celeration time in 100 km of the vehicle is shown as follows:
fd1

Motor
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Motor B
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Figure 1: -e diagrammatic sketch of dual-drive powertrain for
pure electric vehicle.
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t �
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dv, (1)

where Fd is the maximum driving force of the vehicle.
When the vehicle speed is lower than that corresponding

to the rated speed, the motor will achieve constant output at
the maximum torque; when the vehicle speed is higher than
that corresponding to the rated speed, the motor can achieve
constant operation at the maximum power; the output
torque is a function of the speed. -erefore, the maximum
driving force of the vehicle is a subsection function of the
vehicle speed corresponding to the rated speed, as shown in
the following equation:

Fd �

3600PsysmaxηT

vm

, v≤ vm,

3600PsysmaxηT

v
, v> vm,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(2)

where Vm is the vehicle speed corresponding to the rated
speed of the drive system motor, in km/h.

-erefore, the dynamic performance objective function
is as follows:

f1(x) � t �
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Table 1: -e performance indicators and parameter of pure electric vehicle.

Item Indicator Unit
Maximum speed Maximum speed ≥150 km/h
Acceleration 0∼100 km/h acceleration time ≤15 s

Capability 0∼50 km/h acceleration time ≤6 s
Maximum gradient ≥35 %

Climbing ability Maximum climbing speed ≥15 km/h

Endurance capacity

Pure electric driving range (60 km/h) ≥150 km
Curb weight 1680 kg

Windward area 2.275 m2

Drag coefficient 0.3164 —

Prototype vehicle parameters
Rotation mass conversion coefficient δ 1.04 —

Wheel radius (dynamic) 0.308 m
Rolling resistance coefficient 0.00995 —

Optimize
variable

adjustment

Objective function
calculation

Termination
conditions

End

Initial matching design
parameters

Simulation numerical
modelOptimization algorithm

No

Yes

Vehicle simulation model
Vehicle control strategy 

(i)
(ii)

Figure 2: Schematic diagram of global optimization scheme.

4 Complexity



where x is vector composed of optimization parameters.

4.1.2. Economic Performance Objective Function. -e av-
erage driving mileage of the fully charged vehicle under
multiple cycle conditions is taken as the economic perfor-
mance evaluation index in the paper, and the driving
mileage under each working condition is subject to weighted
average handling. -rough the analysis in [17] it can be
found that the driving mileage of the vehicle under single-
cycle condition can be expressed by

Li �
Qb · Ub · DOD
1000 · Wcyclei

· si, i � 1, 2, . . . , N, (4)

where Qb is capacity of power battery, Ub is total rated
voltage, Wcyclei is the energy consumption of the vehicle
when it operates under a certain cycle condition, Si is driving
mileage of vehicle under a certain cycle condition in km, and
N is the number of cycle conditions.

Since the dynamic performance objective functionf1(x)

represents the minimum acceleration time, it is necessary to
take the reciprocal of the weighted average driving mileage,
thus ensuring that it is consistent with the optimization
direction of f1(x). At the same time, the condition
weighting coefficient εi is introduced, which can control the
weight of each condition in the process of optimization
calculation,  εi � 1. -erefore, the objective function of
multicondition economic performance is as follows:

f2(x) �
1
L

�
1


N
i�1 εiLi

, (5)

where L is average driving mileage under multiple working
conditions and εi is working condition weighting coefficient.

4.1.3. Transformation of Objective Function. -e multi-
objective optimization problem is as follows:

F(x) � min f1(x), f2(x), . . . , fi(x) , x ∈ Ω,

dl ≤x≤ ul,

Aj ∗x � Aeqj,

Bk ∗ x≤Beqk.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(6)

In the process of solving multiobjective optimization
problems, the subobjective functions may conflict with each
other, and the performance improvement of one objective
may reduce the performance of the other. Generally
speaking, there is no absolute optimal solution which can
achieve the optimization of all subobjective functions. -e
double-objective optimization (dynamic performance and
economic performance) problem of pure electric vehicles is
transformed into a single-objective optimization problem in
this paper, which helps to obtain the solution and adjust the
weight of each objective [23].

To transform the double-objective optimization problem
of the vehicle into a single-objective optimization problem,
in this paper, the above dynamic performance objective
function f1(x) and the economic performance objective

function f2(x) are weighted and summed up [24], and the
new optimization objective function is as follows:

f(x) � δ1f1(x) + δ2f2(x), (7)

where δ1, δ2 are weighting factor, which is greater than 0.
-e weighing factor can be expressed by

δj � δj1 · δj2, j � 1, 2, (8)

where δj1 is the subobjective weighing factor, which is used
to characterize the importance of subobjectives in the
process of optimization design, which is greater than zero
and δ11 + δ21 � 1; δj2 is a correction weighing factor, which
is used to adjust the impacts of the difference in magnitude
between subobjectives on the optimization calculation,
whichmay be gradually corrected in the iterative calculation.
In general, the reciprocal of the design objective is taken as
the initial value. Note that δj is a real number greater than
zero.

4.2. Selection of Optimization Variables. -e key parameters
of the power system closely related to the vehicle perfor-
mance are selected as optimization variables in this paper,
namely, motor A rated power, motor A rated speed, motor B
rated power, motor B rated speed, battery capacity, char-
acteristic parameters of planetary gear, final ratio, and
transmission ratio of motor A deceleration gear. -e opti-
mization variable vectors are as follows:

x � P0A,ω0A, P0B,ω0B, Qb, k, i0, kA . (9)

4.3. Constraint Condition. When setting the initial value of
optimization variables and the boundary conditions of each
variable, a variety of factors need to be considered com-
prehensively, such as the requirements of the basic per-
formance of the vehicle, the cost of the vehicle, and the
design experience. For the transmission system parameters,
the principle that the components of the same system in
mechanical design have similar service life shall be taken into
account. In this paper, the boundary conditions of each
variable are obtained after considering all influences, as
shown in Table 2.

4.4. Optimization Algorithm. As the core of optimization
calculation, optimization algorithm has a direct impact on
the optimization convergence and the reliability of opti-
mization results. Traditional optimization algorithmsmainly
include gradient method and steepest descent method. Such
algorithms need accurate mathematical functions, as well as
huge computing resources. As a computational model, ge-
netic algorithm is based on the natural selection theory of
Darwin’s biological evolution theory and the biological
evolution process of Mendel’s genetic mechanism. It is
composed of three parts (encoding and decoding, individual
fitness evaluation, and genetic operation). -e calculation
model searches for the optimal solution complying with
certain conditions by simulating the biological evolution
process in nature, which is more suitable for the
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optimization of iterative calculation [25, 26]. -erefore,
genetic algorithm is used for the optimization design in this
paper, and the optimization process is shown in Figure 3.

After repeated commissioning, the parameters for ge-
netic algorithm are finally set as follows: the maximum
evolution algebra is 80, the population size is 100, the elite
number is 10, the proportion of cross offspring is 0.6, and the
probability of mutation is 0.01. In addition, the rank sorting
and decentralized cross function are adopted. Constrained
adaptive mutation is used to achieve good convergence.

-e whole optimization model includes the vehicle
simulation model based on genetic algorithm toolbox in
MATLAB/Simulink platform. Since the focuses of optimi-
zation calculation are the dynamic performance and eco-
nomic performance, there is no need to consider the
smoothness in the transient process of mode switching.
-erefore, the control strategy based on logic threshold is
used as the vehicle control strategy.

5. Global Parameter Optimization of the Dual-
Drive Powertrain System for Pure Electric
Vehicles Based on Multiple Conditions

In this paper, four typical conditions (NEDC, HWFET,
WLTC, and CHCQ) are selected for the optimization cal-
culation. NEDC and WLTC are usually used for regulatory
testing, including low-speed and low-load condition and
high-speed and high-load condition; HWFWT represents
high-speed and high-load condition and uniform load
condition; CHCQ condition can reflect local driving char-
acteristics. In this paper, the simulation optimization process
designed above is used for the global optimization calcu-
lation of the dual-drive powertrain system for pure electric
vehicles. After nearly 50 rounds of iterations, the objective
function tends to be constant and the change trend is shown
in Figure 4.-e optimal fitness optimization variable vectors
are as follows:

x � [12.13, 2896, 13.86, 2479, 57.71, 2.823, 4.136, 1.482].

(10)

In view of the actual situation of the parameter design of
the power transmission system, in this paper, some pa-
rameters of the dual-drive powertrain system for pure
electric vehicles are rounded up, and the parameters before
and after optimization are compared in Table 3.

It is found after comparing the data before and after
optimization that, compared with the parameters initially

matched, the parameters after the global optimization
through genetic algorithm have great changes in the fol-
lowing aspects: the power distribution, rated speed, and gear
ratio of transmission system of the two motors. -e motor
power distribution is adjusted mainly based on the driving
condition and the comprehensive efficiency of the driving
system. If the weight of the economic target is changed, there
will be some changes in the changing amplitude; the
maximum speed and the gear ratio of transmission system
are mainly based on the dynamic performance index
(maximum vehicle speed, etc.). If the weight of dynamic
performance target is changed, there will also be corre-
sponding changes in the changing amplitude. -ere are no
significant changes in the rated speed and the capacity of the
power battery, only with a small range of changes, but the
vehicle curb mass is reduced, which causes certain impacts
on the dynamic performance and economic performance.

To verify whether the parameter optimization matching
method of the dual-drive powertrain system for pure electric
vehicles is effective, the parameters initially matched and
parameters after optimization are, respectively, applied to
the vehicle performance simulation platform for simulation,
and its dynamic performance and economic performance
are focuses of the simulation comparison.-e changes in the
parameters initially matched and parameters after optimi-
zation in the four typical conditions SOC are shown in
Figure 5. It can be seen that the power battery SOC after
optimization at the end of driving conditions is significantly
higher than before, with a relatively slow change, indicating
that the economic performance of parameters after opti-
mization is significantly improved, and it can achieve more
obvious energy-saving effect under high-speed conditions,
indicating that the dual-drive powertrain system can im-
prove the efficiency of driving system during high-speed
cruise.

In this paper, parameters initially matched and pa-
rameters after optimization are calculated for dynamic
performance, and Table 4 shows the comparison of simu-
lation results. It can be seen from the table that the maxi-
mum vehicle speed has been increased by 9.06%, the
acceleration time in 100 km has been shortened by 3.25%,
and the maximum gradient has been increased by 6.33%.

In this paper, the parameters initially matched and
parameters after optimization are applied to four typical
conditions (NEDC, HWFET, WLTC, and CHCQ) to cal-
culate the energy consumption and driving mileage of single
cycle. -e statistics and comparison of simulation results are

Table 2: Optimal variable boundary condition.

Optimization variable Initial value Lower limit Upper limit
Rated power of motor A (kW) 10 5 36
Rated speed of motor A (r/min) 2800 2500 4000
Rated power of motor B (kW) 26 5 36
Rated speed of motor B (r/min) 3200 2500 4000
Power battery capacity Qb (Ah) 60 50 70
Characteristic parameters of planetary gear mechanism k 3 1.5 5
Final drive ratio i0 2.32 1 7
Motor A reduction gear ratio kA 6 1 8
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shown in Table 5. It can be seen from the table that the
HWFET condition shows the most obvious effect on the
economic performance improvement, with an increased
range of 9.2%, which once again shows that the efficiency
improvement is the most obvious in the high-speed con-
dition. At this moment, the dual-drive powertrain system is
operating in the speed-coupling mode. -e economic per-
formance simulation results prove the correctness,

feasibility, and obvious energy-saving potential of the en-
ergy-saving mechanism of the dual-drive powertrain system
above.

6. Conclusion

-e parameter matching of the power transmission system
for pure electric vehicles is the premise and basis for the
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Table 3: Comparison of powertrain parameters after optimization.

Parts Item Before optimization After optimization

Motor A
Rated/peak power (kW) 10/20 12/24

Rated/maximum speed (r/min) 2800/8000 3000/8000
Rated/maximum torque (N·m) 34/68 38.2/76.4

Motor B
Rated/peak power (kW) 26/52 24/48

Rated/maximum speed (r/min) 3200/8000 2500/8000
Rated/maximum torque (N·m) 77.5/155 91.68/183.36

Powertrain
Characteristic parameters of planetary gear mechanism k 3.8 2.823

Motor A reduction gear ratio kA 1.8 1.482
Final drive ratio i0 3.5 4.136

Power battery Rated capacity (Ah) 60 58
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Figure 5: -e SOC curve in different driving cycles before and after optimized parameters.

Table 4: Comparison of dynamic performance indicators after optimization.

Item Preliminary match After optimization Changes%
Maximum speed (km/h) 155.6 169.7 9.06
100 km acceleration time (s) 14.77 14.29 −3.25
Maximum gradient at 15 km (%) 37.58 39.96 6.33
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follow-up research on control methods. In this paper, with
the focus on the parameter matching of the dual-drive
powertrain system for pure electric vehicles, the numerical
model of the dual-drive powertrain system is analyzed to
establish the vehicle performance simulation platform. It can
be found through the simulation results that the simulation
platform can simulate the working process and performance
of the vehicle in an accurate manner, which lays the
foundation for the performance simulation of dual-drive
powertrain system for pure electric vehicles and follow-up
research on control methods, to improve the vehicle
performance, a multiobjective optimization function (in-
cluding dynamic performance and economic performance
indexes) is established in this paper, and genetic algorithm
is used for the optimization design of system parameters;
then the parameters before and after optimization are
calculated on the vehicle simulation platform. -e calcu-
lation results show that both the vehicle dynamic perfor-
mance and economic performance are improved in
different degrees, proving that the optimization method is
efficient and feasible.
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Fashionable clothing is susceptible to seasonality, fashion popularity, and other factors.)e decline in the fashion level for fashion
apparel will cause its market value to continuously decrease, reducing market demand and creating a backlog of apparel inventory.
Under such a circumstance, the apparel retailer chooses to maintain the fashion of the goods by providing experiential services or
enhancing product design capabilities.)is paper focuses on the discussions on the issue of whether experience service and design
efforts are complements or substitutes. )e major objective is to simultaneously determine the experience service investment and
the optimal selling price to maximize the total profit. First, a Cobb–Douglas utility function is used to derive a demand function
that depends on the price and fashion level. Four kinds of inventory models are further established to obtain optimal pricing and
inventory ordering strategies. Second, an algorithm is presented to search for the optimal solutions of the proposedmodel. Finally,
a numerical example is provided to perform a sensitivity analysis of the key parameters and to discuss specific managerial insights.
)e numerical examples show that both the experiential services and the enhanced fashion design can effectively reduce the
apparel company’s inventory and increase profits. When the two strategies are combined, they will produce complementary or
substitution effects, which depend on the deterioration rate of the fashion level of the apparel. If the deterioration rate is less than a
critical value, the interaction of experiential services and design investment has a complementarity effect.

1. Introduction

China is a major country in apparel production. With the
advent of the era of personalized consumption, consumers
are increasingly demanding fashion in apparel. However,
since fashion apparel is a typical seasonal product, how to
embody product innovation by enhancing the fashion level
of the apparel to gain more market competitive advantage
has become an urgent problem faced by apparel companies.
)e life cycle of fashion clothing sales is short, and its fashion
level largely depends on the fashion elements contained in
the clothing, such as style, pattern, material technology, and
decoration accessories. Generally, the higher the fashion
level is and the more fashionable the clothing is, the higher
the market share of the products is. When new fashion
products are launched, they will be favored and sought after
by many consumers who prefer fashion. However, as time
goes by, consumers’ preference for original apparel gradually

decreases, so the fashion level of clothing will gradually
decrease with time, and the market value of the apparel is
declining. )is feature usually makes consumers have dif-
ferent attitudes for fashion at different times. )at is, the
fashion level of clothing will gradually decay with time, easily
causing product backlog. According to a study, the apparel
industry is generally threatened by high inventories. In the
first half of 2016, 79 textile and apparel listed companies had
a total inventory of $81.366 billion. On the one hand, the
apparel retailer is paying more and more attention to
providing virtual try-on, tie-in, fashion display, and other
experiential services, so as to improve consumers’ value on
the apparel and, thus, to improve the fashion level of the
apparel and stimulate demand [1]. On the other hand,
enhancing the fashion design of clothing and continuously
meeting the changing needs of the market have gradually
become a new requirement for the source design of fashion
clothing. )erefore, experience and design do not exist in
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isolation but are closely related, and they influence each
other. )e decay of clothing fashion over time has an im-
portant impact on consumers’ perceived value, clothing
demand, and profits of clothing companies. )erefore, how
to improve the interactive participation of clothing “expe-
rience and design” through experience services and clothing
design investment is a very interesting and practical
problem.

)e existing literature related to fashion apparel mainly
focused on the quick-response (QR) and price reduction. As
for the research on the QR of fast fashion apparel products,
Sen [2] analyzed the American fashion industry and its
supply chain, and they believed that the inventory of the
quick-response retailers tracked the sales of stores in real
time could be kept to the minimum. Choi et al. [3] pointed
out that, in the fashion industry, quick-response is a timely
and influential business strategy implemented by many
international companies such as Zara and H&M. Choi [4]
studied the QR expectations of retailers and manufacturers
and analyzed the coordination strategies of wholesale
pricing and price discount contracts in the quick-response
fashion supply chain. Choi [5] studied the impact of the QR
plans targeting inventory services on the profits of the ap-
parel retailer, manufacturers, and fashion supply chain
systems. Cachon and Swinney [6] analyzed two key features
of the fashion supply chain. One is QR production capacity,
and the other is enhanced product design capabilities. All of
the abovementioned studies focus on the impact of QR on
inventory without considering the impact of price changes
on clothing inventory during the sales period. Since price
reduction promotion is a commonly used method by the
apparel retailer, the promotion strategy has received ex-
tensive attention from scholars. Cachon and Feldman [7]
found that frequent discounts can attract more consumers
considering the consumer buying behavior, and the discount
strategy is often more effective than the fixed price strategy.
Cosgun et al. [8] considered the multitype clothing price
reduction optimization problem of the retailer and used
approximate dynamic programming algorithms to study the
price reduction strategy of each product. Aviv et al. [9]
studied that the seller who sells seasonal fashion goods can
adopt dynamic pricing and quick inventory replenishment
during the sales season to enable consumers to purchase
fashion products at a higher price in advance. In view of the
short life cycle of fashion products and the high uncertainty
of market demand, Choi [10] considered a two-stage in-
ventory strategy and used Bayesian methods to optimize the
inventory and pricing strategies of fashion products based
on actual demand data in the sales season. However, a few
studies have explicitly considered clothing inventory deci-
sions from the perspective of pricing and replenishment
cycles.

Fashion clothing is a short life cycle product, and its
market value is similar to the characteristics of perishable
products [11]. )erefore, the research on inventory man-
agement and pricing of perishable products can be refer-
enced for the study of the fashion apparel. Wang et al. [12]
considered an inventory optimization model for perishable
products whose deterioration rate followed the Weilbull

distribution, and the demand depends on the instantaneous
inventory level. Sicilia et al. [13] constructed a perishable
inventory control model, in which a time-dependent ex-
ponential function of demand is considered. Chen et al. [14]
constructed a multiperiod joint pricing and inventory
control model that does not allow stock shortage. Besides,
some scholars studied the inventory and pricing decisions of
perishable products from the perspectives of other factors,
such as purchase rate, promotional efforts, and preservation
investment. Maihami and Karimi [15] analyzed the influence
of the repeated purchase rate of perishable products and the
speed of product diffusion on the pricing and replenishment
decisions of enterprises. Tsao and Sheen [16] considered a
joint decision-making on inventory and pricing of perish-
able products under promotional efforts. Li et al. [17]
considered perishable products under the constraints of
fresh-keeping investment and service investment and
studied the joint pricing, ordering, and fresh-keeping in-
vestment decision-making issues of nonimmediate deteri-
oration items. Li et al. [18] studied the stochastic production
inventory model of perishable products under the dual
influence of price and service level and discussed the optimal
joint dynamic pricing, service, and production strategies of
enterprises under the influence of external random distur-
bances on inventory changes.

Unlike perishable goods whose quantity and quality are
declining and changing with time, the market value of
fashion apparel is declining over time, but the quantity is
not. Tsao [19] studied the inventory control of fashion items
under the condition of trade credit and partial overstocking.
Considering the effects of the fashion level and reserve price
on the performance of the apparel retailer, Chen et al. [11]
analyzed the optimal pricing and order strategy of the ap-
parel retailer under dynamic and fixed cases. )e literatures
mentioned above did not consider the impact of experiential
services on the fashion level. Chen and Xu [1] studied the
optimal pricing and inventory ordering strategy in the case
of no discount and discount in the sales period with con-
sidering the experiential service. Among the studies men-
tioned above, the work of Chen and Xu [1] and Chen et al.
[11] are closest to our paper. Both studies examine the
inventory and pricing decisions of fashion clothes, but they
all adopt a formalized demand function, which is a linear
combination of price and fashion level. However, this as-
sumption is not in line with the reality. )e difference be-
tween fashion apparel and perishable goods is that the
fashion level of an apparel is a quality attribute of the ap-
parel. Consumers can visually observe its characteristics,
which is an important reference for consumers to buy.
Although the price of fashion clothing is also the main factor
that affects consumers’ purchasing behavior, different
consumers have different preferences for the price and
fashion level, which will lead to the practical problem that
the actual demand is difficult to determine. Some scholars
have used the utility theory to study the nonlinear demand
function [20–24]. For example, Su [20] took product pricing
and consumer waiting costs as important factors influencing
consumer utility and studied the optimal pricing strategy for
retailers facing different categories of consumers.Wang et al.

2 Complexity



[21] discussed the effect of changes in quality information
asymmetry on the price decisions by using the Cobb-
Douglas utility function. However, the utility functions of Su
[20] and Wang et al. [21] cannot reflect the characteristics of
fashion clothing, that is, the consumer’s utility function is
affected by the fashion level of apparel and changes dy-
namically with time. Besides, the purchase quantity and the
disposable income of consumers are also two important
influencing factors. In short, this paper comprehensively
considers the influence of fashion level, sales price, purchase
quantity, and disposable income on inventory decisions.

)e existing literature has conducted a lot of research
on the management of perishable products, but for the
fashion of clothing products, there are few studies com-
bining experiential services and enhanced fashion design.
Based on the principle of consumer utility maximization,
we derive a time-varying nonlinear demand function,
which mainly depends on the price and fashion level and
is a nonlinear combination of the two factors. We analyze
four potential operating systems—a traditional system
(without experiential service and design efforts), experi-
ential service system, design efforts system, and fast
fashion systems (with experiential service and design
efforts). )is paper focuses the discussions on the issue of
whether experience service and design efforts are com-
plements or substitutes. )e major objective is to si-
multaneously determine the experience service
investment and the optimal selling price to maximize the
total profit. It is found that both the experiential services
and the enhanced fashion design can effectively reduce the
apparel company’s inventory and increase profits. When
the two strategies are combined, they will produce
complementary or substitution effects, which depend on
the deterioration rate of the fashion level of the apparel. If
the deterioration rate is less than a critical value, the
interaction of experiential services and design investment
has a complementarity effect.

)e rest of the paper is structured as follows. In Section 2,
the symbols and assumptions of the model are described.
Section 3 constructs four inventory models. Section 3.1
studies the retailer’s profit model and optimal pricing
strategy under the basic scenario (where the apparel retailer
neither provides experiential services nor enhances design).
Section 3.2 discusses the case where only experiential ser-
vices are provided to improve the influence of the fashion
level on operational decisions; Section 3.3 investigates the
situation that an apparel enterprise enhances design efforts
to improve the fashion level of an apparel; Section 3.4 ex-
amines the combination of providing experiential services
and enhancing design innovation and analyzes whether the
two strategies are complements or substitutes. Section 4
provides numerical results and sensitivity analysis. Finally,
Section 5 provides conclusions.

2. Notation and Assumptions

2.1. Problem Description and Notation. We first provide a
problem description. We model an apparel retailer that
sells fashionable clothing products. )e demand for

fashionable clothing is determined by the selling price and
fashion level of clothing during the selling period. A re-
plenishment problem of a single fashion item is considered.
)e inventory system evolves as follows: Q units of items
arrive at the inventory system at the beginning of each
cycle. )e inventory level I(t) is depicted in Figure 1 and
decreases due to consumers’ demand during the replen-
ishment cycle. Fashion apparel provides experiential ser-
vice to consumers. Also, fashion apparel tries to enhance
design efforts to improve the fashion level of the apparel,
thus to raise the demand. )e selling price and experiential
service are the decision variables. We seek to answer the
following questions:

(1) Are experiential service and design efforts comple-
ments or substitutes?

(2) How to make the optimal price and experiential
service for the apparel retailer to maximize his total
profit during the period?

)us, we analyze a total of four potential operational
systems. A traditional system, which represents that no
experiential service or design effort is offered during the sales
period, an experiential service system that employs expe-
riential service but maintains the design efforts unchanged, a
design efforts system that provides design efforts to improve
the fashion level of goods but does not provide the expe-
riential service, and a fast fashion system that employs both
experiential service and design efforts.

)e notations used in this paper are illustrated in Table 1.

2.2. Utility Function. When fashion products are released,
they are favored by consumers, but as new products appear
over time, consumers’ preference for original fashion clothes
decreases, so the fashion level of fashion clothes will
gradually decrease over time. )is feature usually makes
consumers buy clothes at different times to obtain different
utilities, that is, the utility of consumers changes dynamically
with the fashion level. Referring to the work by Wang et al.
[21], a Cobb–Douglas utility function is introduced to
characterize the dynamics of the utility as follows:

Ut � A
D

p
 

a

ωb
t + k(Y − p D), (1)

where Ut is the utility of consumers at time t and ωt is the
fashion level of apparel. )e parameter a (0< a< 1) repre-
sents the consumers’ preference for the quantities and price
of fashion clothes. )e parameter b (0< b< 1) represents the
consumers’ preference for the fashion level of the apparel.
)e notations D, p, and Y represent the market demand, the
selling price, and the consumers’ disposable income, re-
spectively. A and k are positive parameters. Considering that
the utility of consumers changes with time, at a certain
moment, consumers will choose to purchase the optimal
quantity under the circumstances of a given price and
fashion to maximize their utility.

)e maximization of utility provides the necessary
condition for the market demand:
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D �
Aa

k
 

(1/1− a)

p
− (1+a/1− a)ω(b/1− a)

t , (2)

whereD is the market demand at time t. Substituting (2) into
the utility equation (1) gives

Ut �
k(1 − a)

a

Aa

k
 

(1/1− a)

p
− (2a/1− a)ω(b/1− a)

t + kY. (3)

Formula (3) shows that the rational consumer always
purchases the optimal amount of fashionable clothing
within a certain period of time to obtain the instantaneous
maximum utility. Under the condition that other conditions
remain unchanged, the maximum utility level for consumers
to buy fashion clothing at different time points is different.

Next, we discuss the rationality of formula (3). First, we
take the first partial derivative of (3) with respect to the price
and fashion level, respectively, and we have

zUt

zp
� − 2k

Aa

k
 

(1/1− a)

p
− (1+a/1− a)ω(b/1− a)

t < 0, (4)

zUt

zωt

� k
a

b

Aa

k
 

(1/1− a)

p
− (2a/1− a)ω(a+b/1− a)− 1

t > 0. (5)

From inequalities (4) and (5), it can be observed that the
utility function decreases as the sales price increases, but
increases as the fashion level increases. )e results given
above are consistent with common sense in the industrial
practice, so the assumption about the utility function of (1) is
reasonable.

2.3. Fashion Function. It can be noted from Section 2.2 that
both the consumers’ utility function and the market de-
mand for clothing are affected by the fashion level of the
clothing. )e complexity of this relationship arises a
primitive question: how to characterize the dynamics of the
fashion level? Motivated by the method used by Chen and
Xu [1], this paper provides a fashion level function to
describe the attenuation of the fashion level. )e fashion
level is given by

ωt � ω0e
− ηt

, (6)

where ω0 (ω0 > 0) is the initial fashion level and represents
the fashion level of the garments when they were launched. η
(η> 0) is the deterioration rate of fashion level, which means
the fashion level ωt decreases with time. We compare the
influence of different initial fashion levels on the fashion
level function. )e fashion level decreases with time;
however, the larger ω0 is, the greater the remaining fashion
level of fashion clothing at the same time.)is shows that the
initial fashion level has a significant delay effect on the
fashion of fashion clothing. In order to meet consumers’
personalized demands for fashion apparel products, retailers
can provide consumers with experiential services, such as
try-on, fashion display, and apparel collocation, to enhance
consumers’ psychological feelings about apparel fashion, so
as to improve the initial fashion level of clothing to a certain
extent.

Similarly, the fashion level deterioration rate η also has
an effect on the fashion level. )e smaller the η is, the slower
the fashion level attenuation will be. A large part of the
fashion level of an apparel depends on the fashion elements
contained in the apparel, such as style, color, design, material
technology, and decoration, and these fashion elements
determine the size of the deterioration rate η of the fashion
level of the apparel. )erefore, if retailers enhance product
design and increase investment in the creative design of
fashion elements through cooperation with suppliers, then
the fashion level of an apparel can be reduced and relatively
improved.

Substituting (6) into the demand equation (2) gives

D(p, t) �
Aa

k
 

(1/1− a)

p
− (1+a/1− a)ω(b/1− a)

0 e
(− bη/1− a)t

. (7)

0
t

T

I (t)

Q = I (0)

Figure 1: )e apparel inventory level.

Table 1: Notations and definitions.

p Selling price
s Experiential service investment
a Price preference coefficient
b Fashion preference coefficient.
h Holding cost
λ Coefficient of design efforts
B Fixed cost
CS Service cost
η Fashion deterioration rate
D Demand
I Inventory levels
Y Disposable income
Q Initial order quantity
c Order cost per unit
U Consumer utility
T Replenishment cycle
π Profit
ω0 Initial fashion level
ωt Fashion level
Cη Design cost
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Formula (7) shows that the demand for clothing depends
nonlinearly on the selling price and fashion level.

3. The Model

3.1. ,e Traditional System. )e traditional system refers to
the scenario in which the apparel retailer neither directly
provides the experiential service nor indirectly invests in
promoting the apparel enterprise to enhance the design
during the sales period. Under the traditional scenario, the
fashion level function is

ωt � ω0e
− ηt

. (8)

Substituting (8) into the (1) and (2), the utility function
and the demand function in this section can be expressed as
follows:

D1 �
Aa

k
 

(1/1− a)

p
− (1+a/1− a)ω(b/1− a)

t ,

U1 �
k(1 − a)

a

Aa

k
 

(1/1− a)

p
− (2a/1− a)ω(b/1− a)

t + kY.

(9)

From Figure 1, we can see that the inventory level I(t)

decreases due to consumers’ demand during the time in-
terval [0, T]. )e differential equation that represents the
inventory status is given by

dI(t)

dt
� − D1 � − p

− (1+a/1− a) Aa

k
 

(1/1− a)

ω(b/1− a)
0 e

(− bη/1− a)t
,

(10)

With the condition I(T) � 0, solving (10) yields

I(t) � p
− (1+a/1− a) Aa

k
 

(1/1− a)

ω(b/1− a)
0

·
1 − a

− bη
  e

(− bη/1− a)T
− e

(− bη/1− a)t
 .

(11)

)e following notations are defined to simplify the ex-
pression of the mathematical model:

G1 �
Aa

k
 

(1/1− a)

ω(b/1− a)
0

1 − a

− bη
e

(− bη/1− a)T
− 1 ,

G2 � h
Aa

k
 

(1/1− a)

ω(b/1− a)
0

1 − a

− bη
 

2

·
− bηT

1 − a
− 1 e

(− bη/1− a)T
+ 1 .

(12)

)e apparel retailer’s ordering quantity is given as
follows:

Q � I(0) � p
− (1+a/1− a)

G1. (13)

)e retailer incurs the following costs in a replenishment
period: (i) purchasing cost,

C1 � cQ + B � cp
− (1+a/1− a)

G1 + B, (14)

where c is per unity ordering cost and A is the fixed ordering
cost.

(ii) )e cumulative inventory-holding cost,

H � h 
T

0
I(t)dt � p

− (1+a/1− a)
G2, (15)

where h is unit inventory-holding cost per time unit.
In addition, the retailer’s sale revenue (SR) equals to the

selling price p times the sum of the demand during the
replenishment period, that is,

SR � pQ � p
− (2a/1− a)

G1. (16)

)erefore, total profit (denoted by π1(p)) during the
time interval [0, T] is given by

π1(p) � max
p≥0

SR − H − C1  � (p − c)p
− (1+a/1− a)

G1

− p
− (1+a/1− a)

G2 − B.

(17)

π1(p) is a function of p. Maximization of the formula
(17) with respect to p yields

p
(− 2/1− a)+1 − 2a

1 − a
 G1 + p

(− 2/1− a) 1 + a

1 − a
 cG1

+ p
(− 2/1− a) 1 + a

1 − a
 G2 � 0.

(18)

By simplifying formula (17), the optimal pricing can be
obtained:

p
∗
1 �

(1 + a) cG1 + G2( 

2aG1
. (19)

According to the analysis mentioned above, the fol-
lowing proposition can be obtained.

Proposition 1. When the retailer’s pricing p is the optimal
pricing p∗, the corresponding order quantity Q is also the
optimal order quantity Q∗.

Proof of Proposition: 1 the retailer’s optimal order quantity
Q∗ satisfies (zπ1(p)/zQ) � 0, Q is a function of p, and we get
zπ1(p)/zp � (zπ1(p)/zQ)zQ/zp. If p � p∗, there is zπ1
(p)/zp|p∗ � 0, and then, (zπ1(p)/zQ)zQ/zp � 0, zQ/zp �

− (1 + a/bη)(Aa/k)(1/1− a)p(− 2/1− a)ω(b/1− a)
0 (1 − e(− bηT/1− a)) <

0. Hence, zπ1(p)/zQ|Q∗ � 0. )ese steps complete the
proof. □

3.2.,e Experiential Service System. )e experiential service
system is based on the traditional system. Specifically, the
retailer invests in experiential services, such as try-on,
fashion display, and apparel collocation, in order to enhance
the consumer’s perception of the value of clothing fashion,
thereby enhancing the consumer’s psychological value.
Referring to the research on fresh perishable goods pres-
ervation investment in Li et al. [17] and Dye [25], this section
considers the effect of experiential service investment on
improving the initial fashion level of clothing. We assume
that the experiential service investment (denoted by s) is a
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continuous variable, s ∈ [0, +∞), which represents the ex-
periential service investment of the apparel retailer in unit
time. )e more the investment per unit time, the greater the
effort of retailers’ experiential service in unit time. In order
to be consistent with the law of diminishing marginal
returns, it is assumed that the effect of service investment on
fashion can be expressed as (2 − e− rs)ω0, that is, the initial
fashion degree increases with the increase of service in-
vestment, but the incremental value is smaller and smaller.
Hence, lims⟶∞(2 − e− rs)ω0 � 2ω0, that is, the initial
fashion degree ultimately reaches a limit value 2ω0. In other
words, we assume that the experiential service effort can
double the psychological recognition of the initial fashion.
)erefore, the fashion level function in an experiential
service system is given by

ω(t) � 2 − e
− rs

( ω0e
− ηt

. (20)

Experiential service means that the apparel retailer in-
curs the extra cost. )e experiential service cost is assumed
as follows:

Cs � τs
2


T

0
Ddt, (21)

where the positive parameter τ is the cost coefficient of the
experiential service effort. By substituting formula (20) into
(1) and (2), the demand function and consumer utility
function in the case of providing experiential services are
obtained as follows:

D2 �
Aa

k
 

(1/1− a)

p
− (1+a/1− a)ω(b/1− a)

0 2 − e
− rs

( 
(b/1− a)

e
− (bη/1− a)t

,

U2 �
k(1 − a)

a

Aa

k
 

(1/1− a)

p
− (2a/1− a)ω(b/1− a)

0

· 2 − e
− rs

( 
(b/1− a)

e
− (bη/1− a)t

+ kY.

(22)

According to (zU2/zs)> 0, the abovementioned con-
sumer utility increases with the experiential efforts provided
by the apparel retailer. Similar to that in Section 3.1, within a
single cycle t ∈ [0, T], we can obtain the inventory level I(t),
order quantity Q, sales revenue SR, inventory cost H, order
cost C1, and experience effort cost Cs in the case of providing
experiential service:

I(t) � p
− (1+a/1− a) Aa

k
 

(1/1− a)

ω(b/1− a)
0

1 − a

− bη
 

· 2 − e
− rs

( 
(b/1− a)

e
− (bη/1− a)T

− e
− (bη/1− a)t

 ,

Q � I0 � p
− (1+a/1− a) 2 − e

− rs
( 

(b/1− a)
G1,

SR � pQ � p
− (2a/1− a) 2 − e

− rs
( 

(b/1− a)
G1,

H � h 
T

0
I(t)dt � p

− (1+a/1− a) 2 − e
− rs

( 
(b/1− a)

G2,

C1 � cQ + B � cp
− (1+a/1− a) 2 − e

− rs
( 

(b/1− a)
G1 + B,

Cs � τs
2


T

0
D2(p, s, t)dt  � τs

2
p

− (1+a/1− a) 2 − e
− rs

( 
(b/1− a)

G1.

(23)

)erefore, the total profit (denoted by π2(p, s)) during
the time interval [0, T] is given by

π2(p, s) � max
p≥0,s≥0

SR − H − C1 − Cs ,

� p − c − τs
2

 p
− (1+a/1− a) 2 − e

− rs
( 

(b/1− a)
G1

− p
− (1+a/1− a) 2 − e

− rs
( 

(b/1− a)
G2 − B.

(24)

)e necessary conditions for the retailer to maximize the
total profit within a single cycle are

zπ2(p, s)

zp
� 0,

zπ2(p, s)

zs
� 0.

(25)

Maximization of formula (24) with respect to p yields
zπ2(p, s)

zp
�

1
1 − a

 p
− (2a/1− a) 2 − e

− rs
( 

(b/1− a)

· (1 + a) G2 + c + τs
2

 G1   − 2aG1p  � 0.

(26)

By simplifying formula (26), the optimal pricing can be
obtained as follows:

p
∗
2 �

(1 + a) G2 + c + τs2( G1( 

2aG1
. (27)

Maximization of the formula (24) with respect to s yields
zπ2(p, s)

zs
� p

− (1+a/1− a) 2 − e
− rs

( 
1− (b/1− a)

· p − c − τs
2

 G1 − G2 
b

1 − a
re

− rs


− 2τs 2 − e
− rs

( G1 � 0.

(28)

)e optimal experiential service effort level s∗2 of the
fashion apparel retailer satisfies the following equation:

bre
− rs

p − c − τs
2

 G1 − G2  � 2(1 − a)τsG1 2 − e
− rs

( .

(29)

Since both the equations (27) and (29) are highly
nonlinear, it is difficult to obtain accurate solutions. How-
ever, Newton’s iterative method can be used to find ap-
proximate solutions of equations in the real field, so we use
Newton’s iterative method to solve the system of simulta-
neous binary nonlinear equations. )e specific algorithm is
given in Section 3.4. By solving the model, the optimal
pricing and order quantity of the fashion apparel retailer can
be obtained in the experiential service system.

3.3. ,e Design Innovation System. In the era of pursuing
fashion and individuation, enhancing the design of fashion
clothing can improve the fashion level of products, further
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making the marginal value increasing the effect of con-
sumers on the valuation of garments. At the same time,
strengthening the design of fashion apparel will also affect
the supplier’s production methods, which will further
change the situation of coexistence and shortage of fashion
products and ultimately reduce the level of apparel inven-
tory. From the perspective of supply chain collaboration, the
retailer can order products from the supplier based on the
analysis of consumer purchase history data. Obviously, the
initial fashion level of garments plays an important role in
the retailer’s ordering decision. In order to obtain fashion
products with higher fashion levels, clothing retailers can
provide clothing manufacturers with product design inno-
vation subsidies, thereby improving the fashion level of
clothing and reducing the decay rate of fashion levels. A
smaller fashion level deterioration rate means a bigger
subsidy which is charged by the manufacturer to the apparel
retailer. )e design innovation cost Cη is introduced as
follows:

Cη � λ η − η1( 
2


T

0
Ddt, (30)

where the parameter λ> 0 represents the cost coefficient of
the design innovation cost. η represents the deterioration
rate corresponding to the standard design; η1 is an exoge-
nous variable controlled by the apparel retailer. )e smaller
the η1 is, the higher the fashion level of clothing is and the
more fashionable the apparel is, but the higher the cost of the
design subsidy will be.

)e fashion level function of the design innovation
system is

ωt � ω0e
− η1t

. (31)

Substituting (31) into the (1) and (2), the utility function
and the demand function in this section can be expressed as
follows:

D3 �
Aa

k
 

(1/1− a)

p
− (1+a/1− a)ω(b/1− a)

0 e
− bη1/1− a( )t

,

U3 �
k(1 − a)

a

Aa

k
 

(1/1− a)

p
− (2a/1− a)ω(b/1− a)

0 e
− bη1/1− a( )t

+ kY.

(32)

Similar to that in Section 3.1, the order quantity is

Q3 � p
− (1+a/1− a)

G3. (33)

Within a single cycle time t ∈ [0, T], the profit function
of the retailer can be obtained as follows:

π3(p) � max
p≥0

SR − H − C1 − Cη ,

� p − c − λ η − η1( 
2

 p
− (1+a/1− a)

G3 − p
− (1+a/1− a)

G4 − B,

(34)

where G3 � (Aa/k)(1/1− a)ω(b/1− a)
0 (1 − a / − bη1)(e(− bη1/1− a)T

− 1) and G4 � h(Aa/k)(1/1− a) ω(b/1− a)
0 (1 − a / − bη1)

2

(((− bη1T/ 1 − a) − 1)e(− bη1/1− a)T + 1).

π3(p) is a function of p. Maximization of the formula
(34) with respect to p yields the optimal pricing:

p
∗
3 �

(1 + a) cG3 + λ η − η1( 
2
G3 + G4 

2aG3
. (35)

As can be seen from equation (35), p∗3 is affected by η1 of
the fashion level through the enhanced design input, that is,
the optimal price of the apparel retailer is affected by the
deterioration rate which is determined by the apparel retailer
according to the actual situation of the market.

3.4. Fast FashionSystem. From the discussion of Sections 3.2
and 3.3, it can be observed that the apparel retailer not only
provides experiential services to enhance its initial fashion
but also increases design subsidy investment to reduce the
consumer’s psychological perception of the decay of clothing
fashion, both of which can affect the operation decision of
the clothing retailer. In this section, we analyze the impact of
combining experiential services and design efforts in a
fashion system. A fast fashion system employs both expe-
riential services and design efforts.

)e total profit of the fast fashion system is denoted by
π4. Specifically, we seek to answer the following question: are
experiential services and design efforts complements or
substitutes? If they are complements, then investing expe-
riential services in a design innovation system results in a
superadditive benefit: the incremental value of a fashion
system (the change in profit over a traditional system) is
more than the combined incremental value of experiential
services and design efforts employed in isolation, i.e.,

π4 − π1 > π2 − π1(  + π3 − π1( . (36)

Simplifying this expression, experiential service and
design efforts are complements if and only if π4 − π2 >
π3 − π1. For notational convenience, let Δπ42 � π4 − π2 and
Δπ31 � π3 − π1. If Δπ42 >Δπ31, then experiential service and
design efforts are complements. If Δπ42 <Δπ31, then expe-
riential service and design efforts are substitutes.

)e utility function and the demand function in the
fashion system can be expressed as follows:

D4 �
Aa

k
 

(1/1− a)

p
− (1+a/1− a)ω(b/1− a)

0 2 − e
− rs

( 
(b/1− a)

e
− bη1/1− a( )t

,

U4 �
k(1 − a)

a

Aa

k
 

(1/1− a)

p
− (2a/1− a)ω(b/1− a)

0

· 2 − e
− rs

( 
(b/1− a)

e
− bη1/1− a( )t

+ kY.

(37)

Considering the combined effect of experiential service
and design efforts, the profit of the retailer is
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π4(p, s) � max
p≥0,s≥0

SR − H − C1 − Cη − Cs ,

� p − c − τs
2

− λ η − η1( 
2

 p
− (1+a/1− a)

· 2 − e
− rs

( 
(b/1− a)

G3 − p
− (1+a/1− a)

· 2 − e
− rs

( 
(b/1− a)

G4 − B.

(38)

)e necessary conditions for the retailer to maximize the
total profit within a single cycle are

zπ4(p, s)

zp
� 0,

zπ4(p, s)

zs
� 0.

(39)

Maximization of formula (38) with respect to p yields
zπ2(p, s)

zp
�

1
1 − a

 p
− (2a/1− a) 2 − e

− rs
( 

(b/1− a)

· (1 + a) G2 + c + τs
2

 G1   − 2aG1p  � 0.

(40)

By simplifying formula (40), the optimal pricing can be
obtained as follows:

p
∗
4 �

(1 + a) G4 + c + τs2 + λ η − η1( 
2

 G3 

2aG3
. (41)

)e optimal experiential service effort level s∗4 of the
fashion apparel retailer satisfies the following equation:

bre
− rs

p − c − τs
2

− λ η − η1( 
2

 G3 − G4 

� 2(1 − a)τs 2 − e
− rs

( G3.
(42)

Since both the equations (41) and (42) are highly
nonlinear, it is difficult to obtain accurate solutions. We use
the Newton iteration method to search and solve the design
algorithm of (41) and (42).

Step 1: let f1 � zpπ4(p, s) � 0 and f2 � zsπ4(p, s) � 0,
and the abovementioned simultaneous equations are
denoted by f

→
( x

→
) � 0, where x

→
� (p, s)T,f

→
( x

→
) �

(f1, f2)
T. )e Jacobian matrix of f

→
( x

→
) is denoted by

J( x
→

).
Step 2: it is assumed that x

→(i)
� (p(i), s(i))T is the

solution to step i iteration of f
→

( x
→

) � 0; thus,
x
→(i+1)

� x
→(i)

− [J( x
→(i)

)]− 1 f
→

( x
→(i)

).
Step 3: it is begun with i � 1 and the initial trial value of
p(i) � p1,s(i) � s1.
Step 4: x

→(i)
� (p(i), s(i))Tand x

→(i+1)
� (p(i+1), s(i+1))T

are calculated.
Step 5: Ifmax |pi − pi+1|,|si − si+1| <10− 6,then(p∗,s∗)T �

(p(i),s(i))T is set and proceeded to Step 6. Otherwise,
i� i+1 is set and we go to Step 4.
Step 6: Using this algorithm, we obtain the optimal
solution (p∗, s∗). We can obtain and π∗4(p, t1) using
that in (38).

4. Numerical Analysis

To illustrate the solution procedure and the results, let us
apply the proposed algorithm to solve following numerical
example. )e results can be obtained by applying the
software Matlab2016a. We set k � 0.5, a � 0.35, b � 0.65,
c � 1.5, h � 0.5, r � 0.5, A � 120, ω0 � 0.8, T � 15, Y �

10000, η� 0.015, and τ � 1, λ� 2.

4.1. Optimal Solutions. Figure 2 shows that the profit π1 of
the retailer is a strictly concave function of the selling price p

in the traditional system. As shown in Figure 2, the global
maximum can be obtained at the local maximum point, that
is, there exists an optimal sales price. )e scenario of the
design innovation system is similar to that of the traditional
system. As can be seen from Figure 3, the profit function π2
is strictly concave in (p, s). )erefore, we ensure that a local
maximum is the global maximum. )e scenario of the
fashion system is similar to that of the experiential system.
Hence, we can conclude that the maximum searched by the
algorithm could be viewed as the optimal solution of the
problem.

4.2. Impact of the Preference Combinations (a, b). In the case
of providing experiential services, in order to better explain
the model, we specifically analyze the impact of experiential
service efforts and prices on retailer decisions under different
combination preferences. From Table 2, it can be observed
that when consumers’ fashion preference for apparel b is
greater than price preference a, the retailer should invest
more in experiential service efforts to improve the initial
fashion of the apparel. At this time, the sales price is
gradually increasing. On the contrary, consumers have little
preference for clothing fashion, and retailers lack the in-
centive to invest in service.

4.3. Impact of the Deterioration Rate (η). Next, we will an-
alyze the impact of the fashion level deterioration rate η1 on
the retailer’s decision-making in the case of enhancing
design. Note that η1 is exogenous variables. Here, we adjust
the value of η1 such that it varies from 0.007 to 0.015 at a step
of 0.001 and keep the values of other parameters unchanged,
as shown in Table 3. We can see from Table 4 that when
η1 � η � 0.015, the design cost function is Cη � 0. It repre-
sents that the apparel retailer did not invest in fashion
design, which is equivalent to the traditional system. With
decrease in η1, that is, the increase in fashion design reduces
the deterioration rate of the fashion level of an apparel, the
price and order quantity are correspondingly enhanced, and
the consumer’s utility and retailer’s profit are also increased.
However, when η1 reaches 0.009, the order quantity of the
retailer does not decrease, and the profits and consumers’
utility reach an inflection point and, then, start to decrease.
)is is because of the decrease in fashion deterioration rate
benefits from the design that enhances fashion. When it is
reduced to a certain extent, the cost of the effort to enhance
the design rises rapidly, and the retailer shares part of the
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design cost through the order volume, thus offsetting part of
the sales revenue. )erefore, investment in fashion design
needs to be within a certain range. )e optimal design in-
vestment can reduce the deterioration rate of the fashion
level and increase the profit at the same time. However,
excessive emphasis on the fashion level will inevitably in-
crease the investment in fashion design and indirectly affect
the income of the apparel retailer.

We have analyzed the impact of experiential service
investment and design efforts on apparel retailers’ opera-
tional decisions. Next, we analyze whether experiential

service and design efforts are substituted or complementary.
Consider four different scenarios: the basic scenario (the
case where the apparel retailer provides neither experiential
services nor enhanced design), the experiential service
scenario alone, the enhanced design scenario alone, and the
experiential service and enhanced design combination due
to the retailer’s revenue are affected by the fashion level of
clothing, so this paper will discuss the impact of the fashion
deterioration rate on the optimal profit and, then, analyze
whether the experiential services and design efforts are an
alternative relationship or a complementary relationship.
)e sensitivity analysis of the deterioration rate results is
shown in Table 4.

Table 4 shows that the profits π∗2 , π∗3 , and π∗4 are always
larger than the profit π∗1 in the traditional system.)is result
indicates that investing in experiential services alone,
product design innovation alone, or implementing both
strategies can help apparel retailers increase profits. Besides,
the profit π∗4 of the fashion system is larger than the ex-
periential one π∗2 until the deterioration rate of the fashion
level reaches a certain threshold η1 � 0.015. In other words,
when η1 is small (η1 ∈ (0.01, 0.015)), π∗4 > π∗2 , the retailer will
further improve profits by offering design efforts on the basis
of providing experiential service. Experiential service and
promotion efforts are complements. When η is relatively
large (η ∈ [0.015, 0.02)), π∗4 < π∗2 , and this is in contrast to
previous policies. Moreover, we conduct a sensitivity
analysis of the deterioration rate of the fashion level, which is
shown in Figure 4.

As we can see from Figure 4, when η1 is relatively large
(π∗4 < π∗2 ), Δπ42 <Δπ31. )us, experiential services and
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Figure 2: )e effect of price on profits.
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Figure 3: Impact of price and experiential services on profitability.

Table 2: Impact of different preference combinations on the de-
cisions of the apparel retailer.

a b p∗ s∗ Q∗ U∗ π∗2
0.7 0.3 6.21 0.22 9628.48 5894.40 10427.28
0.65 0.35 6.52 0.27 3128.75 5376.36 4205.38
0.6 0.4 6.89 0.32 1316.38 5203.17 2146.34
0.55 0.45 7.65 0.41 456.02 5104.68 981.60
0.5 0.5 7.88 0.44 364.71 5092.65 838.56
0.45 0.55 8.53 0.44 224.99 5076.01 607.69
0.4 0.6 9.49 0.60 137.85 5060.13 440.46
0.35 0.65 10.71 0.70 89.06 5052.76 339.29

Table 3: Impact of the deterioration rate on retailer’s decisions.

η1 p∗ Q∗ U∗ π∗3
0.015 6.485 2949.128 5385.960 3936.917
0.014 6.497 2945.019 5388.597 3938.682
0.013 6.509 2941.004 5391.256 3940.559
0.012 6.521 2937.083 5393.937 3942.549
0.011 6.533 2933.256 5396.639 3944.654
0.010 6.545 2929.523 5401.960 3946.873
0.009 6.521 2962.014 5403.748 3949.207
0.008 6.533 2966.497 5398.173 3947.658
0.007 6.545 2967.293 5395.626 3945.225

Table 4: Impact of the deterioration rate on the optimal profit.

η1 π∗1 π∗2 π∗3 π∗4
0.02 3936.917 4215.028 3929.758 4205.302
0.019 3936.917 4215.028 3930.970 4207.012
0.018 3936.917 4215.028 3932.292 4208.839
0.017 3936.917 4215.028 3933.723 4210.783
0.016 3936.917 4215.028 3935.264 4212.846
0.015 3936.917 4215.028 3936.917 4215.028
0.014 3936.917 4215.028 3938.682 4217.330
0.013 3936.917 4215.028 3940.559 4219.752
0.012 3936.917 4215.028 3942.549 4222.296
0.011 3936.917 4215.028 3944.654 4224.962
0.010 3936.917 4215.028 3946.873 4227.751
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design efforts are substitutes. Moreover, the difference be-
tween Δπ31 and Δπ42 is increasing in η1. When η1 is large
(costume designing is relatively poor), the substitution effect
is dramatic. )is occurs because the larger the deterioration
rate η1 is, the faster the fashion level ω(t) fading is. If the
costume’s design is relatively poor, it is difficult for the
apparel retailer to improve the fashion level of clothing by
providing experiential services. )ese apparels are very
outdated, resulting in backlog. Besides, when η1 is relatively
small (π∗4 > π∗2 ), Δπ42 >Δπ31. )us, experiential services and
design efforts are complementary. Moreover, the difference
between Δπ31 and Δπ42 is decreasing in η1. When η1 is small
(the design of the clothing is very novel), the complemen-
tarity effect is dramatic. )is occurs because the smaller the
deterioration rate η1 is, the slower the fashion level ω(t)

fading is. If the design of the clothing is very novel, the
clothing retailer can enhance the brand by providing ex-
periential services, thereby attracting more consumers to
purchase products and obtain more profits.

5. Conclusions

)e decline in the fashion level of fashion for fashion apparel
has caused its market value to continuously decrease, re-
ducing market demand and creating a backlog of clothing
inventory. )e demand for fashionable clothing is deter-
mined by the selling price and fashion degree of clothing
during the selling period. Under these backgrounds, the
apparel retailer invests in experiential services, such as
providing virtual and physical try-on, to improve the fashion
level of apparel and, thus, to increase the demand. On the
other hand, the fashion apparel adopts a design innovation
strategy, that is, the apparel manufacturer improves the
innovative design of the apparel according to the require-
ments of retailers in order to produce an apparel that meets a

certain attenuation criterion. We present a modeling
framework that allows us to capture and isolate the key
aspects that define a fast fashion system: experiential service
and design efforts. By employing this approach, we analyze
four potential operating systems—a traditional system
(without experiential service and design efforts), experiential
service system, design efforts system, and fast fashion sys-
tems (with experiential service and design efforts). We
characterize the properties of the optimal solution (the
selling price and experiential service investment) in each
case and propose an iterative algorithm. )is paper focuses
on discussing the issue of whether experiential service and
design efforts are complements or substitutes. We find that
when the deterioration rate of the fashion level is relatively
small, the incremental value of a fashion system (the change
in profit over a traditional system) is more than the com-
bined incremental value of experiential service and design
efforts employed in isolation. In other words, the interaction
of experiential service and design efforts has a comple-
mentarity effect when the design of the clothing is relatively
novel.

In the proposed inventory model, the price was assumed
as a static variable. As we all know, price strategy, as an
important factor in the success of the business of the modern
firms, has a significant effect on the consumers’ demand.)e
static price strategy ignores the fashion attribute of fashion
apparel, which has been declining over time. In fact, dy-
namic pricing is a powerful tool to manage the demand of
different quality level products. )erefore, according to the
time-varying characteristics of fashion clothing, how to
implement the time-varying dynamic pricing strategy would
be worth exploring in the future. Besides, this paper con-
siders the deterministic situation that we may also consider
the stochastic demand in the model. )e pricing and ex-
periential service investment policy in the supply chain of
fashion items should also be considered. Last but not the
least, it would be useful to test our results through qualitative
research and case studies.
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Coke is an indispensable and vital flue for blast furnace smelting, during which it plays a key role as a reducing agent, heat source,
and support skeleton. Models of prediction of coke quality based on ANN are established to map the functional relationship
between quality parametersMt, Ad, Vdaf, St,d, and caking property (X, Y, and G) of mixed coal and quality parameters Ad, St,d, coke
reactivity index (CRI), and coke strength after reaction (CSR) of coke. A regularized network training method based on Sigmoid
function is designed considering that redundancy of network structure may lead to the learning of undesired noise, in which
weights having little impact on performance and leading to overfitting are removed in terms of computational complexity and
training errors. &e cascade forward neural network with validation is found to be the most suitable one for coke quality
prediction, with errors around 5%, followed by feedforward neural network structure and radial basis neural networks. &e
cascade forward neural network may play a guiding role during the coke production.

1. Introduction

With the growing trend of large-scale blast furnace, smelting
effect of blast furnace and its economic and technical in-
dicators are more deeply influenced by the quality and
performance of coke [1]. Unfortunately, various types and
proportions of mixed coal can lead to different coke quality
[2]. In that case, it is of significance to study the relationship
between physical and chemical properties of mixed coal and
that of coke in controlling the coke quality.

Due to multidimension, being dynamic, incompleteness,
and uncertainty, the data of coking test is difficult to collect
and handle, and this makes the actual production process
still in an unscheduled and irregular state and causes the
occurrence of the “rich data and poor knowledge” phe-
nomenon [3]. Rule data mining technology is capable of
finding the potential link between historical data, promoting
information transmission, digging knowledge from data,
and providing decision basis [4]. Numerous researches and
experiments have been carried out in response to coke

quality prediction. Alvarez, R et al. predicted the CSR
property of coke using the law of addition [5]. Roest et al.
used different statistical analysis tools (MLR and PCR) and
the ANN technique to solve the same problem [6]. Using the
thought of coal blend with petrography, Tao Peisheng
guided the coke quality prediction and determination of the
coal blending ratio based on coal-rock phase composition
and reflectance pattern of single coal while taking into ac-
count coal maceral and coke strength, etc. [7]. Although the
above studies enrich the theory of coke quality prediction
models, rare deep data rule mining is adopted for relevant
data [8]. A large number of models predicting coke quality
have been proposed up to now, a majority of which are
merely based on coal characteristics and limited to the same
coal geography origin, but no general applicable prediction
formula has been developed up to now [9].

&e statistical law of abundant coking testing data in-
dicates the extremely strong nonlinear relationship between
the physical and chemical properties of coke and that of
mixed coal [10]. A variety of existing artificial coal blending
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plans are inefficient and the application of corresponding
results is quite poor, which fails to meet the production need
of modern enterprises [11]. Fortunately, the adoption of
neural network technology can decrease time consumption
and reduce economic costs through rule mining of the
experimental data and rationally predicting the physical and
chemical properties of coke from mixed coal.

&e application of data rule mining techniques is here
and there right now. It becomes an important mission of
interdisciplinary researchers in coking industry and math-
ematical application fields to guide the data mining process
and draw meaningful results using the professional
knowledge in coking industry.

2. Factors Affecting Coke Quality

In steel industry, coke as a fuel has been used to provide heat
for the melting of slag and metal [12]. Coke is also used as a
reduction agent to reduce iron ore to elemental iron. Hence,
the parameters influencing the coke property are of great
importance [5]. Coke production is shown in Figure 1. First
of all, the raw materials are collected from the raw material
yard to themixing warehouse, crushed by a crusher, then put
into a coke oven for calcination, and finally put into a blast
furnace for smelting.

2.1.MixedCoal Properties. &e properties of mixed coal play
key roles in determining the coke quality. Moisture, ash,
volatile, sulfur, and caking property affect it in different
degrees. Table 1 shows the range of content of mixed coal
corresponding indicators and the impact on coke
production.

2.1.1. Full Moisture (Mt). It is the sum of intrinsic and
external moisture in coal. Too much moisture content is bad
for processing and transportation; it also deteriorates
thermal stability and thermal conductivity when burning,
reduces the coke yield, and extends the coking cycle when
coking. Hence, it is specified to be below 8% [13].

2.1.2. Ash (Ad). Ash in coal remains in coke after coking.
Too much ash will lead to sudden drop of the cold state
strength, the increase of residue in a blast furnace, and finally
production reduction. Ash in coke can be guaranteed within
the required range only if the ash in mixed coal is controlled,
and the ash in coke is generally 1.3-1.4 times that in mixed
coal. So the ash of mixed coal in general is controlled be-
tween 9% and 10% [1].

2.1.3. Volatiles (Vdaf ). &e metamorphism of coal can be
reflected through volatiles. &e volatiles can be calculated
roughly on a weighted average basis according to the volatile
of single coal. &e product yield of coking gas and chemical
products can be improved by appropriately adding high
volatile coal, with the best content being controlled in the
range of 24%–30% [14].

2.1.4. Sulfur Content (St, d). Sulfur content is the harmful
component in coke, most of which is brought into the blast
furnace by coke. &e sulfur content of pig iron is directly
affected by it, and the quality of pig iron is declined.
&erefore, the control of sulfur content is indispensable.
Related study [15] shows that 60%-70% sulfur content from
coal is transferred into coke, the inorganic sulfur in coal is
transferred into coke as sulfocompounds, and the remaining
part stays in ash in the form of sulfate and sulfide. &e coke
rate of mixed coal is 70%-80% usually, while the sulfur
content in coke is 80%-90% of that in coal [16]. &us, the
sulfur content of the mixed coal should be constrained in the
range of 0.6%-0.7%.

2.1.5. Caking Property. Caking property refers to the ability
of coal forming plastic substance during coking, which
serves as a necessary condition in coking process and affects
the coking property of mixed coal [17]. It commonly can be
reflected by three indexes, X, Y, and G in glial layer. Among
them, shrinkage X can be used to estimate whether the final
shrinkage of coal can cause difficulty of coke pushing, the
maximum thickness of the glial layer Y indicates the amount
of liquid produced with the mixed coal, and the bond index
G, to a certain extent, reflects the content of the gum. So, the
caking property of mixed coal can be measured by the
mentioned indicators.

2.2. Index Assessing the Coke Quality. Coke provides heat
and reducing gas, occupying an important position in the
furnace. &e hot strength (coke reactivity index CRI and
coke strength after reaction CSR) is a main index in quality
judgment of coke, and so are ash, sulfur, and volatile [15, 17].

2.2.1. Ash (Ad). Ash in coke is mainly composed of SiO2,
Al2O3, and other acidic oxide composition with highmelting
point. In the blast furnace refining slag discharge requires a
lot of solvent to reduce the melting point of the compound
[18]. &e ash content of the coke all comes from mixed coal.
&e higher the ash content, the less the carbon content of the
coke, the more solvent required, the more slag, and the lower
yield [19]. &e ash in coke is an inert component, and it will
reduce the caking property of mixed coal, increase the coke
crack, and reduce the coke mechanical strength. At the same
time, the alkali metal oxide in the ash component also
catalyzes the CO2 reaction of the coke and increases the CO2
reaction rate.

2.2.2. Sulfur Content (St,d). 80%–85% of sulfur content in
coke, as one of indicators affecting coke quality, comes from
the mixed coal. It influences the sulfur content in steel from
the blast furnace smelting and the design of the blast furnace
and destroys the environment severely [20].

2.2.3. Hot Strength of Coke. &e coke supplies heat and
carbon in the blast furnace, serving as a reducing agent for
the furnace reaction; its hot strength is a mechanical strength
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index reflecting the thermal performance [21].&is indicator
characterizes the ability to resist crushing and abrasion
subjected to thermal stress and mechanical force at specific
temperature and atmosphere. &e thermal performance is
commonly denoted by coke reactivity index (CRI) and coke
strength after reaction (CSR). &e lower the CSI and the
higher the CSR, the better the thermal performance of coke.
At the same time, they are the most critical parameters used
to evaluate the high temperature performance of coke [22].

3. Neural Networks Based on
Domain Knowledge

Neural networks are often merely trained and generalized in
data-driven mechanisms. However, it helps to speed up the
search of approximation and improve the prediction quality
if adding priori knowledge (including knowledge such as
symmetry, invariance common sense, and so on) of the
desired approximation function to networks. Domain
knowledge focuses on the investigation of important issues
or concepts in the located fields, as well as the interrela-
tionships of them, which can make up for the shortcomings
of unclear directivity and unexplainable results.

Based on the current situation that high-quality coking
coal resources are relatively scarce, a multicoal source
coking method is proposed. Considering that the nonlinear

relationship between parameters of mixed coal and coke
determined by the inherent properties of coking envi-
ronment, process and chemical reaction, cannot be de-
scribed accurately by functions simply, neural networks are
very suitable for coke quality prediction in coking systems,
which avoids the function description between system
characteristic indexes and dependent variables, gets rela-
tionship between input and output according to memory
and feature extraction, and has features of generalization,
distributed knowledge storage, associative memory, and
parallel processing.

3.1. Multilayer Feedforward Backpropagation (FB) Network.
&e pretreated samples are randomly presented to the
neural network in traditional algorithm, and the output
signals of neurons are revealed through forward recursion
next [23]:

yq � f vq  � f uq − θq  � 
n

j�1
wqjxj − θq

⎛⎝ ⎞⎠. (1)

&e parameters are corrected in the negative gradient
direction in terms of the selected error energy function ζ
(n)� f (ej (n)) after obtaining the error signal ej (n)� dj (n) −

yj (n) from comparing the expected value and the actual
output [23].

Raw material yard

Mixed warehouse

Crusher

Gas

Coke oven

Melangeur

Blast furnace

Figure 1: Coke production.

Table 1: &e range of content of mixed coal corresponding indicators and the impact on coke production.

Index of mixed
coal Range (%) Effect

Mt 0<< 8 Bad for processing and transportation, deteriorates thermal stability and thermal conductivity when
burning, and reduces the coke yield and extends the coking cycle when coking.

Ad 9<< 10 Leads to sudden drop of the cold state strength, the increase of residue in a blast furnace, and finally
production reduction.

Vdaf 24<< 30 &e product yield of coking gas and chemical products can be improved by appropriately adding high
volatile coal.

St,d 0.6<< 0.7 &e sulfur content of pig iron is directly affected by it, and the quality of pig iron is declined.

Complexity 3



w
(s)
ji (k + 1) � w

(s)
ji (k) + η(s)δ(s)

j y
(s− 1)
j ,

δ(s)
j �

ej(n)ϕj
′ vj(n) , j is the putput node,

ϕj
′ vj(n)  

k

δk(n)wkj(n), j is the hidden node.

⎧⎪⎪⎨

⎪⎪⎩

(2)

Another algorithm is investigated owing to the slow
convergence of the original one, which can be roughly di-
vided into the following:

(1) Heuristic improved algorithms, including back-
propagation with momentum updates, search con-
vergence method, and bulk update of variable
learning rates

(2) Numerical optimization techniques, including con-
jugate gradient backpropagation, recursive back-
propagation based on least squares, and
backpropagation with adaptive activation function

&e concepts of sensitive area and its width of Sigmoid
function f(_) are discussed in literature [24]; each implicit
neuron has a corresponding respective sensitive area; di-
rections of neurons depend on that of the hidden node. &e
hidden nodes interact with each other in the feature space
formed by themselves, which affects the training perfor-
mance of neural network. &e input interval of hidden node
whose output is within (0, a) is defined as the a-level sen-
sitive area Aa of the node [25]:

Aa � x ∈ R
n×1

: 0<f x
T
w + θ < a , (3)

where x is the vector inputted into synapse, and its weights
are xj, j� 1, 2, . . ., n, x� [x1, x2, . . ., xn]T. xj is connected to
the neuron q through the weight of synapses wqj; the
nonlinear activation function f(_) is able to regulate the
amplitude of outputs and enhance abilities of classification,
function approximation, anti-noise jamming, and so on; θ is
the threshold to reduce the cumulative input of the acti-
vation function.

&e width of Aa is defined as [25]

Ga � Pa − P0 �
ln(a/(1 − a))

‖w‖
, (4)

where Pa and P0 represent the equivalent hyper-surface
when outputs f (xTw+ θ) of hidden nodes are a and 0, re-
spectively, and ‖w‖ is the L2 norm ofmatrixw (also known as
Euclidean norm).

3.2. Radial Basis Function (RBF) Network. &e function
approximation of the multilayer perceptron is realized by
nesting the weighted sums, and the RBF is itself a general
approximator following the interpolation theory, and it is
delicate and tight in the mathematical point of view.
Different from the random approximation of multilayer
perceptions, RBF based on radial basis functions includes
two stages in solving nonlinear mapping problems: high-
dimensional transformation and least squares estimation of
input samples. &e idea is to map the samples non-linearly to

high-dimensional space where the single weighted sum is
performed and eventually outputs results. Its rationality is
explained by the configurable Cover theorem. &e classical
training method is to train the hidden layer by using the
K-means clustering algorithm in unsupervised mode and
then to calculate the weight vector of the output layer using
the recursive least squares method. &e method has the
characteristics of simple calculation and accelerated conver-
gence. &e following calculation is carried out once the
samples are given:

(1) It is assumed that the training set φ(i), d(i) 
N
i�1 and

the number of iterations n� 1, 2, . . ., N are known
already. Initialize w(0) � 0, p(0) � λ− 1I, where λ is a
small positive number.

(2) For a given encoder C, minimize the total clustering
variance 

K
j�i C(i)�j‖xi − μj‖

2 according to the

clustering mean μj 
K

j�1, resulting in the clustering

mean μj 
K

j�1, and minimize the encoder
C(i) � argmin1≤j≤k‖x(i) − μj‖

2. Repeat the step
until the clustering result remains unchanged.

(3) Calculate p(n) � p(n − 1) − (p(n − 1)Φ(n)ΦT(n)

p(n − 1)/1+ ΦT(n)p(n − 1)Φ(n)), where p (n)�R− 1

(n), and R (n) is the K×K order related function of
the hidden units: R(n) � 

n
i�1 ϕ(xi)ϕ

T(xi), ϕ(xi) �

[φ(xi, x1), φ(xi, x2), ...,φ(xi, xk)]T; among them,
φ(xi, xj) � exp(− (1/2σ2j)‖xi − xj‖

2) j� 1, 2, . . ., K.
(4) g (n)� p (n)·Φ (n).
(5) a(n) � d(n) − wT(n − 1)Φ(n).
(6) w(n) � w(n − 1) + g(n)a(n): the weight vector of

the output layer is obtained.

3.3. Algorithm to Better the Neural Network Generalization.
&e training process of the network can be regarded as the
process of constructing the fitting curve. &e network is of
pretty good generalization when the mapping calculated by
it is correct although inputs are beyond the training samples.
&ere appears overfitting phenomenon with redundant
network structure in which the extra synapses memorize
unexpected characteristics of information. It can be readily
seen that the wider the sensitive area defined by (4) is, the
stronger the node generalization ability is. In addition, the
ideal function is the smoothest function of approximation
and mapping functions for a given error, taking up fewer
computing resources. And the process of seeking for it is
called network pruning. In this section, a regularized net-
work training algorithm based on the sensitive area of
Sigmoid function is developed, and the specific process is
shown in Figure 2.
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&e sensitive area of the activation function proposed in
equation (4) is introduced to the mean square error per-
formance function:

ς(n) �
1
2


k∈C

e
2
k(n) − Ga(n), (5)

where the neuron k is an output node.

&e wider the sensitive area is, the stronger the gener-
alization ability of the node is. &e parameters in the parallel
network are modified considering the distribution of sen-
sitive areas and the anti-jamming ability of the network.
&en excess weights, that is, the weights having little impact
on performance and leading to overtraining, are removed in
the pruning process using the second-order information of
the error function and considering the complexity and the

Training samples {(x (n), d (n))}n
N initialize the synaptic

weights and thresholds

Randomly present (x (n), d (n)) as input

Partial induced range v(l)(1)(n) = ∑ w(l) yi
(l–1)(n)jij

Partial
gradient j (n) = δ(l)

Stop criteria met
No

No

Stop trimming when no synaptic weights can be deleted anymore

Yes

Yes

Calculate
the vector

Amount synaptic
weights

Δw = –wi/[H–1]i,j H–1I

Stop iteration

Is Si << ξ

H–1 (n) = H–1 (n – 1) – H–1 (n – 1) ξ (n) ξT (n) H–1 (n – 1)/1 + ξT (n) H–1 (n – 1) ξ (n)

j je(L) (n) φ′j (v(l)(n))

j k kjφ′j (v(l)(n)) ∑ δ(l+1 ) (n) w(l+1 ) (n)

ji ji ji j i iw(l) (n + 1) = wl (n) + α[w(l) (n – 1)] + ηδ(l) (n) y(l–1) (n) – φ′j (vj
 (n))/|| w || (1 – y(l))

The neurons j on the output layer L

The neurons j on the hidden layer l

Define the layer weights based on the delta rule:

Si = w2
i /2[H–1]i,j

ξ (n) = 1/√N ∂F (w, x (n))/∂w

i

i

Figure 2: &e regularized network training algorithm based on the sensitive area of Sigmoid function.
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training error performance. &e final parameters then make
it possible to minimize the growth of performance functions
when removing them away, which are ideal compromises
considering complexity and error performance, and they can
further enhance generalization capabilities.

&e training is actually a fitting process of nonlinear
inputs and outputs, and the generalization of network can be
seen as the nonlinear interpolation of the verification data. It
is said that the network loses the ability to generalize in other
samples when overfitting occurs. Numerous hidden units in
a cascade network are likely to store toomuch noise effect. In
that case, it is of necessity to use cross-validation.

Check the verification error in the corresponding
parameters state under the set viewing cycle, and enter the
next cycle if passing the validation. &e training error
converges along with the increase of training times, while
the validation error monotonically decreases and then
rises. &e network starts to capture the noise information
after crossing the minimum point. Hence, the state is
regarded as the stopping criterion to reduce the occur-
rence of overfitting.

4. Coke Quality Prediction Model

4.1. Data Preprocessing. In general, the direct input of un-
treated data is not optimal. For example, the finite limit of
the logistic activation function is (0, 1), but the sample value
is tremendous compared with its finite limit, which results in
the function being almost saturated and the training being
stagnated. In addition, the backpropagation algorithm is
similar to the LMS algorithm, of which the calculation time
is heavily dependent on the condition number λmax/λmin.
&e λmax/λmin of nonzero mean input is bigger than that of
the zero-mean input.

Hence, it is required that mean value of the data on the
entire training set is close to 0. &e conventional processing
is the mean centering and variance regulation. Let the input
and output modes A ∈ Rn×m, C ∈ Rp×m be arranged by
columns, calculate the mean value of the n-th row of A and
the p-th row of C, and subtract this mean value in each row.
Calculate the variance of the n-th row in A and the p-th row
in C, and divide the corresponding values in each row. &e
processing of the input matrix A and the output pattern
matrix C should be synchronous.

4.2. Multilayer Feedforward Backpropagation Network.
&e parameters of mixed coal are selected as inputs and the
coke quality as outputs in the FB model shown in Figure 3;
cascade forward network can be used to solve more complex
problems and improve the training precision, in which each
subsequent layer is connected to the input layer and the
adjacent one and the output is directly influenced by the
input layer.

&e excitation function is used to process the result of the
summer, and the nonlinear function is generally used to
maximize the efficiency of the network. In this paper, the
logsig and tansig functions are used to perform the com-
bination trial and error.

In the cascade forward backpropagation (CF) structure,
it can be seen that the accuracy and fit effect that the training
method can obtain are better than that of other training
functions; hence, it is fixed as the training function in this
paper.

&e number of hidden nodes depends on the number of
training samples, the size of the noise, and rules hidden in
data. Commonly, it is best for the number of hidden nodes to
be twice the number of input layers. It is illustrated by lots of
tests carried out for 12–16 nodes in a single hidden layer that
16 nodes produce the best prediction result.

4.3. RBF. N samples are given in advance and the parameter
r specifies the division between the training set ℓ′ and the
verification one ℓ″. &en, there are (1− r) N samples in ℓ′ and
rN samples in ℓ″. It is a good choice that the parameter r
remains at a fixed value of 0.2 according to the simulation
experiment by Keams; that is, the training set is assigned
80% of the samples and the remaining samples are dis-
tributed in the validation set ℓ″.

&e number of input nodes depends on the dimension of
the input vector x, written as m0.

&e hidden layer sizem1 is determined by the number of
planned clusters, controlling the network performance and
the computational complexity.

&e clustering mean μj is obtained via the clustering
algorithm and serves as the center of the basis function φ (xj)
which is known as xj.

σ � dmax/2K is the extended parameter, where dmax de-
notes the maximum distance between the centers ensuring
that the hidden layer unit is neither too sharp nor too flat.

5. Simulation Results and Analysis

800 sets of mixed coal quality parameters and their corre-
sponding coke quality indexes are randomly selected from
the 1000 sets of preprocessed data to train FB, CF, and RBF
networks, respectively.

5.1. Results and Analysis of Training Results. RBF can meet
the conditions required by the Cover theorem. &e ad-
justment of weight and threshold is considered by functions
newrbe and newrb in constructing the network, so there are
no specific training and learning functions for the network.
In that case, only the training results of FB and CF networks
are compared through error curves in Figures 4 and 5:

As can be seen from the figure, the results of training,
verification, and test of the two networks basically remain
consistent. Under almost identical iteration number, the
performance of cascade forward network reaches 0.01,
showing a slightly better behavior than that of the forward
network (0.05) with the training time being close, while the
prediction errors of both networks are comparatively small
on the whole.

5.2. Results and Analysis of Prediction Results. &e
remaining 200 sets of mixed coal quality parameters are
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utilized to predict the coke quality by the above trained
networks, and predictions of ash, sulfur, CRI, and CSR are
shown in Figures 5–8. Prediction errors of 5% and 10%
represent different levels of accuracy required by the
business.

&e line with the symbol of “◃” in Figures 6–9 denotes
the error margin of 10%, &e line with the symbol of “▹” in
Figures 6–9 denotes the error margin of − 10%, the line with
the symbol of “▵” represents that of 5%, the line with the
symbol of “▽” represents that of -5% and the line with the
symbol of “○” represents that of 0%.&e symbols of “×“, “− ,”
and “|” show the prediction results of the FB, CF, and RBF
networks, respectively.

Only three sets of ash prediction error are more than
10% in the FB, CF, and RBF networks, while the error
between 5% and 10% exists in 51, 29, and 48 sets, respec-
tively. &ere are 13 and 12 sets in the FB and the RBF
networks, respectively, while there is one set in the CF
network with the prediction error being more than 8%. It
can also be illustrated from Figure 6 that the predictive
values of CF network are closer to the 0% error margin line
as a whole compared to the results of FB and RBF networks.
Hence, the conclusion obviously can be drawn that the CF
network performs much better than the others in terms of
ash prediction.
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Figure 3: &e structure of FB network.
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&e prediction errors of sulfur content of three networks
are all within 10%, and errors of 54, 17, and 27 sets are
beyond 5%, respectively. &e forecast of sulfur content is
more excellent than that of ash and the RBF is better than BP
for prediction. It can also be seen from Figure 7 that the
number of the predictive values of CF network outside the
5% error margin line is significantly less than that of FB and
RBF networks. &e CF network behaves excellently in the
completion of sulfur content prediction.

&e errors are also controlled within 10% in the three
networks as for the CRI index, 29, 10, and 32 sets of samples
among them having the errors over 5%.&e prediction effect
of CRI is much better than that of the former indicators. It is
shown that the number of the predictive values of FB and

RBF networks outside the 5% error margin line is signifi-
cantly greater than that of CF network and a majority of
errors of CF are within the 5% error margin line.

&e prediction of FB network is not so good for CSR,
with 10 sets having errors between 10% and 15%, while there
are only 2 sets in two other networks with the same errors.
With 62, 19, and 24 sets of errors over 5%, respectively, in the
three networks, the overall prediction effect of CRI is worst
among the predictions of the four properties. It is shown that
most of the predictive values of FB network are distributed
between the 5% and 10% error margin line, and the effect is
comparatively poor; values of CF network near the yellow
line are slightly more than that of RBF. Hence, the CF
network is quite suitable for the prediction of the data
structure selected in this paper.
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It can be concluded in general that the prediction results
for the four properties are satisfactory and the prediction
accuracy is relatively high, with the best prediction effect for
the CRI and the most disappointing predictive result for the
CSR.&e cascade forward network performs best among the
three networks with most errors controlled within 5%, while
the forward BP behaves the worst, as its most prediction
errors vary from 5% to 10% and even over 10%.

6. Conclusions

&ree networks for coke quality prediction were proposed
based on the forward backpropagation network, the cascade
forward backpropagation network, and the radial basis
network and the corresponding results were compared,
respectively. It is shown that the prediction of the CRI is
closest to the actual values with errors within 10% in all three
networks, better than that of the CSR with errors between
10% and 15% in 14 sets of samples. &e prediction errors for
the four properties are all within 15% and it can be said that
the three networks all have a relatively high prediction
accuracy. When it comes to the network structure, the
cascade forward network behaves best with errors mostly
controlled within 5%, which acts as an excellent guide during
the coke production to some extent. It is the additional
connection between each layer and the front ones that
ensures the prediction accuracy. &e closer the hidden layer
is to the output layer, the greater the amount of information
of effect on weights adjusting. And the traditional forward
network is not suitable here as its most errors are between
5% and 10% and even over 10%. In this way, it is concluded
that the cascade forward network matches the data structure
selected in this paper.

However, the main budget constraint is computing time
for large-scale samples, and the advantage of cascade net-
works with a large number of internal connections is likely to
become no longer obvious; hence, large-scale learning
problems need to be further investigated.
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In view of the defects of the motors used for flywheel energy storage such as great iron loss in rotation, poor rotor strength, and
robustness, a new type of motor called electrically excited homopolar motor is adopted in this paper for flywheel energy storage.
Compared to general motors, this motor has the advantages of simple structure, high rotor strength, and low iron loss in rotation.
A double closed-loop PI governing system of the new motor was designed, modeled, and simulated with this motor as the
controlled object on simulation platform.)e simulation result shows that the PI-controlled electrically excited homopolar motor
system realized fast speed governing and good system performance, achieved the purpose of quick charge by flywheel energy
storage, verified the correctness and effectiveness of the design scheme, and provided data reference and theoretical basis for the
practice of future flywheel energy storage experiments.

1. Introduction

Today the whole world is confronted with an increasing
shortage of energy. Besides, constantly developing new
energies, how to utilize existing energies effectively has
become a hot spot of people’s attention. Energy storage is an
important way to achieve efficient utilization of energy [1],
so the storage technology of electric energy, as a main form
of energy consumed today, has become the most important
research subject in the energy field.

In the 21st century, flywheel energy storage, owing to its
many advantages including high energy ratio, high power
ratio, high efficiency, wide application, no pollution, no
noise, easy maintenance, and long service life, is bound to
bring about an evolution to energy storage and show the
prospect of green energy storage technology [2]. In overseas,
the research of flywheel energy storage technology started
between 1950s and 1970s whenmagnetically levitated energy

storage flywheel was created in the form of a series of
prototype. At present, international leading companies in
the field of flywheel energy storage include US-based Active
Power which produces and supplies with UPS and energy
storage flywheel developed by Japanese company with HTS
magnetic levitation technology, which is mainly used for the
trolley bus. As a replacement of traditional energy tech-
nology, flywheel energy storage technology is applied to
fields such as transportation, energy generation, and aero-
space relying on its strong competitiveness. Now, China is
relatively backward in this field and still in the fledging
period, but is gradually emerging being impacted by the
current great upsurge around the world. )e Flywheel
Energy Storage Laboratory of Tsinghua University was the
first institution in China to initiate the research of this
technology and developed an energy storage flywheel pro-
totype in 1999, which laid a solid theoretical and experi-
mental basis for our flywheel energy storage technology. In
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addition, Beijing University of Aeronautics and Astronau-
tics, Nanjing University of Aeronautics and Astronautics
and North China Electric Power University, etc., also
completed this technology experiment and obtained their
unique patented products.

Flywheel energy storage is a kind of energy-storing
device utilizing physical interconversion between electric
energy and mechanical energy (kinetic energy). It is mainly
composed of auxiliary devices including flywheel, flywheel
motor, motor controller, bearings, and vacuum chamber [3].
)e flywheel energy storage system completes energy ab-
sorption and release by the flywheel motor and its controller,
so the flywheel motor is the main part of this device. Systems
using different flywheel motors and control types may have
different performances. )e energy storage flywheel motor
and its control system is a complex integrated electrome-
chanical system. As a new type of motor, the homopolar
motor has not been widely known yet. Due to its advantages
such as simple structure, high-strength rotor, and low iron
loss in high-speed rotation, it is especially suitable for energy
storage flywheel. By modeling and simulation research of the
high-speed control system of electrically-excited homopolar
motor [4] as the controlled object, we aim to provide a
preliminary theoretical foundation and essential experi-
mental basis for the Research on Topology Optimization and
Dynamically Decoupling Nonlinear Control of High-speed
Permanent Magnet Homopolar Motor with Solid Rotor by
NSF of Inner Mongolia, in order to save the design cost and
R&D time.

2. Structure and Principle of Homopolar Motor

Electrically-excited homopolar motor, such as general
motors, also consists mainly of rotor, stator, and other
relevant components, as shown in Figure 1. )e differences
are the stator and rotor materials and structural design. Due
to cost consideration, the rotor bearings choose angular
contact ball bearings in order to ensure stable and high-
speed operation. Its rotor is made of 40CrNiMoA, adopts
high-strength forged solid-steel structure with flywheel-
motor integrated design, and is designed with uniformly
distributed concaves and convexes [5] and antisymmetric
upper and lower ends, as shown in Figure 2. )e flywheel-
motor integrated design, which enables the rotor to integrate
the functions of kinetic energy storage and electromagnetic
force output, greatly simplifies the design process, reduces
the production cost, and makes the solid-steel rotor; the
flywheel has the same level of energy storage density as the
composite rotor flywheel. Its stator is composed of two parts,
the armature and the exciter; its section view is shown in
Figure 3. )e motor stator has such characteristics: its ar-
mature windings use tinned copper braid which is parallel to
rotor length axis and evenly distributed along rotor cir-
cumference; currents in adjacent in-phase windings flow to
opposite directions; and three-phase current generates space
rotating magnetic field; while the salient pole of the rotor
induced by electromagnetic force drives the motor to rotate.
)e motor’s parameters are provided in Table 1.

Running principle of electrically excited homopolar
motor; its space magnetic field is generated by the impressed
current through the exciting windings around the end
circumference. Its magnetic loop is a closed circuit formed
by exciting flux flowing from the upper end of the rotor,
through the magnet ring and air gap into the lower end.
Because the rotor’s magnetism is generated by the exciting
coil, its magnetic strength is controllable by exciting current.
)e motor rotates as its rotor’s salient pole senses the
corresponding space rotating magnetic field, while the re-
quired space rotating magnetic field is generated by the
variable three-phase current through the rotator. )e mo-
tor’s operational principle is shown in Figures 4 and 5. As
stator current flows from A to C, seen from the motor’s
upper end in Figure 4, A-phase winding current flows

Bearing
Encoder
Magnet ring
Rotor
Exciting winding
Exciting frame

Stator frame

Motor base

Figure 1: Section of motor assembly.

Figure 2: Structure of solid rotor.
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DT14 magnet ring
Stator winding
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Figure 3: Section of stator.
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clockwise; the magnetic field generated by armature winding
is inward at S pole and outward at N pole. )e upper salient
pole (N pole) of the rotor rotates clockwise when induced by
this electromagnetic force; similarly and simultaneously,
seen from the motor’s lower end in Figure 5, the rotor’s
salient pole (S pole) also rotates clockwise being driven by
the magnetic field generated by the current varying coun-
terclockwise in C-phase winding, i.e., the rotating magnetic
field produced by variable current in the motor stator acts on
the motor rotor and drives the latter to rotate.

3. Mathematical Model of Homopolar Motor

As the rotor of the motor in this paper has the characteristics
of the salient pole structure, we built and deduced a unified
dynamic mathematical model [6, 7] of the motor in the
stator’s three-phase coordinate system based on the basic
electromagnetic relationship. And because the counter
electromotive force wave and phase current output by the
motor are similar to those by brushless DC motor, this
motor’s mathematical model is approximate to that of
brushless DC motor.

)e mathematical model of electrically excited homo-
polar motor using the motor’s own vector in the stator’s
three-phase coordinate system is shown in Figure 6.

In this figure as, bs, and cs are the corresponding axes of
three-phase stator windings; A-A’, B-B’, and C-C’ are three-
phase stator windings; the rotor speed ωr is set as coun-
terclockwise, ψ e is the flux linkage vector generated by the
external electromagnetic, forming an angle of α with the
plane of the stator three-phase coordinate system; and ψe0 is
the projection of ψe in the coordinate system plane, with an
angle of θ with axis as.

Without affecting the control performance, simplified
analysis shows that three-phase windings of the motor are
symmetric, and its stator’s voltage state equation is as
follows:
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(1)

In this equation, ua, ub, and uc are, respectively, the
stator’s three-phase terminal voltages (V); Ra, Rb, andRc are
the resistances (Ω) of the motor’s three-phase windings;
Lab, Lba, Lca, Lac, Lbc, andLcb are the mutual inductances (H)
among the three-phase stator windings; La, Lb, andLc are
the self-inductances (H) of the motor’s three-phase wind-
ings; ea, eb, and ec are, respectively, the counterelectromotive
forces (V) of the motor’s three-phase windings; and
ia, ib, and ic are the three-phase currents (A) of the stator.

Assuming that the three-phase winding is symmetric
and the reluctance of rotor does not change as the rotor
position shifts.

Namely, R � Ra � Rb � Rc, M � Lab � Lac � Lbc � Lba

� Lca � Lcb, and L � La � Lb � Lc.
In the brushless DC motor, the three-phase winding is

symmetric; then,

Table 1: Parameters of electrically excited homopolar motor.

Motor parameters Rotor parameters Stator parameters Exciting parameters
Housing
material 6063-t5 Rotor

material 40CrNiMoA Armature
material VF wire Magnet ring material DT4-E

Magnetic gap 4.0mm Diameter 90mm Winding
diameter 1.82mm Magnetic

conductivity 0.0113H·m−1

Housing volume 200× 200× 230mm3 Length 213mm Stator turns 10 Coil turns 1250
Gross mass 19 kg Rotor mass 5.98 kg Rated current 10.4 A Coil current <2A
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Figure 4: Upper stator and rotor of the motor.
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ia + ib + ic � 0, (2)

Mia + Mib + Mic � 0. (3)

)us, from equation (1), we can deduce
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(4)

)e flux-linkage equation of the homopolar motor stator
in the three-phase coordinate system is as follows:

ψA � LAiA + MABiB + MACiC + ψe cos α cos θ,

ψB � LBiB + MABiA + MBCiC + ψe cos α cos θ +
2
3
π ,

ψC � LCiC + MACiC + MBCiB + ψe cos α cos θ +
4
3
π .

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

)e equation of the electromagnetic torque generated by
the interaction between impressed exciting field and stator
current and the motor’s motion equation is as follows:

Te �
eaia + ebib + ecic( 

ωr

, (6)

J
dωr

dt
� Te − TL − Bωr. (7)

In the equations, Teis the motor’s electromagnetic tor-
que (N · m); ωris the motor’s mechanical angular velocity
(rad/s); Jis the motor’s rotational inertia (kg · m2); TLis the
load torque (N · m); andBis the damping coefficient (s− 1).

4. Control Strategy of Homopolar Motor

Famous scholar Astrom once said [8] “in process control
today, more than 95% of the control loops are of PID type.”
It shows the dominance [9] of the PID controller in the field
of process control. )e flywheel energy storage motor
control system focuses more on the motor’s speed regulation
time and less on indexes such as control precision. )ere-
fore, PID strategy is used to control the double closed-loop
system of the homopolar solid rotor motor and applied in
the research on flywheel energy storage.

4.1. PIDControl Strategy. PID control is the most commonly
used control law in the simulation control system. It is a kind
of linear controller. Its structure is shown in Figure 7. r(t) is
set input value; e(t) is control deviation; u(t) is control
variable; and y(t) is actual output value.

PID control law:

u(t) � Kpe(t) +
Kp

Ti


t

0
e(t)dt + KpTd

de(t)

dt
, (8)

or

u(t) � Kpe(t) + Ki 
t

0
e(t)dt + Kd

de(t)

dt
. (9)

In the form of transfer function,

Gs �
U(s)

E(s)
� Kp +

Kp

Tis
+ KpTds, (10)

or

Gs �
U(s)

E(s)
� Kp +

Ki

s
+ Kds. (11)

In the equations above, Kp is proportionality coefficient;
Ti is integral time constant; Td is differential time constant;
Ki is integral coefficient, Ki � (Kp/Ti); and Kd is differential
coefficient, Kd � Kp × Td.

For the convenience of computer implementation, the
discrete method is adopted to convert continuous PID to the
corresponding digital PID control algorithm [10, 11]. )e
expression is as follows:

u(k) � Kpe(k) +
KpT

Ti



k

j�0
e(j) +

KpTd

T
[e(k) − e(k − 1)],

(12)

or

u(k) � Kpe(k) + KiT 
k

j�0
e(j) +

Kd

T
[e(k) − e(k − 1)].

(13)

In the equations, T is sampling period; k is sampling
signal, (k� 1,2,3, ...); e(k) is system deviation input value at
the kth time of sampling; e(k − 1) is system deviation input
value at the (k−1)th time of sampling; and u(k) is control
quantity output value at the kth time of sampling.

Its pulse transfer function is

O
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B C′
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ϕe0
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θ
α

Figure 6: Mathematical model of motor’s 3-phase stator.
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G(z) �
U(z)

E(z)
� Kp +

KiT

1 − z−1 +
Kd

T
1 − z

− 1
 . (14)

Commonly used digital PID control algorithms include
the following:

(1) Full PID control: this kind of control algorithm
directly presents the execution point of the actuator
(such as motor speed and valve opening), and thus it
is named full variable or positional PID control al-
gorithm. It directly calculates based on the defining
equations (9) and (10) of PID control law. Its dis-
advantage is that the output is full variable and al-
ways associated with all past states; moreover, it
requires accumulation of e(k) in the calculation,
which increases a huge amount of work.

(2) Incremental PID control [11]: this control algorithm
applies where the output is only the increment of the
control variable. Where the actuator needs the in-
crement of the controlled variable (such as step
motor), incremental PID control algorithm can be
deduced from full variable PID control algorithm.
)e formula is

ΔU(k) � Ae(k) + Be(k − 1) + Ce(k − 2). (15)

In this equation, A � Kp + KiT+ (Kd/T); B � Kp −

(2Kd/T); andC � (Kd/T)

Once the sampling period and coefficients A, B, and C
are determined, we can get the increment of the controlled
variable by just entering three times of measurement de-
viations before and after the measurement. It presents the
positional variation of the actuator between the two times of
sampling. Compared with the positional one, the incre-
mental one requires a much smaller amount of calculation
and simple algorithm and is convenient for software pro-
gramming. )erefore, it is widely used in practical pro-
duction. Based on the incremental PID control algorithm,
the recursion formula of full quantity PID control algorithm
can also be deduced:

U(k) � U(k − 1) + ΔU(k). (16)

)e above formula is the digital recursive PID control
algorithm widely used in digital control systems today.

Another great advantage of digital PID control is that it
allows us to improve PID depending on the object and
working condition so that PID control can achieve high-
quality control effect in different fields. Commonly used
improved digital PID control algorithms [12–15] include

differential forward PID control algorithm, incomplete
differential control algorithm, integral clamping PID control
algorithm, PID control algorithm with dead zone, and in-
tegral separation PID control algorithm.

4.2. PID Controller Tuning. We can see from PID control
principle diagram 6 that the PID controller is composed of
three major control links (proportion, integral, and differ-
ential) decided mainly by PID’s three parameters which are
mutually inseparable, interconnected, and restrictive. Look
at the roles of proportion, integral, and differential in terms
of overshoot, stability, response, and steady-state precision
of the control system [10, 11]:

(1) Proportional control link: proportionality coefficient
Kp and deviation signal e(t) together constitute the
proportional control link. It is the most basic link
and plays a leading role in PID control. Once de-
viation occurs to the system, this link is immediately
activated to reduce deviation. However, proportional
control alone cannot eliminate system deviation.
)ere will be a residual error. Larger proportional
control coefficient Kp means stronger control effect,
faster system response, and higher stability precision,
but a too large Kp value is easy to cause system
overshoot, instability, and oscillation. On the con-
trary, a too small Kp will reduce system’s stability
precision, prolong the transition time for system to
reach the set value, slow down its response time, and
spoil system static and dynamic characteristics.

(2) Integral control link: integral coefficient Ki and the
time integral of deviation together constitute the
integral control link. Its main function is to eliminate
system static error and improve system stability.
Larger Ki means faster speed of eliminating system
static error, but a too large Ki value is easy to lead to
overshoot at the beginning of control due to integral
saturation. On the contrary, a too small Ki value will
have little effect in eliminating system static error
and will also reduce the system’s control precision.

(3) Differential control link: differential coefficient Kd

and the time differential of deviation together con-
stitute the differential control link. It compensates
the function of the proportional control link, pre-
vents system overshoot, suppresses oscillation, and
maintains system stability. It mainly predicts devi-
ation change in the process of response and reduces
it. )e Kd value should not be too large; otherwise, it
will suppress the response process in advance,
prolong the tuning time, and reduce the system’s
antiinterference performance.

From the above effects of proportional coefficient Kp,
integral coefficient Ki, and differential coefficient Kd on
system and the synergy of the three, we can see that they are
all critical for system control. )e parameters of the PID
controller vary with the steady-state condition of the control
system. Once the working condition (or the process object’s
“characteristic”) changes, then the optimal value of the

Kp

Ki

Kd

Controlled 
object

+ + +

+

r (t) e (t) u (t) y (t)

–

Figure 7: Block diagram of the PID controller.
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controller parameter changes too. )is means controller
tuning may be necessary at any time so that the control
system and process control object reach the required ra-
pidity, precision, and stability [16]. Commonly used PID
parameter tuning methods include the following.

Testing method parameter tuning is also called engi-
neering tuning method. It applies the valuable experience
people accumulated in long-term engineering practice to the
control system to test directly. )is method is simple and
easy to grasp. )e testing method is to find out characteristic
parameters in the response system according to the testing
result and work out the controlling parameter with empirical
formula.

Attenuation curve methods include 4 :1 attenuation
curve method and 10 :1 attenuation curve method.

Empirical method, also known as trial and error, is a PID
parameter tuning method including three steps from pro-
portion to integral and then to differential. Turn the pa-
rameters repeatedly according to this sequence until a
desired effect is achieved. Here is the procedure. First, tune
the value of the proportionality coefficient. Increase it one by
one and find one with small overshoot and quick response.
Now, observe whether there is a static error. Add the integral
coefficient if there is. When tuning the integral coefficient,
decrease the set value from large to small and at the same
time tune the proportionality coefficient. Observe the system
response until the system static error is eliminated. While
the eliminating system static error, keep an eye on system
overshoot and response time. If the system overshoot is very
large or response is slow, add the differential coefficient and
tune again until desired control effect is obtained.

5. Control System Design and Modeling

Flywheel energy-storage system is composed of three major
parts, flywheel rotor, motor/generator, and controller. )e
controller, as the system command center, directly deter-
mines the system’s control performance [17]. )erefore, in
the process of designing the control system of high-speed
homopolar solid rotor motor with energy-storing flywheel,
we built a control system simulation model (Figure 8) of
electrically excited homopolar motor based on its operation
principle and mathematical model with the modular
modeling method [18–20] on MATLAB/SIMLINK simu-
lation platform in order to shorten the design cycle and
lower the research cost and risk. )e control system sim-
ulation model of homopolar motor consists of seven sub-
systems, including homopolar motor, inverter, speed
controller PI-W1, current controller PI-current, PWM
generator, commutator, and decoder, as well as speed ref-
erence wr-ref and load module TL.

As energy-storing flywheel requires high motor effi-
ciency, the system of this homopolar motor is designed with
double-closed-loop control. )e outer one is speed loop. It
applies PI control strategy to its speed controller PI-W1 to
ensure the system dynamic tracking performance and
suppress speed fluctuation.)e inner one is the current loop.
It applies integral separation PI control strategy to its current
controller PI-current to limit the maximum current, makes

the system have enough accelerating torque, and ensures
system stability and high-performance operation. Signal
from the current controller is sent into the PWM generator
which then produces PWM signal with adjustable pulse
width.)en, PWM signal, along with rotor position decoder
signal, is sent into commutator module which generates
Hpwm-Lon mode of pulse modulation waves, according to
rotor position decoding (Table 2) and commutation rule
(Table 3) to control ordered switching of the inverter’s IGBT
full bridge circuits. )is driving mode is an output mode
with high leg PWMmodulation and low leg constant live. It
can suppress motor torque ripple and improve system dy-
namic performance [21]. Details of each subsystem are
shown in Figures 9–13.

From the six switching states of the homopolar motor
upon commutation, we note that the motor’s commutation
sequence is associated with the rotor position. According to
the motor’s operational principle, when the motor rotates
clockwise, the switching relationship between the rotor
position and the switching tube is given in Table 2. )e
switching tube’s conducting state is set to “1”, while its
breaking state is set to “0”.

6. Simulation Result and Analysis

Acceleration energy storage is one of the core issues of
system control and relates to system’s energy storing speed
and safety. When energy storing acceleration is controlled,
the flywheel motor runs as an electric motor [17]. In this
paper, the parameters required by the homopolar motor and
controller were set in a homopolar motor control system
model which was built on the “simulation model editor”
interface on software platform Matlab, see Table 4.

In order to test each performance index of the system
after all module parameter settings of the homopolar motor
control system and the corresponding program file em-
beddings were completed, we repeated system running,
simulation, and tuning again and again and finally obtained
the simulation result and made an necessary analysis of the
tuning result and waveform.

In the simulation experiment of tuning the homopolar
motor control system, in order to ensure the motor’s safe
startup and simulate some practical factors in its real en-
vironment, the motor started with a load (0.1N·m) at the
initial preset speed of n∗ � 15000 r/min. At 0.5 S it added an
external load TL� 0.4N·m and continued to operate. )e
speed response wave is as shown in Figure 14.

Figure 14 shows that the motor quickly accelerates to
15,000 r/min after the start-up, with a little speed overshoot
at the beginning, yet σ%< 0.04%, acceleration time
tp � 0.137 S, and transition time ts � 0.23 s, with very small
and negligible static error. At 0.5 S, the motor begins to run
with load (TL� 0.4N·m) and slightly slows but maintains
basically at 15,000 r/min. )e whole system responds fast
and runs steadily. Eventually, the motor speed is basically
stable at the set value with little fluctuation.

Other performance indexes of the motor: Figure 15 is the
torque wave of the electric motor. At 0.137 S, the torque is
basically stable at 2.1N·m but with notable fluctuation.
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Figure 8: Simulation model of the homopolar motor control system.

Table 2: HALL signal decoding of rotor position.

ha hb hc emf-a emf-b emf-c
0 0 0 0 0 0
0 0 1 0 −1 +1
0 1 0 −1 +1 0
0 1 1 −1 0 +1
1 0 0 +1 0 −1
1 0 1 +1 −1 0
1 1 0 0 +1 −1
1 1 1 0 0 0

Table 3: Rotor position and commutation rule of switching tube conducting and breaking.

emf-a emf-b emf-c Q1 Q2 Q3 Q4 Q5 Q6
0 0 0 0 0 0 0 0 0
0 −1 +1 0 0 0 1 1 0
−1 +1 0 0 1 1 0 0 0
−1 0 +1 0 1 0 0 1 0
+1 0 −1 1 0 0 0 0 1
+1 −1 0 1 0 0 1 0 0
0 +1 −1 0 0 1 0 0 1
0 0 0 0 0 0 0 0 0
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+–
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Figure 9: Subsystem simulation model of speed controller PI-W1.
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When the motor runs with load at 0.5 S, the torque changes
to 2.5N·m. )e pulse wave output by the commutator is
PWM signal in Hpwm-Lon modulation mode (see Fig-
ure 16). Figure 17 is the induction electromotive force of
three-phase motor stator. )e stator’s induction electro-
motive force is in the form of 180° trapezoidal wave and each
corresponding phase of the magnetic flux is also in

trapezoidal waveform, so this system is also known as the
speed-governing system of trapezoidal-wave permanent
magnet synchronous motor (TPMSM). Figure 18 is the
induced current waveform of the three-phase motor stator.
)e motor current is in 120° rectangular waveform. As the
voltage adopts PWM chopper control, the rectangular wave
contains a significant harmonic component. Upon the
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Figure 13: Subsystem simulation model of the decoder.

Table 4: Parameter list of the homopolar motor control system.

Homopolar motor

Stator resistance Rs � 0.055 Ω Constant torque 0.047N.m/A
Stator inductance Ls� 0.000115H Static friction 0.4N.m

Moment of inertia
J� 5.615∗10−3kg·m2 Number of pole pairs p� 4

System viscous damping 10−3N.ms Rated speed 8000 rpm
PI speed controller Kp� 2 Ki� 0.01
Current PI controller Kp� 0.25 Ki� 0.01

<Speed waveform of PI control of Homopolar motor>
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Figure 14: Speed waveform of PI control of homopolar motor.
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loading at 0.5 S, the state of the power switching tube of the
PWM modulator changes and causes the current pulse
amplitude to vary slightly.

It is thus clear that the simulation result basically coin-
cides with the expected result, which suggests that the control
method is feasible. )e purpose of this research, however, is
only to verify the correctness and feasibility of this control
method by simulation and analysis considering the large
inertia of flywheel and long acceleration time in the practical
control of flywheel motor acceleration. )e experiment result
and the discussion part of work apply to general parameters
and to the parameters used in experiment.

7. Conclusion

Flywheel energy storage will be a future direction for the field
of energy saving, though traditional flywheel motors have the
defects of great iron loss in rotation, poor rotor strength, and
robustness. In view of these problems, the electrically excited
homopolar motor is adopted for flywheel energy storage in
this research for its advantages such as simple structure, high
rotor strength, and low iron loss in high-speed rotation. A PI-
controlled double closed-loop governing system of the ho-
mopolar motor was designed on simulation platform
Simulink. And the charging process of the flywheel energy
storage is studied in this paper. )e simulation result shows
that the control system of the electrically excited homopolar
motor realized the regulating of motor phase current and
torque by modulating PWM duty cycle in Hpwm-Lon mode
with a speed-current controller using PID control strategy,
realized fast speed governing, showed good static and dy-
namic performances, and achieved the purpose of quick
charge by flywheel energy storage.)is research is just a small
part of the flywheel energy storage project which will continue
the research and verification of the energy storage and dis-
charge process later, use advanced motor intelligent control
algorithm to realize homopolar motor’s robust control, re-
duce the switching loss and torque ripple, and further im-
prove the system performance.
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For face recognition systems, liveness detection can effectively avoid illegal fraud and improve the safety of face recognition
systems. Common face attacks include photo printing and video replay attacks.1is paper studied the differences between photos,
videos, and real faces in static texture and motion information and proposed a living detection structure based on feature fusion
and attention mechanism, Dynamic and Texture Fusion Attention Network (DTFA-Net). We proposed a dynamic information
fusion structure of an interchannel attention block to fuse the magnitude and direction of optical flow to extract facial motion
features. In addition, for the face detection failure of HOG algorithm under complex illumination, we proposed an improved
Gamma image preprocessing algorithm, which effectively improved the face detection ability. We conducted experiments on the
CASIA-MFSD and Replay Attack Databases. According to experiments, the DTFA-Net proposed in this paper achieved 6.9% EER
on CASIA and 2.2% HTER on Replay Attack that was comparable to other methods.

1. Introduction

With the application of face recognition technology in the
identification scene such as access security check and face
payment, the methods of attack and fraud against face
recognition system also appear. Face is obviously a much
easier way to steal identity information than biometric
features such as iris and fingerprints. Attackers can easily
steal images or videos of legitimate users on social net-
working sites and then launching print or replay attacks on
face recognition systems. Some face verification systems use
techniques such as face tracking to locate key points on the
face, requiring users to complete actions such as blinking,
shaking their heads, and reading text aloud and use motion
detection to determine whether the current image is a real
face. 1is approach is not suitable for silent detection sce-
narios. In addition, some researchers use infrared camera,

depth camera, and other sensors to collect different modes of
face images to achieve living detection [1–3]. 1ese methods
show excellent performance in many scenarios but need to
add information acquisition equipment other than camera
to face recognition devices, need to invest additional
hardware costs, and cannot meet the requirements of some
mobile devices. In this paper, we will study the monocular
static and silent living detection and achieve the living
detection task by analyzing the difference between real face
and fake face in image texture, facial structure, action
change, and so on.

Real face image is often taken directly by the camera,
while attacking face images are collected many times. As
shown in Figure 1, false face images may show the texture of
the image carrier itself, and the light region with large
difference from the real face image is also easy to appear in
the false face image. According to this, researchers proposed
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many feature descriptors for characterizing the living texture
of face and then implemented the classification by training
models such as SVM and LDA classifier. In order to
characterize the high semantic features of face living body,
the deep neural network is applied in the feature extraction
process to further enhance the performance of living de-
tection.1e features included in the local area of the face can
often be used as an important basis for living detection and
play a different role, as shown in Figure 2. Based on this,
some researchers [4, 5] decomposed faces into different
regions to extract features through neural networks and then
realize feature splicing.

Most prosthetic faces are difficult to simulate the vital
signs of real faces, such as head movement, lip peristalsis,
and blinking. At the same time, due to background noise,
skin texture, and other factors, the dynamic characteristics of
real face in some frequency bands are obviously higher than
that of fraudulent face, which provides the basis for dis-
tinguishing real face from fraudulent face. 1e variation in
optical flow field is an important basis of this kind of al-
gorithm. However, the dynamic information generated by
movement and bending of photo will influence the ex-
traction of life signals. Remote photoplethysmography
(rPPG) is another effective noncontact living signal ex-
traction method, which provides a basis for face living
detection by observing face images to calculate the changes
in blood flow and flow rate [6, 7], but the rPPG method has
strict requirements for algorithm application environment.

1is work proposed a network that fuses dynamic and
texture information to represent face and detect the attacks.
Optical flow method is used to calculate the motion change
in two adjacent frames of face images. 1e optical flow
generated by the bending and movement of the photo is
different from the optical flow generated by themovement of
the real face in the direction of displacement. We use a
simple convolutional neural network with the same struc-
ture to characterize the magnitude and direction of dis-
placement. 1en, a feature fusion module is designed for the
combination of the above two representations so that, on
this basis, facial motion features can be further extracted. In
addition, RGB images are used to extract texture informa-
tion of the face area. By giving a different attention to the
parts of the face, we enhance the network’s ability to rep-
resent living faces.

Face detection algorithms are widely used in living body
detection tasks, which can be used to locate faces, thereby
eliminating the interference of background information on
living body detection. In this paper, for face detection scenes
under complex lighting, we propose an improved image
preprocessing algorithm combined with local contrast in the
face area, which effectively improves the performance of the
face detection algorithm.

2. Relating Works

2.1. Texture based. Living verification is completed by using
the difference between real face and replay image in surface
texture, 3D structure, image quality, and so on. Boulkenafet
et al. [8] analyzed the chroma and brightness difference

between real and false face images, it is based on the color
local binary pattern, and the feature histogram of each order
image frequency band was extracted as the face texture
representation. Finally, the classification was realized by
support vector machine, and testing on the Replay Attack
Dataset obtained the half error rate; it is 2.9%. Galbally et al.
[9] prove that the image quality loss value produced by
Gaussian filtering can distinguish the truth effectively with
fraudulent face images, designed a quality assessment vector
containing 14 indicators, and proposed a live detection
method, the method in combination with LDA (linear
discriminant analysis), and obtained 15.2% half error rate on
the Replay Attack Dataset. However, such methods based on
static feature often require the design of specific descriptors
for a certain types of attacks, and the robustness is poor
under different light conditions and different fraud carriers
[10].

2.2. Dynamic Based. Some researchers have proposed a
face living detection algorithm based on dynamic features
by analyzing face motion patterns and show good per-
formance in related datasets [11]. Kim et al. [12] designed
a local velocity pattern for the estimation of the speed of
light and distinguished the fraud from the real face
according to the difference in the diffusion speed between
the light on the real face and the fraud carrier surface. A
12.50% half error rate was obtained on the Replay Attack
Dataset. Bharadwaj et al. [13] amplify the blink signal
which is 0.2–0.5 Hz in the image by the Eulerian motion
amplification algorithm, combined with local binary
pattern with directional flow histogram (LBP-HOOF) to
extract dynamic features as classification basis and ob-
tained error rate which is 1.25% on the Replay Attack
Dataset. At the same time, they proved the positive effect
of image amplification algorithm on the performance of
the algorithm. Freitas et al. [14] learned from the facial
expression detection method, extracted feature histo-
grams from the orthogonal plane of time-spatial domain
by using LBP-TOP operator, used support vector machine
to classify, and got 7.6% half error rate on Replay Attack
Dataset. Xiaoguang et al. [15] based on the action in-
formation between adjacent frames established a CNN-
LSTM network model, used convolutional neural network
to extract the texture features of adjacent frame face
images, and then input it to the long- and short-term
memory structure to learn the time-domain action in-
formation in face video.

In addition, some researchers combined different de-
tection equipments or system modules to fuse information
on different levels, which effectively increased the accuracy
of living detection [1, 16]. Zhang and Wang [17] used Intel
RealSense SR300 camera to construct multimodal face image
database including RGB image, depth image (depth), and
infrared image (IR). 1e face region was accurately located
using face 3D reconstruction network PRNet [18] and mask
operation and then based on ResNet 18 classification [19]
network to extract and fuse feature of multimodal data
which mixed RGB, depth, and IR.
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3. Proposed Method

3.1. Face Detection in Complex Illumination. In order to
eliminate the interference of background in the process of
living information extraction, it is necessary to segment the
face area of the image. Traditional detection techniques can
be divided into three categories: the face detection based on
feature, the face detection based on template, and the face
detection based on statistics. 1is paper uses face front
detection API provided by Dlib, which uses gradient di-
rection histogram feature to achieve face detection. 1e face
detection algorithm based on gradient direction histogram
canmaintain good immutability of image texture and optical
deformation and ignore the slight texture and changes in
expression.

Histogram of Oriented Gradients (HOGs) is a method
used to describe the local texture features of image. 1e
algorithm divides the image into small spaces and calculates
the gradient of pixel points in each space. 1e pixel point
gradient calculation is shown in the following equations:

Gx(x, y) � I(x + 1, y) − I(x − 1, y), (1)

Gy(x, y) � I(x, y + 1) − I(x, y − 1), (2)

where Gx(x, y) and Gy(x, y) are the horizontal gradient
and vertical gradient at the (x, y) of the image, respectively,

and I(x, y) is the gray value. In reality, local shading or over
exposure will affect the extraction of gradient information
because the image target will appear in different light en-
vironments, as shown in Figure 3. In order to enhance the
robustness of the HOG feature descriptor to environmental
changes and reduce the noise such as the local shadow of the
image, a Gamma correction algorithm is used to preprocess
the image to eliminate the interference of partial light.

Traditional Gamma correction method changes the
brightness of image by selecting the appropriate c operator,
as follows:

O(x, y) � 255 ×
I(x, y)

255
 

c

, (3)

where I(x, y) is the pixel value of the image at the position
(x, y), O(x, y) is the corrected pixel value, and c is the
constant.1e traditional method performs image processing
at the global level without considering the lightness differ-
ence between local and neighborhood pixels. 1erefore,
Schettini et al. [20] proposed a formula for the value of c

operator:

c[x, y] � z
[128−mask(x,y)/128]

,

z �

(In(I/255))

(In(0.5))
, I< 128,

1, I � 128,

(In(0.5))

(In(I/255))
, I> 128,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

where mask is an image mask and Gaussian blur can be used
in practice. For the more balanced image with bright area
and dark area, the average pixel of the image is close to 128,
so the calculated α is close to 1, and the image is hardly
changed, which obviously does not meet the actual needs.
Considering the local feature of face, this paper introduces

Figure 1: Face print and replay attack images. 1e face attacked has been collected many times, showing the difference between texture
feature, light, image quality, and real face.

Figure 2:Weights visualization of a layer in a depth neural network
for real face texture information extraction. Different face regions
occupy different weights in living detection task.
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the local normalization method proposed in [21] to calculate
the ratio relation of pixels in the neighborhood and adjust
the operator α:

z(x, y) �

(In(I/255))

(In(0.5))
+

N(x, y)

(In(I/255))
In(0.5), I< 128,

(In(0.5))

(In(I/255))
+

N(x, y)

(In(0.5))
In

I

255
 , I≥ 128.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(5)

Among them, the specific calculation process of local
normalized characteristic N is as follows:

(1) To calculate the maximum pixel value Im(x, y) in the
neighborhood φ(x, y) centered on pixel (x, y),

Im(x, y) � max I(i, j) | (i, j) ∈ φ(x, y) . (6)

(2) To calculate the median value of the Im(x, y) of all
pixels centered on pixel (x, y),

Imm(x, y) � medium Im(i, j)
 (i, j) ∈ φ(x, y) . (7)

(3) To calculate the maximum value of the Imm(x, y) of
all pixels centered on pixel (x, y),

S(x, y) � max Imm(i, j) | (i, j) ∈ φ(x, y) . (8)

(4) To calculate the ratio of pixels (x, y) to neighborhood
pixels,

N(x, y) �
I(x, y)

S(x, y)
. (9)

We use algorithm in [20] and the improved algorithm in
this paper to preprocess the portrait 208 photos on YaleB
subdatabase that is difficult to be detected by HOG under
complex lighting conditions and then detect 196 and 201
faces separately. 1e result is shown in Figure 4.

3.2. DTFA-Net Architecture. In Section 3.2, we mainly in-
troduce the dynamic and texture features fusion attention
network DTFA-Net. As shown in Figure 5, the optical flow
graph and the texture image are, respectively, subjected to
obtain 256∗2 and 256∗4 embedding by extracting dynamic
feature and texture feature from subnetwork and then fusing
the spliced 256∗6 features through the fully connected layer
and living detection. 1e specific details of the network are
described below.

3.2.1. Dynamic Feature Fusion. 1is paper generates the
optical flow field change map of adjacent two frames of face
video by the optical flow method. 1e optical flow change in
face region is extracted by dynamic feature fusion subnet-
work in two dimensions of displacement and size, and the
features of the two dimensions are fused by feature fusion
block to extract the dynamic information of face region.

(1) Optical Flow. Optical flow method is a proposal used to
describe themotion information of adjacent frame objects. It
reflects the interframe field changes by calculating the
motion displacement in the x and y directions of the image
on the time domain. Defining videomidpoint P located (x, y)
of the image at the t moment and moving to the place
(x + dx, y + dy), then when the dt is close to 0, the two pixel
values satisfy the following relationship:

I(v) � I(v + d), (10)

where v � (x, y) is the coordinate of the point P at the time t, I
(v) is the gray value of the place (x, y) at the time t, d� (dx,
dy) is the displacement of the point P during dt, and I(v + d)

is the gray value of the place (x + dx, y + dy) at the time
t + dt.

In this paper, the dense optical flowmethod proposed by
Farneback [22] is used to calculate the interframe dis-
placement of face video. 1e algorithm approximates the
pixels of two-frame images by a polynomial expansion
transformation. And it based on the assumption that the
local optical flow and the image gradient are stable, and the
displacement field is deduced in the polynomial expansion
coefficient. We transform the displacement d � (dx, dy) to
the extreme coordinate system d � (ρ, θ) and visualize the
optical flow displacement and direction by the HSV model.
As shown in Figure 6, the optical flow change image ob-
tained will be used as input of the dynamic feature fusion
network.

(2) Fusion Attention Module. In the process of dynamic
information extraction, we extract, respectively, the motion
information contained in the input optical flow change
direction feature map and the optical flow change intensity
feature map through 5 convolution layers. Because the
motion pattern of living human face contains two dimen-
sions of direction and intensity, it is necessary to combine
the above representations to further extract the moving
features of the face. As a result, we designed a fusion module,
as shown in Figure 7.

Figure 3: HOG feature of shadow on face region under light
condition. It is necessary to initialize the face image because the
shadow or exposure caused by complex light can affect the face
region gradient information.
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(a)

(b)

(c)

Figure 4: Comparison between [20] and ours. 1e improved algorithm we proposed performs better than that in [20]. (a) Original images
that cannot detect face by HOG; (b) images processed in [20] and the detection result; (c) images processed by ours and the detection result.
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Figure 5: 1e dynamic and texture features fusion attention network (DTFA-Net) architecture. 1e figure omits the ReLU and pooling
layers after the convolution layer, and the id of the convolution is shown on the top. Color code used is as follows: pink� convolution;
blue� fusion block; gray� spatial attention; green� fully connected layer.
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To improve the characterization ability of the model,
we use the SE structure [23] in the fusion module, which
gives different weights for the optical flow intensity, and
direction features to strengthen the decision-making
ability of some features. First, global pooling of feature
graphs is

opc � AvgPool Fop  �
1

H × W


H

i�1


W

j�1
Fop(i, j), (11)

where Fop(i, j) stands for the concatenated features of
optical magnitude and angle. 1rough global average
pooling, the dimension of the stitching feature map
changes from C ×H×W to C × 1× 1. Secondly, learn the
nonlinear functional relationship between each channel
through full connection (FC) and activation function
(ReLU). 1en, use normalization (sigmoid) to get the
weight of each channel:

opa � σ FC δ FC opc( ( ( ( , (12)

where σ is the sigmoid function and δ is the ReLU function.
1e two fully connected layers are used to reduce and re-
covery dimension, respectively, which is helpful to improve
the complexity of the function. Finally, we multiply Fop with
opa and pass through a convolution layer to get the fusion
features:

Fop+ � Conv opa ⊗Fop . (13)

(3) Network Details. Dynamic feature extraction subnetwork
input image size is 227× 227× 3, which contains 11 con-
volution layers, 2 full connected layers, and 6 pooling layers.
Tables 1–3 show the specific network parameters of con-
volution and pooling layers.

3.2.2. Texture Feature Representation. In specific, we map
the input RBG image to the intermediate feature maps with a
dimension of 384 through TexConv1-4 and then pay more
attention to some of the regions through the spatial attention
mechanism and then input the output of the attention
module to TexConv5 and full connection layer FC2 performs
feature extraction. 1e structure of the convolutional layer
TexConv1-5 is shown in Table 1, and the structure of the
fully connected layer FC2 is shown in Table 4.

(1) Spatial Attention Block. After experiments, we found that
neural networks often pay special attention to the human
eyes, cheeks, mouths, and other areas when extracting living
features. 1erefore, we added a spatial attention module to
the static texture extraction structure and give a different

Real face Photo attack

(a)

Real face Photo attack

(b)

Figure 6: Optical flow visualization of two adjacent face regions: (a) visualization of changes in optical flow direction: hue� direction of
optical flow, saturation� 255, and value� 255; (b) optical flow magnitude visualize: hue� 255, saturation� 255, and value� size of optical
flow. Among them, the left two are the optical flow changes in the real face, and the right two groups are the optical flow changes in the photo
attacks.

S

Conv 
layer

FC 
layer

S Sigmoid

Global
AvgPool

ReLU

Product

Figure 7: Fusion attention module architecture.
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attention to the features of different face regions. We
adopted the CBAM (Figure 8) spatial attention structure
proposed in [24]. 1is module reduces the dimension of the
input feature map through the maximum pooling and av-
erage pooling layers, splices the two feature maps, and
obtains the attention weight of 1∗H∗W by the convolution
layer and activation function:

SAc � δ Conv Cat AvgPool Ft( ,MaxPool Ft( ( ( ( .

(14)

Finally, we utilized element-wise product for input Ft
and SAc, and the output of the spatial attention block will
pass through the next layers, TextConv5 and FC2:

Ft+ � SAc ⊗Ft. (15)

3.2.3. Feature Fusion. 1rough the above two subnetworks,
dynamic information and texture information are obtained,
respectively. By a series of fully connected layers, dropout
layers, and activation functions, we fully fuse the two

information, learning the nonlinear relationship between the
dynamic and static features, and obtain a two-dimensional
representation of face in living information for living de-
tection, as shown in Table 4.

4. Experiment

4.1.Dataset. We use CASIA-MFSD [25] to train and test the
model. 1e dataset contains a total of 600 face videos col-
lected from 50 individuals. Face video of real face, photo
attack, and video attack scenes are collected at different
resolutions. Among them, photo attack includes photo
bending and photo mask. We ignore the different attack
ways and divide all the videos into real face and false face.
1rough the calculation of optical flow field, face region
detection and tailoring, etc., get 35428 sets of training images
and 64674 sets of test images, as shown in Figure 9. And we
also train and test our model on Replay Attack Database.

4.2. Evaluation. 1is experiment uses false acceptance rate
(FAR), false rejection rate (FRR), equal error rate (EER), and
half total error rate (HTER). 1e face living detection al-
gorithm is based on these indicators. 1e FAR refers to the
ratio of judging the fake face as the real face; the FRR refers
to the ratio of judging the real face as false, and the cal-
culation formulas are shown as follows:

FAR �
Nf_r

Nf
, (16)

FRR �
Nr_f

Nr
, (17)

where Nf_r is the number of false face error, Nr_f is the
number of real face error, Nf is the number of false face
liveness detection, and Nr is the number of real face de-
tection. 1e two classification methods of this experiment
are as follows: (1) nearest neighborhood (NN), which cor-
responds the two-dimensional vector, of which each

Table 1: 1e network of Mag_Conv1-5.

Layer Input size Kernel size Filter Stride
Mag_Conv1 227∗ 22∗ 3 11∗ 11∗ 3 96 4
MaxPooo1 27∗ 27∗ 64 3∗ 3 2
Mag_Conv2 27∗ 27∗ 64 5∗ 5∗ 64 192 1
MaxPool2 27∗ 27∗192 3∗ 3 2
Mag_Conv3 13∗13∗192 3∗ 3∗192 384 1
Mag_Conv4 13∗13∗ 384 3∗ 3∗ 384 256 1
Mag_Conv5 13∗13∗ 256 3∗ 3∗ 256 256 1
∗VecConv1-5 and TexConv1-5 parameters are same as MagConv1-5.

Table 2: 1e structure of fusion attention module.

Layer Input size Kernel size Filter Stride
GlobalAvgPool 13∗13∗ 512 13∗13 1
Fc1 512
Fc2 32
LK_Conv 13∗13∗ 512 3∗ 3∗ 512 256 2
LK_MaxPool 6∗ 6∗ 256 3∗ 3 1

Table 3: 1e structure of FC1 in Figure 5.

Layer Input size Output size
FC1_1 256∗ 6∗ 6 256∗ 3∗ 3
FC1_2 256∗ 3∗ 3 256∗ 2∗ 2
FC1_3 256∗ 2∗ 2 256∗ 2

Table 4: 1e structure of FC2-3 in Figure 5.

Layer Input size Output size
FC2_1 256∗ 6∗ 6 256∗ 3∗ 3
FC2_2 256∗ 3∗ 3 256∗ 2∗ 2
FC3_1 256∗ 6 256∗ 3
FC3_2 256∗ 3 256
FC3_3 256 2

AvgPool

Product

S

Conv 
layer

S Sigmoid

MaxPool

Figure 8: Spatial attention block. We introduce this module after
the convolution layer of the subnetwork is extracted from the static
feature, which gives the difference attention to the local area of the
face.
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dimension value represents the probability of real face or
attack face and selects the category which corresponds to the
maximum value as the classification result. (2) 1resholding
selects a certain threshold to classify the representation
result. 1is method is mainly for model validation and
testing. Calculating FAR and FRR at different thresholds can
plot the receiver operating characteristic (ROC) curve for
measuring the nonequilibrium in the classification problem;
the area under the ROC curve (area under curve, AUC) can
intuitively show the algorithm classification effect.

4.3. Implementation Details. 1e proposed method is
implemented in Pytorch with an inconstant learning rate
(e.g., lr� 0.01 when epoch<5 and lr� 0.001 when epoch≥ 5).

1e batch size of the model is 128 with num_worker� 100.
We initialize our network by using the parameters of
AlextNet100. 1e network is trained with standard SGD for
50 or 100 epochs on Tesla V100 GPU. And we use cross
entropy loss, and the input resolution is 227× 227.

4.4. Experimental Result

4.4.1. Ablation of Spatial Attention Module. We conducted
an ablation experiment on the attention module of the
texture feature extraction subnetwork and only rely on
texture features to perform live detection on the CAISA
dataset. We trained the two texture feature extraction net-
works with or without spatial attention block 50 times,

(a)

(b)

Figure 9: CASIA-MFSD examples after preprocessing. From left to right: texture image, optical flow magnitude, and optical flow direction.
Among them, (a) fake face and (b) real face.
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Figure 10: Network loss and ROC curve with or without spatial attention module: (a) training loss as time step went by; (b) ROC curve.
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(a)

(b)

Figure 11: Change in weight heat map before and after spatial attention module: (a) before; (b) after. 1e spatial attention module pays
special attention to some features of the face area.
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Figure 12: DTFA-Net training and evaluation results in Epoch49-89: (a) the loss fluctuations of model training in Epoch49-89; (b) the AUC
results of the model in the test set in Epoch49-89; (c) the ACC results of the model in the test set in Epoch49-89; (d) the ERR results of the
model in the test set in Epoch49-89.
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respectively, and verified them on the CASIA test set. Fig-
ure 10 shows the training loss process (Epoch0-Epoch29)
and the ROC curve in the test set (Epoch50).1e experiment
shows that, after introducing the attention mechanism, due
to the increase in the network structure (in fact, a convo-
lution layer is added), the loss of the model during the
training process is slower than that of model without SA in
the initial stage of training and there is a large shock.
However, as the number of network training iterations
increases, the loss tends to be stable, and there is almost no
difference between the two cases. After 50 cycles of training,
the model with SA achieved AUC� 95.4% on the test set,
which is higher than model without SA.

Visualize the input and output results of our spatial
attention mechanism module, as shown in Figure 11. It
shows that SA pays more attention to local areas in the face
image, such as the mouth and eyes. 1is point shows the
consistency of the prior knowledge as assumed by the tra-
ditional image feature description method.

We first do not use SA to train the DTFA network to a
certain degree and then add the SA structure to train 100
times so that the spatial attention module can better learn
face area information and accelerate model convergence.
Figure 12 shows the training and test results of DTFA-Net
on the CASIA dataset. When the number of training iter-
ations of the model reaches the interval of 49 – 89,
EER� 0.069 and AUC� 0.975± 0.0001, reaching a stable
state.

Table 5 provides a comparison between the results of our
proposed approach and those of the other methods in both

intradatabase evaluation. Our model result is comparable to
the state-of-the-art methods.

4.5. Samples. Figure 13 shows several samples of the failure
and right detection of real faces. 1rough analysis, we found
that the illumination in RGB images may be the main cause
of wrong classification.

5. Conclusion

1is paper analyzed the photo and video replay attacks of
face spoofing and built an attention network structure that
integrated dynamic-texture features and designed a dynamic
information fusion module that extracted features from
texture images based on the spatial attention mechanism. At
the same time, an improved gamma image optimization
algorithm was proposed for preprocessing of image in face
detection tasks under multiple illuminations.

Data Availability

1e CASIA-MFSD data used to support the findings of this
study were supplied by CASIA under license and so cannot
be made freely available. Requests for access to these data
should be made to CASIA via http://www.cbsr.ia.ac.cn.
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Table 5: Comparison between our proposed method and the other in intradatabase.

Method CASIA-MFSD Replay Attack
EER (%) EER (%) HTER (%)

LBP [26] 18.2 13.9 13.8
IQA [9] 32.4 – 15.2
CNN [4] 7.4 6.1 2.1
LiveNet [27] 4.59 – 5.74
DTFA-Net (ours) 6.90 6.47 2.2

False Successful

Figure 13: 1e false and right detection samples. Left: false-negative result; right: true-positive case.
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In smart cities and factories, robotic applications require high accuracy and security, which depends on precise inverse dynamics
modeling. However, the physical modeling methods cannot include the nondeterministic factors of the manipulator, such as
flexibility, joint clearance, and friction. In this paper, the Semiparametric Deep Learning (SDL) method is proposed to model
robot inverse dynamics. SDL is a type of deep learning framework, designed for optimal inference, combining the Rigid Body
Dynamics (RBD) model and Nonparametric Deep Learning (NDL) model. +e SDL model takes advantage of the global
characteristics of classic RBD and the powerful fitting capabilities of the deep learning approach. Moreover, the parametric and
nonparametric parts of the SDL model can be optimized at the same time instead of being optimized separately. +e proposed
method is validated using experiments, performed on a UR5 robotic platform. +e results show that the performance of SDL
model is better than that of RBDmodel and NDL model. SDL can always provide relatively accurate joint torque prediction, even
when the RBD or NDL model is not accurate.

1. Introduction

Smart cities and factories contain “intelligent” things that
can autonomously and collaboratively enhance the quality of
living and working conditions, save human lives, and act as a
sustainable resource ecosystem. To implement these ad-
vanced collaborative technologies, such as drones, robots,
artificial intelligence, and Internet of +ings, it is required to
increase the “intelligence” of smart cities and factories, by
improving the connectivity, energy efficiency, and quality of
services [1]. +ere have been many excellent application
cases, such as [2–4]. Particularly, intelligent robotic plat-
forms are a technology, increasingly used, in smart cities and
factories, where the constantly changing applications sce-
narios also place higher demands in robot control. Specif-
ically, in motion control systems, there is a time delay in the
transmission of feedback information, making smooth

motion impossible to achieve by feedback control alone.
+erefore, feedforward control becomes particularly im-
portant. In robotics, feedforward control usually refers to
model-based control, involving the dynamics of the robotic
platform. +e accuracy of such dynamical models is critical
to the development of control laws that are compliant,
energy efficient, and safe [5].

+ere are two major approaches for modeling robot
dynamics: parametric and nonparametric. Parametric ap-
proaches rely on parameterized Newtonian physics models
of the robot dynamics. Common methods for physics-based
dynamics modeling can be found in the literature. +ese
methods require the mechanical parameters of the rigid
bodies, composing the robot, to be identified [6–9] and then
employed in model-based control and state estimation
schemes [10]. +e advantage of these models is that they
represent a global and unique relationship between the joint
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trajectory (q, _q, €q) and the torques τRBD. +is type of inverse
dynamics model can be computed efficiently and employed
in real time. +us, a great deal of prior knowledge is ac-
quired, without the need of data. For example, it is well
known that robots are subject to gravitational forces, viscous
forces, and joint constraints, making it wasteful to have to go
through a laborious data-gathering and machine learning
process, to discover these well-known constraints. +e
disadvantage of parametric models is that they are only
crude idealizations of the actual system dynamics, such as
rigidity of links or a simple analytical form of friction, which
may not be accurate in real systems. In the case of traditional
industrial robots, these unmodeled dynamics can often be
ignored. However, for modern robotic platforms, these
omittances and simplifications result in significant control
inefficiencies.

Alternatively, the model can be obtained from experi-
mental data, using machine learning techniques, resulting in
a nonparametric model. Nonparametric methods, based on
algorithms such as Support Vector Regression (SVR)
[11–13], Neural Network (NN) [14–16], Local Weighted
Projection Regression (LWPR) [17–19], Independent Joint
Learning (IJL) [20–22], or Gaussian Processes Regression
(GPR) [23–27], can model dynamics by extrapolating the
input-output relationship directly from the available data. If
a suitable kernel function or learning architecture is selected,
then the nonparametric model is a universal approximator
which can account for the dynamics factors, not considered
by the parametric model.+erefore, nonparametric methods
can be more flexible to use and are powerful in capturing
higher order nonlinearities, resulting in faster model ap-
proximation and higher learning accuracy. When learning
inverse dynamics, the nonparametric methods will ap-
proximate a function describing the relationship
q, _q, €q⟶ τ, including all nonlinearities encoded by the
sampled data.

Nonparametric methods attempt to learn the model
from scratch and, thus, do not make use of any knowledge
available from analytical robotics. Nevertheless, nonpara-
metric learning methods also exhibit several drawbacks.
First, very large amounts of data are necessary for obtaining
a sufficiently accurate model and predictions on the entire
input space [28]. Second, since nonparametric models rely
on local neighborhood training data to make predictions,
they do not generalize well to unexplored state regions,
where little or no training data are available. Covering the
entire state space becomes exponentially harder, as the
complexity and number of degrees of freedom in the robot
system increase. +us, if only small and relatively poor data
sets are available, nonparametric models will not be able to
generalize well for unknown data.+ird, it is indeed wasteful
to have to go through a laborious data-gathering and ma-
chine learning process to discover such well-known prior
knowledge as Rigid Body Dynamics.

+us, it appears quite desirable to combine the benefits
of parametric and nonparametric approaches to improve on
the aforementioned issues. However, doing so, in an efficient
way, is not trivial. A reasonable approach would be to first fit
a parametric model and then fit a nonparametric model to

the errors made by the parametric model. Nguyen-Tuong
et al. [29] present a learning technique which combines prior
knowledge about the physical structure of the mechanical
system and learning from available data using Gaussian
Process Regression (GPR) [30]. Similar approaches are
presented in [20] and [31]. In [32], an incremental semi-
parametric robot dynamics learning scheme, based on Lo-
cally Weighted Projection Regression (LWPR), initialized
using a linearized parametric model, is presented [33].
However, this approach uses a fixed parametric model that is
not updated, as new data become available. Moreover,
LWPR has been shown to underperform with respect to
other methods (e.g., [34]). +ese semiparametric methods,
as described above, could not benefit from simultaneous
optimization of parametric and nonparametric models.
Instead, the nonparametric model is applied, after para-
metric identification, which may result in a suboptimal
model. In addition, as far as it can be known, there is no
semiparametric method based on deep learning methods.

Deep learning is a new approach in machine learning,
which has been widely applied in smart cities and factories
[35]. Deep learning has turned out to be very good at
discovering intricate structures in high-dimensional data
and is therefore applicable to many domains of science,
business, and government. Since it requires very little en-
gineering by hand, it can easily take advantage of increased
amount of available computation resources and data [36]. In
this work, a method that is based on deep learning and
semiparametric approach is presented. +e method is for-
malized in the framework of what is called Semiparametric
Deep Learning (SDL), designed for optimal inference using
combinations of parametric RBD and Nonparametric Deep
Learning models. Key properties of this method are (1)
appropriate deep learning frame for a semiparametric ap-
proach and (2) features that can be optimized simulta-
neously for parametric and nonparametric models. +e
proposed method is validated using experiments performed
on a UR5 robot. +e article is organized as follows. In
Section 2, a complete description of the proposed Semi-
parametric Deep Learning framework is introduced. Section
3 presents the validation of the proposedmethod on the UR5
robotic platform. Finally, Section 4 summarizes the content
of the presented work.

2. Methodology

+e parametric modeling method and NDL, as the basis of
the SDL method, have been elaborated in previous research
publications [37, 38]. +erefore, this section only briefly
reviews the above two methods, while it analyzes the SDL
modeling method, proposed in this paper.

2.1. Parametric RobotDynamicsModel. It is well known that
the robot dynamics can be modeled according to the fol-
lowing [39]:

τ(q, _q, €q) � M(q)€q + C(q, _q) + G(q) + ε(q, _q, €q), (1)
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in which q, _q, €q ∈ Rm×1 are joint positions, velocities, and
accelerations of the robot, respectively, τ ∈ Rm×1 denotes the
joint torques, M(q) is the generalized inertia matrix of the
robot, C(q, _q) are the Coriolis and centripetal forces, and
G(q) is gravity. As shown in equation (1), the robot dy-
namics equation contains Rigid Body Dynamics (RBD)
model:

τRBD � M(q)€q + C(q, _q) + G(q). (2)

+e model errors ε(q, _q, €q) are caused by unmodeled
dynamics (e.g., hydraulic tubes, actuator dynamics, and
flexibility and dynamics of the cable drives), ideal-joint
assumptions (e.g., no friction and clearance), and inaccur-
acies in the RBD model parameters. +e RBD model of a
manipulator is well known to be linear regarding the pa-
rameters β [39], i.e.,

τRBD � φ(q, _q, €q)β, (3)

in which φ is a matrix containing nonlinear functions of
joint angles, velocities, and accelerations, often called basis
functions. Modeling the robot dynamics, using the RBD
model in equation (3), requires the identification of the
dynamics parameters β. For the 6 Degree-of-Freedom (DoF)
UR5 robot, for example, 60 dynamics parameters are to be
identified (for each DoF, there are 10 parameters that could
ideally be obtained directly from the CAD data).

2.2. Nonparametric Deep Learning Model

2.2.1. NDL Formulation. +e inverse dynamic model, in
model-based control, is described as the mapping from joint
positions, velocities, and accelerations to torques, as shown
in equation (1). +e aim of nonparametric learning model is
to predict the torque value of the ith joint, τi ∈ R, as the
response of the query point at (q, _q, €q) ∈ R3m×1, by using the
given n training data, q[j], _q[j], €q[j], τi[j] 

n

j�1, in which
q[j], _q[j], €q[j] ∈ Rm×1 and τi[j] ∈ R. Since the problem can
be considered as a supervised learning problem, any su-
pervised learning technique can be employed for the
learning process, as shown in

τ(q, _q, €q) ∼ DL(q, _q, €q). (4)

Deep learning methods are representation-learning
methods with multiple levels of representation, obtained by
composing simple but nonlinear modules, each trans-
forming the representation at one level (starting with the raw
input) into a representation at a higher, slightly more ab-
stract level. With the composition of enough such trans-
formations, very complex robotic dynamics functions can be
learned [36, 40]. +erefore, the application cases of deep
learning are too numerous, such as [41–45].

+e sequential nature of manipulator inverse dynamics
suggests that, to predict the joint torque, it is important to
model the relationship among sequential data points [39].
RNNs, a type of deep learning network, can be seen as very
deep feedforward network, where all the layers share the
same weights. Although their main purpose is to determine
long-term dependencies, theoretical and empirical evidence

shows that it is difficult to learn to store information for very
long time [46]. LSTM networks have subsequently proved to
be more effective than conventional RNNs, especially when
there are several layers at each time step [48], enabling an
entire speech recognition system that goes all the way from
acoustics to the sequence of characters in the transcription.
LSTM networks or related forms of gated units are also
currently used for the encoder and decoder networks,
performing very well in machine translation [47–49].
Moreover, studies presented in [38] and [50] confirmed the
validity of applying LSTM to the prediction of manipulator
inverse dynamics. +erefore, in this section, the LSTM
network is proposed as the nonparametric learning tech-
nique for modeling the inverse dynamics of manipulator.

2.2.2. NDL Model Architecture. In this paper, the proposed
architecture of the Nonparametric Deep Learning network
has one input layer, one LSTM layer, one full-connected
layer, one dropout layer, and one output layer, as shown in
Figure 1. Only 1 LSTM layer is used here, because it has been
verified in our previous studies that, with the same number
of neurons, the fewer the layers, the better the prediction
performance [38].

+e input layer has 18 neurons (manipulator’s 6 joint
positions, 6 velocities, and 6 accelerations, as shown in
Figure 2).

+e state activation functions of LSTM cells are set to
“tanh,” while the gate activation functions are set to “sig-
moid.” +e input weights are initialized according to the
Glorot initializer. +e forget gate bias is initially set to 1 and
the remaining biases are set to 0. +e training algorithm
adopts back-propagation through time.

2.3. Proposed Semiparametric Deep Learning (SDL) Model.
In this section, the proposed semiparametric model, based
on deep learning and RBD, is described in detail. +e
method is formalized in the framework of the so-called
Semiparametric Deep Learning (SDL), which can be used to
predict the joint torque of a robotic arm more accurately.
First, formulation of SDL is introduced in Section 2.3.1,
while the specific model architecture of SDL is described in
Section 2.3.2.

2.3.1. SDL Formulation. Using the Nonparametric Deep
Learning (DL) framework, the robot dynamics can be
modeled by τ ∼ DL(q, _q, €q), in which q, _q, €q is the input and
τ is the output of the Deep Learning Model. Consequently,
the DL model does not make use of any prior knowledge,
which allows reproducing arbitrary functions. One way to
include the RBD model, as shown in equation (5), is to set
the τRBD as input to the DL model. +is approach is
equivalent to a semiparametric model:

τ(q, _q, €q) ∼ SDL(q, _q, €q) ∼ DL τRB D, q, _q, €q( 

∼ DL(φ(q, _q, €q)β, q, _q, €q).
(5)

+e resulting dynamics model, as described in equation
(5), is a semiparametric frame which consists of a parametric
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part, i.e., the RBD model. When comparing equation (5) to
the robot dynamics in equation (1), it becomes evident that
the main purpose of the nonparametric term is absorbing
the unmodeled dynamics ε(q, _q, €q). In order to approximate
the unmodeled dynamics with an appropriate DL, a model
can be used, such as DNN or LSTM. Key properties of this
semiparametric learning method are (1) employment of
appropriate deep learning frame as nonparametric part and
(2) features that can be optimized simultaneously for
parametric and nonparametric model; i.e., the value of τRBD
will also be updated by weight changes as the learning
process evolves.

If the RBDmodel perfectly describes the robot dynamics,
the error ε(q, _q, €q) in equation (1) will disappear and the
prediction will depend only on the RBD part; i.e., it is very
easy to train deep learning networks. Equation (5) also
shows that if the query point is far away from the training
data, the resulting torque prediction will mainly depend on
the RBD part. +is property is important, as the complete
state space can never be completely included using finite
(and possibly small) training data sets. If the robot moves to
the regions of the state space, not considered by the sampled
data (i.e., the learned nonparametric models may not

generalize well in these state space regions), the torque
prediction will rely on the parametric RBD part.

2.3.2. SDL Model Architecture. +e effectiveness of the NDL
model has been verified in previous work presented in [40].
+e SDLmodel proposed in this article adds an RBD term to
the NDL architecture. Its specific model architecture is
shown in Figure 3. +e input of the SDL architecture is still
[q, _q, €q]. However, unlike NDL, the input passes through the
RBD term, forming the new input vector [τRBD, q, _q, €q].
Next, the new input vector enters the LSTM hidden layer.
+e advantage of this architecture is that the parametric and
nonparametric parts can be optimized simultaneously; i.e.,
the weight of τRBD in the feature vector will also be updated
during network training. +e grid search method is used to
optimize the hyperparameters of the SDL model.

3. Evaluation

+e proposed SDL method will be verified on a collaborative
robot UR5, while the torque prediction results will be
compared to the ones provided by NDL methods. +e
prediction performance for training and for generating

AI model

Torque 1

Torque 2

Torque 3

Torque 4

Torque 5

Torque 6

Position 1

Velocity 1

Acceleration 1

18 inputs 6 outputsHidden layer

Position 6

Velocity 6

Acceleration 6

Joint 1 position
Joint 1 torque

Position 1

Figure 2: Inverse dynamics learning architecture of manipulator with 21 input data sets.

Input layer

LSTM layer

Fully connected layer

Dropout layer

Output layer

0.2

200 neurons

400 neurons

x =[q1, q1, q1,…, qn, qn, qn]. .. . ..

Figure 1: Proposed deep learning architecture.
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predictions in rhythmic motor tasks is evaluated. +e joint
angles, the joint velocities, the joint accelerations, and the
joint torques are recorded using a GUI (Graphical User
Interface), i.e., PolyScope, making it easy to program the
robot to move the tool along a desired trajectory path.

3.1. Experimental Setup. UR5 is a 6-DoF collaboration robot
with extruded aluminum tubes and joints. It has six rotary
joints, and its structure is shown in Figure 4. +e UR5 robot
has a joint rotation range of [−2π, 2π] (rads) and a joint
acceleration range of [0, π] (rads/s2). +e UR5 robot is very
popular in the robot research field.

According to the robot rotation angle and installation
restrictions, the robot workspace is selected to be a
hemisphere with an approximate radius of 850mm above
the installation plane. +e range of joints motion is shown
in Table 1. In order to best approximate the actual working
situation of the robot, within the selected robot workspace,
1000 points are randomly selected. According to the actual
use requirements of the robot, the joint running speed
range is [0.8–2] rads/s, while the acceleration range is
[1–1.8] rads/s.

+e robot is ordered to run in a rhythmic way, according
to the set trajectory. +e joint position, speed, and servo
motor current data, along the robot trajectory, is delivered
from the robot controller at a frequency of 100Hz. Since the
UR5 robot is not equipped with a torque sensor, the
measured torque is obtained indirectly through the motor
current, at each joint. +e relationship between torque and
current is as follows [51]:

τi � NikiIi, (6)

in which Ni is the gear ratio, Ni � 101, i � 1, · · · , 6; ki motor
constant, ki � 0.125Nm/A, i � 1, · · · , 3,
ki � 0.0922Nm/A, i � 4, · · · , 6; and Ii is the motor current
(A).

During the actual operation, the robot is affected by
noise, making the sampling data fluctuate. In that case, there
will be large fluctuations and ripples in the actual measured
current, which seriously affects the accuracy of the torque
prediction.+e average data method can increase the signal-
to-noise ratio of the data [52], reduce the influence of noise,
and improve the prediction accuracy. +e average joint
position _q can be expressed as follows:

q(k) �
1

M


M

m�1
qm(k), (7)

in whichM is the number of running trajectories, qm(k) is
the k-th sampling point of one running trajectory, and
q(k) is the position after M times of averaging. +e same
method is used to deal with speed and current. +e zero-
phase low-pass Butterworth filter (forward and reverse IIR
Butterworth filters) with a cutoff low-pass frequency of
1 Hz is used to process the averaged position and velocity
(q, _q). Acceleration is obtained by the central difference
method [53]. Data processing is important for the ac-
curacy of parameter identification, making the above
processing very appropriate, as it avoids large deviations
in identification.

A total of 1,000 groups (a total of 108,008) of valid
samples were obtained. According to the ratio of 80% to
20%, they were divided into training and testing sets, serving
in K-fold cross-validation. In addition, the test data is en-
sured to be sufficiently different from the training data,
highlighting the generalization ability of the learned models.
+e above sample set is used to train and test the NDLmodel
and SDL model, respectively, while it also analyzes and
compares the prediction performance.

Rigid Body Dynamics

Input layer

Expanded input vector

LSTM layer

Fully connected layer

Dropout layer

Output layer

0.2

200 neurons

400 neurons

x = [q, q, q]. ..

x = [ τRBD, q, q, q]. ..

Figure 3: Proposed deep learning architecture.

Figure 4: UR5 robot structure.
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All input and output data are normalized to match the
consistency of the learning model. After the prediction of
inverse dynamics, the real value is restored. +e normalized
equation is as follows:

xn �
xr − xmin

xmax − xmin
, (8)

in which xn represents the normalized value; xr denotes the
real value; and xmin and xmax are the minimum and max-
imum real values, respectively.

+e performance of manipulator inverse dynamics
predictions is evaluated using Root Mean Square Error
(RMSE), which is defined as follows:

RMSE �

�������������

1
N



N

i�1
pi − yi( 

2




, (9)

in which pi and yi represent the i-th predicted value and real
value, respectively, and N is the total number of the data sets.

4. Results

+e training and prediction in this paper were performed
with MATLAB 2019a, using an ordinary personal computer.
Computer hardware has a high influence on training time. In
this work, the models are trained on a CPU with a clock
speed of 2.7GHz. +e structure and hyperparameters of the
NDL and SDL models were initially set according to pre-
vious work, while the final settings were determined based
on the fivefold cross-validation method.

+e prediction results of the RBD, NDL, and SDLmodels
are listed in Table 2.+e data in the table shows the RMSE of
the RBD, NDL, and SDL models, on different robot axes and
under different cross situations. Based on Table 2, the fol-
lowing conclusions apply:

(1) +e results of “cross average” (Figure 5) indicate that
the prediction accuracy of SDL is generally more
accurate than the one of NDL and NDL is generally
more accurate than RBD. Also, the prediction ac-
curacy of the SDL model for the first 3 axes of the
robot is significantly improved.

(2) +e results of “all axes” (Figure 6) indicate that the
prediction accuracy of the NDL model is sometimes
better than the one of the RBD model (cross 3, 4, 5),
while sometimes it is worse (cross 1, 2). However, the
NDL model is better than the RBD model (mean) in
general, while the prediction accuracy of the SDLmodel
is always better than in the case of the other twomodels.

(3) All the data in Table 2 shows that the semiparametric
models are able to combine the strengths of both
models, i.e., the parametric RBD model and the
Nonparametric Deep Learning model. +e predic-
tion accuracy of the SDL model is always better than
that of the RBD and NDL models.

RMSE is not sufficient to fully represent the performance
of torque prediction, because the range of torque variation
for each joint of the robot varies greatly. +erefore, the ratio
of cross average RMSE to the range of measured torque
values was used to further analyze the predictive

Table 1: Rotation angle range of each joint in the selected robot workspace.

Joint # Joint 1 Joint 2 Joint 3 Joint 4 Joint 5 Joint 6
Range of motion (deg) [−180, 180] [−180, 0] [−130, 130] [−180, 0] [−180, 180] [−180, 180]

Table 2: Prediction results of RBD, NDL, and SDL models.

Axis 1 Axis 2 Axis 3 Axis 4 Axis 5 Axis 6 All axes

Cross 1
RBD 2.2899 2.3417 2.3683 0.6523 0.5889 0.5290 1.7024
NDL 2.6107 2.7715 1.8227 0.3418 0.4487 0.4577 1.7486
SDL 1.8310 1.9460 1.3504 0.3450 0.4220 0.4524 1.2560

Cross 2
RBD 2.3316 2.3162 2.2893 0.6642 0.6498 0.5525 1.6937
NDL 2.3342 2.5439 2.5428 0.3864 0.5162 0.4722 1.7807
SDL 1.6721 1.8492 1.4528 0.3435 0.4633 0.4654 1.2162

Cross 3
RBD 2.4861 2.6723 2.2126 0.6417 0.5924 0.3582 1.7846
NDL 2.2477 2.4820 1.1689 0.4081 0.4487 0.3977 1.4779
SDL 1.4031 1.5533 0.9656 0.3294 0.4022 0.3428 0.9748

Cross 4
RBD 2.7325 2.7323 2.5119 0.6625 0.6386 0.3708 1.9246
NDL 2.3239 2.1714 1.6374 0.3745 0.4245 0.4280 1.4889
SDL 1.4009 1.6816 1.1613 0.3435 0.4399 0.3696 1.0478

Cross 5
RBD 2.8011 2.7946 2.2741 0.6326 0.5795 0.3620 1.9015
NDL 1.6768 2.2989 1.6690 0.4346 0.3893 0.3393 1.3746
SDL 1.5326 1.6847 1.0004 0.3385 0.3775 0.3058 1.0439

Cross average
RBD 2.5282 2.5714 2.3313 0.6506 0.6098 0.4345 1.8014
NDL 2.2387 2.4535 1.7682 0.3891 0.4455 0.4190 1.5741
SDL 1.5679 1.7430 1.1861 0.3400 0.4210 0.3872 1.1077
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performance of different joints. As shown in Table 3, the
torque prediction performance of the first three (elbow)
joints is better than that of the last three (wrist) joints.

Part of the measured values of each joint torque, RBD
predicted value, NDL predicted value, and SDL predicted
value are all plotted in Figure 7. Figures 7(a)–7(f) are the
predicted moments of axis 1 to axis 6, respectively;
Figures 7(g)–7(l) are the predicted errors of moments of axis

1 to axis 6, respectively; the purple curve represents the
measured torque value, the blue represents the calculated
torque value using RBD method, the red represents the DL
predicted torque value, and the yellow represents the SDL
predicted torque value. Figure 7 shows that the SDL model
combines the advantages of the RBD model and the NDL
model. For example, as shown by the red dashed box in
Figure 7, when the torque prediction error of the RBD is
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Figure 5: Cross average prediction results.
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Figure 6: All axes prediction results.

Table 3: Comparative analysis of prediction performance of different joint forces.

Axis 1 Axis 2 Axis 3 Axis 4 Axis 5 Axis 6

Cross average RMSE
RBD 2.5282 2.5714 2.3313 0.6506 0.6098 0.4345
NDL 2.2387 2.4535 1.7682 0.3891 0.4455 0.4190
SDL 1.5679 1.7430 1.1861 0.3400 0.4210 0.3872

Range of measured torque 42.1816 98.1207 49.3103 5.7766 4.4944 6.6976

Ratio
RBD 0.0599 0.0262 0.0473 0.1126 0.1357 0.0649
NDL 0.0531 0.0250 0.0359 0.0674 0.0991 0.0626
SDL 0.0372 0.0178 0.0241 0.0589 0.0937 0.0578
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large, the nonparametric part works, which greatly improves
the prediction accuracy of the SDL model. As another ex-
ample, shown by the green dotted box in Figure 7, when the
learned nonparametric models do not generalize well to the
state space regions, the torque prediction will rely on the
parametric RBD part.

5. Conclusion

In this work, Semiparametric Deep Learning (SDL) method
is proposed to model robot inverse dynamics, for smart city
and industrial applications. +e SDL model takes advantage
of the global characteristics of classic RBD and the powerful
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fitting capabilities of deep learning methods. Moreover, SDL
model can be optimized simultaneously for the parametric
and nonparametric model, instead of separate optimiza-
tions. +e results on the UR5 robot show that the SDL
models provide higher accuracy and better generalization,
compared to RBD and NDL.+e essence of the SDLmodel is
to fully utilize the a priori information encoded in the pa-
rameterized model, overcome the limitations of the NDL
method, and always show good learning performance. As far
as future work is concerned, the flexible factors in dynamics
will be considered as addition to the SDL model, in order to
improve the accuracy prediction performance.

Data Availability

+e data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

+e authors declare that they have no conflicts of interest.

Acknowledgments

+is work was supported by the National Key Research and
Development Program of China (no. 2017YFB1302100).

References

[1] J. Jiang, F. Lin, J. Fan et al., “A destination prediction network
based on spatiotemporal data for bike-sharing,” Complexity,
vol. 2019, Article ID 7643905, 14 pages, 2019.

[2] G. Li, L. Zhang, Y. Sun, and J. Kong, “Towards the sEMG
hand: internet of things sensors and haptic feedback appli-
cation,” Multimedia Tools and Applications, vol. 78, no. 21,
pp. 29765–29782, 2019.

[3] Y. He, G. Li, Y. Liao et al., “Gesture recognition based on an
improved local sparse representation classification algo-
rithm,” Cluster Computing, vol. 22, no. S5, pp. 10935–10946,
2019.

[4] J. Qi, G. Jiang, G. Li, Y. Sun, and B. Tao, “Intelligent human-
computer interaction based on surface EMG gesture recog-
nition,” IEEE Access, vol. 7, pp. 61378–61387, 2019.

[5] B. Siciliano and O. Khatib, Dynamics, Springer Handbook of
Robotics, Springer, Berlin, Germany, 2008.

[6] K. Yamane, “Practical Kinematic and Dynamic Calibration
Methods For Force-Controlled Humanoid Robots,” in Pro-
ceedings of 11th IEEE-RAS International Conference on Hu-
manoid Robots, ICMLBled, Slovenia, pp. 269–275, 2011.

[7] S. Traversaro, A. D. Prete, R. Muradore, L. Natale, and F. Nori,
“Inertial Parameter Identification Including Friction and
Motor Dynamics,” in Proceedings of 13th IEEE-RAS Inter-
national Conference on Humanoid Robots, pp. 68–73, Atlanta,
GA, USA, 2013.

[8] Y. Ogawa, G. Venture, and C. Ott, “Dynamic Parameters
Identification Of A Humanoid Robot Using Joint Torque
Sensors and/or Contact Forces,” in Proceedings of 14th IEEE-
RAS International Conference on Humanoid Robots,
pp. 457–462, Atlanta, GA, USA, 2014.

[9] J. Hollerbach, W. Khalil, and M. Gautier, “Model Identifi-
cation,” Springer Handbook of Robotics, Springer, Berlin,
Germany, 2008.

[10] R. Camoriano, S. Traversaro, L. Rosasco et al., “Incremental
semiparametric inverse dynamics learning,” in Proceedings of
the IEEE International Conference on Robotics and Auto-
mation (ICRA), IEEE, Paris, France, pp. 544–550, 2016.

[11] Y.-P. Zhao, B. Li, Y.-B. Li, and K.-K. Wang, “Householder
transformation based sparse least squares support vector
regression,” Neurocomputing, vol. 161, pp. 243–253, 2015.

[12] D. Nguyen-Tuong, B. Scholkopf, and J. Peters, “Sparse online
model learning for robot control with support vector re-
gression,” in Proceedings of the IEEE/RSJ International
Conference on Intelligent Robots and Systems, IEEE, Madrid,
Spain, pp. 3121–3126, 2009.

[13] Y. Choi, S.-Y. Cheong, and N. Schweighofer, “Local online
support vector regression for learning control,” in Proceedings
of the 2007 IEEE International Symposium on Computational
Intelligence in Robotics and Automation, IEEE, Jacksonville,
FL, USA, pp. 13–18, June 2007.

[14] H. Mori, Y. Ohama, N. Fukumura, and Y. Uno, “Learning of
real robot’s inverse dynamics by a forward-propagation
learning rule,” Electrical Engineering in Japan, vol. 161, no. 4,
pp. 38–48, 2007.

[15] N. Ishibashi and Y. Maeda, “Learning of inverse-dynamics for
SCARA robot,” in Proceedings of the SICE Annual Conference,
pp. 1300–1303, Takamatsu, Japan, September 2011.

[16] O. Ken and M. Yutaka, “Learning of inverse-dynamics and
inverse-kinematics for two-link SCARA robot using neural
networks,” in Proceedings of the SICE Annual Conference,
pp. 1031–1034, Takamatsu, Japan, September 2011.

[17] S. Vijayakumar, A. D’Souza, and S. Schaal, “Incremental
online learning in high dimensions,” Neural Computation,
vol. 17, no. 12, pp. 2602–2634, 2005.

[18] S. Vijayakumar and S. Schaal, “Fast and efficient incremental
learning for high-dimensional movement systems,” in Pro-
ceedings of the IEEE International Conference on Robotics and
Automation, vol. 2, IEEE, Montreal, Canada, pp. 1894–1899,
2000.

[19] J. S. d. l. Cruz, Learning Inverse Dynamics for Robot Ma-
nipulator Control, University of Waterloo, Waterloo, Canada,
2011.

[20] T. T. Um, M. S. Park, and J. Park, ““Independent Joint
Learning: a novel task-to-task transfer learning scheme for
robot models,” 2014,” in Proceedings of the IEEE International
Conference on Robotics and Automation (ICRA), IEEE, Paris,
France, pp. 5679–5684, 2014.

[21] K. Caluwaerts and J. J. Steil, “Independent joint learning in
practice: local error estimates to improve inverse dynamics
control,” in Proceedings of the 2015 IEEE-RAS 15th Interna-
tional Conference on Humanoid Robots (Humanoids), IEEE,
Seoul, South Korea, pp. 643–650, November 2015.

[22] Z. Shareef, P. Mohammadi, and J. Steil, “Improving the in-
verse dynamics model of the KUKA LWR IV+ using inde-
pendent joint learning∗∗Z. Shareef received funding from the
German federal ministry of education and research (BMBF)
within the leading-edge cluster competition. P. Mohammadi
received funding from the European community’s horizon
2020 robotics program ICT-23-2014 under grant agreement
644727—CogIMon,” IFAC-PapersOnLine, vol. 49, no. 21,
pp. 507–512, 2016.

[23] K. Chai, Multi-task Learning with Gaussian Processes, Insti-
tute for Adaptive and Neural Computation, School of In-
formatics, University of Edinburgh, Edinburgh, Scotland,
2010.

[24] M. Deisenroth, J. Peters, and C. Rasmussen, “Approximate
dynamic programming with Gaussian processes,” in

10 Complexity



Proceedings of the American Control Conference, pp. 4480–
4485, Denver, Colorado, 2008.

[25] M. Deisenroth and C. R. Pilco, “A model-based and data-
efficient approach to policy search,” in Proceedings of the
Twenty Eighth International Conference on Machine Learning,
ICML, Bellevue, WA, USA, 2011.

[26] D. Nguyen-Tuong and J. Peters, “Local Gaussian process
regression for real-time model-based robot control,” in
Proceedings of the International Conference on Intelligent
Robots and Systems, pp. 380–385, Macau, China, 2008.

[27] A. Rottmann and W. Burgard, “Learning non-stationary
system dynamics online using Gaussian processes,” Pattern
Recognition of Lecture Notes in Computer Science, vol. 6376,
pp. 192–201, Springer, Berlin, Germany, 2010.

[28] D. Nguyen-Tuong, J. Peters, and M. Seeger, “Computed
torque control with nonparametric regression models,” in
Proceedings of the 2008 American Control Conference, ACC,
Seattle, DC, USA, 2008.

[29] D. Nguyen-Tuong and J. Peters, “Using model knowledge for
learning inverse dynamics,” in Proceedings of the 2010 IEEE
International Conference on Robotics and Automation,
pp. 2677–2682, Anchorage, AK, USA, May 2010.

[30] C. E. Rasmussen and C. K. I. Williams, Gaussian Processes for
Machine Learning, MIT Press, Cambridge, MS, USA, 2006.

[31] T. Wu and J. Movellan, Semi-Parametric Gaussian Process for
Robot System Identification, IROS, Bengaluru, India, 2012.

[32] J. Sun de la Cruz, D. Kulic, W. Owen, E. Calisgan, and
E. Croft, “On-line dynamic model learning for manipulator
control,” IFAC Robot Control, vol. 10, no. 1, pp. 869–874, 2012.

[33] S. Vijayakumar and S. Schaal, “Locally weighted projection
regression,” in Incremental Real Time Learning in High Di-
mensional Space.” ICML, P. Langley, Ed., pp. 1079–1086,
Morgan Kaufmann, Burlington, MS, USA, 2000.

[34] A. Gijsberts and G. Metta, “Incremental Learning Of Robot
Dynamics Using Random Features,” in Proceedings of the 2011
IEEE International Conference on Robotics and Automation,
pp. 951–956, Shanghai, China, May 2011.

[35] L. Zhang, C. P. Lim, and J. Han, “Complex deep learning and
evolutionary computing models in computer vision,” Com-
plexity, vol. 2019, Article ID 1671340, 2 pages, 2019.

[36] Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,”Nature,
vol. 521, no. 7553, pp. 436–444, 2015.

[37] N. Liu, L. Li, B. Hao et al., “Inverse dynamic modeling and
simulation of multiple-degree-of-freedom heavy-duty hy-
draulic manipulator,” International Journal of Mechatronics
and Applied Mechanics, vol. 2, no. 6, pp. 87–96, 2019.

[38] N. Liu, L. Li, B. Hao et al., “Modeling and simulation of robot
inverse dynamics using LSTM-based deep learning algorithm
for smart cities and factories,” IEEE Access, vol. 7,
pp. 173989–173998, 2019.

[39] M. W. Spong, S. Hutchinson, and M. Vidyasagar, Robot
Dynamics and Control, John Wiley & Sons, New York. NJ,
USA, 2006.

[40] A. Hernandez-Blanco, B. Herrera-Flores, D. Tomas et al., “A
systematic review of deep learning approaches to educational
data mining,” Complexity, vol. 2019, Article ID 1306039,
22 pages, 2019.

[41] G. Li, J. Li, Z. Ju, Y. Sun, and J. Kong, “A novel feature ex-
traction method for machine learning based on surface
electromyography from healthy brain,” Neural Computing
and Applications, vol. 31, no. 12, pp. 9013–9022, 2019.

[42] W. Cheng, Y. Sun, G. Li, G. Jiang, and H. Liu, “Jointly
network: a network based on CNN and RBM for gesture

recognition,” Neural Computing and Applications, vol. 31,
no. S1, pp. 309–323, 2019.

[43] G. Li, D. Jiang, Y. Zhou, G. Jiang, J. Kong, and G. Manogaran,
“Human lesion detectionmethod based on image information
and brain signal,” IEEE Access, vol. 7, pp. 11533–11542, 2019.

[44] D. Jiang, G. Li, Y. Sun, J. Kong, and B. Tao, “Gesture rec-
ognition based on skeletonization algorithm and CNN with
ASL database,” Multimedia Tools and Applications, vol. 78,
no. 21, pp. 29953–29970, 2019.

[45] F. P. An, “Pedestrian re-recognition algorithm based on
optimization deep learning-sequence memory model,”
Complexity, 2019.

[46] Y. Bengio, P. Simard, and P. Frasconi, “Learning long-term
dependencies with gradient descent is difficult,” IEEE
Transactions on Neural Networks, vol. 5, no. 2, pp. 157–166,
1994.

[47] I. Sutskever, O. Vinyals, and Q. V. Le, “Sequence to sequence
learning with neural networks,” Advances in Neural Infor-
mation Processing Systems, pp. 3104–3112, 2014.

[48] K. Cho, B. Van Merrienboer, C. Gulcehre et al., “Learning
phrase representations using RNN encoder-decoder for sta-
tistical machine translation,” in Proccedings of the 2014
Conference on Empirical Methods in Natural Language Pro-
cessing, pp. 1724–1734, Doha, Qatar, October 2014.

[49] D. Bahdanau, K. Cho, and Y. Bengio, “Neural machine
translation by jointly learning to align and translate,” in
Proceedings of the 3rd International Conference on Learning
Representations, ICLR, San Diego, CA, USA, 2015.

[50] E. Rueckert, M. Nakatenus, S. Tosatto et al., “Learning Inverse
Dynamics Models in on Time with LSTM Networks,” 2017,”
in Proceedings of the IEEE-RAS 17th International Conference
on Humanoid Robotics (Humanoids), pp. 811–816, Santa
Monica, CA, USA, November 2017.

[51] N. Kovincic, A. Müller, H. Gattringer et al., “Dynamic pa-
rameter identification of the universal robots UR5,” in Pro-
ceedings of the ARW & OAGM Workshop, pp. 44–53, Steyr,
Austrian, May 2019.

[52] S. Jiang, M. Jiang, Y. Cao et al., “A typical dynamic parameter
identification method of 6-degree-of-freedom industrial ro-
bot,” Proceedings of the Institution of Mechanical Engineers,
Part I: Journal of Systems and Control Engineering, vol. 231,
no. 9, pp. 740–752, 2017.

[53] J. Jin and N. Gans, “Parameter identification for industrial
robots with a fast and robust trajectory design approach,”
Robotics and Computer-Integrated Manufacturing, vol. 31,
pp. 21–29, 2015.

Complexity 11



Research Article
An Anonymous Authentication Scheme in VANETs of Smart City
Based on Certificateless Group Signature

Yuanpan Zheng ,1,2 Guangyu Chen,1 and Liguan Guo3

1School of Computer and Communication Engineering, Zhengzhou University of Light Industry, Zhengzhou 450001, China
2Henan Province Engineering Laboratory for Information Technology of Emergency Platform, Zhengzhou 450001, China
3Henan Xinanli Security Technology Co., Ltd., Zhengzhou 450001, China

Correspondence should be addressed to Yuanpan Zheng; ypzheng@zzuli.edu.cn

Received 28 March 2020; Revised 13 May 2020; Accepted 27 May 2020; Published 29 June 2020

Guest Editor: Zhihan Lv

Copyright © 2020 Yuanpan Zheng et al. (is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

With the change of the network communication environment in vehicular ad hoc networks (VANETs) of a smart city, vehicles
may encounter security threats such as eavesdropping, positioning, and tracking, so appropriate anonymity protection is required.
Based on the certificateless cryptosystem and group signature ideas, this paper proposes a certificateless group signature
anonymous authentication scheme for the VANETs of a smart city. In this scheme, it can implement the process of adding,
signing, verifying, and revoking group members only by simple multiplication of the elliptic curve and synchronization factor
technology, which shortens the length of the signature and improves the efficiency of the signature. From the proofs of correctness
and security, we know that it does not only has anonymity and traceability of the group signature scheme but also has
unforgeability and forward security. According to the performance verification, this scheme has lower calculation overhead and
higher authentication efficiency.

1. Introduction

Vehicular ad hoc networks (VANETs) [1] of a smart city, as a
typical application of the Internet of (ings technology,
enable real-time traffic information interaction between
vehicles and vehicles and between vehicles and the infra-
structure. And, it has played a positive role in reducing traffic
accidents and has been widely developed in the field of
intelligent transportation. With the continuous change of
the network environment, a variety of information security
and privacy leakage issues have also emerged, seriously
threatening the personal safety and personal privacy of
vehicle users. (erefore, it is necessary to provide corre-
sponding security policies, which can effectively protect the
communication security and personal privacy of vehicle
users while providing fast services for vehicle users.

At present, anonymous authentication technologies in
VANETs mainly include PKI-based authentication, identity-
based authentication, and group signature-based

authentication. In the early days, the public key infra-
structure- (PKI-) based public key certificate scheme pro-
posed by Raya and Hubaux [1] in 2007 was mainly used.(is
scheme requires a large number of public-private key
pairings and related certificates to be stored in the vehicles.
By occupying a large amount of storage space, it increases
communication and computational overheads and causes
certificate management problems. Shim [2] proposed an
identity-based batch authentication scheme. (e scheme
uses a pseudonym to represent vehicle identity information
and uses a pseudonym replacement strategy for each mes-
sage signature to achieve message traceability. However, in
this scheme, PKG knows the private keys of all users, so it is
inevitable that the key escrow problem will occur.

In 1991, Chaum and Heyst [3] first proposed the concept
of the group signature. It allows group members to sign
anonymously on behalf of the group. (e group adminis-
trator is responsible for the creation and distribution of
group member keys.(e group members use group member
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certificates to sign on messages. (e group public key is used
to verify its authenticity. (e verifier can only verify that the
signer is from a member of the group but cannot determine
the identity of specific members in the group, thereby
protecting the group members’ identity. In addition, the
group administrator can open the signature and reveal the
true identity of the signing members to resolve the dis-
pute. But, it is computationally infeasible to distinguish
whether two different group signatures come from the
same signer. (erefore, the group signature technology
has been widely used, and it has been gradually introduced
into the anonymous authentication scheme in VANETs
[4–7]. Shao et al. [5] proposed a threshold anonymous
authentication protocol capable of implementing batch
authentication based on the group signature. Zheng et al.
[6] introduced a lightweight group signature technology,
which made the group public key and signature length
fixed and did not depend on the number of group
members. Zhao [7] proposed a revocable group signature
scheme based on the Chinese remainder theorem in
VANETs. When members join and revoke, they only need
to regenerate a new group public key without changing the
key pairings of other members, improving the efficiency of
member joining and revoking. However, in these schemes,
each member needs to generate a corresponding group
member certificate, which will increase storage overhead
and computational overhead.

In 2003, Al-Riyami and Paterson [8] first proposed a
certificateless cryptosystem. In the system, a part of the user
key is provided by the key generation center and the rest is
generated by the user to form the user key, which ensures
that the key generation center does not know all the user’s
private keys, and it solves the problem of certificate man-
agement in traditional public key cryptosystems and key
escrow in identity-based cryptosystems. Based on the group
signature technology, Chen et al. [9] and Li et al. [10]
proposed different certificateless group signature schemes.
At the same time, certificateless group signature schemes
applied to VANETs have also been proposed [11–17], which
has also become a hotspot in the security of VANETs. Zhang
et al. [12] and Chen et al. [14] used bilinear pairings to study
the application of the certificateless group signature in
VANETs, avoiding the problem of key escrow, without the
need for certificate management, effectively reducing the
system storage load.

However, the current certificateless group signature
schemes are implemented with the help of bilinear pairing
operations, which increases the overhead of the system
operation. (erefore, this paper proposes a certificateless
group signature scheme based on elliptic curves, which uses
elliptic curves instead of bilinear pairings for operations.
(is scheme not only inherits the security and anonymity of
group signature schemes but also greatly reduces the
computational overhead. In particular, the introduction of
the synchronization factor technology in this scheme makes
it unnecessary to modify the public key information of the
group administrator when the members in the group
change. Only the group synchronization factor and group
members’ synchronization factor are calculated and

modified, which greatly reduces the calculation steps when
group members join and revoke.

2. Preliminaries

2.1. SystemModel. In the general mode, the systemmodel of
VANETs consists of fixed RSUs (road side units) at the road
side, mobile OBUs (on-board units) equipped in vehicles,
and a TA (trusted authority), as shown in Figure 1.

OBUs access the VANETs through the road side de-
ployment infrastructure RSUs and periodically broadcast
their own vehicle information to other vehicles, including
safety information such as the location, speed, direction,
acceleration, road conditions, traffic events, and time
stamps, so that other OBUs can quickly obtain useful in-
formation on the road. RSUs can broadcast and receive some
signature information in the group and provide various
services for the OBUs. And, when needed, they reveal the
real identification of some illegal vehicles and broadcast the
identification information of revoked vehicles. RSUs have
their own storage space and computing capabilities. (e TA,
as a third-party trusted agency in this scheme, saves the real
identity information of OBUs and RSUs and generates
public and private key pairings of OBUs and RSUs for
identification in VANETs.

2.2. Elliptic Curve. (e elliptic curve is an encryption al-
gorithm in the current public key encryption system, and it
is also the encryption algorithm that can provide the highest
encryption strength for data. (e encryption strength cor-
responding to the encryption calculation using the 160-bit
key length is equivalent to the encryption length corre-
sponding to the RSA algorithm using the 1024-bit key length
in the public key encryption system. However, the elliptic
curve has the characteristics of fewer calculation parameters,
shorter key length, and faster operating speed.(erefore, it is
appropriate to apply the elliptic curve encryption algorithm
to the VANETs with limited computing capacity, storage
space, and transmission bandwidth.

Definition 1 (elliptic curve definition). (is scheme uses a
160-bit elliptical encryption algorithm. Assume that q is a
large prime number and Fq is a finite field of the module q.
An elliptic curve over a finite field Fq can be defined as:
E: y2 ≡ x3 + ax + b(modq), where a, b, x, and
y ∈ Fq andΔ � 4a3 + 27b2 ≠ 0.

Definition 2 (addition of elliptic curves). Assume that the
point of an elliptic curve P � (x1, y1) ∈ E, −P � (x1, −y1) is
the negative point of P, Q � (x2, y2) ∈ E, Q≠ − P, the line l

passes through P and Q, and it intersects the elliptic curve at
a point R′ � (x3, −y3), (e symmetrical point about the x-
axis with R′ is R � (x3, y3) and R � P + Q. (e addition
cyclic group of the prime order q on the elliptic curve E is
Gq � (x, y): a, b, x, y ∈ Fq, (x, y) ∈ Fq, (a, b)  where G is a
generator on the elliptic curve E and the scalar multipli-
cation operation on the elliptic curve is
kP � P + P + P + · · · + P(k, k ∈ Z∗q ).
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Definition 3 (elliptic curve discrete logarithm problem
(ECDLP)). (ere are two points P1 and P2 on the elliptic
curve E on the finite field Fq and there exists k ∈ Z∗q , such
that P1 � kP2; it is feasible to calculate P1 from k and P2, but
it is not advisable to calculate k from P1 and P2.

3. Establishment of an Anonymous
Authentication Scheme Based on
Certificateless Group Signature

Design Idea. In this paper, the certificateless design idea is
integrated into the scheme based on the group signature,
which simplifies the member joining process and can resist
public key replacement attacks. During the member joining
process, the member A uses the private key to sign SKA,
obtains the identity signature information hA, and sends
(IDA‖YA‖hA‖vA‖bA) to RSU and RSU obtains A’s public key
from TA to verify the identity information sent by A. It not
only proves the legitimacy of A but also avoids public key
replacement attacks. In addition, in the process of generating
the groupmember certificate, the vehicle user needs to verify
the identity of the group administrator RSU before accepting
the member certificate to enhance the credibility of the
certificate.

(e certificateless group signature anonymous authen-
tication scheme includes system initialization, public and
private key generation for group administrators and group
members, group member joining, signature generation,
signature verification, member revocation, and opening
signature. (e specific work is as follows:

(1) System Initialization. TA chooses the system pa-
rameters and generates the master key and its own
public key, and public key information is made
public.

(2) Public and Private Key Generation for Group
Administrators and Group Members. TA generates
relevant public and private keys for administrators
RSU and vehicle users OBU. (e

administrator generates an initial group synchro-
nization factor T.

(3) Member Joining.(e new member A joins according
to the group joining method and generates a self-
synchronization factor and updates the group syn-
chronization factor.

(4) Signature Generation. Group member A signs the
message M based on the signature algorithm.

(5) Signature Verification. In VANETs, the verifier
verifies the message signature through making in-
formation and signature information public and
confirms that the signedmessage is signed and issued
by a member of the group.

(6) Member Revocation. When a member in the group
leaves the group for some reason, RSU recalculates
the synchronization factor T′ in the group according
to the identity information of the member A which
left the group and sends the new synchronization
factor T′ and related information of A’s synchro-
nization factor to other members B in the group,
which updates their synchronization factor to TB

’

according to the information.
(7) Opening Signature. When A finds that the message

signature sent by the group member vehicle user is
false information or a dispute occurs between the
group members, the signature is calculated by
opening the signature to reveal the identity of the
user.

4. Proposed Scheme

4.1. Initialization. Based on the selected security parameter
k, TA generates two large prime numbers p and q, such that
q|p − 1. Choose the generator P on the cyclic group G on the
elliptic curve of the order q. (en, choose two collision-free
hash functions: H: 0, 1{ }∗ ⟶ Z∗q and
H1: 0, 1{ }∗ × G⟶ Z∗q . TA chooses a random parameter
z ∈ Z∗q as the system master key and calculates Pz � zP as
the public key. TA makes system parameters
params � p, q, G, P, Pz, H, H1  public and secretly saves the
system master key z.

4.2. Public and Private Key Generation

(1) In this scheme, RSU acts as a group manager to manage
vehicle members in the group. Assume that the identity
information of the group manager RSU is IDRSU, then
RSU randomly chooses xRSU ∈ Z∗q , calculates
PRSU � xRSUP, and sends P(IDRSU, PRSU) to TA; TA
randomly chooses rRSU ∈ Z∗q , calculates RRSU � rRSUP

and SRSU � rRSU + zH1(IDRSU‖PRSU‖RRSU), and sends
(RRSU, sRSU) to RSU secretly, where RRSU is a partial
public key of RSU and sRSU is a partial private key of
RSU; RSU receives the information, verifies whether
sRSUP � RRSU + PzH1(IDRSU‖PRSU‖RRSU) is estab-
lished, and judges the validity of the partial private key
sRSU. At this time, RSU gets a complete private key
pairing SKRSU � (xRSU, sRSU) and a complete public key

TA

RSU RSU

OBU

OBU

VANET

Figure 1: (e system model of VANETs.
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pairing PKRSU � (xRSUP, sRSUP) � (PRSU, SRSU). TA
saves the corresponding information (IDRSU, PRSU,

SRSU, sRSU) of RSU and saves the public key to the public
list.

(2) Assume that the identity information of the user
OBUA is IDA.(rough the above process, the private
key pairing SKA � (xA, sA) and the public key
pairing PKA � (PA, SA) of the user OBUA are
generated, and the public key PKA is made public.
(e hash function H1 is used to generate a part of the
private key.

(3) (e group manager RSU randomly chooses e ∈ Z∗q
and calculates T0 � eP as the initial group syn-
chronization factor of the group, and the engaged
synchronization factor is T.

4.3. Joining

(1) When the user OBUA wants to join the group, OBUA

randomly chooses yA ∈ Z∗q and bA ∈ Z∗q and cal-
culates YA � yAP, hA � H(IDA‖PKA‖YA‖bA), and
vA � yA − hA · SKA. (e user OBUA sends
(IDA‖YA‖hA‖vA‖bA) to RSU.

(2) RSU sends IDA to TA, obtains OBUA’s public key
PKA, verifies that whether YA

′ � vAP + hAPKA � YA

is established, and generates a certificate for OBUA if
it holds.

(3) RSU randomly chooses eA ∈ Z∗q , calculates
EA � YA + eAP � (eA + yA)P, hRSU � H(EA‖

PKRSU‖T), and sRSU � eA + SKRSU · hRSU, sends
(EA, hRSU, sRSU, T) to OBUA, and stores
(IDA, PKA, YA, bA, EA, EAP, eA, hA, sA) into the
group member information list.

(4) OBUA verifies RSU’s public key PKRSU and calcu-
lates that whether EA

′ � (sRSU + yA)P− hRSUPKRSU �

EA is established. If it holds, the user OBUA joins the
group and generates the group member certificate as
(IDA, PKRSU, YA, EA, bA, T).

(5) RSU sends (T, bA) to other members in the group,
and member OBUB updates their synchronization
factor TB. Assuming that OBUB’s certificate is
(IDB, PKRSU, YB, EB, bB, TB), OBUB calculates a new
synchronization factor as TB

′ � T + TB(bB − bB), and
OBUB’s new certificate is (IDB, PKRSU,

YB, EB, bB, TB
′).

(6) RSU updates the synchronization factor as
T′ � T · (bA + xRSU).

4.4.Other Steps. (e remaining four steps in the scheme are,
in order, signature generation, signature verification,
member revocation, and signature opening.

4.4.1. Signature Generation. Assume that the group member
OBUA generates a signature on message M, calculates C1 �

EAP + TAPKRSU and C2 � TAP, C3 � bAEA, randomly
chooses r1, r2, r3, r4 ∈ Z∗q , and calculates

d1 � r1C1 − r2PKRSU, d2 � r1C2 + r3SRSU, d3 � r3P,
d4 � r3PKRSU + r4P, c � H(PKRSU‖M‖C1‖C2‖C3‖d1‖d2‖

d3‖d4), s1 � r1 − cbA, s2 � r2 − cbATA, s3 � r3 − cTA, and
s4 � r4 − cEA; the output signature is RM � (c, s1, s2, s3,

s4, C1, C2, C3).

4.4.2. Signature Verification. (e verifier calculates
d1′ � s1C1 − s2PKRSU + cPC3, d2′ � s1C2 + s3SRSU + cTP,
d3′ � s3P + cC2, d4′ � cC1 + s4P + s3PKRSU, and
c′ � H(PKRSU‖m‖C1‖C2‖C3‖d1′‖d2′‖d3′‖d4′) based on
(c, s1, s2, s3, s4, C1, C2, C3). If the equation c′ � c holds, the
verification passes.

4.4.3. Member Revocation. To revoke the user OBUA, RSU
calculates a new synchronization factor T′ � T · (bA+

xRSU)− 1 based on (T, bA). (en, RSU sends (T′, bA) to other
members in the group OBUB, and OBUB updates their
synchronization factor TB to TB

′, where
TB
′ � (TB − T′) · (bA − bB)− 1.

4.4.4. Signature Opening. When RSU finds that the message
signature sent by the group member vehicle user is false
information or a dispute occurs between the group mem-
bers, it calculates EAP � C1 − C2SKRSU based on the signed
message RM � (c, s1, s2, s3, s4, C1, C2, C3) and the group
manager’s private key SKRSU � (xRSU, sRSU) and then finds
the corresponding identity of the group member.

5. Anonymous Scheme Analysis

5.1. Correctness Analysis

5.1.1. Correctness of Key Distribution. After the group
manager RSU receives (RRSU, sRSU), it verifies whether
sRSUP � RRSU + PzH1(IDRSU‖PRSU‖RRSU) is established.
Since sRSUP � rRSUP+ zPH1(IDRSU‖PRSU‖RRSU)

� RRSU + PzH1(IDRSU‖PRSU‖RRSU), the verification result is
consistent with the result of the signature generation al-
gorithm, so the signature scheme satisfies the correctness.

Similarly, after the user OBUA receives OBUA, it verifies
whether sAP � RA + PzH1(IDA‖PA‖RA) is established.
Since sAP � rAP + zPH1(IDA‖PA‖RA) �

RA + PzH1(IDA‖PA‖RA), the signature scheme satisfies the
correctness.

5.1.2. Correctness of Signature in Joining. After RSU receives
the signature information (IDA‖YA‖hA‖vA‖bA) from the
user OBUA, if (hA, vA) is a legitimate signature, the equation
YA
′ � vAP + hAPKA � yAP − hASKAP + hAPKA � YA

holds, and then RSU calculates hA
′ � H(IDA‖PKA‖YA

′‖bA)

based on YA
′ and gets hA

′ � hA. And so, the r4P − cEAP +

r3PK signature is valid, that is, the identity of the user OBUA

is valid.
Similarly, when OBUA receives the message

(EA, hRSU, sRSU, T) sent by RSU and calculates EA
′ � (sRSU +

yA)P − hRSUPKRSU based on RSU’s public key PKRSU and
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sRSU � eA + SKRSU · hRSU, then the equation EA
′ � EA holds.

And so, the signature is valid.

5.1.3. Correctness of Group Signature. If
(c, s1, s2, s3, s4, C1, C2, C3) is a legitimate signature, the
verifier calculates d1′ � s1C1 − s2PKRSU + cPC3 � r1C1−

cbAEAP− cbATAPKRSU − r2PKRSU + cbATAPKRSU + cbA

EAP � r1C1 − r2PKRSU � d1, d2′ � s1C2 + s3SRSU + cTP �

r1C2 − cbATAP+ r3SRSU − cTASRSU + cTP � r1C2+ r3SRSU �

d2, d3′ � s3P + cC2 � r3P − cTAP + cTAP � r3P � d3, and
d4′ � cC1 + s4P + s3PKRSU � cEAP + cTAPKRSU + r4P−

cEAP + r3PKRSU − cTAPKRSU � r3PKRSU + r4P � d4, based
on TP � TA(bA + xRSU)P � TAbAP + TASRSU and gets c′ �
c from the existing public information, so the signature
verification algorithm is correct.

5.2. Unforgeability. Unforgeability means that the group
certificate of the members in the group is unforgeable.

In this scheme, RSU’s private key pairing is
SKRSU � (xRSU, sRSU), where
sRSU � rRSU + zH1(IDRSU‖PRSU‖RRSU); the group certificate
for the group member OBUA is
(IDA, PKRSU, YA, EA, bA, TA), where
EA � YA + eAP � (eA + yA)P, YA � yAP, and the synchro-
nization factor of the group T and the synchronization factor
of the group member OBUA have the following relationship:
T � TA(bA + xRSU). yA, bA, xRSU, and eA are private to group
members OBUA and RSU, respectively, so no single party
can complete the group member certificate creation inde-
pendently. (erefore, the group certificate is unforgeable.

5.3. Forward Security. When group member OBUA joins the
group, the group synchronization factor T is updated as
follows: T′ � T · (bA + xRSU), based on bA provided by
OBUA, and the synchronization factors of other members
OBUB in the group are updated as follows:
TB
′ � T + TB(bB − bB); when the group member OBUA is

revoked, the group synchronization factor T is updated as
follows: T′ � T · (bA + xRSU)− 1, and the synchronization
factors of other members OBUB in the group are updated as
follows: TB

′ � (TB − T′) · (bA − bB)− 1. It can be seen that the
signature in the verification phase and the synchronization
factor used in the verification phase will be updated syn-
chronously according to the membership addition and
revocation. After the update, the previous signature verifi-
cation equation will not be established, so the forward se-
curity can be guaranteed.

5.4. Performance Analysis. In this section, performance
analysis will be performed in terms of communication costs
and calculation costs. For this scheme, the communication
cost needs to consider the length of the group manager’s
public key and the length of the group member’s signature.
In the calculation aspect, the cost of joining the group, the
cost of revoking the group, the cost of computing the sig-
nature, and the cost of verifying the signature are considered.
Compared with other group signature schemes, some

performance analysis comparisons are made as given in
Table 1, where N represents the number of current group
members and the number of joined and revoked members
each time is set to 1.

In this scheme, the length of the group manager’s public
key and the length of the group member’s signature in-
formation are not directly related to the number of members
in the group and are constant.

In this scheme, when joining and revoking, the syn-
chronization factor of each user needs to be updated, so the
cost of joining and revoking is O (N).

In this scheme, the efficiency of the calculation cost of the
information signature and the verification cost of the sig-
nature information are both constant, and the number of
group members does not affect the time spent on signature
and verification.

For this scheme, the performance analysis mainly
considers the cost of group membership joining and rev-
ocation, the cost of information signature, and the cost of
verifying signature information.

According to the literature [15], we choose a hardware
platform consisting of Intel I7-6700 and Windows7 with 8G
processor memory. By performing elliptic curve/bilinear
pairing simulation experiments multiple times and taking
the average value of the results, the operation execution
schedule can be obtained as shown in Table 2. (e com-
parison of this paper’s average execution time of simulation
operations is shown in Figure 2.

Considering the overall performance of the scheme, we
will focus on analyzing the time overhead in the signature
generation and signature verification process. (is scheme is
compared with the existing schemes [14, 15]. In the sig-
nature generation phase, scalar multiplication of bilinear
pairs is mainly used in the scheme [14, 15]. (e overall
multiplication operation is less than this scheme, but the
length of a single multiplication operation is longer than the
elliptic curve multiplication and modular multiplication
operations used in this scheme, and the overall time over-
head is greater than the time overhead of this scheme;
moreover, in the signature generation, the calculation of
2TEC MUL + 2TMUL is a fixed calculation, and it does not
need to participate in each calculation process, which can
further reduce the calculation cost of group members when
performing signature generation. In the signature verifica-
tion phase, the time-consuming bilinear operation in the
scheme [14, 15] increases the time overhead, and the sig-
nature verification process of this scheme is not much
different from the signature generation calculation over-
heads, as shown in Table 3. (e comparison of signature
generation and signature verification overhead for the three
schemes is shown in Figure 3.

In the process of the group member joining, since the
group members and the group management need to verify
the identity of each other, the group members need to
perform four elliptic curve multiplication operations and
two hash comparisons. During the joining and revocation
stages of groupmembers, the group management broadcasts
the synchronization coefficients of new members, and the
members within the group update their respective
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Table 3: Signature generation and verification calculation overhead.

Scheme
Signature generation Signature verification

Calculation overhead Time overhead (ms) Calculation overhead Time overhead (ms)
Scheme [14] 2TPB + 1TH + 10TPB SM 19.3416 2TPB + 1TPB SM 11.9874
Scheme [15] 5TPB SM 4.085 4TPB + 2TPB SM 23.9748
(is scheme 4TMC MUL + 12TMUL + TH 1.5344 4TMC MUL + 7TMUL + TH 1.4749
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Figure 3: Comparison of signature generation and signature verification overhead.

Table 1: Performance analysis.

Scheme Length of public key Signature length Joining cost Revocation cost Signature cost Verification cost
LPY [4] O (1) O (1) O (N) O (1) O (1) O (1)
YJD [11] O (1) O (1) O (N) O (1) O (Nlog n) O (1)
(is scheme O (1) O (1) O (N) O (N) O (1) O (1)

Table 2: Average execution time of simulation operations.

Symbol Description Execution time (ms)
TMC MUL Multiplication on elliptic curves 0.3476
TMC ADD Addition on elliptic curves 0.002
TMUL Modular multiplication 0.0119
TH General hash function operations 0.0012
TPB SM Scalar multiplication 0.817
TPB Bilinear operation 5.5852
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Figure 2: Comparison of average execution time of simulation operations.
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synchronization factors. Without modifying the group
public key, the calculation costs caused by changes in the
members of the group will be spent, allocating sales to
members in the group and reducing the calculation re-
quirements for group management.

6. Conclusion

Aiming at the problem of low authentication efficiency in the
anonymous authentication scheme in VANETs, this paper
proposes a certificateless elliptic curve anonymous au-
thentication scheme. (ough based on a certificateless sig-
nature scheme, this scheme does not have to consider
certificate maintenance and key escrow issues. It also uses
elliptic curves to perform calculations on the basis of cer-
tificatelessness and introduces synchronization factor
technology to further improve computing efficiency of
group members when joining, revoking, and signing. (e
analysis of the scheme shows that the proposed scheme can
not only ensure the anonymity and traceability of the group
signature scheme but also ensure unforgeability and forward
security under the premise of correctness. (e partial key
generation scheme adopted in this scheme effectively en-
sures the security of user keys, and there is no need to save
too much certificate information in the system, and the
calculation and storage overhead is low. (erefore, it is very
suitable for OBUs and RSUs with very limited computing
and storage space in the VANETs.
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With the continuous advancement of technology, the amount of information and knowledge disseminated on the Internet every
day has been developing several times. At the same time, a large amount of bilingual data has also been produced in the real world.
)ese data are undoubtedly a great asset for statistical machine translation research. Based on the dual-sentence quality corpus
screening, two corpus screening strategies are proposed first, based on the double-sentence pair length ratio method and the word-
based alignment information method. )e innovation of these two methods is that no additional linguistic resources such as
bilingual dictionary and syntactic analyzer are needed as auxiliary. No manual intervention is required, and the poor quality
sentence pairs can be automatically selected and can be applied to any language pair. Secondly, a domain adaptive method based
onmassive corpus is proposed.)emethod based onmassive corpus utilizes massive corpusmechanism to carry out multidomain
automatic model migration. In this domain, each domain learns the intradomain model independently, and different domains
share the same general model. )rough the method of massive corpus, these models can be combined and adjusted to make the
model learning more accurate. Finally, the adaptive method of massive corpus filtering and statistical machine translation based
on cloud platform is verified. Experiments show that both methods have good effects and can effectively improve the translation
quality of statistical machines.

1. Introduction

Currently, corpus-based translation system relies on large-
scale bilingual parallel corpus, uses the translation model to
estimate the probability, and selects the final translation
result based on the translation probability. )e advantage of
the corpus-based translation method over the rule-based
translation method is that it does not require much human
and material participation in the construction of the model.
)e researchers themselves do not need to master the level of
linguistic experts in the mastery of the two languages. )e
threshold is not so high, which allows more interested
scholars and researchers to invest in it. Depending on the
specific translation strategy, corpus-based machine trans-
lation can be divided into statistical-based machine

translation and instance-based machine translation. )e
statistical-based method is the mainstream method of
current machine translation.

)e early stages of statistical machine translation
development use only some coarse-grained features, such
as bidirectional phrase translation probabilities [1–3],
bidirectional lexical translation probabilities [4], vo-
cabulary length penalties [5], phrase lengths, punishment
[6], language model [7], and sequence model [8–10].
Many systems use only these 10–20 features to complete
the translation process and use the minimum error rate
training (MERT) method [11–13] to perform feature
weight adjustment. With the development of statistical
translation models and the widespread use of massive
data, researchers have found that the use of fine-grained
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features [14] can further improve the accuracy of the
translation system. However, the use of a large number of
fine-grained features poses a great challenge to the ad-
justment of feature weights. )e traditional MERT
method can only adjust the weights of dozens of features
but cannot do anything for a translation system with
thousands of features. References [15–17] proposed a
training algorithm based on max-violation perceptron
and forced decoding [18], which can be used to translate
the system by using all bilingual training data, large-scale
discriminative training, and support for tens of millions
of sparse features. Compared to the MERT and PRO
methods, this approach can bring very significant per-
formance improvements [19, 20] and further maximizes
the use of perceptual machine training methods. )e
hierarchical phrase translation system has also achieved
good results. )e traditional statistical machine trans-
lation domain adaptive method usually migrates the
model for a single domain. For example, the training data
is news corpus, and the test data is network corpus.
However, most practically in the application scenario, it
is necessary to perform model migration on multiple
domains at the same time. For example, for online
translation services, the user’s input is usually text from
various fields, which requires the statistical machine
translation model to process automatically according to
the actual input. )e field adaptive research of deep
learning translation is still relatively few, and the existing
work has not given a clear domain label. However, the
actual translation of scientific and technological literature
often faces multiple professional fields, and the use of
existing knowledge to organize information, such as the
keywords of the paper, the scientific and technological
word system, and other knowledge to obtain more clear
semantic tags, helps to divide the corpus more finely.

In view of this, this paper mainly studies the multido-
main adaptive method of statistical machine translation
based on massive corpus under the cloud computing plat-
form. Firstly, two corpus screening strategies are proposed,
based on the double-sentence pair length ratio method and
the word alignment information based method. )e inno-
vation of these two methods is that no additional linguistic
resources such as bilingual dictionary and syntactic analyzer
are needed as auxiliary. No manual intervention is required,
and the poor quality sentence pairs can be automatically
selected, and can be applied to any language pair. Secondly, a
domain adaptive method based on massive corpus is pro-
posed.)e method based on massive corpus utilizes massive
corpus mechanism to carry out multidomain automatic
model migration. In this domain, each domain learns the
intradomain model independently, and different domains
share the same general model. )rough the method of
massive corpus, these models can be combined and adjusted
to make the model learning more accurate. Finally, the
adaptive method of massive corpus filtering and statistical
machine translation based on cloud platform is verified.
Experiments show that both methods have good effects and
can effectively improve the translation quality of statistical
machines.

2. Massive Corpus Screening Strategy under
Cloud Computing Platform

2.1. Cloud Computing Platform Framework. )e Hadoop
Distributed File System (HDFS) can be deployed on a large
number of inexpensive machines to store up terabytes and
petabytes of data in a highly fault-tolerant and reliable
manner. It combines well with the MapReduce model to
provide high-throughput data access.)e structure of DFS is
shown in Figure 1.

As can be seen in Figure 1, an HDFS cluster that consists
with a NameNode and multiple DataNodes was discussed.
)e metadata and the DataNode are actual data. )e ap-
plication accesses the NameNode to get the metadata of the
file, and the actual I/O operation is directly interacting with
the DataNode. )e NameNode is the primary control server
responsible for managing the file system namespace and
coordinating application access to files, recording any
changes to the namespace or changes to their properties.)e
DataNode is responsible for storage management on the
physical node where the file is located. )e feature of HDFS
is that the data is “write once, read many times.” )e files of
HDFS are generally divided into different data blocks
according to a certain size, and each data block is dispersed
into different DataNodes as much as possible. In addition to
completing the namespace operation of the file system, the
NameNode also determines the mapping of the data block to
the DataNode.

2.2. Massive Corpus Screening Strategy. For statistical ma-
chine translation systems, the intuitive understanding is that
increasing the size of the training data can help improve
system performance. Massive data is easier to obtain in
today’s information environment than ever before. Scholars
have built knowledge bases such as parallel sentence pairs
and bilingual dictionaries by crawling bilingual web pages
[21]. )ere are more and more sources of corpora, from
multilingual websites, comparable bilingual corpora, human
translated text, and more. )e scale of building parallel
corpora has been large, and it can be used for statistical
machine translation system training. Too many errors must
affect statistical machine translation systems that rely on
data quality. In view of the fact that there is no qualitative
change in the current statistical model, it is necessary to
acquire the model features by training the corpus.)erefore,
in order to train a high-performance statistical machine
translation system, it is necessary to process and screen the
training data. In this paper, twomethods are used to filter the
noise sentence pairs in the bilingual parallel corpus: the
method based on the sentence pair length ratio and the
method based on the alignment information.

2.2.1. Method Based on Sentence to Length Ratio. In general,
the length of a pair of statements that are translated should
be proportional to a certain ratio. However, most parallel
corpora contain sentence pairs that do not match the length
ratio. )ese sentence pairs are usually noise in the corpus.
Noise phenomena caused by the length ratio include
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monolingual errors, alignment errors, and inclusion of
unknown tags (html tags, etc.). )ese phenomena have been
observed, and many noise sentence pairs whose length ratios
do not conform to the regularity are found in the experi-
mental corpus. Some examples are listed in Table 1.

In order to remove such pairs of erroneous sentences, we
set a length rule that defines the length ratio as

LR(f, e) �
|f|

|e|
, (1)

where f is the source sentence, e is the target sentence, and
|f| and |e| are the number of words after the source and
target sentences.

)e method based on the length ratio is usually based on
linguistic knowledge, and the artificially set length is lower
than the upper and lower limits. )is paper assumes that the
noise sentence in the corpus is less than the normal sentence
pair; that is to say, there is a continuous range of ratios,
which is the majority of the normal sentence pairs in this
range. )erefore, the threshold is set according to the sta-
tistical distribution characteristics of the length ratio; that is,
the sentence pairs whose length is less than the total number
are filtered out.)is has the advantage that thresholds can be
set for different language pairs without the need for specific
linguistic knowledge.

2.2.2. Method Based on Word Alignment. )e word align-
ment problem is the task of finding the alignment of words
in a given two-state pair. It is a key step in statistical machine
translation. )e word alignment model has been studied for
a long time, and people use different methods for bilingual
word alignment. Run the IBM model from both directions
and merge the results of the two word alignments. In
general, the intersection contains relatively reliable

alignment points; that is, the alignment point is highly
accurate but does not contain all reliable alignment points;
and the assembly contains most of the desired alignment
points; that is, the recall rate is high but introduces addi-
tional errors. A good alignment point is adjacent to other
good alignment points. )erefore, the algorithm starts from
aligning the intersections. In the expansion step, adjacent
alignment points located in the union but not in the in-
tersection are added, and finally points that are not aligned
in both directions are added. )e pseudocode for this al-
gorithm is given in Table 2.

)e position of the two sentences in the corpus is ad-
jacent.)e occurrence of this situation is the automatic noise
extraction of the parallel sentence to the technology, because
it is impossible to judge the correct alignment sentence pair
(the correct alignment sentence corresponds to <dis-
countedant opinions, discordant opinions>, or <discondant
opinions> which is the second sentence in the table). A
similar situation has occurred many times in the corpus we
use.

Figure 2 shows the alignment matrix of the two sets of
sentence pairs. As shown in Figure 2, it shows the results of
two unidirectional alignments in English and Chinese, and
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Figure 1: HDFS and DFS structure diagram.

Table 1: Noise sentence pair example.

Sentence example Error
(of an enterprise, institution, etc.)
Shift to another system

Sentence level alignment
is incorrect

Falco jugger &bra; laggar falcon &ket; Source unknown tag
c & w &bar; c-and-w &bar; country-
and-western Unknown label

1. (of a liquid) to settle, 2. clear;
transparent

Sentence level alignment
is incorrect

Take cognizance of Incorrect content
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the bidirectional alignment matrix on the right is obtained
by the grow-diag-and-final algorithm. It can be seen that the
intersection of two unidirectional alignments is only a
matter of discretion, discordant; that is to say, when the
grow-diag-and-final extension is performed, there is only
one alignment result that is originally considered reliable.
After the expansion, the result of the obvious error align-
ment is obtained. )is error not only affects the alignment
quality of itself, but also affects the rule extraction result of
the translation system. For example, in the phrase system,
the above sentence pairs are extracted from the rules of
discriminating, inconsistent. )is kind of rule does not play
any role in translation decoding; even if the decoder selects
the rule, it will only reduce the translation quality.)erefore,
similar problems should be avoided as much as to improve
the quality of the translation or to reduce the size of the rule
set.

To this end, we propose a sentence-pair filtering method
based on the grow-diag-and-final extension method. We
consider expanding the number of alignment results EC and
the number of alignment results of the intersection align-
ment IC. When the extended alignment result exceeds the
intersection alignment result by a certain amount, we think
that the alignment result is unreliable. We set the filtering
rules based on the word alignment extension and use the
following to judge whether the word alignment results are
reliable:

ER(f, e) �
IC − EC
UC

. (2)

3. Statistical Machine Translation Adaptation
Based on Massive Corpus

3.1. Statistical Machine Translation Adaptation. )is section
introduces a domain adaptive approach based on massive
corpus. )e main idea is that the training of our model is

mainly divided into three steps: first, selecting the data in the
domain is according to the predefined domain; second,
training the domain model and the general model is to
construct the statistical machine translation system; third,
using massive corpus technology makes joint adjustments to
multiple domain systems.

According to the above, the first step in this work is to
select the in-domain bilingual control data from all the
bilingual training data to train the translation model. Since
the monolingual data in a specific field can be obtained in
large quantities, we draw on the method of bilingual cross
section data selection [22] to obtain bilingual data in the
field:

HI−src(s) − HG−src(s)  + HI−igt(t) − HG−igt(t) . (3)

)is bilingual cross-entropy-based criterion tends to
choose a sentence pair that is more similar to the data
distribution in the domain but different from the general
data distribution. )erefore, this method considers that the
sentence pair with larger cross-entropy difference should be
selected.

In the second step, we use the training data in the selected
domain to build a statistical machine translation system based
on the hybrid model. Specifically, we adopted the idea of a
hybrid model to build N machine translation systems for N
predefined fields; each of which is a log-linear model. For each
system, the optimal translation result f is given by

f � argmax
r

P(f | e) . (4)

For each machine translation system, two translation
models and two language models are included. )e trans-
lation model of a specific field is trained by the bilingual data
selected by the data selection method introduced in the
previous section, and the translation model of the general
domain is trained using all bilingual data. For the language
model, we reuse the language-specific and general-language
models of the specific domain trained for data selection in
the previous section. Compared to a translation system that
does not do domain migration, this system with a hybrid
model can better balance the general translation knowledge
and domain-specific translation knowledge and can benefit
from two aspects.

In the third step, it is necessary to adjust the feature
weights in different machine translation systems. )e tra-
ditional method of arranging is generally directed to a single
system. )e method described in this section regards
translation systems in different fields as related translation
tasks, and joints are coordinated under the framework of
massive corpus. )ere are two reasons for using massive
corpora:

(1) )e translation system of a specific domain shares
the same general domain translation model and
language model, and the massive corpus mechanism
can make better use of the common translation
knowledge of translation tasks in different fields.

(2) By forcing the general domain translation model and
the language model to behave the same in different

Table 2: Pseudocode for grow-diag-and-final heuristic word
alignment extension.
GROW DIAG-AND-FINAL(e2ffle):
neighboring� ((−1, 0), (0, −1), (1, 0), (0, 1),

(−1, −1), (−1, 1), (1, −1), (1, 1))
alignment� intersect(e2f, f2e);
GROW-DIAGQ; FINAL(e2); FINAL(f2);
GROW DIAL-ANDQ:
iterate until no new points added
for English word e� 0, 1, 2. . .en
for Foreign word f� 0, 1, 2. . .fh

if (e aligned with f)
for each neighboring point(e-new, f-new):
if(e-new not aligned or f-new not aligned)and
(e-new, f-new)in union(e2f, f2e))
add alignment point(e-new, f-new)

FINAL(a):
for English word e-new� 0, 1, 2. . .en
for foreign word f-new� 0. . .fn
if(e-new not aligned or f-new not aligned)and

(e-new, f-new)in union(e2f, f2e))
add alignment point(e-new, f-new)
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fields, massive corpus provides a regularization
mechanism to prevent model overfitting. Formally,
the objective function of using massive corpus to
adjust parameters is represented by the following
formula:

min
w



N

i�1
Loss Ei, e Fi, wi( ( 

⎧⎨

⎩

⎫⎬

⎭. (5)

In order to be able to efficiently coordinate the pa-
rameters, we have improved an asynchronous stochastic
gradient descent algorithm to optimize and borrowed the
idea of pairwise ranking to use the perceptron algorithm to
update the feature weights.

L wi(  � − wi, v
1

− v
2

  . (6)

We first use the machine translation system to gen-
erate the N best translation result candidates (N-best),
which are reordered and combined into pairs by scoring
with smooth sentence level BLEU. Specifically, similar to
the asynchronous gradient descent algorithm, we divide
the N best translation result candidates into three parts:
the best 10% (high), the middle 80% (middle), and the
worst 10% (low). )ese three parts of the translation result
candidates are used for two-two sorting, in which we
choose “high one,” “medium one low,” and “high one low”
to combine in pairs, but will not select two of the same
part Candidate combinations that are paired. )e basic
idea of constructing a sample in this way is that the al-
gorithm can better have the discriminability of dis-
tinguishing between high quality and low quality
translation results.

3.2. Neural Network Deep Fusion Model. )e algorithm
based on domain knowledge uses the explicit discrete fea-
tures of domain knowledge, and the deep labeling algorithm
uses the hidden continuous features of deep learning. )e
sentence domain probability vectors obtained by the two
methods are different.

Combining the domain labeling algorithm based on
domain knowledge and the domain labeler based on deep
learning, a multilayer perceptron based on the top layer is
designed as a deep fusion model of the neural network. )e
architecture is shown in Figure 3. )e preprocessing of the
sentence to be labeled is mainly word segmentation and
garbled filtering. )e preprocessed results are input to the
knowledge-based domain tagger and deep learning-based
domain tagger to obtain the domain knowledge-based
probability vector and probability vectors for deep learning.
)e top-level neural network deep fusion model is a two-
layer perceptron, and the hidden layer is two receiving four-
dimensional vectors. Neuron, the activation function, is set
to the ReLU (Rectified Linear Unit) function.

y1 � ReQ W1x1 + b1( ,

y2 � ReQ W2x2 + b2( .
(7)

)e deep mixed neural model obtained through this
fusion will well combine explicit and invisible knowledge,
merging the advantages of discrete features and continuous
features, and make the probability vector and decision
category of each sentence more accurate. )ereby, the ad-
aptation problem in the field of machine translation is better
improved, and, for the data to be translated in a specific field,
a higher quality translation output will be obtained.

4. Experiments and Results

4.1. Massive Corpus Screening Experiment Verification.
)e experimental part of this paper runs on a separate server.
)e specific software and hardware configuration is shown
in Table 3. Because Hadoop installation is a stand-alone
mode, the comparison and analysis of experimental results
focus on the impact of the proposed method on translation
quality.

Under the cloud translation platform, bilingual parallel
corpora are a wide range of sources, such as translated
manuscripts completed by translators, officially published
bilingual materials, and automatic extraction of multilingual
web pages. )e quality of corpus is uneven. )erefore, in
order to test whether the method is effective, the training

Disagreement Disagreement

Different
opinions

Different
opinions

Different
opinions

Disagreement

English-
Chinese

Chinese-
English

Bidirectional
alignment
results

Figure 2: Schematic diagram of the alignment matrix of the wrong sentence pair.
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corpus selected is mostly from the network. It contains
1,937,289 bilingual parallel sentences as a training set, which
mixes multiple fields of content.)e English language model
uses the Xinhua part of LDC2007T07, the test set, and the
development set. )e test set contains a British news review
in cwmt2011, and nist02 to nist08. )e data sets are spe-
cifically listed in Table 4.

)e tools used in the experiment include open source
word alignment tool GIZA ten +, open source statistical
machine translation system Moses, open source language
model training tool irstlm, and Chinese word segmentation
tool ictclas. )e translation model used is the phrase model,
and the parameters use the standard settings of Moses.

First, we count the distribution of the length ratio of the
English-Chinese sentence in the training set. )e result is
shown in Figure 4. )e ordinate indicates the number of
sentence pairs, and the abscissa indicates the ratio of the

length of the sentence between English and Chinese. We can
find the ratio of the length of the sentence to a certain
distribution law. When the ratio is 1.0, the sentence number
is the most, and there are 297,341 pairs of sentences. )e
figure shows that the highest point of the ratio (1.0) is also
relatively large in number of sentences. )is verifies our
hypothesis that the length ratios of the two languages
conform to the law in a continuous range.

As shown in the above figure, the contrast value of the
sentences appearing in the corpus is 0.1–66.0 due to the

Deep fusion 
neural model

Hidden neuron 1 Hidden neuron 2

Probability vector I Probability vector II

Knowledge
organization

probability vector

Domain feature
word frequency

vector

Sentence feature
extraction

Preprocessing

Sentence to be
marked

Self-built
advanced
domain

knowledge base

Deep learning
probability vector

Maximum pooling
operation

Figure 3: Neural network deep fusion model framework.

Table 3: Experimental environment.

CPU RAM (GB) Operating system
Intel (R)-Xeon (R) 11 2.93Hz 96 Ubuntu 12.04.1

Table 4: Source of experimental data.

Corpus type Corpus name Corpus size
Training set web.ch-en 1,937,289 sentence pair

Test set

cwmt2011 1006 sentence pair
nist02 878 sentence pair
nist03 919 sentence pair
nist04 1788 sentence pair
nist05 1082 sentence pair
nist06 1664 sentence pair
nist08 1357 sentence pair

LDC2007T07 9,685,593 sentence pair
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influence of noise and domain differences. We use the
training corpus used for statistics. )e comparison value of
%.06% falls within the range of 0.4–3.8. Even in the range of
0.5–4.5, there is still 90.11% of the sentence pairs. To this end,
we screened the corpus training comparison system for the
different ratio ranges of more than 90% of the total corpus
and compared the BLEU scores of the systems on the test set.
As shown in Table 5, the statistical distribution of the
percentage of total corpus pairs in different ratio ranges is
listed. )e first line represents the corpus used, and the
remaining lines represent the number of sentence pairs
contained in the different ratio ranges and the percentage of
the corpus. Table 5 shows the number of sentence pairs
retained and the proportion of the total corpus when the ER
filters different pairs of sentences.)e higher the score of ER,
the better the effect of word alignment, and the more reliable
we think the result is. Based on the method of word
alignment information screening corpus, we consider two
cases: use the filtered sentence to align the retraining words
and then get the translation model; directly use the filtered
sentence pairs and alignment information to train the
translation model. In the first case, the filtered noise in-
formation may affect the calculation of the word alignment
probability during the iterative process of word alignment.
Realigning after filtering out may improve the word
alignment quality and improve the translation effect. In the
second case, we use ER to retain the word alignment that is
considered reliable, so reword alignment or different
alignment results may occur due to the change of word
alignment probability, and there may be unreliable align-
ment results in these results. )e experimental results are
shown in Table 6.

It can be seen from the experimental results that the BLEU
scores of each test set are improved in both cases. As far as the
overall effect is concerned, it is better not to retrain the word
alignment. However, in both cases, the improvement effect on
the nist03 and nist05 test sets is not very obvious, the effect of
reword alignment on nist03 is slightly better than the latter,

and the opposite is on nist45. Use ER to determine whether
the word alignment is reliable. When ER is lower than the
given threshold, we think that the word alignment result of
the sentence pair is not reliable overall. We will filter out the
sentence pair, that is, the sentence pair. All alignment in-
formation is deleted. In fact, in the word alignment result of
the sentence pair, there will be some correct word alignment
information; that is, the correct word alignment information
is also deleted while deleting the error alignment information.
Although the wrong information is not useful for translation
tasks, the correct information to be deleted may be helpful for
translation tasks. )erefore, there is also the possibility of
reducing the BLEU score.

As shown in Figure 5, we find an instance from the
filtered sentence pair to illustrate. )e thick solid line in the
figure is the intersection of two aligned directions, the thin
solid line is the correct result of the extended alignment, and
the dashed line is the wrong result of the extended align-
ment. )e sentence in Figure 4 is correct for itself, but its
alignment information is incorrect; only partial alignment is
correct, and its ER value is −0.22; it can be seen that there is
some correct word alignment information, and this part of
information can be extracted. A rule facilitates translation.
Because the ER value is lower than the given threshold, all
alignment information of the sentence pair is filtered out,
but the correct information is also filtered out, so there is a
problem of degraded translation quality.

4.2. Adaptive Experimental Verification of StatisticalMachine
Translation Based on Massive Corpus. We compared the
impact of different searched documents and hidden layer
lengths on the accuracy of the translation system.)e results
are shown in Figure 6.

Table 6: BLEU scores based on word alignment filtering (reword
alignment).

ER cwmt nist nist nist nist nist nist
2011 02 03 04 05 06 08

∗ 22.87 30.11 28.31 29.44 27.93 24.02 18.87
>−0.5 23.00 30.03 27.87 29.53 27.59 24.30 19.06
>−0.4 22.94 30.43 28.05 29.37 27.65 24.35 19.02
>−0.3 23.21 30.64 28.41 29.52 27.47 24.09 19.20
>−0.2 23.11 30.36 28.16 29.45 27.64 24.08 19.40
>−0.1 23.56 29.59 28.21 29.93 27.14 24.42 19.91
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Figure 4: Statistics of length-to-length ratios of English-Chinese
sentences.

Table 5: Scores of 8 length ratios on the development set after
filtering.

t Ratio range Number of sentences Percentage (%)
0.000 03–2.0 1,911,491 100
0.004 0.4–2.0 1,876,177 98.15
0.005 0.4–1.8 1,867,066 97.68
0.010 0.4–1.7 1,837,419 96.12
0.012 0.5–1.7 1,814,507 94.93
0.014 0.5-i.b 1,791,698 93.73
0.020 0.5-I.5 1,764,233 92.30
0.022 ∗ 1,722,475 90.11
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As shown in Figure 6, we found that, for most results, the
optimal translation accuracy was obtained when the number
of retrieved documents was N� 10. )is result confirms that
extending the source language input by means of infor-
mation retrieval is very helpful for determining topic in-
formation. It plays an important role in the selection of
translation rules. However, in the experiment, when N is
large, for example, N� _50, the translation performance is
drastically lowered. )is is because as the number of re-
trieved documents increases further, the introduction of
topic-independent documents into the neural network will
be introduced, and irrelevant documents will bring about
unrelated real words, thus affecting the performance of
neural network learning.

In Figure 7, it can be seen that when L is small, the
translation system is relatively accurate. In fact, in the case of
L< 600, the difference in translation performance is small.
However, when L� 1000, the translation accuracy is worse
than other cases. )e main reason is that the amount of
parameters in the neural network is so large that it cannot be
well studied. We know that when L� 1000, there are
100000×1000 parameters between the linear and nonlinear
layers of the network. )e current training data size is not
enough to support this network parameter level training, so
the model is likely to fall into the local Optimal and un-
acceptable topic representation information.

As shown in Figure 8, we find that the topic similarity
feature on the source language side is slightly better for the
system than the target language-side similarity feature, and
the enhancements that they bring can be accumulated,
which means that the neural network based on bilingual data
training can help the statistical machine translation system
Translation result candidates perform better disambigua-
tion. Further, based on the similarity feature, the topic
sensitivity feature of the translation rule can bring more
performance improvement, because the translation rules of
specific topics are usually more sensitive, when the similarity
is similar. )e system tends to choose translation rules for
specific topics rather than general translation rules. Finally,
we see that our methods perform best when using all topic-
related features, with an average of 0.39 BLEU points higher
than the LDA-based method.

As shown in Figure 9, we use the method of information
retrieval to extend the original input, thus avoiding re-
strictions on bilingual chapters. We use neural network
technology for topic modeling. )e algorithm is more
practical and has good scalability. Under the deep learning
framework, our method directly optimizes the bilingual
topic similarity, so that the learned topic representation can
be easily integrated into statistical machine translation.

4.3. Domain Labeling Performance. )e statistics of the data
set are used by the domain tagger; 1% is randomly selected as
the test data for the domain tagging performance experi-
ment. )e training data for training deep learning is selected
from the remaining 99% of the size of the data set. At the
same time, the domain labeler based on the domain
knowledge and the trained deep learning domain labeler are
used to label the test data to obtain the category and
probability vector, and then the results are simply linearly
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Figure 6: )e effect of different number of retrieved documents
and hidden layer length on machine translation accuracy.
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Figure 5: Example of incorrect alignment of correct sentence pairs.
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fused. )e category with the highest probability in the
probability vector is selected as the final judgment category,
and this judgment category is used as the statistical basis for
the accuracy rate and the recall rate and the F-1 value. Four
subexperiments are performed. )e results are shown in
Table 7. )e results show that using only the domain
knowledge tagger will causemisjudgment and omissions due
to the lack of self-built domain knowledge base feature
words, so the score is not high, but the judgment efficiency is
high; using only the deep learning domain tagger requires a
lot of the training data belonging to mining tacit knowledge

and continuous features, but training is slow and does not
combine prior knowledge; simple linear fusion models
linearize the probability vectors of the first two and so on.

Proportional weighting combines explicit and tacit
knowledge but this simple fusion is difficult to improve most
of themisjudgments andmissed judgments and has not been
greatly improved; the final neural network deep fusion
model is deepened through multilayer neural networks. )e
integration, giving full play to the advantages of the two,
greatly reduced the phenomenon of misjudgment and
omission and significantly improved.
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5. Conclusion

When the training corpus is small, some pairs of training
sentences related to the test text may be filtered out, which will
affect the quality of the translation. But when the training data
is large enough, such problems will hardly occur. In addition to
learning the domain model independently for each domain,
different domains share the same general model. )rough the
method of massive corpus, these models can be combined to
make the model learning more accurate. )e experimental
results show that this method can significantly improve the
translation accuracy of multiple fields in large-scale machine
translation tasks. In addition, the performance of this joint
tuning method is better than independent model migration. At
the same time, this result can be easily applied to the online
translation system, training different models for a pre-
determined number of fields, determining the domain
according to the input source language text, and selecting the
corresponding domain model or general model for translation.
)e experimental results also show that when there is no such
problem, the method of this paper can effectively improve the
translation quality of the statistical machine translation system.

)e work that needs to be improved in this study is as
follows. (1) Consider in the field that the adaptivemechanism is
placed in the architecture of human neural machine transla-
tion. Calculate different domain vectors, improve the attention
mechanism, and make the domain adaptive. (2) How to in-
tegrate deep learningmethods and prior knowledge to improve
the system’s performance will be researched in every area of
natural language processing in the future. Later, we will try
different ways in neural machine translation Chinese and
Canadian prior knowledge in the field to improve translation
quality for different fields. How to integrate deep learning
methods and prior knowledge to improve the performance of
the system will be a problem that needs to be studied in the
future. After that, we will try to add a priori knowledge in the
field of neural machine translation in different ways to improve
the translation quality for different fields.
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Short-term traffic flow has the characteristics of complex, changeable, strong timeliness, and so on. So the traditional prediction
algorithm is difficult to meet its high real-time and accuracy requirements. In this paper, a multiscale and high-precision LSTM-
GASVR short-term traffic flow prediction algorithm is proposed. 2is method uses 15min traffic flow data of the first 16 sections
as input and completes the data preprocessing operation through reconstruction, normalization, and rising dimension by working
day factor; establishing the prediction model based on the long- and short-term memory network (LSTM) and inverse nor-
malization; and proposing the GA-SVR model to optimize the prediction results, so as to realize the real-time high-precision
prediction of traffic flow. 2e prediction experiment is carried out according to the charge data of a toll station in Xi’an, Shaanxi
Province, from May 2018 to May 2019. 2e comparison and analysis of various algorithms show that the prediction algorithm
proposed in this paper is 20% higher than the LSTM, GRU, CNN, SAE, ARIMA, and SVR, and the R2 can reach 0.982, the
explanatory variance is 0.982, and the MAPE is 0.118. 2e proposed traffic flow prediction algorithm provides strong support for
traffic managers to judge the state of the road network to control traffic and guide traffic flow.

1. Introduction

High-precision and short-term traffic flow forecast shows
the future trend of traffic development [1]. For intelligent
traffic management, road network planning provides future
traffic flow data [2]. It is not only helpful to alleviate traffic
congestion, but also important for autonomous vehicles [3].
Traffic flow prediction refers to forecast traffic flow in the
next period based on several historical traffic flow data [4]. A
prediction one to several hours ahead of schedule is often
called a short-term prediction [5, 6]. As a hot theme in
Intelligent Transportation [7–9], there were lots of relating
research studies about short-term traffic flow prediction.
Wang et al. [10] proposed a hybrid short-term traffic speed
prediction framework based on empirical mode by de-
composition (EMD) and autoregressive integrated moving
average (ARIMA) and achieved short-term traffic flow
prediction of expressway in different scenarios, but there are

great differences in the prediction effect for different types of
vehicles. Vasantha Kumar and Vanajakshi [11] developed a
SARIMA short-term traffic flow prediction model under
constrained data.2emodel needed high stable data and was
weak at generalization. A two-step prediction method based
on stochastic differential equation (SDE) was implemented
in reference [12], which improves the prediction accuracy of
a periodic data, but neglects the prediction effect of periodic
traffic flow. Salamanis et al. [13] studied a density-based
clustering method which can accurately predict traffic flow
under normal and abnormal conditions. 2e prediction
effect is good, but the time complexity is high and the
feasibility is slightly lower. Neuhold et al. [14] established a
model to predict traffic flow and an algorithm to optimize
lane allocation in front of the toll plaza in Austria. 2e
prediction model and optimization algorithm are not site
specific and can be applied to different toll plaza or ex-
pressway bottlenecks (such as road engineering, transit, and
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highway intersections). But for the data that are one-day or
one-hour interval traffic flow, this model cannot fully meet
the intelligent trafficmanagement needs. A predictionmodel
based on deep recurrent neural network (RNN) was
designed in reference [15]. While the prediction effect is
better, there are great differences in the prediction effect of a
periodic data. Qu et al. [16] used historical traffic flow data
and environmental factor data to predict all-day traffic flow
based on deep neural networks, using multilayer supervised
learning algorithm to train predictors, mining the potential
relationship between traffic flow data and key contextual
factors, an intermittent training method for reducing
training time. But the prediction effect for smaller traffic flow
data is poor. In [17], based on the BP neural network to
predict the expressway traffic flow, the incentive function of
the model is improved, and to some extent, the prediction
effect is improved, but it is not suitable for all highways, and
the limitation is great. In reference [18], the traffic flow
information acquisition technology and combination model
of video image analysis were applied to the traffic flow
prediction to reduce the error and time for establishment.
But the prediction effect is affected by the accuracy of data
acquisition and fluctuates greatly. Luo et al. [7] implemented
a CNN-SVR (convolutional neural networks-support vector
regression) short-term traffic flow prediction model. 2e
Adam optimization algorithm was used to ensure the
completeness of the time-space flow characteristics, which
reduces the interference of external factors and can effec-
tively predict the traffic flow. However, because the data are
relatively single, the generalization ability of the model is not
strong. In reference [19], a stationary short-time traffic flow
prediction method was proposed. 2e support vector ma-
chine predicts the traffic flow data after stationary, which
solves the influence of the asymmetric distribution of the
data on the prediction effect, but caused a bad prediction
effect of the extreme point. Wang et al. [20] proposed an
improved BP neural network model based on thought
evolution algorithm. 2e accuracy of the prediction model
was improved by phase space reconstruction of traffic flow
time series using chaotic theory. However, because the
model uses less data, lacks credibility, and did not consider
the prediction effect of special time periods such as holidays,
it is not universal. A traffic flow prediction model based on
convolutional neural network is implemented in reference
[21], and the paper considered the spatial-temporal corre-
lation of regional traffic flow, which improves the prediction
accuracy and stability of the model. Only taxi traffic flow
data were studied, which do not fully reflect the road state.
Previous neural network models used values from previous
days or weeks as inputs to predict future traffic flow data
[22, 23], and the real time is poor, which exists the problem
of gradient vanishing. To address this, LSTM (Long Short-
Term Memory) neural network was used to predict traffic
flow [24–27], but the influence of commuting traffic flow on
urban traffic state was not considered.

Tidal traffic flow phenomenon is one of the important
factors causing congestion in toll stations. Accurate and real-
time prediction of short-term traffic flow provides strong
support for traffic management departments to guide traffic

flow. And it plays an important role in the information
communication system [28]. 2is paper presents a multi-
scale and high-precision LSTM-GASVR (Long Short-Term
Memory Genetic Algorithm Support Vector Regression)
short-term traffic flow prediction algorithm. Data pre-
processing was utilized to filter, normalize, and reconstruct
the data and improve the data dimension by workday flags,
which effectively improves the convergence speed and
prediction accuracy of the model; building prediction model
based on the output LSTM, Long Short-Term Memory
network, and GA-SVR model was proposed to optimize the
prediction results to achieve real-time and high-precision
prediction of short-term traffic flow. 2e proposed traffic
flow prediction algorithm improves the prediction accuracy
and stability and improves the generality and feasibility of
the traffic flow prediction model.

2. Short Traffic Flow Data Preprocessing

In order to obtain the appropriate amount of data and the
required data format, traffic flow data need to be pre-
processed by data merging, expanding the amount of data,
and data resampling to obtain time traffic volume. 2e
preprocessing of short-term traffic flow data is divided into
the following steps, as shown in Figure 1:

(i) Data normalization makes the data model training
have better convergence
(ii) Considering the occasional and violent weekend
and holiday tidal traffic flow, it is necessary to enhance
the data dimension
(iii) Data reconstruction aims to obtain a specific data
format
Step 1: extract the data and merge the data for n
consecutive months as needed to expand the dataset.
Step 2: resample the data as needed. Table 1 shows the
charge data of Shaanxi Provincial Toll Station in August
2018; “STARTTIME” is the computer boot time; the
“ENTRYLANE” is the entrance lane number; the
“ENTRYTIME” indicates the vehicle entry time; and
the “VECHILETYPE” is the vehicle type; 0, 1, and 2,
respectively, indicate the uncertain vehicle type, pas-
senger car, and freight car; “VECHILELICENSE”
represents the license plate number. To extract the
“ENTRYTIME” column of Table 1, we regard one line
of data as a vehicle entering the station. 2ese data are
resampled according to 15min, and the data shown in
Table 2 are obtained. 2e “Value” represents the traffic
volume within 15min with the starting time of “Date.”
Step 3: data normalization. For a better convergence of
the prediction results and the better results, the data are
normalized by the maximum and minimum value
standardization, assuming that the x is the traffic
volume of a certain period of time, and it is normalized
as follows:

x′ �
x − min

max − min
, (1)

2 Complexity



x′ is the values after x normalization fall, from 0 to 1,
and the min and max in equation (1) are the minimum
and maximum values in the dataset.
Step 4: dimension promotion. 2e traffic demand
caused by commuter’s commute is an important part of
urban road traffic volume. Because of the urban
planning problems, the traffic flow of commuters has
an obvious influence on urban traffic state.2e working
day factors are divided into three categories according
to “week,” “weekend,” and “holiday.”
Step 5: data reconstruction. 2e data are reconstructed
as needed, the data are divided intom+ 2 row and n+ 1
column, the firstm+ 1 row of each column is input, and
the last row is compared with the predicted value as the
real value.2e final data structure is shown in Table 3.vj

i

represents traffic volume in sample i at period j. h
j

b

represents the working day factor in sample j. hb

represents the working day factor, b is 1, 2, or 3,
h1 � 0.1, h2 � 0.5, and h3 � 0.9.

3. Analysis of Time Series Predictive
Assessment Indicators

2e prediction results of time series need to evaluate each
prediction model through indicators and adjust the pa-
rameters, so as to determine the high-precision short-term
traffic flow prediction model. Equations (2)–(9) are evalu-
ation indicators of time series prediction [2]. fi represents
the predicted value of sample i, yi represents the actual value
of sample i, y represents the average value of the real data,
and n is the sample size.

① MAE (mean absolute error):

MAE �
1
n



n

i�1
fi − yi


. (2)

② MSE (mean square error is one of the most com-
monly used performance measures for regression
tasks):

MSE �
1
n



n

i�1
fi − yi( 

2
. (3)

③ RMSE (root mean squared error):

RMSE �
����
MSE

√
�

�������������

1
n



n

i�1
fi − yi( 

2




. (4)

④MAPE (mean absolute percentage error) often used
to measure prediction accuracy:

MAPE �
1
n



n

i�1

yi − fi

yi




. (5)

⑤ Explanatory variance:
2e explanatory variance represents the extent to which
the regression model explains the variation of the
variance of the dependent variable (i.e., fitting effect of
the regression model to the true value), which is a
common evaluation index for the regression model:

Explained_variance(y, f) � 1 −
Var y − f 

Var y 
. (6)

2e explanatory variance is between [0, 1], and the
closer to 1 indicates the better the prediction effect.
⑥ R2 (R-squared):

Resampling data Normalizing data Reconstructing dataMerging data Enhancing data

Figure 1: Data preprocessing.

Table 1: Partial data of a toll station in Shaanxi Province.

STARTTIME ... ENTRYLANE ENTRYTIME VECHILETYPE ... VECHILELICENSE ...
2018/7/29 19:22:51 ... 12 2018/8/1 14:05:05 1 ... (B)S ADT702 ...
2018/8/1 11:55:01 ... 7 2018/8/1 14:05:05 1 ... (B)E FLG085 ...
2018/7/29 19:22:51 ... 12 2018/8/1 14:05:02 1 ... (B)S A53H75 ...
... .. ... ... ... .. ... ...

Table 2: Partial traffic data of 15min at Qujiang Toll Station,
Shaanxi Province.

Date Value
2018/8/1 8:00 186
2018/8/1 8:15 239
2018/8/1 8:30 300
... ...

Table 3: Format of traffic flow forecast training data for m period
before the day.

Sample no. 0 1 . . . n
Period 0 traffic volume (input) v00 v10 . . . vn

0
Period 1 traffic volume (input) v01 v11 . . . vn

1
. . . . . . . . . . . . . . .

Period m− 1 traffic volume (input) v0m−1 v1m−1 . . . vn
m−1

Working day factors h0
b h1

b . . . hn
b

Next period traffic volume (output) v0m v1m . . . vn
m

Complexity 3



R2 is the ratio of the sum of squared residuals to the sum
of the total deviation squares, indicating the degree to
which the regression equation can explain the variation
of the dependent variable, and R2 is the fitting effect of
the regression equation on the true value.

2e sum of squared residuals:

SSres � 
n

i�1
fi − yi( 

2
. (7)

2e sum of total deviation squares:

SStot � 
n

i�1
yi − y( 

2
, (8)

R
2

� 1 −
SSres
SStot

� 1 −


n
i�1 fi − yi( 

2


n
i�1 yi − y( 

2 . (9)

2e value of R2 is between 0 and 1. 2e closer R2 is to 1,
the more accurate the model and the better the regression
prediction effect. It is generally considered that the model fit
is higher when R2 exceeds 0.8.

Because①②③ use the mean error, and the mean error is
more sensitive to outliers, if there is a large difference between a
certain regression value fitted by the regressor and the true
value, it will lead to a large average error, which will have a great
influence on the final evaluation value, that is, themean value is
not robust. According to Table 4, it is found that the value of
①②③ increases with the increase of y, so the reliability is low.
By comparing and analyzing the curve fitting effect in
Figures 2–13, in combination with the value of evaluation
indicators in Tables 4–6, it is found that the evaluation value of
④⑤⑥ is more consistent with the curve fitting effect. By
analyzing and comparing the above evaluation indicators, take
④⑤⑥ as the main index to evaluate traffic flow prediction
and ①③ as the auxiliary index.

4. Short-Term Traffic Flow Prediction
Algorithm Based on LSTM-GASVR

4.1. Optimize the Model Based on GA-SVR. Genetic algo-
rithm (GA) is used to optimize the parameters (C, ε, r) in the
SVR model, where the C is the penalty coefficient, r is the
kernel function coefficient, and ε is the insensitive coeffi-
cient, which has the following main steps:

(1) Constructing the chromosome assemblage (C, ε, r)

and formulating the fitness calculation function of
genetic algorithm

(2) Determining the parameters of selection, crossover,
mutation, and so on in the GA, and setting the it-
erative termination condition of the algorithm

(3) Initializing the GA and generating the initialization
population

(4) Calculating individual fitness in chromosome
populations

(5) Generation of next-generation chromosomes
through selection, crossover, variation, etc.

(6) If the iterative termination condition of the algo-
rithm is satisfied or not, jump to (4).

(7) Termination of the iteration to determine the opti-
mal parameters (C, ε, r). Figure 14 shows a flowchart
of GA solving SVR optimal parameters (C, ε, r).

4.2. Chromosome Coding. Genetic method is based on
chromosome coding, selection, crossover, and mutation,
and other operations of the algorithm effectively depend on
the chromosome coding method to some extent. Consid-
ering that the SVR model parameter selection itself is a
constrained problem, we code the SVR model parameter by
real number. 2at is the gene of each chromosome consists
of three decimal float.

4.3. Population Initialization. Population number is an
important parameter that affects the efficiency and con-
vergence of the algorithm. In this paper, the population size
pop_size is set to 50, and the population initialization state is
evenly distributed in the solution space. And C ∈ [275, 285],
ε ∈ [0.4, 0.6], and σ ∈ [0.001, 0.003].

4.4. Fitness Function Selection. GA is used to find the best
parameters of the SVR model, so the fitness function is
chosen as average relative error percentage between the
prediction results and the actual value, and the fitness
function can be designed as follows:

MAPE �
100
n



n

i�1

yi − f xi( 




yi

. (10)

Among them, the MAPE is the average relative error
percentage between the prediction results and the actual
value of the algorithm.t0 is the initial time of training data, yi

represents the actual driving speed of the road at the time
t0 + i × 15min, and the prediction result of the time t0 + i ×

15min is f(xi).

4.5. Selection Operations. 2e selection operation used in
this paper is the combination of roulette and elite strategy.
2e key of the roulette selection method is to produce
offspring population by calculating the probability of each
individual appearing in the offspring, that is, the greater the
probability of individual selection when the adaptation value
is higher. 2e probability of individual appearance is shown
in Table 7. Roulette selection algorithm refers to the

Table 4: Comparison of short-term traffic flow prediction effect at
different time intervals.

Time
intervals R2 Explanatory

variance MAPE MAE RMSE

5 0.980 0.980 0.232 7.705 11.532
10 0.979 0.981 0.186 13.408 19.777
15 0.982 0.982 0.160 21.406 27.960
20 0.980 0.980 0.156 28.095 40.394
25 0.974 0.977 0.219 36.871 54.758
30 0.971 0.972 0.168 49.940 69.037
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generation of random numbers in the interval [0, 1), which
falls within a certain probability interval shown in Table 7,
which corresponds to individuals inherited to the next
generation. For example, the random number generated is
0.3, 0.3 ∈ [0.2, 0.45), corresponding to individual 2, so in-
dividual 2 is inherited to the next generation. 2e disad-
vantage of this method is that it is easy to fall into local
optimum when the range of adaptive value interval is small.

2e elite strategy is to keep the better individuals in the
last generation population and increases the number of the
better individuals so as to guarantee the global optimum, but
it is easy to fall into the local optimum when the proportion
of the better individuals is large. Elite strategies retain better

individuals by copy better individuals into the next gener-
ation or cross and mutation better individuals in the pop-
ulation, and we select the latter method.

2erefore, the paper adopts the combination of roulette
and elite strategy to keep the better population number in
elite strategy proportionally dynamic, so as to get the so-
lution of the population number, as shown in the following
equation:

GoodPop size � min Pop_size,
k × current Gen

Max Gen
 .

(11)
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Figure 2: 5min LSTM training and prediction. (a) 5min LSTM loss function and (b) 5min LSTM prediction results.
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Figure 3: 10min LSTM training and prediction. (a)10min LSTM loss function and (b) 10min LSTM prediction results.
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Figure 4: 15min LSTM training and prediction. (a)15min LSTM loss function and (b) 15min LSTM prediction results.
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Figure 5: 20min LSTM training and prediction. (a) 20min LSTM loss function and (b) 20min LSTM prediction results.
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Figure 6: 25min LSTM training and prediction. (a) 25min LSTM loss function and (b) 25min LSTM prediction results.
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2e Good Pop_size in equation (11) is to retain the
number of better individuals, Pop_size represent the
number of populations, k is the sum of the parent and the
offspring at each run time of the algorithm, current_Gen is
the number of runs of the current algorithm, and Max_Gen
is the maximum number of iterations set in advance for the
algorithm. Equation (11) provides a corresponding guar-
antee for the efficiency and optimization performance.

4.6. Genetic Operator Design. Genetic operator mainly in-
cludes cross operator and mutation operator. Cross oper-
ation is one of themain operations of offspring innovation in
GA. By simulating the cross inheritance of chromosome
weight, the individual genes are exchanged according to
certain probability. 2e mutation operation is to simulate
the process of chromosome compilation and recombination

to change some genes in individuals according to certain
probability. Cross operator and mutation operator are a way
to produce innovation.

4.6.1. Cross Operator. During the evolution of natural or-
ganisms, the recombination of biological genetic genes is
very important, and cross operators cannot be replaced in
GA.2e arithmetic cross operator is selected in the paper, as
shown in equation (12). a in equation (12) represents the
random number between 0 and 1 of the values of cross
probability. Pi

′ and Pi+1′ represent gene valuePi and Pi+1 after
cross operator, and i and i + 1 are gene positions:

Pi
′ � aPi +(1 − a)Pi+1,

Pi+1′
� (1 − a)Pi+1 + aPi. (12)
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Figure 7: 30min LSTM training and prediction. (a) 30min LSTM loss function and (b) 30min LSTM prediction results.
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Figure 8: 4 steps LSTM training and prediction. (a) 4 steps LSTM loss function and (b) 4 steps LSTM prediction results.
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4.6.2. Mutation Operator. Mutation operator is the opera-
tion of changing individual gene value xj in chromosome
population, as shown in equation (13). A random function
Random(ai, bi) is used to generate a random number, and ai

and bi are the upper and lower limits of the gene. And a gene
position j in the chromosome is set to the value generated by
the random function:

xj �
Random ai, bi( , i � j,

xj, i≠ j.

⎧⎨

⎩ (13)

4.7. Stop Sign. 2e stop flag is the maximum number of
iterations set for the experiment, and the value is set to 200 in
the experiment.

During the GA training as shown in Figure 15, the blue
boxes indicates where the optimal value goes up and the

optimal value increased to 0.86 after 30 iterations. 2e red
curve in the figure represents the accuracy of the optimal
parameter SVR of the prediction model. Because of the elite
retention strategy, the green curve gradually approaches red,
that is, the average accuracy tends to the optimal value. 2e
SVR model parameters of the final GA tuning parameter
(C, ε, r) are (276.7, 0.05998, 0.001595).

4.8. LSTM Prediction of Short-Term Traffic Flow Based on
GA-SVR Optimization. Based on the research and analysis
of various algorithms, it is found that the LSTM model
prediction evaluation index R2 is higher, that is, the fitting
degree between the predicted data and the real traffic flow
data is higher, which is more consistent with the real data
trend, and the prediction results are more reliable. GA-SVR
prediction model evaluation index MAPE is smaller, the
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Figure 9: 8 steps LSTM training and prediction. (a) 8 steps LSTM loss function and (b) 8 steps LSTM prediction results.
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Figure 10: 12 steps LSTM training and prediction. (a) 12 steps LSTM loss function and (b) 12 steps LSTM prediction results.
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model prediction value is closer to the real traffic flow data
numerically, and the error is smaller. To balance the fitting
degree and error of short-term traffic flow prediction model,
this neural network model LSTM combined with SVR is
optimized by GA, and the short-term traffic flow prediction
model based on LSTM-GASVR is obtained.

2e structure of LSTM-GASVR is shown in Figure 16.
2e neural network is partly composed of the input layer,
two layers of LSTM, dropout layer, and full connection layer.
2e output of the neural network is processed by the SVR to
obtain the output results. Next moment workday flags hm

input to the first layer contain 64 LSTM networks and get 64
features.2e 64 features and v0, which is the traffic volume of
period 0 to form a new vector, then input to the second layer
in the network and get 64 features. 2ese characteristics and
traffic flow data of the next time step constitute a new vector
input to 64 LSTM networks and get 64 LSTM characteristics.

And so on, the first LSTM layer outputs (m+ 1)∗ 64 data as
input of the second LSTM layer. 2e output from last time
step of the second LSTM will input to the dropout layer;
finally, the results will be output by the dense layer of the
model. 2e average of the results and the traffic flow at the
previous moment inputs to the SVRmodel and then outputs
the final results. “A in Figure 16” is shown in Figure 17, it is
LSTM unit structure.Ct−1is the cell state, ht−1 is the output of
the last LSTM, and Xt is the input of LSTM. ft, it, and ot are
output of forget gate, input gate, and output gate. σ and tanh
is activation function. Ct is the new cell state, and ht is the
output of LSTM. t− 1 means the last moment, and t is the
current moment.

2e LSTM-GASVR prediction process is shown in
Figure 18. 2e input traffic data are preprocessed using
MinMaxScaler normalization. According to the current
short-term traffic flow data affected by the previous m data
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Figure 11: 16 steps LSTM training and prediction. (a)16 steps LSTM loss function and (b) 16 steps LSTM prediction results.
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Figure 12: 20 steps LSTM training and prediction. (a) 20 steps LSTM loss function and (b) 20 steps LSTM prediction results.
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and the workday flag, the array is reconstructed to [m+ 1 :1].
2e data are divided into training set and test set, training set
is used to train the model, and test set is used to test the
prediction effect of the model. 2e data input to the neural
network composed of LSTM, dropout, and dense, and then
training of neural network. And the test data input neural
network to make the preliminary prediction. 2e prediction
results are renormalized, and the data are reset to the average
of the LSTM model prediction results and the traffic flow at
the previous time. 2e average input SVR model then op-
timizes the parameters of the model by the GA. After that,
SVR model is trained according to the optimal parameters.

Finally, input the test data into the LSTM-GASVRmodel for
prediction, and output the prediction results.

2e prediction effect of the LSTM-GASVR model is
shown in Figure 19 2e time interval of the model is 15
minutes and the time step is 16. 2e green line in the figure
represents the real traffic flow, and the red line represents the
LSTM-GASVR model prediction value. It can be seen the
prediction results of the LSTM-GASVRmodel are very close
to the real value, which shows slightly higher error of
prediction results at peak, but the error is small on the whole.
R2 is 0.982, explanatory variance is 0.982, andMAPE is 0.118,
and these are evaluation indicators of the model.

5. LSTM Prediction Model
Parameter Determination

2e batch size is 64, the epoch is 200, and the loss function is
“rmsprop” as quantitative in the training of the LSTM
model. 2e optimal performance of the model under dif-
ferent sampling time intervals and time steps is analyzed to
determine the optimal sampling interval and time steps.

5.1. LSTMPredictionModel Sampling IntervalDetermination.
LSTM network model predicts the short-term traffic flow
data with different time interval downsampling; then, we
compare and analyze the training speed, loss function value,
and the performance of the prediction results under different
sampling intervals to determine the most suitable LSTM
network model under the sampling interval.

2e LSTM, trained with 5min downsampling data, is
shown in Figure 2(a).2e loss function reaches a stable value
of 0.002 at 25 epochs. As shown in Figure 2(b), the part
marked by the red boxes is the larger part of the prediction
difference. From Figure 2, the 5min LSTM model is trained
quickly, but the error of prediction results is large.

2e LSTM of the trained 10min downsampling data is
shown in Figure 3(a).2e loss function reaches a stable value
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Figure 13: 24 steps LSTM training and prediction. (a) 24 steps LSTM loss function and (b) 24 steps LSTM prediction results.

Table 5: Comparison of short-term traffic flow prediction effect in
different time steps.

Time step R2 Explanatory variance MAPE MAE RMSE
4 0.976 0.976 0.285 24.134 32.012
8 0.976 0.979 0.177 22.846 31.753
12 0.979 0.980 0.155 22.304 30.140
16 0.983 0.983 0.153 19.758 28.595
20 0.965 0.966 0.329 28.814 38.456
24 0.963 0.963 0.394 30.845 39.793

Table 6: Comparison of short-term traffic flow prediction effect of
different prediction algorithms.

Algorithm R2 Explanatory
variance MAPE MAE RMSE

LSTM 0.983 0.983 0.153 19.758 28.595
GRU 0.982 0.982 0.206 20.781 27.233
CNN 0.952 0.962 0.293 33.297 45.206
SAE 0.976 0.976 0.374 24.813 31.744
ARIMA 0.975 0.975 0.222 23.313 32.381
GASVR 0.966 0.967 0.144 26.092 37.995
LSTM-
GASVR 0.982 0.982 0.118 20.156 28.237

10 Complexity



of 0.002 at 50 epochs. As shown in Figure 3(b), the pre-
diction difference is mostly labeled in the red boxes. From
Figure 3, we can see that the LSTM model training speed of
10min data is slow, and there are some deviations from the
prediction results.

2e LSTM of the analyzed 15min downsampling data
training is shown in Figure 4(a), and the loss function
reaches a stable value of 0.002 at 50 epochs. As shown in
Figure 4(b), the part marked in the red boxes is a larger part
of the prediction difference. It can be seen from the figure
that the 15min LSTM model has a fast training speed, and
the prediction results are generally good, and the errors at
the peak and fluctuation are larger.

2e LSTM of 20min downsampling data training is
analyzed. As shown in Figure 5(a), the epoch is 75 where the
loss function is stable at 0.003. As shown in Figure 5(b), the
prediction difference is mostly marked in red boxes. From

Figure 5, the 20min LSTM model training speed is better,
the value of loss function is slightly higher, the prediction
results are general, and the prediction error is large at peak
and fluctuation.

2e LSTM model obtained from the training of 25min
downsampling data is shown in Figure 6(a). 2e stable value
of the loss function is 0.003 at 75 epochs. As shown in
Figure 6(b), the part marked by the red boxes is the larger
part of the prediction difference. From Figure 6 the 25min
LSTM model training speed is slightly slow, the value of the
loss function is slightly higher, the prediction results are
general, and the prediction error is large at the peak and the
fluctuation.

2e LSTM, trained under 30min downsampling data, is
shown in Figure 7(a).2e loss function reaches a stable value
of 0.003 at 75 epochs. As shown in Figure 7(b), the red boxes
indicate that the prediction results showed slightly larger
error. From the figure, the 30min LSTM model training
speed of the data is slightly slower, the loss function value is
higher, the prediction results are general, and the prediction
result error is larger at peak and fluctuation.

Since the difference judgment of the fitting curve is
difficult, the prediction results of the LSTM network model
with different sampling intervals are again compared and
analyzed by various evaluation indexes. As shown in Table 4,
the model evaluation trained by the data of 15min is the
best.

5.2. LSTM Prediction Model Time Step Determination.
2e LSTM model predicts the short-term traffic flow data of
15min downsampling with different time steps n (the
current moment is affected by the previous n moment). 2e
most suitable time step is selected by analyzing the stability
of the training process, the value of the loss function, and the
curve of the fitting degree of the predicted results to the real
value.

2e LSTM model is trained with 15-minute interval
downsampling data at 4 time steps. Its loss function image is
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Optimize to get the 
best parameters
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target function 

(C, ε, γ)
N

Y

Figure 14: Flowchart of genetic algorithm.

Table 7: Probability interval.

Individual 1 2 3 4
Probability of individuals 0.2 0.25 0.35 0.2
Probability interval [0, 0.2) [0.2, 0.45) [0.45, 08) [0.8, 1)
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Figure 15: GA training.
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shown in Figure 8(a), and the loss function is stable around
0.002 at 50 epochs. 2e prediction results are shown in
Figure 8(b). 2e red boxes are marked with a large pre-
diction difference. 2e training speed of the LSTM model
with 4 time steps is slightly slower, the loss function value is
higher, the prediction results are general, and the prediction
result error at peak is very high.

Analyzing the 15min of downsampling data trained at 8
time steps LSTM, as shown in Figure 9(a), the loss function is
stabilized around 0.003 at 75 epochs. As shown in
Figure 9(b), the part marked in the red boxes shows that the
prediction difference is large. 2e training speed of the
LSTM model with 8 time steps is slow, the loss function
value is slightly larger, the overall prediction results are

general, and the prediction results at peak and fluctuation
are obviously poor.

2e LSTMmodel of downsampling data trained at 12 time
steps and the loss function are shown in Figure 10(a), the loss
function reaches a stable value of 0.002 at 50 epochs, the
prediction results are shown in Figure 10(b), and the prediction
difference is mostly marked in red boxes. It can be seen from
the figure that the LSTM model with 12 time steps has a fast
training speed, accurate prediction results, but a large error in
the prediction results at the peak and with large fluctuations.

2e LSTM model, trained with 15min interval down-
sampling data at 16 time steps, is shown in Figure 11(a), and
the loss function reaches a stable value of 0.003 at 50 epochs.
As shown in Figure 11(b), the red boxes are marked with a
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Figure 17: 2e structure of LSTM.
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large difference in prediction.2e LSTMmodel with 16 time
steps shows better training speed, and the loss function value
is low. Overall, the prediction results are accurate, but
slightly higher error of prediction results at peak.

2e LSTM with downsampling interval of 15min was
trained at 20 time steps. As shown in Figure 12(a), the loss
function at 50 epochs is stable at around 0.002. As shown in
Figure 12(b), the prediction difference of red boxes part is
large. 2e training speed of LSTM model with 20 time steps
is general, the prediction results are general, and the error of
peak, fluctuation, and valley bottom part is very high.

2e LSTM model were trained of the data sampled at
intervals of 15 min at 24 time steps, and the loss function is
shown in Figure 13(a), reaching a stable value of 0.003 at 50
epochs. As shown in Figure 13(b), the part marked by the red
boxes is the larger part of the prediction difference. From the
figure, the training speed of LSTM model with 24 time steps
is general, and the predicted results are general. 2e pre-
diction error is large at the peak and the fluctuation, and the
prediction results of the valley bottom are very high too.

2e LSTM model predicts the short-term traffic flow
data of 15min downsampling with different time steps n (the
current moment is affected by the previous n moment).
2en, we compare the prediction results according to var-
ious evaluation indexes. As shown in Table 5, it is found that
the prediction effect of 16 time steps is the best.

2e optimal performance of the LSTM model under
different sampling time intervals and time steps is analyzed,
and the sampling interval is finally determined to be 15min
at 16 time steps. 2e LSTM model training speed is the
fastest at this time, the loss function reaches the stable value
at 25 epochs and the loss function value is small, and the
prediction accuracy is the highest.

6. Comparative Analysis of Short-Time Traffic
Flow Prediction Model

2rough LSTM, GRU (gated recurrent unit), CNN (con-
volutional neural networks), SAE (stacked autoencoder),
ARIMA (auto regressive integrated moving average), SVR,
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Figure 18: LSTM-GA SVR prediction process.
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LSTM-GASVR prediction of 15 minutes short time traffic
volume, in this paper, the training speed and loss function of
LSTM, GRU, CNN, and SAE in training are compared and
analyzed, the prediction results of seven algorithms are
compared to fit the curve of real value, and the prediction
effect is analyzed.

Analyzing the LSTM model trained with the down-
sampling interval of 15min data at the 16 time steps, as
shown in Figure 20(a), the loss function reaches a stable
value of 0.002 at 25 epochs. As shown in Figure 20(b), the
part marked in the red boxes is the larger part of the pre-
diction difference, the training speed of the LSTM model is
faster, the prediction results are generally more accurate, and
the error of the prediction results at the peak is slightly
larger.

2e data sampled by 15min are trained to GRU model
at the 16 time steps, and the loss function is stable around
0.002 at 75 epochs as shown in Figure 21(a). As shown in
Figure 21(b), the partial prediction difference is marked by
the red boxes. From the figure, we can see that the model
training speed is general, the prediction accuracy is
general, and the prediction result error at the peak is very
large.

2e 1D CNN model of 15min downsampling data
trained at 16 time steps is analyzed. As shown in
Figure 22(a), the 50-epoch training sets get a stable training
set loss function value of 0.007, and the validation set loss
function stability value of 0.003. As shown in Figure 22(b),
the red boxes are marked with a large difference in pre-
diction, the model training speed is general, the loss function
value is large, the prediction accuracy is not high, and the
prediction error is large.

2e SAE model trained with 15min downsampling data
at 16 time steps is analyzed.2e loss function reaches a stable
value of 0.001 at 100 epochs, as shown in Figure 23(a). As
shown in Figure 23(b), the difference in prediction is mostly
marked in red boxes, the SAE model training speed is

average, the loss function value is small, the prediction
accuracy is not high, and the prediction effect is very poor at
peak, fluctuation, and turning point.

2e ARIMA model and the GASVR model were used
to predict 15 min of short-term traffic flow, respectively.
2e prediction results of the ARIMA model are shown in
Figure 24, the red boxes are marked with a large part of
the prediction difference, it can be seen that the pre-
diction accuracy of peak value is low, and it takes a long
time in the prediction process of the ARIMA model,
which does not meet the real-time requirement of short-
term traffic flow prediction. As shown in Figure 25, for
the prediction results of the GASVR model, the red boxes
are marked with a large part of the prediction difference.
It can be seen that the prediction accuracy is slightly
lower at the peak value, and the GASVR model pre-
diction curve is shifted backward compared with the real
value.

In Figure 26, the prediction results of the LSTM-GASVR
model show that the model effectively improves the mi-
gration phenomenon of the GASVR and improves the ac-
curacy of the LSTM model. 2ese are some differences were
marked by the red boxes, the prediction accuracy of the
LSTM-GASVR model is not enough at the peak of traffic
flow. But it has a little influence on the results of the al-
gorithm, and the LSTM-GASVR model predicted the most
accurate results.

2e timeliness of the LSTM-GASVR model is normal
compared with other algorithms. 2e prediction time of the
model is 0.003 s longer than GASVR, and the time is 2 s
shorter than ARIMA. Compared with the LSTM model, the
prediction time of the LSTM-GASVR is 0.001 s longer than
that of the LSTM model. In addition, compared with CNN,
SAE, and GRUmodels, the LSTM-GASVRmodel takes time
to predict that traffic flow is same almost.

However, the LSTM-GASVR model’s timeliness is
normal compared with other algorithms and the accuracy is
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Figure 20: LSTM training and prediction. (a) LSTM loss function and (b) LSTM prediction results.
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Figure 21: GRU training and prediction. (a) GRU loss function and (b) GRU prediction results.
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Figure 22: CNN training and prediction. (a) CNN loss function and (b) CNN prediction results.
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Figure 23: SAE training and prediction. (a) SAE loss function and (b) SAE prediction results.
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well. According to the above algorithm, the 15-minute
downsampling data are predicted, and the prediction results
are compared and analyzed according to various evaluation
indexes. As shown in Table 6, it is found that the com-
prehensive prediction effect of the LSTM-GASVR model is
the best.

Six prediction algorithms LSTM, GRU, CNN, SAE,
GASVR, and LSTM-GASVR are analyzed and compared
and the conclusions are summarized in Table 8.

7. Conclusion

Based on the charging data from May 2018 to May 2019 at
a toll station around Shaanxi Province, the data nor-
malization and reconstruction are adopted. And the
working day flag bit is added to enhance the data di-
mension and to realize the data preprocessing of short-

term traffic flow. Comparing and analyzing the evaluation
indexes of various time series, an effective combination
evaluation index of short-term traffic flow prediction is
established. 2rough analyzing the neural network pre-
diction model and other machine learning prediction
models and using GA to optimize the SVR model pa-
rameters, a short-term traffic flow prediction model based
on LSTM-GASVR is proposed. By analyzing and com-
paring different time intervals in the multiple groups of
experimental results, we selected 15min as the time in-
terval, and the time step is 16.2is model is used to predict
the short-term traffic flow data, and various prediction
models are analyzed by combination index. 2e LSTM-
GASVR model has normal timeliness and the best and
stable prediction effect, R2 is 0.982, explanatory variance is
0.982, and MAPE is 0.118. 2e next step is to optimize the
prediction accuracy at the peak traffic volume.
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Figure 24: ARIMA prediction results.
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Figure 25: GASVR prediction results.
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Figure 26: LSTM-GASVR prediction results.

Table 8: Analysis of short-time traffic flow prediction algorithm for
different prediction algorithms.

Algorithm Summary

LSTM
2e prediction effect is good and timeliness is

general, but there are big differences for different
models trained

GRU Simpler than the LSTM structure, but the traffic
flow prediction at the turning point is less effective

CNN
It is suitable for predicting stable traffic flow, and
the prediction effect is not good when the volatility

is large

SAE SAE model has large prediction error when traffic
flow data is small

ARIMA ARIMA model prediction error is general and
timeliness is poor

GASVR 2e prediction effect is good and timeliness is
better, but there is a certain shift phenomenon

LSTM-
GASVR

2e timeliness of the model is normal, and a
variety of time interval data prediction effect is

better and more stable
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Screening and classification of characteristic genes is a complex classification problem, and the characteristic sequences of gene
expression show high-dimensional characteristics. How to select an effective gene screening algorithm is the main problem to be
solved by analyzing gene chips. (e combination of KNN, SVM, and SVM-RFE is selected to screen complex classification
problems, and a new method to solve complex classification problems is provided. In the process of gene chip pretreatment,
LogFC and P value equivalents in the gene expression matrix are screened, and different gene features are screened, and then
SVM-RFE algorithm is used to sort and screen genes. Firstly, the characteristics of gene chips are analyzed and the number
between probes and genes is counted. Clustering analysis among each sample and PCA classification analysis of different samples
are carried out. Secondly, the basic algorithms of SVM and KNN are tested, and the important indexes such as error rate and
accuracy rate of the algorithms are tested to obtain the optimal parameters. Finally, the performance indexes of accuracy,
precision, recall, and F1 of several complex classification algorithms are compared through the complex classification of SVM,
KNN, KNN-PCA, SVM-PCA, SVM-RFE-SVM, and SVM-RFE-KNN at P � 0. 01, 0.05, 0.001. SVM-RFE-SVM has the best
classification effect and can be used as a gene chip classification algorithm to analyze the characteristics of genes.

1. Introduction

Since the birth of gene chip technology, a large number of
feature selection methods for gene expression microarray
data have emerged in academia. Most of these methods
focus on the quality of the selected genes, while few people
pay attention to the efficiency of the algorithm itself. Gene
expression microarray data has a large number of char-
acteristic genes. If it is not an efficient characteristic se-
lection method, the whole process of key gene selection
will become very long. Many existing classical feature
selection methods have low efficiency, and some even
reach unacceptable levels. Among them, representatives
include CFS, mRMR, and SVM-RFE. Especially in SVM-
RFE, the whole selection process is very time-consuming.
Some researchers have also improved SVM-RFE, but the
time-consuming problem has not been fundamentally
improved. (is chapter takes SVM-RFE as the research
object, and SVM and RFE are improved, respectively. By

introducing a more efficient implementation of the
classical linear support vector machine to reduce the time
consumption of the basic feature selection process and
proposing a recursive feature elimination strategy with
variable step size to reduce the iteration times of the basic
feature selection process, the combination of the two fi-
nally attempts to fundamentally solve the inefficiency
problem of SVM-RFE.

A support vector machine based on recursive feature
eligibility (SVM-RFE) [1] was proposed by Guyon et al. In
2002. (is method makes full use of the characteristics of
SVM; that is, it can rank and score all genes according to
their importance while training the SVM classification
method and combine the recursive feature elimination
strategy to make feature selection. Duan et al. [2] improved
SVM-RFE to deal with only two classification problems and
proposed a one-to-one and one-to-many multiclassification
SVM-RFE method, which enables SVM-RFE to deal with
multiclassification problems.
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Aiming at the low efficiency of SVM-RFE feature se-
lection process, Ding and Wilkins [3] improved the iterative
process of RFE, from deleting one feature at a time to de-
leting several, which improved the efficiency of the algo-
rithm without losing the classification accuracy. Yoon and
Kim [4] proposed a SVM-RFE method based on mutual
information, which solves the problem that the SVM-RFE
method does not consider feature correlation in the process
of feature selection to a certain extent. Tang et al. [5] divided
SVM-RFE into two stages. In the first stage, rough selection
is carried out on the features to be selected, filtering out
irrelevant features, redundant features, and noise features. In
the second stage, finer feature selection is carried out on the
basis of the first stage. (e next two sections will introduce
SVM-RFE in detail and analyze the reasons for its ineffi-
ciency in depth. Tang et al. [6] feature clustering SVM-RFE
(FCSVM-RFE) feature clustering to enhance SVM-RFE gene
selection. (e proposed method first roughly selects genes
and then ranks the selected genes. Clustering algorithm is
used to cluster genes into genomes, in which each gene has a
similar expression profile. SVM-RFE was used to rank these
representative genes. FCSVM-RFE reduces computational
complexity and redundancy. Although SVM-RFE can ef-
fectively delete irrelevant functions, it cannot handle most
redundant functions [7]. In order to overcome this short-
coming, this paper develops a new feature selection method,
the core of which is to delete redundant features according to
the correlation between features before using SVM-RFE.(e
proposed method was tested on a pancreatic cancer
microarray dataset. (emethod is much better than baseline
SVM-RFE in classification accuracy. In order to improve the
accuracy of classification, radial basis function (RBF) kernel
is also introduced [8]. Chen and Zhu [9] proposed a feature
selection method based on support vector machine recursive
feature elimination (SVM-RFE) and binary particle swarm
optimization (BPSO) algorithm. SVM-RFE removes some
irrelevant features to reduce the data dimension and then
continues to search for the best subset and uses some better
SVM-RFE subsets as part of the initial PSO population and
has a good starting point. SVM-RFE not only reduces the
search space of particles but also provides prior experience,
thus improving the search efficiency and accuracy of the
algorithm. Anaissi et al. [10] used ESVM recursive feature
elimination (ESVM-RFE) for gene selection. It follows the
concepts of integration and bagging used in random forest
but adopts backward elimination strategy, which is the basic
principle of RFE algorithm. (e principle behind this is that
using randomly drawn boot program samples from the
training set to build an integrated SVM model will generate
different feature levels, which will then be summarized into
one feature level. As a result, the decision to delete features is
based on the ranking of multiple SVM models, rather than
selecting a specific model. However, in the classification of
unbalanced datasets, imbalance is a common problem in
gene expression microarray data [11]. Generally speaking,
people are only interested in a few categories because the few
categories are usually patients, while normal people often
account for the majority. For the classification method, too
few samples in a certain category means that the category

contains less information, so the classification model finally
learned by the classification algorithm can easily predict
patients among normal people when making classification
prediction [12]. Especially for small sample data such as gene
expression microarray data, it becomes more important to
solve the problem of category imbalance. (e most basic
methods to solve the problem of category imbalance are
upsampling and downsampling. Zhou and Wang [13]
proposed a feature selection method combining relief-F and
SVM-RFE algorithm. (e algorithm integrates the weight
vector from relief-F into the SVM-RFE method. In this
method, relief-F filters out many noisy functions in the first
stage. (en, a new sorting criterion based on the SVM-RFE
method is applied to the final feature subset. A SVM clas-
sifier is used to evaluate the final image classification ac-
curacy. A new method for multiclass gene selection and
classification based on multiple supports vector machines
recursive feature elimination (SVM-RFE) is proposed [14].
For the multiclass DNAmicroarray problem, we solve it as a
multibinary classification problem. (e “one-to-all” method
is used to decompose multiple types of tasks into multiple
binary problems, and SVM-RFE selects genes for each bi-
nary problem. (e SVM classifier is used to train selected
gene data for binary problems. Firstly, the basic method of
SVM is introduced, and the application of RFE algorithm is
explained in detail. Secondly, the chip GSE76275 screens and
classifies different P values under SVM-RFE algorithm.
Finally, the classification effect of SVM-RFE algorithm after
filtering with different P values is illustrated by comparative
research under different SVM-RFE-KNN, SVM-RFE-SVM,
and other four algorithms.

2. Relevant Theoretical Works

2.1. Support Vector Machine. A support vector machine
(SVM) is recognized as one of the most classical machine
learning algorithms. Its essence is the maximum interval
classification method. At this time, a support vector machine
can only deal with linearly separable data classification
problems and is called hard interval support vector machine.
Soft interval support vector machine was proposed in 1995.
At this time, a support vector machine can deal with data
classification problems that are approximately linearly
separable. Subsequently, support vector machines have been
further developed. Support vector machines, support vector
regression machines, and multiclassification support vector
machines based on kernel techniques have been proposed
one after another. At this time, the support vector machine
has formed a very complex and complete theoretical system,
which can not only deal with linear separable problems but
also classify nonlinear separable data, becoming very
powerful. (e SVM-RFE algorithm uses a support vector
machine based on linear kernel. (e support vector machine
model is shown in Figure 1.

(e algorithm idea of the support vector machine is
actually very simple. For hard interval support vector ma-
chines, the whole process is divided into three steps: first, the
dataset is linearly separable; second, finding two hyperplanes
requires that no data points fall between the two planes.
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(ird, maximize the distance between the two planes. (e
objective function at this time is

max
2η

‖w‖

s.t. yi w · xi + b( ≥ η, i � 1, . . . , n,

(1)

where (2η/‖w‖) is the distance between the two hyperplanes
and is the target optimization value, xi and yi represent the i-
th sample and the corresponding label, respectively, and
yi(w · xi + b) represents the distance from the point xi to the
nearest hyperplane. yi(w · xi + b)≥ η means that point xi

cannot fall between two hyperplanes. In order to facilitate
the solution, formula (1) is usually transformed into a
quadratic programming problem:

min
1
2
‖w‖

2

s.t. yi w · xi + b( ≥ 1, i � 1, . . . , n.

(2)

In all classifications, the classification interval of the
optimal plane is the largest; at this time, ‖w‖2 is the smallest,
H is called the optimal classification line, and the training
samples on H1 and H2 are called support vectors. (e
Lagrange optimization method is used to obtain it. As-
suming that b � (b1, b2, . . . , bn) and equation (2) constitute
Lagrange multiple terms, the maximum value is taken.

W(a) � 
n

i�1
ai −

1
2



n

j�1
aiajyiyjxixj, (3)

where ai ≥ 1, 
n
i�1 yiai � 0 is quadratic programming that

can optimize equation (3). Assuming that there is a maxi-
mum vector a0 � (a0

1, a0
2, . . . , a0

n) of equation (3) and the
optimal hyperplane is described by (w0, b0), then w0 is
shown in the following equation:

w0 � 
n

i�1
a
0
i yixi. (4)

If the restriction condition is proposed in equation (4),
the decision function of the optimal classification is shown
in in the following equation:

f(x) � sgn 

n

i�1
a
0
i yixi + b0

⎛⎝ ⎞⎠ � 0. (5)

Equation (5) introduces Lagrange’s equation:

L(w, b, a) �
1
2

(w · w) − 
n

i�1
aiyi wxi + b(  −1, (6)

where a is the Lagrange coefficient. By differentiating w and
b, we obtain the quadratic programming problem:

min
1
2



n

j�1
aiajyiyj ϕ xi(  · ϕ xj   − 

n

i�1
ai

s.t. 
n

i�1
yiai � 0

ai ≥ 0, (i � 1, 2, . . . , n).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)

2.2. Recursive Feature Elimination (RFE). (e main idea of
recursive feature elimination is to repeatedly build models
(such as SVM or regression models). (e importance of
each feature is obtained through the attribute value
returned by the learner or the importance score of the
feature. (en, the least important feature variable is re-
moved from the current feature set. (en, the model is
constructed on the remaining characteristic variables.
Repeat the abovementioned process until there is only one
feature variable left. (is process constructs a model of
feature number minus one time. (e order in which
features are eliminated is the importance ranking of
features. (is is a greedy algorithm to find the optimal
feature subset, which requires a lot of computation and
requires high hardware requirements of computers. (e
stability of RFE depends to a large extent on which a
model is selected at the bottom during iteration. For
example, if the ordinary linear regression adopted by RFE
is unstable without regularization, then RFE is unstable. If
a ridge is used and the regression regularized by the ridge
is stable, then RFE is stable. For example, a linear kernel
support vector machine SVM-RFE, as an effective feature
selection method, has been successfully applied to fault
diagnosis. However, some problems may be nonlinear.

SVM-RFE is a supervised sequential backward selection
algorithm. In the linear classifier, it takes the discriminant
information of each feature to the objective function as the
sorting coefficient. (at is, the contribution of the weight
vector to the classification surface yi(w · xi + b) is used to
construct the feature ranking table. If the weight corre-
sponding to the feature is larger, the decision function will be
affected more, and the feature with larger weight has more
discrimination information. Each iterate removes a feature
with the smallest weight and then retrains the classifier until
the feature ranking table is completed. (e sorting principle
can also be analyzed from the objective function of the
following formula:

H1: {x|(w + x)b = + 1}

Negative
class

– b/|w|
H2: {x|(w + x)b = –1} H: {x|(w + x)b = 0}

Postitive
class

Marg
in

Figure 1: Support vector machine model.

Complexity 3



Input: the training samples: X0 � [x1, x2, ..., xi]
T, xi is the samples of d-dimensional space

Category label: y � [y1, y2, ..., yi]
T

Initialization: feature sort r � [], current feature index sequence s � [1, 2, . . . , d]

Feature sorting: iterates in a loop until s � [];
Step 1: obtain a new data sample according to the current feature: X � X0(:, S)

Step 2: train SVM with a new sample set to obtain support vector related parameters: a � SVMtrain(X, y), X � X0(:, s)

Step 3: calculate the sorting factor
Step 4: find out the feature f � argmin(Rank(i)) with the smallest sorting criterion and add it to the feature sorting table:
r � [s(f), r]

Step 5: remove the feature with the smallest sorting coefficient from the current remaining dataset: s � s(1: f − 1, f + 1: length(s))

Output: sorted list of features.

ALGORITHM 1: SVM-RFE algorithm flow.
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Figure 2: RLE box chart.
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J �
1
2
‖w‖

2
. (8)

Calculating that the i-th feature removal is the change
of J,

ΔJ(i) �
zJ

zwi

Δwi +
z2J

zwi
2 Δwi( 

2
, (9)

where wi also means that the i-th feature is deleted; so, as a
sorting criterion, the later the feature means that the less
information it contains, and the more it will be deleted first.
(e algorithm is a circular process.

(e classic is a linear kernel function with sorting co-
efficients of

Rank(i) � wi( 
2
,

w � 
l

i�1
aiyixi.

⎧⎪⎪⎨

⎪⎪⎩
(10)

In the case of nonlinearity, it is assumed that in the
training sample matrix, when a certain feature is removed,
the median of quadratic programming remains unchanged;
that is, the obtained classifier does not change. On the
premise of this assumption, the contribution value of each
feature to the objective function, i.e., the ranking coefficient,
is

Rank(i) �
1
2
a

T
Qa −

1
2
a

T
Q(−i)a,

Qij � K xi, xj  � Φ xi( 
TΦ xj .

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(11)

(is assumption is also reasonable and feasible in
practical application, where a � [a1, a2, ..., al], Q(−i),
means the Q matrix value calculated when the i-th feature
is assumed to be removed. In practical applications,
nonlinear kernels and linear kernels often produce similar
results. (e SVM-RFE method executes this process it-
eratively and finally obtains a feature sorting table. Using
the sorting list, several nested feature subsets are defined
to train SVM, and the advantages and disadvantages of
these subsets are evaluated according to the prediction
accuracy of SVM, thus obtaining the optimal feature
subset. It should be noted that the single feature in the
front row does not necessarily make the SVM classifier to
obtain the best classification performance, but the com-
bination of multiple features makes the classifier to obtain
the best classification performance. (erefore, SVM-RFE
algorithm can select complementary feature combina-
tions. (e objects targeted by the two formulas are dif-
ferent, corresponding to linear and nonlinear kernels,
respectively, but in fact the difference in the final selection
of eigenvalues is not obvious.

SVM-RFE algorithm can define a set of nested feature
subsets F1 ⊂ F2 ⊂ F3 . . . Fn according to its feature sorting
table. (e prediction accuracy of SVM is used to evaluate the
advantages and disadvantages of these subsets, so as to
obtain the optimal feature subset. Fi(i � 1, 2, ..., n) means
that i-th features with the highest ranking are selected from
the feature set as subsets to ensure that each subset contains
features with relatively important information, and then the
classifier is designed with the selected optimal subset. (e
algorithm is as follows in Algorithm 1.
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Figure 3: P< 0.0001 chip cluster diagram.

Table 1: Probes number and genes number under different P values.

P≤ 0.1 P≤ 0.05 P≤ 0.01 P≤ 0.001
Probes number 24017 6251 6022 5370
Genes number 16383 5561 5361 4792
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3. Result Analysis

In this paper, the gene chip GSE76275 is used as the research
basis and the relevant parameters of the chip are described.
(e GSE76275 dataset contains 265 samples, including 198
TNBC and 67 non_TNBC, with a total of 54613 gene ex-
pression values. In the experiment, the relevant basic data
are analyzed uniformly, and the expression level of most
genes can be kept consistent. (e relative logarithmic ex-
pression (RLE) box chart can reflect the abovementioned
trend. It is defined as the logarithm of the expression value of
a probe group in a certain sample divided by the median of

the expression value of the probe group in all samples. (e
distribution of RLE of all probe groups in a sample can be
represented by a box chart commonly used in statistics, and
the center of each sample should be very close to the position
of ordinate 0. (e RLE box chart of this experiment meets
this requirement, as shown in Figure 2.

Normalization processing: the purpose of normali-
zation is to enable each group of measurements or
measurements under experimental conditions to compare
with each other and eliminate nonexperimental differ-
ences between measurements, which may come from
sample preparation, hybridization process, or
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Figure 4: PCA differential expression diagram.
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hybridization signal processing. (e process to normalize
the abovementioned data can be implemented by the
expresso function in the affy software package. In fact, the
integrated algorithm using preset parameters is more
reasonable and efficient.

3.1. Differentially Expressed Genes Selected. (e first step in
the significance analysis of gene expression differences is to
select and express genes with significant differences. Gen-
erally speaking, the basic assumption of this kind of analysis
is that the standardized chip data conform to normal
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Figure 6: (e genes number distribution of P< 0.05 and the correlation LogFC and P value.
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distribution, so the statistical methods used are basically T
test, F test, variance analysis, and the improved forms of
these three statistical methods. In order to obtain stan-
dardized differential genes, the gene chip adopts the

Bayesian method. Empirical Bayesian method is currently
the most commonly used analysis method, which has been
completely implemented by limma package of Bio-
conductor, as shown in Table 1.
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Figure 7: (e genes number distribution of P< 0.01 and the correlation LogFC and P value.
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(e gene clustering of different genes with P< 0.001 was
analyzed separately. Some samples are selected for cluster-
ing, and the same type of samples can be basically clustered
together, as shown in Figure 3.

Select the differential gene expression data of sample
P< 0.001 and make a PCA diagram. From the diagram, it
can be seen that the classification of the two groups of
samples is obvious; thus, it can be seen that the two types of
samples have obvious differences, as shown in Figure 4.

When P is at different values, SVM-RFE shows the
difference of screening genes. When P values are 0.001, 0.05,
0.01 and 0.1, the number and distribution of genes are shown
in Figures 5–8:

As can be seen from the above Figures 5–8, when the
maximum value of P becomes larger and larger, the number
of genes distributed becomes more and more. However,
there is a certain correlation between LogFC and P value.
Most of the points are published between [−2, 2], which
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Figure 11: (e comparison of algorithm performance when P≤ 0.05.
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accords with the characteristics of normal distribution. (e
larger the P value, the larger the number of genes screened
out, which shows that selecting the appropriate value of P for
screening can be effectively applied in SVM-RFE algorithm,
In order to improve the effect and accuracy of algorithm
classification, when |LogFC| approaches 0, the larger the
range represented by P value, the more genes there are.

3.2. Complex Algorithm Parameter Selection. (e parameter
selection of the algorithm is an important part of the ex-
periment, and better experimental results can be obtained by
selecting better parameters. (erefore, some data in this
experiment are selected for experimental parameter selec-
tion, and the final experimental comparison is carried out
through the selected parameters.

In order to express the best parameter requirements, the
cost of SVM is 10 and 100, the gamma is 10−1, 10−2, 10−3,
10−4, 10−5, and 10−6, and the kernel function is radial. After
comparing and optimizing the algorithms, the corre-
sponding error values are obtained under different pa-
rameters, and the effects are shown in Table 2.

(e distribution comparison of the algorithms shows
that when gamma� 10−6 and cost� 100, the minimum error
value is 0.1274892. (ere are only 49 samples to build the
model, 41 of which are used as support vectors. (e pro-
portion of support vectors is too large (over 80%), which
indicates that there are irrelevant and redundant features in
the used features. It is suggested to use feature selection
method RFE to eliminate redundancy and irrelevance and
reduce dimension and then use SVM. It is also possible to
consider reoptimizing the parameters, but since tune.svm ()
has been used to find parameters, the parameters found are
not good. It is better to use fixed parameters and then use
RFE for feature screening.(en, this model is used to classify
the test set data and use the contingency table to count the
accuracy rate, as shown in Figure 9.

When cost� 100 and gamma� 0.0001, cost� 100 and
gamma� 0.1, and cost� 10 and gamma� 0.01, the average
accuracy is only 75%. When cost� 10 and gamma� 0.001
and cost� 100 and gamma� 0.001, the accuracy of the al-
gorithm is about 88%. With the increase of sample size, the
accuracy also decreases. When the sample size is more than
200, the accuracy is less than 75%. When cost� 10 and

gamma� 0.0001, the accuracy of the algorithm is relatively
high, about 92%, and relatively stable, as shown in Figure 10.

In the initial stage of the algorithm, the overall accuracy
rate is relatively low, only 80%, and the lowest is only 75%.
Due to the small sample size, the classification effect is not
very ideal. When KNN takes 3, the correct rate is about 90%.
When KNN takes 2, the accuracy rate is relatively low, only
about 82%. (e average accuracy rate of the whole se-
quencing set is about 84%, and when the sample size in-
creases, the average accuracy rate is relatively stable.

3.3. Comparison of Algorithms. When P takes different
values, the differential gene expression data are screened and
the selected results are classified. In this paper, several al-
gorithms are selected to screen and analyze genes. (e al-
gorithms SVM, KNN, SVM-PCA, KNN-PCA, SVM-KFE-
SVM, and SVM-KFE-KNN are used to compare and analyze
the performance of accuracy, precision, recall, and F1.

Accuracy �
TP + TN

TP + TN + FP + FN
, (12)

precision �
TP

TP + FP
, (13)

recall �
TP

TP + FN
. (14)

In order to evaluate the advantages and disadvantages of
different algorithms, the concept of F1 value is proposed on
the basis of precision and recall to evaluate precision and
recall as a whole. F1 is defined as follows:

F1 �
precision∗ recall∗2
precision + recall

. (15)

(rough the comparative study of the performance
indexes of the abovementioned algorithms, the effects are
shown in Figures 11–13.

As can be seen from Figures 11–13, the overall effect of
the 6 algorithms is relatively consistent at different P values.
When the P value selected is smaller, the performance of the
six algorithms is improved. In particular, the performance of
SVM-RFE-SVM algorithm is obviously improved; accuracy,
precision, recall, and F1 are close to 0.99. Among them,

Table 2: Optimal values under SVM parameters.

Gamma Cost Error Dispersion
10–6 10 0.1510823 0.06924002
10–5 10 0.1512987 0.07016349
10–4 10 0.2686147 0.07255622
10–3 10 0.2686147 0.07255622
10–2 10 0.2686147 0.07255622
10–1 10 0.2686147 0.07255622
10–6 100 0.1274892 0.07413187
10–5 100 0.1512987 0.07016349
10–4 100 0.2686147 0.07255622
10–3 100 0.2686147 0.07255622
10–2 100 0.2686147 0.07255622
10–1 100 0.2686147 0.07255622
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KNN and SVM algorithms have the worst performance
because they have no advantages in gene screening effect.
SVM-RFE-SVM and SVM-RFE-KNN algorithms have the
best results after gene screening and have obvious advan-
tages in gene screening.

4. Conclusion

In this paper, SVM and KNN algorithms are tested, and
important indexes such as error rate and accuracy rate of the
algorithms are evaluated to obtain the optimal parameters.
SVM-RFE-SVM was proved to be effective by screening and
comparing SVM, KNN, KNN-PCA, SVM-PCA, SVM-RFE-
SVM, and SVM-RFE-KNN binding genes. In the later research
work, the effectiveness of the algorithm proposed in this paper
is tested in different datasets, and normalization is carried out
in unbalanced datasets for classification research. (e effec-
tiveness of the classification algorithm is analyzed by com-
bining the number of exons and mutations of gene sequencing
data in RNA-SEQ. Correlation analysis between different types
of sequencing data is the ultimate goal of the research work.
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'is paper presents an automatic grading method DGRADER, which handles complex multifile programs. Both the dynamic and
the static grading support multifile program analysis. So, it can be an advantage to handle complex programming problem which
requires more than one program file. Dynamic analysis takes advantage of object file linker in compilation to link complex
multifile program.'e static gradingmodule consists of the following steps. Firstly, the program is parsed into abstract syntax tree,
which is mapped into abstract syntax tree data map. 'en, the information of preprocessor is used for linking external sources
called in main program by complex multifile program linker-fusion algorithm. Next, standardization process is performed for
problematic code removal, unused function removal, and function sequence ordering based on function call. Finally, program
matching successfully tackles structure variance problem by previous standardization process and by simple tree matching using
tag classifier. 'e novelty of the approach is that it handles complex multifile program analysis with flexible grading with
consideration of modularity and big scale of programming problem complexity. 'e results have shown improvement in grading
precision which gives reliable grading score delivered with intuitive system.

1. Introduction

Automatic Grading System (AGS) is program which can de-
termine student grade automatically based on score objective
parameter. AGS is needed as popular courses especially in
computer science often have hundreds or thousands of students
but only a few staff [1]. Programming assignment in these
courses is necessary to improve technical programming and
problem solving skill of students. Manual assessmentmethod of
programming practices is a tedious and time-consuming task
[2, 3]. 'is method is inadequate because first programming
course are often typically complex for a lecturer to assess
correctness accurately and comprehensively by manual as-
sessment [4]. In here, AGS can become a key role to maintain
accuracy and avoid biases as the grading process is based on
objective scoring rules. Importantly, the system must provide
immediate feedback to students so they can learn from their
mistakes [5], allowing them to make self-learning without an
instructor [6].

With the development of information technology, more
and more schools and organizations try to realize the

inclusive and fair education through online learning, hu-
man-computer interaction [7, 8] learning, etc. Nowadays,
various AGS systems already exist and are used by higher
education institutions to enhance learning process [9, 10] or
as programming communities to self-improve in pro-
gramming and problem solving skills. 'e question “why do
so many automatic assessment systems exist, and why are
new ones created every year?” pops up into discussion in this
research field [11]. One of the reasons for various AGS is that
each system may deliver some features which are not pro-
vided by others to distinguish their advantage factor.

'e research still continues until today to pursue reliable
grading system and solve the issues existed in this field. In
here, current major issues are listed, which work as a sample.
'is gives an idea to produce final reliable grading and
potential future work.

According to Table 1, these are recent knowledge issues
chosen as the main objective overview in this work to do
novelty works.

Firstly, code variance which can be said as the biggest
factor to affect the result of static program analysis. In static
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analysis, these issues must be considered to produce reliable
and precise grading score. Code variance issues solved by
introduced program normalization mechanism to change
the program into an intended structure requiring a program
representation. 'e program normalization approach uses
system dependence graph as the program representation. It
requires for changing the code or program component
known as refactoring process. 'e results of the works that
solve code variance issue have significant impact of grading
quality result.

Secondly, state that current inlining algorithms are not
suitable for code analysis. 'e work approach by using
program representation in Program Dependence Graphs to
expand and manipulate program component focused on
function call is introduced. 'is issue is actually related to
code variance and focused on the structure program, which
is influenced by function call and function sequence order
written in program code. Results of the approach give more
suitable inlining algorithm for code analysis and improve
mechanism by reducing step of conventional interproce-
dural analysis. However, the existing work cannot deal with
functions in several files.

'irdly, Arifi et al. have introduced how the program is
partitioned by a block using Control Flow Graph and
generated symbolic variance for program comparison to
solve the problem of multiplicity of solutions [14]. 'is work
solves a multitude of solution of problems, but is complex in
implementation for big scale programs.

'ese research studies lay a good foundation for our
work. However, further work is still needed to support
complex multifile programs. As the current single file
program analysis is a relatively straight forward and com-
mon, complex multifile program analysis is a plus to handle
big complex program which is still not solved or suitable for
the recent research [15]. In this paper, we present a novelty
work to handle complex multifile program analysis.

2. Related Work

2.1. Complex Multifile Program Analysis. AGS should be
capable to quickly grade multiple and complex computer
literacy assignments while providing meaningful feedback in
order to stimulate an efficient learning process [16].

Specially, for larger and complex programming assignment,
it is still not possible for most existing systems to assess good
programming solution. In this case, semiautomated system
is still used, which requires the human evaluator to use
partial part of results from system to decide final grading
[17]. It makes the task more complicated for humans to
assess modular code. 'is issue will be faced by the current
grading system as a programming problem is more scaled
and complex for advance programming courses or real
practice programming project. It makes the automatic
grading system not follow their primary principle as an
automatic system and become ineffective.

Complex multifile program analysis can be an advantage
to handle complex programming and scaled project, which
requires more than one file program. As stated before, it also
makes modularity and flexibility such as creating user-based
custom libraries to support core program file without re-
writing into main program. In this feature, the imple-
mentation of complex multifile program analysis uses their
primary concept.

2.2. Dynamic and Static GradingMethods. Dynamic analysis
uses black-box concept which depends on output results.
'e analysis requires program to be compiled and run with
test cases. 'e final grade uses comparison results of the
produced output with the expected output. However, it has
fatal drawback, in which student program may not produce
an output because problematic code such as syntactical
errors makes the program fail in the compilation process
[18]. 'is means the program will fail before processing test
cases. Hence, dynamic analysis itself is not enough for
completely giving all objective scores when it fails and static
analysis is needed.

Static analysis uses white-box concept without compiling
and running the program. It uses rapid advancement
technology from compiler and language-based tool. 'e
approach also uses code analysis knowledge to analyze
program and gives grading based on scoring objective rules
and parameters.

However, both methods are having their advantage and
disadvantage since static analysis require more complex
process of code analysis. It requires predefined rules and

Table 1: Current research issues in automatic grading system.

Issue Approach Results
Code variations are widely believed to impede
program analysis because various source codes
have to be recognized as the same [12]

Program normalization by using system
dependence graph (SDG) implemented in

prototype called normalizer

Successful for small-sized program, not
big-sized or complex program

Most existing inlining algorithms not suitable
for code analysis and interprocedural analysis
can analyze the calling context but are very
costly and cannot remove function call
variations [13]

Inlining algorithm based on program
dependence graph (PDGs) using simple
function call tree (SCFT) applied to code

normalization

Limited in dealing with programs with
multiple files

Deals with multiplicity of solutions that exists
for the same programming problems providing
automated evaluation: immediate feedback for
students and grading assignment of program
[14]

Partitioned block by using control flow graph
(CFG) and program behavior comparison with
symbolic execution rather than textual context

or concrete values

Solves a multitude of solution of
problems but is complex in

implementation for big scale program
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objectives. On the contrary, dynamic analysis is a more
direct approach but does not cover all aspect, especially,
when it fails to perform grading. Choosing which meth-
odology is more feasible makes dynamic versus static
analysis become a topic for consideration for the grading
system. According to dynamic and static analysis principle
in the previous section, both methods have their advantage
and disadvantage factors. Table 2 summarizes of their
comparison.

In here, the knowledge summarizes that static analysis
cannot be used for checking the correctness of student
programs using test cases as an input which produces an
output. On the contrary, traditional dynamic analysis sys-
tems will completely fail to perform grading and miss im-
portant aspects when assessing student programs such as
checking the code quality [19]. 'is may be the reason to
why some existing automatic grading systems combine the
best of both approaches by improving dynamic testing
mechanism with static technique. By carrying out mutual
combination of both analysis and providing immediate
feedback in grading result, it gives an additional positive
value to the user and advantage of the grading system.

Back to 1992, when Cellidh [20] was introduced, it was
actually a pioneer grading system which combined both
approaches by introducing semantic error detection. It used
for detecting infinite loop issue which is critical for dynamic
grading. 'e system also uses static verification including
structure, indentation, detect comment, readability mea-
surement, and complexity metrics in dynamic analysis.

In 1997, system called ASSYST [21] combined both
analyses in practice to automate some aspects of grading for
introductory Ada classes, as well as a second-year C pro-
gramming course. It gives grading score to students based on
the correctness (actual output compared to the expected
output), efficiency (run time) on dynamic analysis side,
check program source code style, and its complexity on static
analysis side. In 2000, more systems adopt this combined
method for providing flexible analysis and pursuing po-
tential grading system which provide meaningful interme-
diate feedback.

In 2006, Marmoset [22] was built in the University of
Maryland. 'e main purpose of the system is to collect
information about development of student programming
skill while doing a programming assignment for triggering
self-improvement. 'e unique feature is allowing a full
snapshot about student progress in the system, so it can be
analyzed in detail by using different types of test cases
(student, public, release, and secrete) and a personal support
from the lecturer through comments on the code in the page.

In 2008, Web-CAT [23] provided extensibility and
flexibility as its plugins-based architecture taking advantage
of recent development technologies was built using Java
servlet. It provides security features by authentication, er-
roneous or dangerous code detection, and portability. It also
supports manual grading by allowing the lecturer to check
program submitted by the student. It allows lecturers to give
the comment, suggestion, and grading modification. 'e
programming language supported are C or C++, Java,
Pascal, Prolog, and others flexibility support for integration.

'e grade is based on correctness through test cases,
completeness of program, and validity.

In 2011, eGrader [24] provided detailed feedback reports
and allowed students to see model solution provided by the
lecturer or course owner. It also gives specific comments on
syntax and semantic errors if occurred. 'e static analysis
process implemented in the system consists of two parts,
which are the structural similarity and quality analysis.
Structural similarity analysis is based on the graph repre-
sentation of the program. Quality analysis was achieved by
measurements using software metrics.

In the same year, a system called AutoLEP [25], as an
automatic grading system tool, was developed. It improves
the traditional static grading mechanisms by combining
dynamic code testing. 'e approach is enriching static
analysis in source code analysis with a comparison of the
similarity degree of compared program. 'e dynamic
analysis was used to evaluate correctness of the submitted
program using test cases and comparing the expected
output. 'e static analysis does not compile or execute the
programs. It uses model program to evaluate student pro-
gram construction and how close the student source code is
from the correct solution which is model programs provided
in programming assignment by the lecturer. 'e final
grading result was achieved by calculation of summarization
from each grading analysis. 'e works were reported to
distinguish syntactic and semantic analysis from the pre-
vious work. 'e architecture includes (1) the client and a
computer used by a student, and it performs the static
analysis and can provide quick feedback; (2) a testing server
which has to perform the dynamic analysis; and (3) a main
server which has to control the information of the other
components to establish a grade.

In 2012, a new automatic grading system called Quimera
[26] was built as a web-based application. It was able to
evaluate the program source code written in C language and
provide a full management system for programming con-
tests. It also allows to create and manage programming
exercises both in competitive learning and programming
contest environments. Besides the traditional dynamic ap-
proach, this system provides a static analysis of the program
by measuring the source code quality.'us, the final grade is
based not only on the source code capability of producing
the expected output but also on its quality and accuracy.

Finally, these are examples of automatic grading tools
existed with flexible code analysis which primarily combine
both method to achieve advantages of grading in their
grading system. 'e listed tools will be used in comparison
analysis.

3. Overview

As mentioned before, our approach is implemented in our
automatic grading system tools called DGRADER as a web-
based online automatic programming judgement platform.
Web platform chosen as a researcher focused on web-based
assessment system shows positive influence on learning
effectiveness [27]. It is also very effective in distributing
material and collecting the student assignment online [28].
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Our tool is built by using Spring Model View Controller
(MVC) as framework foundation with Spring Tool Suite
(STS) Integrated Development Environment (IDE) written
in Java programming language. It uses several technologies
integrated to the system to support MOOCs. 'e full system
will be running on the host server which can support Apache
Tomcat Server. 'e database technology used in this ap-
plication is MySQL database.

Architecture: Figure 1 shows three blocks of the system,
i.e., user, application (front and back-end), and expanded
core grading API block. Every core page contains a block of
the modular page with defined web services and API. 'e
system manages basic web features provided by Spring such
as servlet, session handler, and its core features.

Core grading Application Programming Interface (API) of
the system is shown on the right side. It has several API for
specific purposes and functions. 'e API is triggered by using
defined query parameter and handled by the API handler. Core
grading APIs cover main functions of DGRADER for the
grading task.'e first layered API is the assignment handler. Its
main purpose is to handle raw materials of assignments and
extract the information before the grading task. SubmissionAPI
is the connector triggered by submission activities. Its role is to
forward information to grading analysis process in the grading
analysis APIs.'e information passed by the query parameter is
used to target specific grading in the system. Each grading will
be detailed in its section. Finally, the grading activities will
produce an output feedback which will be displayed in the
interface to users.

3.1. Main Features. 'e main features of DGRADER are as
follows:

(1) Providing e-learning environment management for
programming courses.

(2) Supporting flexible grading analysis: dynamic and
static analysis. Flexible grading makes the instructor
or programming assignment task creator become
more flexible to choose assessment methods. 'e
grading method can be based on the complexity of
programming task or its purpose. It also makes the
system capable to cover grading assessment task
when one of the grading fails.

(3) Supporting complex multifile program analysis in
submission activity for solving one programming
problem.

(4) Providing instant feedback and result of grading analysis
for programming assignment problem. 'e grading is
provided in both categorical and numerical results.

Feedback results in static analysis include

(i) Presenting the final linked-fused program source
code and its standardization result

(ii) Presenting AST traverse log with visitor activities
(iii) Providing visualization for transformation graph

comparison for final linked-fused and standard-
ized program structure

(iv) Presenting function information such as function
list in program, function call sequence, and unused
function list removed by standardization

(v) Presenting the original AST data mapper of final
program and standardized AST data mapper of
standardized program

(vi) Providing root tree visualization by AST root data
mapper

(vii) Providing experimental AST visualization of stan-
dardized program by standardized ASTdata mapper

(viii) Presenting ASTsimple tree matching trace analysis
in data mapper

(5) Flexible source program uploading or submission
by using file upload or directly using integrated
CodeMirror text editor.

(6) Supporting course system management similar to
Massive Open Online Courses (MOOCs) and
Learning Management System.

4. Multiple Program Files Analysis

Multiple program file analysis is a novel feature of our
automatic grading system. 'e reason to present this feature
is because existing systems usually support single file to keep
simplicity of its grading analysis process. However, if a
programming problem is more complex and users need
more files, this will become a limitation factor. In other cases,
users may want to use some libraries which do not require to
be written again or the compiler in dynamic analysis does
not support the library. In order to support multiple pro-
gram file submission, this section presents implemented
approaches including file model, multiple program file
linker in each grading process, and linker-fusion algorithm.

Table 2: Dynamic versus static analysis in the automatic grading system.

Method Concept Advantage Disadvantage

Dynamic Black-box (output) with test cases
(i) More direct for grading (i) Requires compilation process and fails when

compilation is unsuccessful
(ii) Correctness checking (ii) Security issues

(iii) Popular usage (iii) Does not cover all aspect of grading

Static White-box (code analysis) and comparison
of the correct model

(i) Does not require
compilation process (i) Computational complexity

(ii) Capable to analyze code
quality

(ii) Requires set of rule definitions for giving
reliability grading

(iii) Not providing correctness checking

4 Complexity



4.1. File Model. File model is implemented to handle mul-
tiple file program submission. It separates into the following
two parts:

(1) Preprocessor: the beginning part of source state-
ment or preprocessing statement #include<[li-
brary]> which can be parsed by using
ASTPreprocessorStatement. 'e user can use
several external files to support main files for
solving one programming problem. 'e filename
of the sources should be the same in file upload
process because it will be linked via parameter
search. Custom libraries by the user can be written
in this defined statement #include “[external_-
sources_filename]” as a rule. 'e double quote
indicates its user custom libraries or external
sources. 'e system will process linker-fusion
process to combine linked multiple program file.

(2) Content: this part contains the body of source
program or other parts below preprocessor
statements.

4.2. Multifile Linker in Dynamic Grading. Dynamic grading
use compilation for handling complexmultifiles to be linked,
as shown in Figure 2. As an example for linking complex
multifile program C or C++ programming language, it uses
the linking process of GCC compilation process. It uses two
input: main source and path of external source (multiple files
paths). 'e differentiation from static is the type of the main
source in here which will become .bin files from Proc-
essBuilder. 'e linking process in the system is possible with
GCC command by using the parameter in backend program
as an example:

> gcc–o [main].exe [multiple_files_path] –w (for C
complex multifile program)> g++ –o [main].exe [multi-
ple_files_path]–w (for C++ complex multifile program)

Multiple_files_path expression is files’ path of external
sources used in main_source. 'e command will process the
main program in the compilation process to become an
object and call every external source in the linking process.
'e linking process will continue to analyze and expand the
preprocessor to make every external source become inten-
ded object of executable file with –o command. 'e –w
command used to give warning error feedback such as
preprocessor is not linked in case of file not found which
makes compilation process fail.

4.3. Multifile Linker in Static Grading. 'e process still has
two inputs: main source (raw source) and the external source
path of multiple files which are already generated in the
preparation process. 'e two inputs will be linked and fused
in the next process, as shown in Figure 3 by linker and
fusion. Static grading using source program linker-fusion
algorithm is in Algorithm 1. Final output is a fused program
with all the source code as a whole. 'e fused source code
will not be processed through compilation but processed
with code analysis using AST to parse element of program in
external source used in the main program.

'e algorithm is divided into four steps:

Step 1: get preprocessor statement set ps of the main
source program by Eclipse CDT/JDT API features
which can generate AST of main source using getAll-
PreprocessorStatements ( ).
Step 2: handling preprocessor statement set ps. Every ps
found will be filtered by using patternMatch( ) to detect
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user custom libraries defined by the following format:#
[TYPE_OF_LANGUAGE_IMPORT_WAY(import/in-
clude)]<space>“[FILENAME].” Regex is used to parse
preprocessor filenames into pfname set.
Step 3: linking process by analyzing the file path da-
tabase mp. Each pfname found mp will generate fmp as
final linked string query for every external source used
in main source of the program.
Step 4: final step of the process is to get fused source
code fs. 'e searchContent() function will analyze the

code by using textual search (e.g., .dll,.h) or AST
(source code which can be parsed) to get the contents of
the files, denoted by ∈ es, used by the main source of the
program. 'ese contents are fused into one source file.

4.4. Dynamic Grading. 'e dynamic grading method covers
multiprogram file submission for solving one programming
assignment. 'e main source file triggered in here stated as a
student program with several preprocessor statements is
used to direct the external sources files. 'e first phase is

Process
builder

Main source
(.bin, .class, etc.)

Main source
(source)

External source
(multiple file path)

Start Final program
(.exe, .jar, etc.) EndCompilation

Linker

Compiler

Figure 2: Complex multifile program linker in dynamic grading.

Variable:
ps[]: preprocessor statement pfname[]: preprocessor filename
fpath: file path metadata in database fmp: final multipath string
es: external source to be fused
Input:
ms: main source of the program
mp[]: multipath in database by assignment id
Output: final fused source fs
Begin:

(1) Step 1: Analyze preprocessor in ms using AST
(2) if ms contains user defined custom library
(3) add to ps[]
(4) Step 2: Handle ps[] in ms to get pfname[]
(5) if ps[] size> 0
(6) for i� 1 to ps[] size
(7) ∗regex⟵ ″¥″([̂ ¥″]∗)¥″″
(8) while patternMatch (regex)� � true
(9) add to pfname[i]
(10) Step 3: Link external sources using mp[] to get pfname[]
(11) for i� 1 to mp[] size
(12) for j� 1 to pfname[] size
(13) if (mp[i] contains pfname[j]) fpath⟵mp[i]
(14) if (j� � 1) fmp⟵ fmp concat (mp[i])
(15) else fmp⟵ fmp concat (mp[i]) concat (,)
(16) Step 4: Fusion es using fmp to fs
(17) fs⟵ms
(18) if fmp length> 0
(19) for i� 1 to fmp length
(20) ∈es⟵ searchContent (fmp(∈ms))
(21) fs⟵ fs concat (∈es)
(22) End

ALGORITHM 1: Multifile program linker and fusion algorithm.

Main source
(source)

External source
(multiple file path)

Start Final program
(source) EndLinker and fusion

Linker

Fusion

Figure 3: Multifiles linker in static grading.
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program preparation, involving program builder process to
prepare .bin file for C/C++ and class for java or other languages
will be supported in future update. It also processes external
source locator for linking process based on the preprocessor
statement. Linking and compilation task example for C and
C++ program use GNU GCC compiler which produce exe-
cutable file.exe of linked and final program. Next process is
using the executable file to run in DGRADER host machine
with input from test case data. 'e running process of each test
case produces an output.txt file. It will be comparedwith the test

case expected output in database grading criterion.'e grading
process will be taken after achieving the comparison value of
real output and expected output. Finally, final dynamic grading
score will be produced.

4.5. Static Grading. 'e inputs of the static grading process
include a student program with external sources (if any) and
model programs. A student program and its external source
will be finalized with program linker-fusion which was al-
ready explained before. In this case, both fused student

Variable:
ASTdata[]: program AST data map
fASTdata[]: final refactored program AST data map
Input:
pAST: program AST
sb[]: syntax bank
Output: final standardized program AST fsAST
Begin:

(1) Step 1: Traverse and visit pAST with ASTVisitor class, do Step 2
(2) Step 2: Handle AST node for AST data mapper to get ASTdata[]
(3) Index� 0
(4) for every AST node
(5) initialization ASTdata[] key (see detail in Table 3)
(6) node�AST node, current tag�AST tag
(7) if current tag� function statement or expression
(8) syntax� nodeParser(node)
(9) if syntax not exists on sb[]//syntax classifier
(10) inner user function node
(11) else
(12) inner standard function node
(13) if current tag≠ previous tag
(14) exit no� index (exit AST node branch tree)
(15) node info� flag based on node and tag information, process no� index
(16) index ++
(17) add ASTdata[index]
(18) Step 3: Handle AST data for refactoring to get final ASTdata[]
(19) fASTdata[]�RefactoringCore(ASTdata[i])
(20) Step 4: Rebuild final source from fASTdata[] to get fsAST
(21) for i� 0 to fASTdata[] size
(22) fsAST�fsAST add node(fASTdata[i])
(23) End

ALGORITHM 2: Program standardization using AST algorithm.

Table 3: AST data map.

Key Description
Index Used for indexing of visiting and traversing process sequences while using ASTVisitor
Node Visited syntax node
Parent node Node parent to indicate its parent
Child node Node child to indicate its child by node parser

Flag

Indicating node type
(i). Root (node does not have parent and has child or its entry, and it also can indicate starting of program function)

(ii). Parent (node has parent and child)
(iii). Child (node has parent only, or its leaf node)

Syntax
classifier

Indicating syntax to distinguish whether its user defined syntax or standard programming language syntax; it can be
distinguished by comparing standard programming language syntax data provided and learned in database

Process Indicating process entry (starting process) and exit number of node
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program and model programs will be parsed and produce
their program AST. Next process will conduct refactoring of
both programs. In our preferred way, model programs are
already have been standardized before by the course as-
signment creator in assignment registration menu to save
total time of analysis process. Only student program will be
refactored as standardization rule in programmatching.'is
standardization as “one-rule” for avoiding some variances
issues will impact the accuracy result in the matching
process. After this process, both sides can be compared using
program matching using modified AST simple tree
matching-pattern algorithm.'e task of standardization and
program matching will breakdown in Section 4.5.1.

4.5.1. Program Standardization. 'e program standardiza-
tion algorithm is shown in Algorithm 2. It is an essence work to
solve program matching issues such as code variance in
programs.

It starts with program ASTand continues with traversing
and visiting tree process using ASTVisitor. In here, the ap-
proach introduces AST data mapper rather than using raw
program tree or ASTdirectly to manipulate program which is
required in the refactoring process to ease the process of data
representation and rebuilding program tree. 'e AST data
mapper stores AST information from ASTVisitor by using
map with indexing key (ASTdata key written in Table 3). After
mapping process, it continues to refactoring process by calling
RefactoringCore() to modify or transform the program by
using this data map.'is procedure will create final fASTdata.
It will be used for rebuilding final standardized program
source code and program tree representation in feedback.

Program refactoring consists of the following steps.

Step 1: removal of problematic code such as syntax
error, expression error, and any other with tag problem
in ASTdata by problem binder which processed while

Input:
A: Standardized student program AST
B: Standardized model program AST i
Output: Count of similarity node
Begin:

(1) Step 1: GenerateMap(A, B)
(2) A⟶ set info tree based on Map key for A tree
(3) B⟶ set info tree based on Map key for B tree
(4) global TagMap⟵∅
(5) global GlobalNodeMap⟵∅
(6) for each root node r ∈ A∩B

(7) do
A⟵AST of r inA
B⟵ASTof r in B
SimilarityMatching (A,B)

⎧⎪⎨

⎪⎩

(8) Step 2: SimilarityMatching(A, B)
(9) ns, cp⟵ 0
(10) local LocalNodeMap⟵∅
(11) for each (ANode, BNode) ∈ (A, B)
(12) if (ANode, BNode)� (ATag ANodeNo, BTag BNodeNo)
(13) TagMap⟵TagMap ∪  {ATag↔BTag}
(14) LocalNodeMap⟵ LocalNodeMap ∪  {ANodeNo↔ BNodeNo}
(15) else if (ANode, BNode)� (AChildNo :� a op a’, BChildNo:� b op b’)
(16) SimilarityMatching(a, b)
(17) SimilarityMatching(a’, b’)
(18) if isLocal(a) and is Local (b) and TagMap(a, b) is equal
(19) LocalNodeMap⟵ LocalNodeMap ∪ {a↔ b}
(20) ns+1, cp+1
(21) else if
(22) GlobalNodeMap⟵GlobalNodeMap ∪ {a↔ b}
(23) cp+1
(24) else if. . .

(25) else break
(26) End

ALGORITHM 3: AST simple tree matching with tag classifier algorithm.

Table 4: Experiment setup for testing dynamic grading.

Assignment name Main goal No. of test cases Concurrent process
Task 1 Calculate numbers based on data Calculate n of in data 10 7
Task 2 Reverse Fibonacci number Print n reversed Fibonacci number 15 10
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traversing the program using AST and mapped into
ASTdata mapper. 'e problem binder takes advantage
of parser to detect syntactical problem. As an example
for traversing the C and C++ program using Eclipse
CDT ASTVisitor CPPASTProblem.
Step 2: identifying and removal of unused function in
ASTdata.'is task deletes its related elements by using
start–end index of the node which is already mapped in
ASTdata.
Step 3: reordering function calling sequences. In this
case, main function will become first function call in
sequence as the rule of program. 'e process continues
to detect other call function by creating ASTroot data
mapper. It only targets root type of the node with the
root tag filter or classifier. 'e node is considered as a
root node according to flag root detail in Table 3. 'e
result of transformation can be seen from transfor-
mation from original AST into root AST.
Step 4: the final step is producing a final standardized
program from ASTroot.

4.5.2. Program Matching. 'e program matching process
requires two program trees as an input which are the student
program and model program i. Both programs are already
standardized automatically by the system in the previous
process to achieve same structure as one-rule policy in
process of program matching.

In program matching, AST simple tree matching is
chosen to compare program AST which takes advantage
of dynamic programming to calculate maximum node-
pair between compared tree program with semantic
similarity [29]. However, this algorithm has an issue with
overhead memory as it does the code changes when code
variance occurred in matching process to make the
variance for both compared programs unified. It is also
stated in the result test that some code changing activity
fail in the process. 'is will impact the matching simi-
larity accuracy score. Finally, we have improved the ap-
proach with AST simple tree matching algorithm, as
shown in Algorithm 3.

'e algorithm is modified to use advantage of AST tag
classifier concept which can be implemented by the method
in program AST traversing with any parser. 'is will solve
the overhead and the variance issues.

'e improved program matching algorithm has two
steps:

Step 1: both programswill bemapped intoASTMapwhich
contains key information. It uses root node r which is
already ordered by following the rule in the standardi-
zation process. Tag and node are used as matching pa-
rameters. TagMap is used to take advantage of the ASTtag
classifier in tag matching comparison. GlobalNodeMap
and LocalNodeMap are used for node element which will
be considered equal if encountered in the same tag in the
same root node position.

Step 2: after both program trees are mapped into AST-
Map, the process will invoke SimilarityMatching( ). Every
index data in map will be compared and paired. Accu-
mulate the global TagMap and compareGlobalNodelMap
with LocalNodeMap per indexed data in ASTMap. Next
process is to encounter the exact tag to be compared with
it pairs and add into TagMap in tag matching task.
LocalNodeMap used for detection of the identical node in
node matching. As stated before, as long as the node
follows the same tag and position it will be considered as
equal otherwise it will add pattern to find the matching
target invoking recursive SimilarityMatching( ) call. For
every matching node with same position in local A and B
will increase node similarity and pattern count. Total
accumulate ns will be compared to maximum node
coverage of both programs. Finally, the final score can be
calculated based on how many maximum nodes are
covered by ns in the grading process.

5. Experimental Analysis

5.1. Dynamic Grading. In dynamic grading, testing conduct
with 2 tasks in Table 4. 'e concurrent process is used to
measure system capability to handle concurrent grading process
when students finalize their submission at the same time.

Table 5: Dynamic grading result.

Result
Grading feedback Average execution time (ms)

Task 1 Yes 20
Task 2 Yes 136

Table 6: Static programming assignment example.

Assignment name Main goal

Task 1 Calculate numbers
(data) Calculate n of in data

Task 2 Reverse fibonacci
number Print n reversed fibonacci number

Task 3 Coin changing Consider the problem of making change for n cents using the fewest number of coins

Task 4 Bitonic tour Input: n Points: v1, ..., vn on a plane with different x coordinates; dij: distance between any pair of points (vi,
vj), i ≠ j; output: a bitonic tour with smallest distance
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All submission results shown in Table 5 produce grading
feedback both successful or error result explanation with the
score. 'e feedback shows success or failure with real and
expected output of each test case. In here, testing activity also
considers average execution time which measures the time
needed by the system to finish the job. Finally, it is successful
to achieve dynamic grading mechanism. 'e concurrent
process also can be handled by automatic queuing process
and multithreading.

5.2. Static Grading. In static grading, programming as-
signment tasks are shown in Table 6. Task 1 and task 2 are
reused in this testing as DGRADER offer flexibility grading
assessment method change by updating the assignment
configuration. 'e lecturer just needs to add model pro-
grams in the assignment material. Back to testing focus, each
sample solution has its behaviour and condition according
to Table 7 such as Line of Code (LOC), number of functions,
max number of nodes (generated by traversing program
AST), and number of unused nodes (code node which are
not used in the program).

Standardization data present transforms result from
maximum number of nodes to number of transform nodes
as automatic transform by program standardization in the
system. 'e number of transform nodes implies the effi-
ciency of the standardized program. 'e program efficiency
improvement rate can be calculated by comparing original
maximum number of nodes and number of transform
nodes. For example, solution 2 data showed significant
52.128% program efficiency improvement.

Based on Table 8 as the testing condition, the result is
shown in Table 9. All solution submitted successfully gives
grading feedbacks and results. Expected result means that
every variance tolerant achieve full 100% mark as it uses tag

from the ASTclassifier. It makes every variation occurred in
the program solved or tolerated as long as it has true
condition from tag and node matching in program
matching. 'e expectation of testing by manual assessment
produced. Finally, static grading approach implemented in
DGRADER can be found reliable as it is giving good pre-
cision of grading score and is also proofed by manual
assessment.

5.3. Reliability and Grading Precision Testing. 'is testing is
focused in reliability of the final grading score in the static
grading assessment. In here, assignment “reverse Fibonacci
number” in the previous assignment sample is chosen. 'e
approach uses 1 solution submission and sees its comparison
with 4 models (chosen) provided in the assignment. Solution
and model programs are shown in Figure 4. 'e solution
program is chosen solution 2 in the previous test, and its
condition can be seen in Table 7, and model condition is
listed in Table 10.

In here, testing activity hypothesis for model 1 and
model 2 will give perfect grading score in the final result.
Both the models are nearly same to program solution and
also its algorithmwhich used recursive function to do the job
for printing reversed Fibonacci number. 'e purpose is to
check the reliability and precision of logically similar pro-
grams by manual assessment. Model 3 is actually .cpp
program which uses array approach, and model 4 uses more
variables to save values for producing reversed Fibonacci
number without recursive function call.'ey adopt different
algorithms to the student solution.

It is clearly evident from Table 11 that similar nodes of
solution to models 1 and 2 have 100% final coverage. As
stated before, model 1 and model 2 are not exactly the same
to the solution. 'e perfect coverage achieved by variance
tolerance successfully tolerates the code variance issues in
program matching process. Variance type divided into 3
categories is used based on 9 listed code variance issues in
Table 1. In here, the division is based on their related impact
into the issue listed variable (name), function (invocation or
call, expression, naming), and control structure (compound
statement, redundancy, structure order, code format, and
algorithm).

Starting analysis with model 1 which is nearly the same,
but program solution has code structure data {int x∗, int y∗}.
In matching, the pattern increased as it tries to find the node
first related to the code with ending in not finding any
possible node related to that code. In here, matching still
processed and ignored as tolerant in the control structure as
the code categorized to impact in the compound statement

Table 7: General testing solution program condition.

LOC Function Max node Unused node
Standardization

Transform node Program efficiency improvement rate (%)
Solution 1 12 1 40 6 38 1.9
Solution 2 48 7 94 43 49 52.128
Solution 3 55 9 182 24 158 13.19
Solution 4 120 14 424 35 389 8.25

Table 8: General testing condition.

Task 1 Task 2 Task 3 Task 4
No. of model program 2 2 5 8
Concurrent process 4 3 7 4

Table 9: General static grading result.

Result
Grading feedback Analysis time (ms) Expected result

Task 1 Yes 88 Yes
Task 2 Yes 90 Yes
Task 3 Yes 1022 Yes
Task 4 Yes 678 Yes
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and structure order. It also occurs function naming variance
print() and fib() in model compared with printReversedFib()
and f() in solution which are successfully tolerated as it is
expected to be considered the same. Left remaining codes are
exactly the same with solution, which means similarity node
coverage of program solution and model 1 is perfect. It

covers 81 nodes of model 1 program with 100% (tolerate all
variances) in final coverage.

In model 2, there exists variable variances of node x
which is node n in program solution. In matching process, it
is found that x corresponds to node n for the following code.
'e matching process considered in this node is the same as

Figure 4: Feedback result of program matching trace analysis.
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expected, as algorithm uses the AST tag classifier in nodes.
Besides, structure variance occurs as declaration of x inside
main() compared to program solution which is global
variable. 'e matching process is also successful to tolerate
this variance and gives similarity 64 node coverages perfectly
as expected.

However, models 3 and 4 as expected have low final
coverage because both are completely different. 'e major
factor is because both models have distinguished control
structure such as algorithm, code format, and related factor
which is categorized in this category. Model 3 as stated
before is .cpp but the system still is capable to compare .c
program solution with this model which is a plus point.
Models 3 and 4 use different approach from solution that
uses recursive method. It impacts the matching process

which gives less node coverage and tolerant percentage. 'e
issues can be solved by providing more template program to
the system for assignment problem. Finally, final grading
score still gives correct score as expected.

5.4. Case Study Similar Program Comparison Analysis.
'e columns in Table 12 refer main features of this objective
comparison parameter. From the above parameter, we
compare DGRADER as our web-based automatic grading
system with the other similar programs which provide
flexible grading analysis.

'e first key element for comparison analysis is pro-
gramming language support. Marmoset and Web-CAT are
strong in this aspect as they support multilanguages.

Table 10: Model program condition.

LOC Function Max node
Variance

Variable Function Control structure
Model 1 48 3 81 2 2 1
Model 2 48 3 64 1 2 1
Model 3 25 2 98 1 1 2
Model 4 22 1 105 4 0 2

Table 11: Static grading precision result.

Similarity
node

Max
node

Final coverage
(%)

Variance tolerance
Total pattern matching

processVariable
(%)

Function
(%)

Control - Structure
(%)

Model 1 81 81 100 — 100 100 394
Model 2 64 64 100 100 100 100 387
Model 3 13 98 13, 26 100 100 <10 137
Model 4 14 105 13, 33 100 100 <20 159
Total pattern 1077
Precision matching >98

Table 12: Existing similar program comparison (main features).

Approaches

Main features

Supported
languages

Complex
multifiles
analysis

Platform Work mode
Grading metric

Dynamic Static

Cellidh Java, C++ No Web Standalone, competitive
learning Code correctness Semantic error

detection, verification

ASSYST C/C++ No Web Standalone, competitive
learning

Code correctness,
run time check

Code analysis,
complexity matrices

Marmoset Multilanguage No Web Standalone Code correctness Code analysis
(model)

Web-CAT Multilanguage No Web (Java) Standalone, plugins Code correctness,
completeness

Validity check
(model)

eGrader Java No Desktop
(Java) Standalone Code correctness Structure matching

(model)

AutoLEP C/C++ No Desktop
(C#) Standalone Code correctness Similarity matching

(model)

Quimera C/C++ No Web Standalone, competitive
learning Code correctness Code quality and

accuracy (model)

DGRADER C/C++, Java Yes Web (Java) Standalone, API services,
competitive learning

Code correctness,
run time check

AST similarity
matching (model)

12 Complexity



'e second one is complex multifile program analysis
feature. Only DGRADER provides complex multifile pro-
gram analysis for the user to solve one programming
problem within more than one modules, libraries, or files. It
improves flexibility to solve complex problems with an ef-
ficient approach without rewriting program if some libraries
exist.

In platform perspective, web platform has become
popular consideration rather than becoming a local tool
such as AutoLEP and eGrader. Nowadays, everything can be
accessed online easily by using browser or mobile device
which increases the portability which adds value for flexi-
bility scale.

Next on aspect of work mode, common tools only work
as standalone or specific usage. Web-CAT provides plugin
for their integration with other platform which require
installation. Only DGRADER can work as standalone or
integrated with other system by providing its API services
which potential for widespread usage. It also delivers with
MOOCs with user course management and programming
contest platform as feature to support competitive learning.
Cellidh, ASSYST, and Quimera also support this competitive
learning. It is purposed to increase interest of the user as the
content in the system can become user content based.

In grading metrics, compared tools provide flexible
grading analysis, which are dynamic and static. However,
each approach is different as listed. In dynamic approach, it
can be generalized that all approaches are tested with code
correctness by using test case input and the output is
compared with the expected output. In static, there are
various approaches using code analysis. DGRADER uses
AST similarity matching with model programs. 'e ap-
proach with model is popularly used by the existing tools.
'is model is more practical and easier to be measured but
requires more models to increase the accuracy and grading
precision.

'e columns in Table 13 refer the scoring features of this
objective comparison parameter. DGRADER comes with
various result analyses as their instant feedback and scoring.
Instant feedback includes error explanation if any error
occurred specially in dynamic grading. In static grading
assessment, present feedback such as linked-fused program

source, standardized program source, and mapped into AST
data map can be read by the user in result analysis. It also
presents transformed graph structure to see change by
automatic standardization process, function call sequence,
AST visualization of program, and matching trace analysis.

Final scoring provided both in number range 0–100 and
categorical score with stars to make the system more in-
teractive. User ranking also provided to stimulate usage and
improve user programming and problem solving skill
through the reward system with point and level. Plagiarism
detection feature is also considered in this scoring feature as
it will impact the final grading score. In these compared
tools, only Cellidh, ASSYST, and our tool DGRADER
provide this feature. 'e programming assignment creator
also can enable plagiarism detection features.

Finally, all comparison analysis can measure to see
improvement of each compared tools. Back to DGRADER,
our tool currently limited programming language as listed.
However, API services will be potential for future devel-
opment of cross platform integration which means more
support of programming language and other features.
DGRADER also provides meaningful and informative
feedback with novelty complex multifile program analysis
feature.

6. Conclusions

In this paper, we have presented a novel technique to handle
complex multifiles program with flexible static and dynamic
grading. It is implemented practically as an automatic
grading system platform called DGRADER. In order to deal
with multifiles program, the dynamic analysis process takes
an advantage of the compiler in linking process to compile
complex multifile program. 'e static analysis process uses
the presented complex multifiles program linker-fusion
algorithm which parsed preprocessor from program AST to
find other external sources. It is successful to link and fuse
elements in external sources which are used in the main
program. In static analysis, code variance issues in program
matching are tackled by the improved algorithm of AST
simple tree matching. 'e AST tag classifier creates tolerant
factor of variances from the compared node of solution and

Table 13: Existing similar program comparison (scoring features).

Approaches
Scoring features

Categorical
grading

Numerical
grading

Feedback
Ranking Plagiarism

detectionError Result analysis
Cellidh No No Yes Yes Yes Yes
ASSYST Yes No Yes Yes Yes Yes
Marmoset No No No Yes No No

Web-CAT No No Detailed
(highlighting) Code style (highlighting) No No

eGrader No Yes Yes Program structure No No

AutoLEP No Yes Detailed
(report) Semantic analysis No No

Quimera No Yes Yes Yes No No

DGRADER Yes Yes Detailed
(report)

Standardization, AST map, transform graph,
function call, AST visualization, and matching

trace analysis (semantic analysis)
Yes Configurable
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model programs. Program standardization also contributes
to transform the program by following the rules in program
matching. 'e results have shown good accuracy in final
grading precision as expected in the case of sufficient model
programs.
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Coronary artery bypass grafts (CABGs), including saphenous vein grafts (SVGs) or left internal mammary artery (LIMA) grafts,
are recently applied to treat coronary artery aneurysm (CAA). Surgical outcomes are considered to be related to surgical strategies
(types of the bypass graft and whether CAA ligated or not) and the size of the CAA (usually characterized by diameter). However,
the understanding of the relationship between the surgical outcomes and the abovementioned factors is limited. Previous studies
related to CABG treatments have shown hemodynamic studies could help evaluate surgical outcomes through graft mass flow
rate, wall shear stress (WSS), and oscillatory shear index (OSI). It is believed that the hemodynamic study of applying CABGs to
CAA, which is not studied yet, could help us understand the different CABG surgeries. ,e aim of the study was to evaluate the
hemodynamic differences among different surgical methods. To do this, eight three-dimensional models were constructed,
representing application of SVGs and LIMA grafts to CAAs (whether ligated or not) with diameters two, three, and five times the
normal diameter, to perform computational fluid dynamics (CFD) simulation.,e lumped-parameter model (LPM) was coupled
to the boundary of the 3Dmodels which increase the complexity of the simulation, but it can ensure the stability of the simulation
boundary conditions. ,e results show that SVG (no matter whether ligated or not) hemodynamic characteristics are positive,
with an average high graft mass flow rate of 70ml/min, an average WSS of 0.479 Pa, and a low OSI of 0.001. LIMA with CAA
ligation has the same characteristics with higherWSS (average 1.701 Pa).,e hemodynamic characteristics of LIMAwithout CAA
ligation are negative, including high reverse mass flow rate and high OSI (0.367).,e results indicate that the surgical outcomes of
LIMAwith CAA ligation are likely to be the best among these models.,e surgical outcomes of LIMAwithout CAA ligation seem
to be undesirable due to the high reverse mass flow and high OSI. ,e CAA diameter may not have a significant effect on
surgical outcomes.

1. Introduction

Coronary artery aneurysms (CAAs) are cardiovascular
disease, which is defined as dilatation of the coronary artery
exceeding more than 50% of the reference vessel diameter,
and the incidence rate is approximately 0.3–5.3% [1, 2]. It

was learned that up to one-third of CAAs are associated with
obstructive coronary artery disease and have been associated
with myocardial infarction, arrhythmias, or sudden cardiac
death [3]. Recently, coronary artery bypass graft (CABG)
surgery is usually selected to treat myocardial ischemia and
complications caused by CAAs [4–6]. However, because of
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the rarity of CAA and the variety of surgeries, our under-
standing of applying CABGs to CAA is limited, most of
which comes from case reports [7–11]. With the increase in
patients and more and more applications of surgery, it is
necessary to conduct a research on applying CABGs to CAA
to help us understand the surgery.

,ere are usually two different surgical options and an
important parameter to be considered when implementing
CABG applying to CAA. ,e different surgical options
include the types of CABGs and whether the CAA is ligated
or not. Saphenous vein grafts (SVG) and left internal
mammary artery (LIMA) grafts, harvested from the patients’
own body, are the main choice for the bypass graft of CABG
surgery [12]. SVG and LIMA have their own advantages and
disadvantages, and there is no uniform standard. However,
the SVG is the most widely used. Compared with LIMA, the
SVG has the advantage of ease of use, sufficient length, and
accessibility. Especially, for patients with a diffusely ath-
erosclerotic ascending aorta, SVG composite Y-grafts may
be necessary, particularly when there is some contraindi-
cation to the use of arterial grafts and severe (>70%) stenosis
[13–15]. ,e CAA ligated or nonligated can cause different
degrees of damage to blood vessels. Ligation is to cut off the
original coronary arteries, which will cause huge structural
damage to the cardiovascular system. Without ligation, it
will only cause anastomotic damage and no other structural
damage. ,e important parameter to be considered is the
size of the CAA, which is usually characterized by diameter.
Changes in the size of the CAA diameter could affect the
complications, which means the surgical strategy may be
affected.

To the best of our knowledge, because of scarcity of CAA
and complexity of factors affecting the surgical outcomes of
surgery, there are no research studies conducted on applying
CABGs to CAA to investigate the differences in surgical
outcomes caused by different types of bypass grafts, CAA
ligated or not. ,e effect of CAA diameter on different
surgical methods is also unknown. ,e study of hemody-
namics provides an effective method for us to solve the
abovementioned problems. Previous studies have pointed
out that hemodynamic study of applying CABGs to treat
other diseases such as coronary stenosis by using compu-
tational fluid dynamics (CFD), which has attracted wide
attention in recent years and has many applications in the
vascular field [16–18], has made progress. Also, those re-
search studies confirm that surgical outcomes correlate with
some important hemodynamic characteristics including
mass flow rate, wall shear stress (WSS), and oscillatory shear
index (OSI) [19–24]. ,erefore, it is reasonable to believe
that hemodynamic study of applying CABGs to CAA can be
used to evaluate the surgical outcomes.

,e aim of this study was to evaluate the hemodynamic
differences between two different surgical methods (types of
CABGs, whether CAA ligated or not) and the effect of CAA
diameter on the hemodynamics of different surgical
methods through the CFD method. It could allow us to
evaluate different surgical procedures of CAA and make
preliminary predictions and deduction for different surgical
plans based on these hemodynamic characteristics from a

hemodynamic perspective. ,is research may be the first
hemodynamic study that evaluates the hemodynamic
characteristics of different types of bypass grafts on CAA of
different diameters andmakes a rank of treatment procedure
based on the hemodynamic characteristics. ,is study may
provide information to clinicians for better predicting of
surgery and making more reliable treatment decisions.

2. Materials and Methods

2.1. Model Development. A patient-specific 3D geometric
anatomical model was reconstructed based on medical
images that were obtained by computed tomography an-
giography (CTA, Siemens). ,e CTA images of the patient,
whose information was anonymized in this research, were
provided by Anzhen Hospital with 512× 512 pixels of each
image, 450 slice images, and 1mm gap between adjacent
slice. ,is study has been approved by the Medical Ethics
Committee of Beijing Anzhen Hospital and Tohoku Uni-
versity. ,e construction processing of the 3D model was
done by using Mimics (Materialise NV, BE) through both
manual and threshold segmentation. ,ree different di-
ameters of CAA, including the diameters of two, three, and
five times compared with the adjacent coronary artery, were
applied to the left anterior descending artery by using
Geomagic Freeform (3D system, US) software. Virtual by-
pass surgery was implemented on these models including
SVG and LIMA bypass grafts. Two more virtual bypass
surgery models (SVG and LIMA) in which CAA was ligated
were also established. Figure 1 shows the details of all dif-
ferent 3D models which were named model 1–8,
respectively.

2.2. Computational Model and Properties of Fluid. ,e finite
element analysis method will be adopted in which all models
need to be preprocessed, including preprocessing of the
inlets and outlets and the smooth processing of the area of
interest. Preprocessing models need to be divided into
meshes, which were hexahedral meshes that were controlled
by means of size control with the software ANSYS Meshing
(ANSYS, US), to generate the fluid computational models.
,e mesh of the area of interest is refined in order to get
more accurate results in these areas.,emesh independency
was analyzed to guarantee the reliability of the simulation
results, which needed the number of elements and nodes to
be large enough [25]. Table 1 shows the results of the mesh
independency test. ,e differences in WSS between the
chosen mesh were less than 0.5%. ,e calculation result can
be considered stable. Table 2 shows the details of the number
of elements and nodes of all 8 models in this paper. Blood
flow simulations were performed with the ANSYS-CFX
(ANSYS, US) Navier–Stokes solver. In the simulation, we
assumed that the wall was rigid and stationary. ,is study
assumed that blood was an incompressible Newtonian fluid
with a viscosity of 0.0035 Pa·s and a density of 1050 kg/m3.
Simulations were run for 3 cardiac cycles. We selected
0.0025 s time step to satisfy the calculation of stability
conditions. ,e maximum convergence RMS residual of
simulation was set to 0.0001.
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2.3. Boundary Conditions: Lumped-Parameter Model
Boundary Conditions. Boundary conditions of computa-
tional simulation play an important role that can affect the
accuracy of the results and determine whether the calcu-
lation is successful. ,e ideal situation is to obtain the real
human beings’ physiological parameters as the boundary
conditions of the simulation calculation. However, obtain-
ing coronary artery physiological parameters is not easy due

to its small size, numerous branches, and distribution on the
heart’s surface. ,erefore, in order to obtain life-like
boundary conditions, we selected the lumped-parameter
model (LPM), which is a circuit model that can simulate the
blood flow and pressure through current and voltage, to
provide boundary conditions for the CFD simulation
[25–27]. One reason for choosing LPM is its simplicity.
Complex coronary branches can be simulated by simple

SVG

LIMA LIMA LIMA LIMA

SVG SVG SVG

Model 1 Model 2 Model 3 Model 4

Model 5 Model 6 Model 7 Model 8

Figure 1: All eight 3D CABG surgery models which describe the location and the size of the CAA and the way of how to perform the bypass
surgery. Models 1–4: bypass graft is SVG and the diameter of CAA is 2x, 3x, 5x, and 0 (CAA ligated), separately. Models 5–8: bypass graft is
LIMA and the diameter of CAA is 2x, 3x, 5x, and 0 (CAA ligated), separately.

Table 1: ,e results of the mesh independency test on WSS and pressure.

Number of meshes Percent change of the parameter values
SVG LIMA

WSS (Pa) Pressure (mmHg) WSS (Pa) Pressure (Pa)
200,000 0.626 77.912 0.639 79.038

400,000 ε 0.599 86.293 0.623 86.395
4.30% 10.70% 2.50% 9.30%

600,000 ε 0.621 82.629 0.62 82.547
3.60% 4.20% 0.50% 4.50%

800,000 ε 0.61 84.324 0.608 84.672
1.80% 2.00% 1.90% 2.60%

1,000,000 ε 0.607 84.197 0.609 84.925
0.50% 0.20% 0.16% 0.30%

ε is the percentage change of the parameter value (WSS and pressure) due to the increase in the number of meshes.
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circuit modules while retaining the characteristics of cor-
onary blood supply. On the other hand, less demand for
computing resources, which means better adaptability and
lower consumption, is meaningful.

LPM consists of three modules, which are arterial
module, coronary module, and heart module. ,e arterial
module consists of many branches which base a three-ele-
ment model (Windkessel RCR model) [28] structure that
consists of two resistors and one capacitor. ,e coronary
module consists of the arterial module and coronary mi-
crocirculation module. ,e main feature of coronary mi-
crocirculation is the resistance to drastic changes caused by
the contraction of the heart. ,e myocardial compliance (Ci-

micro) and microcirculation resistance (Rv-micro) were used to
simulate this feature, where the cathode of the capacitor is
loaded with intramyocardial pressure to simulate the
pressure generated by the contraction of the heart during the
systolic phase. In the LPM heart model, all the simulation
equations of the left ventricle is based on the previous re-
search [25] including C(t), E(t), Emax, Emin, En(tn), and tn,
and we determined the specific value of each component
including resistors and capacitors, which are adjusted to
match the patient’s blood pressure.

Based on the abovementioned 0Dmodel and 3Dmodels,
the multiscale 0D/3D coupling model used in this research
was constructed. Figure 2 shows coupling interface details of
the 0D/3D coupling model. All 3D models were coupled
with the same 0D model whose parameter values adopt the
values of the normalized coronary model, which is con-
firmed by observing that the geometric structure of the distal
coronary artery was not changed. Models sharing the same
LPM can also exclude other factors to ensure that the change
of the values of hemodynamic parameters is only related to
the geometric structure.

2.4. Hemodynamic Parameters. Hemodynamics can reveal
the characteristics of the blood flow.We will focus on several
key hemodynamic parameters including mass flow rate,
WSS, and OSI. ,eWSS represents the force per unit area of
fluid applied along the wall surface in the direction of the
local tangent plane [29]. Formula (1) is as follows:

WSS � τω � μ
zu

zy
 

y�0
, (1)

where μ is the dynamic viscosity, u is the velocity parallel to the
wall, and y is the distance to the wall. OSI quantifies WSS
direction changes. OSI is calculated using the following formula:

OSI �
1
2

1 −


T

0 τω
�→dt






T

0 τω
�→

dt

⎛⎝ ⎞⎠. (2)

3. Results

In this finite element simulation, we evaluated some key
hemodynamic parameters which could help evaluate surgery,
including mass flow rate, WSS, and OSI on the bypass graft.

3.1. Mass Flow and Pressure Drop. ,e values of mass flow
through the bypass grafts and the pressure difference be-
tween the upstream and downstream of the bypass grafts
over a cardiac cycle are shown in Figure 3. ,e results show
that the mass flow rate of the SVG (no matter) is much
higher than that of LIMA, in which the peak value is up to
120ml/min and the mean value is 50ml/min, except the
LIMAmodel with ligation of CAA.,emass flow rate of the
LIMA in model 8 with ligation of CAA is almost the same as
that of the SVGs. ,e mean mass flow rate of the LIMA in
models 5–7 without ligation of CAA is almost 0. ,e reverse
flowwhichmeans the blood flows from the bottom to the top
of the LIMA can be found in these models without ligation of
CAA during the systolic phase of the heart. ,e negative
pressure difference is found in the LIMA models without
CAA ligation (models 5–7), while the pressure difference of
other models is always positive. Pressure difference is the
main driving force of liquid in fluid simulation, which may
indicate the main cause of the reverse flow.

3.2. Wall Shear Stress. WSS is a force applied to a tangent
plane which indicates the per unit area force exerted by the
fluid [30]. ,e values of WSS on SVGs and LIMAs of all
models over a cycle and WSS distribution on the SVGs and
LIMAs of all models (peak point) are shown in Figures 4 and
5. ,e mean area WSS on the bypass grafts of models 1–8
over a cycle is 0.477, 0.483, 0.516, 0.443, 0.851, 0.877, 0.896,
and 1.701 Pa, respectively. Under the same conditions, WSS
on the LIMA is higher than that of the SVG. WSS on the
LIMA with CAA ligation (model 8) is especially higher.

3.3. Oscillatory Shear Index. OSI is a parameter that can
quantify the change in direction and magnitude of the WSS
[31]. ,e distribution of OSI on all models is shown in
Figure 6. ,e mean area values of OSI on SVGs and LIMAs
of all models are 0.001, 0.001, 0.001, 0.001, 0.343, 0.281, 0.476,
and 0.001, respectively. ,e values of OSI on SVGs (no
matter whether CAA is ligated or not, models 1–4) and the
values of OSI on LIMA with CAA ligation (model 8) are
almost 0 which means the direction of blood flow has almost
no change. In contrast, the values of OSI on LIMAs without
CAA ligation (models 5–7) are decades of orders of mag-
nitude higher than the same condition of SVGs (no matter
whether CAA is ligated or not).

Table 2: ,e values of nodes and elements of all models.

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8
Nodes 1,007,389 1,016,509 1,145,628 1,003,758 1,004,659 1,018,965 1,159,365 1,007,932
Elements 1,238,694 1,335,889 1,369,378 1,218,463 1,239,574 1,339,365 1,359,436 1,228,346
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4. Discussion

CABG (including SVG and LIMA) surgical operation
nowadays is generally selected to treat CAA. Moreover,
whether CAA is ligated or not is another choice. Surgical
outcomes differ depending on the types of bypass grafts and
diameter of CAA (ligated or not). Hemodynamic charac-
teristics (mass flow rate, WSS, and OSI) of different types of
CABG surgeries (SVG and LIMA) applied to CAA (different
diameters, ligated or not), which were related to surgical
outcomes based on the previous studies, are obtained
through the CFD method.

We found that the hemodynamics of CAA ligation
models is better than those of models without CAA ligation.
When CAA was not ligated, the SVG has better hemody-
namic characteristics than LIMA. When the same type of
bypass graft is used, the change of CAA diameter has ba-
sically no effect on the hemodynamic characteristics of the
bypass graft.

We deduced that surgical outcomes of LIMA with CAA
ligation may be the best and surgical outcomes of the SVG
may be superior to LIMA without CAA ligation. Surgical
methods, including the type of bypass graft and CAA ligated
or not, may be the main factors affecting the outcomes of the
operation, and CAA diameter could be a minor factor.

4.1. Characteristics of Mass Flow Rate of Bypass Grafts.
Mass flow rate, which is one of the few parameters that can
be measured directly during the procedure, is one of the key
hemodynamic parameters for clinical surgery. Most of the
time, this indicator is the most direct indicator for judging
the success of surgery [19, 32]. ,ere are no significant
differences in the mass flow rate of SVG between different
diameters of CAA. ,e mass flow curves of SVG with and

without CAA ligation are similar in which the minimum and
maximum values are 50ml/min and 120ml/min. ,e mass
flow curves of LIMA models 5–7, without CAA ligation, are
similar in which the minimum and maximum values are
−50ml/min and 60ml/min. ,ere is significant reverse flow
during the systolic phase. Studies have shown that reverse
flow is harmful to bypass grafts and is associated with the
string phenomenon which indicates the failure of the bypass
grafts [19, 20]. A reverse flow value of ≥3.0% can be con-
sidered as a cutoff value that predicts early graft failure [20].
,e reverse flow value of 43.5% without CAA ligation is
much higher than 3.0% in this research. ,erefore, early
graft failure may happen in LIMA without CAA ligation.
However, by comparison, mass flow rate of LIMA with CAA
ligation is much higher than that of LIMA without CAA
ligation, in which the minimum and maximum values are
30ml/min and 100ml/min and no reverse flow exists. Mass
flow rates of SVGs with and without CAA ligation and LIMA
with CAA ligation are usually the expected results which are
with higher mass flow and no reverse flow.

,e inlet locations and the diameters of the grafts are the
major geometrical differences between SVG and LIMA
grafts in this research. On the one hand, the inlet of an SVG
is closer to the aortic root than that of an LIMA graft.
,erefore, the pressure delay of SVGs is less than that of
LIMAs. On the other hand, the location close to the aortic
root ensures that the pressure upstream of the bypass graft is
close to the aortic pressure which can keep the pressure
difference between the upstream and downstream of the
bypass graft positive. ,e inlet of the LIMA is far from the
root of the aorta which caused a negative pressure difference
across the LIMA. ,e pressure difference has been shown in
Figure 3 which can confirm our point of view. Except for
LIMA without CAA ligation, the pressure difference of the
bypass grafts in other models is always positive in the cardiac

Coronary a–n: coupled to LPM (coronary module)

DAO, A1–A4 (outlet): coupled to LPM (RCR)

AAO (inlet): coupled to LPM heart model
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Figure 2: ,e construction of interfaces of the 0D/3D coupling model. In the coupled system, the coronary module of LPM is coupled with
the coronary arteries of the 3D model, the LPM heart module is coupled with the aortic inlet of the 3D model, and the common artery LPM
module (RCR) is coupled with other branch arteries of the 3D model.
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cycle. In the models of LIMA without CAA ligation, the
significant negative pressure difference was found which
might be the major reason for the reverse flow during the

systole period in an LIMA graft. A larger diameter means
less resistance. ,is may be the main reason why the mass
flow of SVG is higher than that of LIMA with CAA ligation.
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Figure 3:,emass flow rate depending on times of the bypass grafts through the cross plane and the pressure difference between the bypass
inlet and the bypass outlet. (a) Representation of the SVG virtual surgery model and three locations on the SVG. (b) Representation of the
LIMA virtual surgery model and three locations on the LIMA. (c) ,e mass flow rate through the cross plane of the bypass grafts in all
models, as shown in (a) and (b), and the pressure difference between the bypass inlet and bypass outlet in all models, as shown in (a) and (b).
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4.2. Characteristics of WSS of Bypass Grafts. WSS is
related to some important physiological processes of en-
dothelial cells, such as the formation of important com-
pounds [21, 22]. According to previous research including
simulation and experimental research, WSS values have
different effects on physiological processes of endothelial
cells when they are in different ranges. According to the
experimental reports, the results from experiments in par-
allel-plate flow chambers revealed that a low WSS value of
0.4 Pa induced extensive platelet aggregation [33]. ,is

abnormal behavior is considered to have the potential to
cause vascular diseases. ,e simulation study also reached a
similar conclusion, that is, when the WSS is less than 0.4 Pa,
the blood vessels are prone to lesions [34, 35]. Simulation
studies also found that the WSS interval which maintains
normal physiological functions of blood vessels is generally
considered to be 1–7 Pa. WSS values ranging from 0.4–1 Pa
is usually considered a transition zone where the trend of
blood vessel development cannot be easily predicted.
,erefore, even if the WSS is greater than 0.4, we cannot

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

2.5

2

1.5

0.5

0
W

al
l s

he
ar

 st
re

ss
 (P

a)

1

Time (s)

2-LIMA (model 5)
3-LIMA (model 6)
5-LIMA (model 7)
Ligation-LIMA (model 8)

2-SVG (model 1)
3-SVG (model 2)
5-SVG (model 3)
Ligation-SVG (model 4)

Figure 4: ,e WSS depending on times of the bypass grafts (SVG and LIMA) in a cardiac cycle.

9.70

7.27

4.85

2.42

0.00

Model 4

Model 8

WSS

(Pa)

Model 1 Model 2 Model 3

Model 5 Model 6 Model 7

SVG SVG SVG SVG

LIMA LIMA LIMA LIMA

Figure 5: ,e WSS distribution on the bypass grafts (SVG and LIMA) at the peak point (t� 0.24 s) in a cardiac cycle.

Complexity 7



guarantee that the function of the blood vessels will not be
affected at all. Our research results are as follows. WSS in
SVGs (with and without CAA ligation, models 1–4) is
similar, with an average value of 0.479 Pa. WSS in LIMAs
(without CAA ligation, models 5–7) is similar, with an
average value of 0.874 Pa. WSS in LIMA (with CAA ligation,
model 8) is much higher, with a value of 1.701 Pa. In the
simulation results, only the WSS value in LIMA with CAA
ligation is in the range of 1–7 Pa and all others are in the
range of 0.4–1 Pa. ,erefore, LIMA with CAA ligation may
be most in line with expectations. WSS values in other
methods are not the best, but the results are still acceptable.

4.3. Characteristics of OSI of Bypass Grafts. OSI is used to
reveal the degree of WSS vector direction change which can
help us understand the oscillation information of blood flow
[36]. Simulation studies have pointed out that low OSI may
reduce the risk of graft failure [23, 24]. In vitro studies using
bovine endothelial cells revealed that slowly oscillating
(1Hz) shear stress (equal to the upper limit of OSI of 0.5)
induced the expression of monocyte chemoattractant pro-
tein-1 and increased binding of monocytes to the endo-
theliumwhich indicate high OSI has the potential to increase
the risk of vascular failures [37]. Smaller OSI means more
stable blood flow and better guarantee of blood vessel sta-
bility.,e simulation results of this study showed that OSI in
all SVGs (with and without CAA ligation) is quite small and
close to 0. OSI in LIMA (without CAA ligation, models 5–7)
is quite high with an average value of 0.367. OSI in LIMA
(with CAA ligation, model 8) is quite small which is close to
0. ,e results of different surgical methods are significantly
different. OSI levels are two orders of magnitude lower in the

SVG with and without CAA ligation than LIMA without
CAA ligation. LIMA with CAA ligation has similar con-
dition as the SVG. ,erefore, the simulation results of the
SVG and LIMAwith CAA ligation are in line with the target.
LIMA without CAA ligation is at risk due to too high risk of
failure.

4.4. Summing-Up and Deduction. As mentioned above, we
extracted and analyzed three key hemodynamic parameters
including mass flow rate, WSS, and OSI. ,e results show
that high mass flow rate, relatively low WSS, and low OSI
(almost 0) are the main features for the SVG with and
without CAA ligation. Low mass flow rate, low WSS, and
high OSI are the main features for the LIMA without CAA
ligation. In contrast, high mass flow rate, high WSS, and low
OSI (almost 0) are the main features for the LIMAwith CAA
ligation. ,e results show that changes in CAA diameter
have no significant effect on hemodynamic features of the
same category. According to previous research, achieving
high mass flow, high WSS, and low OSI to reduce adverse
hemodynamic factors is important, in order to reduce the
risk of surgical failure and prolonging long-term effective-
ness of the graft. Among the several surgical methods in this
study, LIMA with CAA ligation has the optimal hemody-
namic parameters compared with other models. SVG with
and without CAA ligation have similar hemodynamic
conditions which are all anticipated apart from the relatively
low WSS. LIMA without CAA ligation has negative he-
modynamic parameter results that are not expected. Based
on our hemodynamic results, we deduced that surgical
outcomes may have nothing to do with CAA diameter.
LIMA with CAA ligation may have the best surgical

Model 1 Model 2 Model 3

Model 5 Model 6 Model 7

Model 4

Model 8

OSI
0.46

0.34

0.23

0.11

0.00

SVG SVG SVG SVG

LIMA LIMA LIMA LIMA

Figure 6: ,e OSI distribution on the bypass grafts (SVG and LIMA) in a cardiac cycle.
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outcomes, and SVG (both with and without CAA ligation)
surgical outcomes are better than that of LIMAwithout CAA
ligation. LIMA without CAA ligation may not be desirable.
When a coronary artery is ligated, it means that the blood
supply to this branch is completely cut off. ,e blood supply
at this time can only rely on the bypass grafts. Once the
bypass grafts have problems, the blood vessels themselves
cannot perform compensatory adjustments in time which
originally can be performed without ligation. ,erefore,
even though CABGs with CAA ligation may have better
surgical outcomes, we need to be very careful with this
surgical approach due to other potential risks.

4.5. Limitations of theWork. An important limitation of this
study is the number of patients. ,e model in this study was
only based on one patient’s data, so the results of the study
may be special and accidental. ,e second limitation is the
assumption of rigid arterial walls in the simulation, which
does not account for the significant motion and curvature
changes of the coronary arteries and bypass grafts during the
cardiac cycle. In addition, rigid arterial walls mean that the
effect of material deformation on blood flow is ignored. ,is
problem can be solved by adopting a fluid-solid interaction
(FSI) method in the future. An additional limitation is
limited data on flow split percentages to the left and right
coronary arteries and the relationship between the intra-
myocardial pressures to the left and right ventricular
pressures, and these are possible minor sources of error
during building the LPM.

5. Conclusion

In this paper, the hemodynamic differences between two
different surgical methods (types of CABGs, whether CAA
ligated or not) and the effect of CAA diameter on the he-
modynamics of different surgical methods were compared
by using CFD simulation. A hemodynamic-based evaluation
of these procedures was performed. ,e results suggest that
LIMA with CAA ligation has the best hemodynamic
characteristics, including high mass flow rate, highWSS, and
lowOSI. Hemodynamic characteristics of the SVG (with and
without CAA ligation) are better than those of the LIMAs
without CAA ligation including high mass flow rate, WSS,
and low OSI. Significant reverse flow that can increase the
risk of graft failure was found in LIMAs without CAA li-
gation during systole. ,e change of CAA diameter has
basically no effect on the hemodynamics of the same bypass
graft. Based on the previous hemodynamic research, we
deduced that the outcomes of ligation surgery may have
more benefits than those of nonligation surgery. SVGmay be
a better choice than LIMA when CAA is not ligated. ,is
preliminary result warrants extensive research involving a
larger aneurysm database for further analysis.
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With the decrease and depletion of shallow coal resources, the depth of mining is increasing.)emechanism of high crustal stress
blasting is not clear, and the effect of crustal stress on blasting effect is obvious. )e law of the differential detonation is similar
without crustal stress. )e crustal stress of rock masses increases linearly with the increase in excavation depth, and the influence
of crustal stress on blasting effect is great. In order to study the rock-breaking process of complex differential blasting under deep
high crustal stress, the instantaneous detonation of each model and the priority detonation of the central hole are numerically
simulated. )e evolution law of the blasting crack and the method of optimizing blasting effect by differential blasting and
increasing the aperture of the priority detonation hole under high crustal stress are put forward. )e authors proposed a study on
the 2D optimization simulation of complex five-hole cutting blasting under different lateral pressure coefficients of 400m and
800m with software ANSYS/LS-DYNA and analyzed the evolution rules of blasting cracks and lateral pressure coefficients. )e
results show that setting delayed detonation and hole diameter and optimizing blasthole spacing can optimize the rock-breaking
effect under high crustal stress and different lateral pressure coefficients.

1. Introduction

With the reduction and depletion of shallow coal resources,
deep mining has become an inevitable trend. With the
passage of time, the future will be mined towards deeper
rock formations. In the current excavation process of the
deep rock mass, the drilling and blasting method is still the
main method of rock breaking. As the depth of the exca-
vation increases, the influence of the initial crustal stress on
the blasting effect becomes more and more important.
According to the variation of vertical and horizontal stress
with depth in various countries given by Brady and Brown,
the vertical stress generally increases linearly with the in-
crease of depth, and the variation law of horizontal stress is
more complicated, which makes the blasting excavation of
deep rock mass have great difficulties [1, 2]. At present, the
research on deep rock mass mining is still in the initial stage,

the design of excavation parameters is still based on the
design method of shallow rock mass blasting, and the in-
fluence of initial crustal stress is not considered enough,
which makes the blasting effect poor, the excavation speed
slow, the late support time long, and even have the rock burst
and other major disasters. )is makes it particularly im-
portant to study blasting rock breaking under initial crustal
stress, and it is particularly urgent to study the design of
blasting parameters and the rapid and safe excavation of
rock mass stability under initial crustal stress.

In view of the rock-breaking mechanism of deep rock
mass under initial crustal stress, scholars at home and
abroad have carried out extensive research on physical
experiment and numerical simulation. Based on the stress
state equation of the rock mass in the cut area established
by Schwarz alternating iteration method and elastic me-
chanics theory, two-dimensional numerical simulation of

Hindawi
Complexity
Volume 2020, Article ID 4639518, 12 pages
https://doi.org/10.1155/2020/4639518

mailto:zzxhtm@sdust.edu.cn
https://orcid.org/0000-0002-3721-0875
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/4639518


straight cut blasting under different stress fields was
carried out, and the maximum tensile stress was generated
on the line connecting the hollow hole and the slot hole
after the initial crustal stress field and the explosion stress
field were combined by the rock mass [2]. )e damaged
model of rock blasting built on the basis of damaged
mechanics analyzed the influence of different lateral
pressure coefficients and buried depth on the crack growth
rule [3]. )e coupling model of Cowper–Symonds hard-
ening model and tension and compression damaged model
was embedded in LS-DYNA software for a two-dimen-
sional numerical simulation. It was found that the central
hole had an impact on rock damage [4]. Blasting parameter
design method is suitable for deep high-stress rock
roadway excavation by using numerical simulation and
field test [5]. Wang et al. did numerical simulation by creep
experimental data, obtained the creep equation of the
surrounding rock in the deep soft rock roadway under high
crustal stress, and established the quantitative creep re-
lationship between and time and stress [6]. He et al.
summarized and analyzed the main differences of rock
mass mechanical properties between deep mining and
shallow mining through experiments [7]. )e theoretical
calculation model of the fragmentation size distribution
containing the damage variable is proposed. Simulations
and tests show that the action of the extrusion and collision
between motive fragment blocks is a significant factor
affecting the average fragmentation size regardless of the
type of rock mass, especially for the rock mass with very
bad quality [8]. )e new model named MAGRM is a group
recommendation model based on multiattention. It can
well utilize multiattention-based deep neural network
structures to achieve accurate group recommendation [9].
Based on LS-DY-DYNA finite element program, NA finite
element program, and optimization of cutting blasting in
high-speed drivage process of an iron mine roadway, the
authors carried out a study about numerical simulation
and field test to the cutting blasting method with different
blasting holes [10]. In order to eliminate the simplification
of the interaction in data processing and improve the
generated working efficiency, a method of redundant
electrode determination based on the theory of variance is
proposed [11]. Simulation of the complex rock-breaking
mechanism under crustal stress included the prediction
model of carbonation depth of slag high-performance
concrete [12, 13]. Based on rock blasting theory, the au-
thors used ANSYS/LS-DYNA to simulate the process of
rock fragmentation of double-blasthole blasting with one
empty hole at the center position [14]. )e crack propa-
gation in the rock under composite stress was studied by
using digital image correlation technique [15].)e design and
realization of the magnetic suspension controller are dis-
cussed, and a nonlinear mathematical model of the magnetic
suspension system is built [16]. Based on the theory of the BP
neural network and the engineering geological database as the
research and development platform, this paper establishes the
prediction of geotechnical parameters based on the analysis of
the characteristics of geotechnical materials and the distri-
bution of geotechnical sediments and geotechnical

parameters [17]. Local plane wave decomposition method
considered from the perspective of inversion is employed to
obtain higher-quality slant stack data, and the dynamic fo-
cused beam propagator is adopted to control the divergence
of beams [18]. To reduce the impact of blasting vibration on
the existing tunnel during the excavation of small-distance
tunnel blasting, software was used to simulate the blasting
vibration of the tunnel in different positions and forms [19].

Under the action of crustal stress, two-dimensional nu-
merical simulation of complex five-hole blasting under dif-
ferent lateral pressure coefficients is carried out using ANSYS/
LS-DYNA. Aiming at the differential detonation and in-
creasing the diameter of the central blasthole under high
crustal stress, the simulation study is provided for the blasting
construction of deep rock mass.

2. Theoretical Analysis of Rock State with
Different Confining Pressures and Lateral
Pressure Coefficients

)e drilling of the rock under the condition of initial crustal
stress has changed the original stable state of the rock so that
the rock around the blasthole produces an instant loosening
zone. Since the blasthole is relatively small compared to the
roadway, the concentrated stress value around the blasthole
is smaller than the rock strength, the surrounding rock is in
an elastoplastic state, and the surrounding rock is self-sta-
bilizing. However, the stability of the loosening zone around
the blasthole is less than that of the original rock. Similar to
the loosening circle theory, in bidirectional confining
pressure (side lateral pressure coefficient is equal to 1),
vertical stress and horizontal stress are equal, the loosening
zone is circular, the rock stability around the blasthole is
evenly distributed, and the direction of rock crack propa-
gation after explosion is randomly distributed, which is
inhibited by the crustal stress. In the case of bidirectional
unequal confining pressure (lateral pressure coefficient is not
equal to 1), vertical stress and horizontal stress are not equal,
the loosening zone is elliptic, and the long axis of the ellipse
is perpendicular to the direction of the maximum crustal
stress. Rock around the blasthole is affected by the initial
stress field, and the explosion crack is restrained by the
crustal stress and mainly expands to the side with large
crustal stress. Figures 1–3, respectively, show the effect di-
agrams when the lateral pressure coefficient is 1, 0.2, and 4
under the initial vertical stress of 10MPa. As can be seen
from the figure, when the lateral pressure coefficient λ= 1,
uniform stress concentrations are produced around the
rock. When the lateral pressure coefficient λ= 0.2 and 4, the
tensile stress concentration is generated on the side with
larger crustal stress.)emaximum tensile stress is generated
by the coupling of crustal stress and explosion stress under
the action of constant pressure on both sides, this analysis
analyzed the cause of the maximum tensile stress and the
influence of different side pressures on the maximum tensile
stress direction from the initial stress of the blasthole [2].

)e initial stress state of the rock has an important effect
on the blasting rock. Rock blasting under the initial stress
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condition is the effect of the coupling field formed by the
coupling of the stress field redistributed in the rock around
the blasthole and the explosive stress field after the
explosion.

2.1. Calculation of the Initial Crustal Stress Field of the Rock.
Radial effective stress σr0, tangential effective stress σθ0, and shear
stress of the rock τr0 around the blasthole under initial crustal
stress can be calculated according to the elastic theory [20]:
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(1)

where σH and σh are the maximum and the minimum
horizontal crustal stress; θ is the angle between the radial
direction of the point around the hole and the direction of
the maximum horizontal crustal stress; R is the radius of the
blasthole; and L is the distance from the calculation point to
the center of the blasthole.

2.2. Calculation of the Rock Stress under Explosive Load.
)e stress state around the rock is further changed by the
reflection and tension of the stress wave on the rock around
the blasthole under the explosion stress [21].)e radial stress
of an explosion at a certain point in the rock σr1 and the
tangential stress of an explosion at a certain point in the rock
σr1 can be calculated according to the attenuation formula of
the stress wave [22]:

σr1 � p0
L

R
 

− α
,

σθ1 � − λdσr,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(2)

where p0 is the initial pressure acting on the hole wall after
the explosion of the explosive; the value of α, stress wave
attenuation coefficient, is 2 − (μd/1 − μd); μd is the dynamic
Poisson ratio, and the relationship between it and the static
Poisson ratio is μd � 0.8μ; and λd is the dynamic lateral stress
coefficient, and its value is λd � (μd/1 − μd).

)erefore, the tangential stress after superposition is
σr � σr0 + σr1.)at is, when the tangential stress in the rock is
greater than the ultimate tensile strength of the rock under
the combined action of the initial stress and the explosion
stress, the rock will produce cracks, and then failure occurs.

3. Establishment of a Numerical Model for
Rock Blasting

3.1. Rock Constitutive Model and Material Parameters. In
order to observe the change of the rock damaged vertically
and horizontally under the initial crustal stress field, the
theoretical model of complex five-hole cutting blasting is
selected under the condition of RHT rock constitutive, the
fixed constraint is applied to the bottom of the model, the
surrounding compressive stress is applied in the other
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three directions, and the initial crustal stress field is simulated
by using the implicit-display order of DYNA [23]. Because the
law mainly analyzes and summarizes the damage degree of
the rock, it does not involve the formation process of the
groove cavity, and it directly simulates the damage evolution
process of rock profile with a thickness of 0.01m. When the
computer carries out the numerical simulation, the mesh
quality affects the accuracy of the numerical simulation, and
the size of the mesh division and the number of the quantity
affect the accuracy of the simulation. )e model size is
5m× 4m× 0.01m, wherein 5 blastholes with a radius of
20mm are arranged, and the blasthole spacing is 0.5m.
Because the aperture size of the blasthole is small relative to
themodel size and the interface size does not change vertically
with the model, the simulation can be reduced to a plane
strain problem calculated by a single layer mesh, and the
model is shown in Figure 4.

)e explosive material model adopts
∗MAT_HIGH_EXPLOSIVE_BURN, using the JWL state
equation, and the specific explosive parameters are shown in
Table 1 [24]. Rock mechanics parameters are shown in
Table 2 [25].

)e JWL equation of the state defines that the pressure is

p � A 1 −
w

R1V
 e

− R1V
+ B 1 −

w

R2V
 e

− R2V
+

wE

V
, (3)

where p is the pressure of the detonation product; V is the
relative volume of the detonation product; E is the initial
internal energy density of the detonation product; and A, B,
R1, R2, and ω are material parameters.

)e material for the cell is ∗MAT_NULL. Defining the
mass, the modulus of elasticity, Poisson’s ratio, and so on, to
define the material. )e air material model uses MAT_NULL
air material model, its state equation is defined by the keyword
EOS_LINERAR_POLYNOMIAL, and the state equation is as
follows:

p � C0 + C1μ + C2μ
2

+ C3μ
3

+ C4 + C5μ + C6μ
2

 E, (4)

where Ci is the equation parameter and E is the unit initial
internal energy of relative volume μ � (1/V) − 1, V is the
relative volume. Parameters of air material and state
equations are shown in Table 3.

3.2. Loading Scheme of Crustal Stress with Different Lateral
Pressure Coefficients in Blasting Damage

(1) When the lateral pressure coefficient is λ� 1, model
A: σz takes 10MPa and corresponds to 400m buried
depth; model B: σz takes 20MPa and corresponds to
800m buried depth

(2) When the lateral pressure coefficient is λ� 0.2, model
C: σz takes 10MPa, σx to 2MPa, and model D: σz
takes 20MPa, σx to 4MPa

(3) When the lateral pressure coefficient is λ� 4, model
E: σz takes 10MPa, σx to 40MPa, and model F: σz
takes 20MPa, σx to 80MPa

4. Numerical Simulation Results and Analysis

In order to study the rock-breaking process of differential
blasting under deep high crustal stress, the instantaneous
detonation of eachmodel and the prior detonation of the central
hole are numerically simulated. )e differential blasting initi-
ation model sets the central hole to detonate first, and the
remaining holes are set 50μs time delay and compared under
different lateral pressure coefficients; the cloud map is output
and analyzed after the computing cluster.

4.1. Rock Damage Evolution Process with Lateral Pressure
CoefficientEqual to1. Because the lateral pressure coefficient
is equal to 1, the pressure around the hole is evenly dis-
tributed; in the early stage of the explosion, the explosion
shock wave first acts on the rock mass around the hole so
that the rock mass around the blasthole first produces
damage. Before 50 μs, the range of the rock damage around
the blasthole under the same crustal stress model was
similar, the explosion crushing area was basically molded,
and the stress wave was not enough to produce direct
damage to the rockmass while resisting the crustal stress and
began to continue along the damaged area that had been
formed. )e damage range of the rock is comparable under
10MPa and 20MPa crustal stress, and there is no great
difference. After 50 μs, with the gradual attenuation of the
stress wave, the inhibition of the crustal stress on the blasting
effect began to show the following: due to the gradual at-
tenuation of the stress wave, the influence of crustal stress on
blasting effect is more and more in the later stage of

A

E

Blasthole
σx

σz

σx
B C

D

Figure 4: Numerical model under a single layer mesh.

Table 1: Establishment of the numerical model for blasting
damage.

Density Blast
speed

CJ
pressure

JWL state equation parameters

kg·m− 3 m·s− 1 GPa A
(GPa)

B
(GPa) R1 R2 ω E

(GPa)
1,300 6,000 3.240 220 0.2 4.5 1.1 0.35 4.2
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explosion, and it can be seen from the final damage cloud
map that the damage range and damaged degree of model A
are obviously higher than those of model B; the greater the
initial crustal stress, the greater the attenuation speed of the

wave. Figures 5 and 6, respectively, show the damage evo-
lution process of models A and B.

Because the lateral pressure coefficient is equal to 1, the
evolution of differential blasting damage is also inhibited by

Table 2: Numerical model rock-specific parameters.

Parameter Value Parameter Value
Mass density RO (kg/m3) 2,660 Porosity exponent NP 3.0
Initial porosity ALPHA 0 Reference compressive strain rate EOC 3.E − 5
Crush pressure PEL (MPa) 125 Reference tensile strain rate EOT 3.E − 6
Compaction pressure PCO (GPa) 6.0 Break compressive strain rate EC 3.E+ 25
Hugoniot polynomial coefficient A1 (GPa) 25.7 Break tensile strain rate ET 3.E+ 25
Hugoniot polynomial coefficient A2 (GPa) 37.84 Compressive strain rate dependence exponent BETAC 0.026
Hugoniot polynomial coefficient A3 (GPa) 21.29 Tensile strain rate dependence exponent BETAT 0.007
Parameter for polynomial EOS B0 1.22 Volumetric plastic strain fraction in tension PTF 0.001
Parameter for polynomial EOS B1 1.22 Compressive yield surface parameter GC∗ 0.53
Parameter for polynomial EOS T1 (GPa) 25.7 Tensile yield surface parameter GT∗ 0.7
Parameter for polynomial EOS T2 0.0 Erosion plastic strain EPSF 2.0
Elastic shear modulus SHEAR (GPa) 21.9 Shear modulus reduction factor XI 0.5
Compressive strength FC (MPa) 167.8 Damage parameter D1 0.04
Relative tensile strength FT∗ 0.04 Damage parameter D2 1.0
Relative shear strength FS∗ 0.21 Minimum damaged residual strain EPM 0.015
Failure surface parameter A 2.44 Residual surface parameter AF 0.25
Failure surface parameter N 0.76 Residual surface parameter AN 0.62
Lode angle dependence factor Q0 0.68 Gruneisen gamma GAMMA 0.0
Lode angle dependence factor B 0.05

Table 3: Parameters of air material and state equations.

Density (g·cm3) C0 C1 C2 C3 C4 C5 C6 E (GPa)
1.29E – 5 0 0 0 0 0.4 0.4 0 0.025
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6.0000e – 01
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0.0000e – 00

1.000e + 00

Figure 5: Damage evolution process diagram of model A.
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Figure 6: Damage evolution process diagram of model B.
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the crustal stress, but its evolution law is similar to that of
noncrustal stress, so it is no longer described.

4.2. Rock Damage Evolution Process with Lateral Pressure
Coefficient Equal to 0.2. By analyzing the damage evolution
process with a lateral pressure coefficient of 0.2, it can be
found that when the lateral pressure coefficient is 0.2, the

initial crustal stress around the hole is smaller when the
bidirectional crustal stress is equal, so the inhibition of the
initial crustal stress on the rock damage evolution is rela-
tively small at this time. From the damage cloud diagram, it
can be seen that because the crustal stress in the vertical
direction is greater than the crustal stress in the horizontal
direction, the rock damage mainly develops in the vertical
direction, the damage range of the hole connection in the
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6.0000e – 01
5.0000e – 01
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Figure 7: Damage evolution process diagram of model C.
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Figure 8: Damage evolution process diagram of model D.
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Figure 9: Differential initiation damage evolution process diagram of model D.
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Figure 10: Instantaneous detonation damage evolution process cloud map of model E.
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vertical direction is larger than the horizontal direction, and
the guiding effect of the crustal stress on the crack propa-
gation begins to show. Compared with models C and D,
although the side pressure coefficient is the same, the gap
between σz and σx of modelD is larger, the guidance effect of
model D on damage evolution is more obvious, and the
damage evolution speed and damage range in the vertical
direction are larger than those of model C; the gap between
σz and σx in model C is smaller, the damage evolution

process in the horizontal and vertical direction is slightly
different, but the damage range in the direction of the final
hole connection is not much different. It can be seen that the
guiding effect and inhibition of crustal stress on damage
evolution are not linear. )e damage evolution process for
models C and D is shown in Figures 7 and 8.

Because the blasting effect of model D in the horizontal
direction is not ideal, the central hole is set to detonate first,
and the other holes are set to 50 μs time-delay detonation.
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Figure 11: Differential initiation damage evolution process diagram of model E.

Fringe levels

1.000e + 00
9.000e – 01

8.0000e – 01
7.0000e – 01
6.0000e – 01
5.0000e – 01
4.0000e – 01
3.0000e – 01
2.0000e – 01
1.0000e – 01
0.0000e – 00

100μs 200μs 400μs

Figure 12: Instantaneous detonation damage evolution process cloud map of model F.
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Figure 13: Differential initiation damage evolution process diagram of model F.
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Figure 14: Instantaneous detonation damage evolution process cloud map of model G.

Complexity 7



σx

σz

σx

H150890

H108091
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)e damage evolution diagram of model D is shown in
Figure 9. Compared with the instantaneous detonation, the
damage range of the rock is obviously larger than that of
instantaneous detonation, the guiding effect of high crustal
stress on damage evolution is weakened, the range of
horizontal damage is obviously increased, the damage zone
on the outside of the vertical hole is shortened, and it is
beneficial to the measures such as late support.

4.3. Rock Damage Evolution Process with Lateral Pressure
Coefficient Equal to 4. With the increase of crustal stress, the
inhibitory effect on rock damage evolution increases grad-
ually, while the damaged area is further concentrated in the
maximum crustal stress direction, the damage evolution
speed in the direction of the maximum crustal stress is
accelerated, the region of damage on the outside of the hole
is increased, and rock blasting under the initial crustal stress
is more difficult. )e optimization effect of differential
detonation on blasting effect is weakened, which mainly
promotes rock damage of the intersection position of the
stress wave, and the coupling field between stress wave and
crustal stress beyond the limit tensile strength of the rock is
further reduced and concentrated. )e instantaneous and
differential damage evolution diagram of models E and F
with lateral pressure coefficient equal to 4 is, respectively,
shown in Figures 10–13.

In model F, due to the large difference between σz and σx,
the damage area in the vertical direction is not penetrated. At
this time, in the case of differential blasting, it can be
considered to increase the diameter of the central hole and
shorten the hole spacing on the side with smaller crustal

stress. )e model increases the diameter of the central hole
to 30mm, and the blasthole spacing decreases to 0.3m for
numerical simulation, defined as model G. )e simulation
results show that the vertical direction damage is already
running through at 132 μs, and the damage degree and
damage area are still increasing, the final hole is completely
running through, increasing the utilization rate of the hole,
the difference of damage range in two directions decreases,
and there will be no situation similar to that of model F
blasting. )e damage evolution process for model G is
shown in Figure 14.

4.4. Simulation Analysis of Five-Hole Cutting Blasting Results.
From the above model and simulation improvement, it can
be seen that differential blasting plays a certain role in
optimizing the blasting effect under the action of crustal
stress, and with the increase of crustal stress, the optimi-
zation effect of differential blasting decreases gradually so
that reducing the hole spacing in the smaller direction of
crustal stress can achieve the optimization effect, and further
optimization can increase the diameter of the central hole; in
order to meet the blasting demand under the high crustal
stress, the utilization rate of the blasthole is improved.

)e attenuation law of the stress wave under crustal
stress is observed at two observation points H150890 and
H108091 in the same position when bidirectional com-
pressive stress is 10MPa and 20MPa, respectively, and the
selection position is shown in Figure 15.

From the equivalent stress-time curve of the two models,
it can be seen that the time for the observation point to reach
the first stress peak is similar, around 127 μs, which is
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Figure 18: Comparison of the effective stress time-history curve of the selected element in model D. (a) Model D time-history curve of
effective stress of multichoice element differential blasting. (b) Model D time-history curve of effective stress of multichoice element
instantaneous blasting.
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because the observation point is close to the hole spacing, the
force on the stress wave is not obvious, and the effective
stress is around 115MPa; when the observation point rea-
ches its second peak, at this point, the stress wave begins to
overlay, the crustal stress corresponds to the role of the wave
which began to produce differences; for the observation
points H150890 and H108091 in the confining pressure of
10MPa, the peak time and size are (189 μs, 168MPa) and
(166 μs, 132MPa), and when the confining pressure is
20MPa, the peak time and size are (205 μs, 120MPa) and
(185 μs, 126MPa); combined with the peak data of Figure 16
[26], it can be seen that, with the increase of crustal stress, the
influence on the propagation of the stress wave increases,
which is reflected in the increase of stress wave velocity and
stress size attenuation velocity.

In order to study the impact of differential blasting on
rock damage under different lateral pressures, the time-
history curves of effective stress of differential blasting and
instantaneous blasting in model D were selected for com-
parative analysis. )e selected unit is shown in Figure 17.

In Figure 18, the effective stress of model D decays
rapidly after reaching the peak and decays to the initial
crustal stress value at around 112 μs, while the differential
blasting has experienced stress wave superposition for many
times, and the effect time is longer and decays to the effective
stress value at around 160 μs. It can be seen that the action
time of differential blasting is long, which can promote the
rock damage. In addition, its peak stress is smaller than that
of instantaneous blasting, and the resulting vibration is
smaller, which is conducive to the stability of the sur-
rounding rock mass under high crustal stress.

5. Conclusions

Using finite element analysis software ANSYS/LS-DYNA,
the rock damage of complex five-hole cutting blasting under
different lateral pressure coefficients is numerically simu-
lated, and two-dimensional simulation can divide more
meshes than three-dimensional simulation at the same time,
which can improve the accuracy of simulation when sim-
ulating complex blasting. Rock blasting under high crustal
stress can be regarded as the damage caused by the coupling
position of the rock in the explosion field and the crustal
stress field, which is greater than the ultimate tensile strength
of the rock.

Under the bidirectional pressure, the crack propagation
is inhibited with the increase of crustal stress field, and the
evolution law of differential blasting damage is similar to
that of noncrustal stress field, which is inhibited by the initial
crustal stress field. In the two-way unequal pressure, the
direction of damage evolution tends to be on the side of large
crustal stress field, and the guiding effect and inhibition of
crustal stress field on damage evolution are nonlinear; the
priority detonation of the central hole can optimize the
blasting effect on the smaller side of the crustal stress field
and shorten the damage length of the larger side of the
crustal stress field, which decreases with the increase of the
crustal stress field; at this time, we can consider increasing
the diameter of the priority detonation hole under the

condition of differential blasting. At the same time, short-
ening the hole spacing on the smaller side of the crustal stress
field can further improve the blasting effect. )e stress wave
velocity and the effective stress attenuation velocity increase
with the increase of the crustal stress field.
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Risk management is a key factor for smart city running. +ere are many risk events in a strict process like transportation
management of a smart city or a medical surgery in a smart hospital, and every stepmay lead to one kind of risk or more. In view of
the fact that the occurrence of the flow risks follows the sequence formed by each process step, this paper presents a Bayesian
network under strict chain (BN_SC) to model this situation. In this model, the probabilistic reasoning formula is given according
to the sequence of process steps, and the probabilities given by the model can do risk factor analysis to support the system to find
an effective way to improve the process like machine manufacturing or a medical surgery. Finally, an example is analyzed based on
the information given by doctors according to the situation of LC in their hospital located in Sichuan Province of China, which
shows the effectiveness and rationality of the proposed BN_SC model.

1. Introduction

Machine learning has applications in various fields for smart
city running, such as machinerymanufacturing, especially in
probability evaluation [1–3]. Bayesian learning as a machine
learning method can estimate the probabilities of risk oc-
currence like medical risk events in the medical process
[4–7]. One or more of which will lead to the occurrence of
other risk events, for example, in laparoscopic cholecys-
tectomy, trocar puncture may cause intestinal injury, which
often leads to infection.

In this kind of situation, the correlations of events can be
quantified in a Bayesian network [8, 9]. However, the oc-
currence of risk events connected with the medical process,
for example, LC must follow the surgical steps that construct
a strict chain for the Bayesian net to follow. Existing
quantitative research rarely studies onmodels for this special
feature. According to this situation, we present a Bayesian
network under strict chain (BN_SC) model for the first time.
In this model, the probabilistic reasoning formula according
to the sequence of surgical steps processes the logical

inference for the probability of each risk subjected to the
strict chain constructed by the surgical steps of LC. BN_SC
model can calculate the probabilities of risk flow more ef-
fectively than the traditional Bayesian network.

+e remainder of the paper is organized as follows.
Section 2 will review the research about the Bayesian net-
work and we will illustrate the process of LC with a directed
acyclic graph in Section 3. In Section 4, the BN_SC model
will be proposed, including the logical inference of the risks
events and the formula to compute the probabilities of risks
in LC. Finally, an example is analyzed based on the infor-
mation given by doctors according to the situation of lap-
aroscopic cholecystectomy in their hospital, which shows the
effectiveness and rationality of the BN_SC in Section 5.

2. Related Works

Previous studies have comprehensively expounded the
concept and related properties of Bayesian networks. Tuyls
and Maes pointed out that a Bayesian network is a directed
acyclic graph, which consists of a set of random variables.
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+e meaning from node X to node Y is that node X has a
direct influence on node Y [10]. +e main feature of the
Bayesian network is that it shows the interdependent rela-
tionship between variables. Koller and Friedman et al.,
Meinshausen and Btihlmann, and Wainwright and Jordan
pointed out that the graph connected by undirected edges
between variables is an undirected graph known as Markov
network [11–13]. +ese graphs produce undirected graph
models, which are more suitable for analyzing the similarity
and related behavior between variables. Ghahramani,
Heckerman et al., and Neapolitan pointed out that a graph
connected by a directed edge of variables is a “directed
graph,” and a directed graph without a cycle is a “directed
acyclic graph” (DAG) [14–16]. Directed acyclic graphs are
usually based on the concept of family order. For example, in
A⟶B⟶C, A is the parent node of B, C is the child node of
B, A and B are the ancestors of C, and B and C are the
descendants of A. +is ranking clearly expresses causality,
and these figures produce a class of models called Bayesian
networks. Andersson et al., Gillispie and Perlman, and Pearl
have pointed out that some directed acyclic graphs have two-
way edges, which are suitable for situations where some
variables interact with each other [17–19]. +ey represent a
class of Markov equivalent directed acyclic graphs.

Bayesian network is widely used in risk evaluation re-
search. Ronald et al. show that chains of events can lead to
increased or critical emissions of volatile organic com-
pounds by assessing risks based on the Bayesian network
[20]. Bhattacharjee applied a Bayesian model that can handle
death data analysis without stratifying in the presence of
competing risks [21]. Sanchez et al. develop a general
framework and a method to estimate the impact of project
management maturity on project performance by using
Bayesian networks to formalize project management ex-
perts’ knowledge [22]. Masmoudi et al. used a discrete
Bayesian network with a latent variable to model the pay-
ment default of loan subscribers [23]. Punyamurthula and
Badurdeen represented operational risks of production line
and their causal relationships based on Bayesian Belief
Networks [24].

3. Process of LC

Laparoscopic surgery is a new method of minimally invasive
surgery, which is the inevitable trend of the future devel-
opment of surgical methods. Cholecystectomy is one of the
most common abdominal operations, which is usually
performed in laparoscopic surgery in developed countries.
For example, 90% of cholecystectomy in the United States is
performed by laparoscopy. Laparoscopic cholecystectomy is
regarded as the “gold standard” for surgical treatment of
cholelithiasis [25, 26].

Laparoscopic cholecystectomy is divided into five steps,
which include trocar puncture (into the abdomen), sepa-
ration of adhesion, anatomy bile triangle, dissection of
gallbladder bed, and removal and suture of gallbladder. In
the surgery, intestinal injury may be caused by trocar
puncture, bile duct injury may be caused by separation of
adhesion, anatomy of bile triangle, and dissection of

gallbladder, and vascular injury may be caused by removal
and suture of gallbladder. Moreover, the three kinds of
injuries may lead to infection and massive hemorrhage,
which can eventually lead to death. In order to describe the
risk probability in LC surgery more succinctly, Table 1 shows
the mathematical symbols in this paper.

According to analysis, we can get the directed acyclic
graph of LC operation as shown in Figure 1.

Figure 1 describes the specific process how the LC works.
We can build a special model by following the logic derived
from the strict chain. As shown in the figure, the risk of R2
happened in the process of Step 2. Moreover, the occurrence
of R1 means the failure of Step 1, which means the surgery
cannot be performed and R2 cannot occur. +e five surgery
steps formed a chain above the Bayesian network of risks in
the surgery. +e occurrence of each risk needs to follow the
order of the steps in the chain strictly. +is changes the rule
of the traditional inference of Bayesian network. To solve the
problem, we present a new model in Section 4.

4. Bayesian Network under Strict
Chain (BN_SC)

According to the analysis in Section 2, we build a Bayesian
network to model the LC process. Different from the
traditional Bayesian network, in many medical proce-
dures, the risk Bayesian network is developed under the
surgical process such as the Bayesian network of LC
surgery in Section 2, and the surgical process is charac-
terized by the fact that the next step can only be taken after
the previous step surgical procedure is successful. So those
medical steps construct a strict process chain naturally
such as S1 to S5 of LC, and more importantly, the Bayesian
network of surgery risks should follow the steps of the
chain model. According to this characteristic, this paper
proposes Bayesian network under strict chain model.
Under BN_SC model, if j � i + 1, then surgical step j can
only begin after surgical Step i completes successfully. +e
formula for calculating the probability of the risk oc-
currence of the event j is as follows:

P Sj  � 

j−1

i�1
P S1( P Si( . (1)

Here, P(Di) means the probability of the surgical Step i
completed successfully. +is paper assumed that only when
the surgical Step i causes the risk i will lead to the unsuc-
cessful surgery, and some other unexpected factors such as
power outages are not under consideration. So, P(Di) and
P(Rj) form complementary relationship, that is,
P(Rj) � 1 − P(Di). In laparoscopic surgery, the patient is
bound to have the first surgical step after entering the
procedure, so the first surgical step is bound to occur here,
that is, P(S1) � 1.

+erefore, the probability of intestinal injury risk P(R1)

caused by the first surgical procedure can be represented as
follows:

P R1(  � P R1 S1
 P S1(  � P R1 S1

 . (2)
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+e probability of bile duct injury risk P(R2) caused by
multiple surgical procedures S2, S3, and S4 can be repre-
sented as follows:

P R2(  � P R2 S2
 P S2(  + P R2 S3

 P S2 S2
 P S2( +

P R2 S4
 P S4 S3

 P S3 S2
 P S2( 

� 1 − P D2( ( P D1(  + 1 − P D3( ( P D2( P D1( +

1 − P D4( ( P D3( P D2( P D1( 

� P D1(  1 − P D2( P D3( P D4( ( .

(3)

Moreover, the probability of incision tear risk P(R3) can
be represented as follows:

P R3(  � P R3 S5
 P S5( 

� P R3 S5
 P D4( P D3( P D2( P D1( .

(4)

According to the DAG of LC, three risks can lead to the
risk of infection R4 and the risk of massive hemorrhage R5.
However, this conditional probability cannot be calculated
by statistics. It can only be quantitatively judged based on the
experience accumulated by doctors in completed cases. In
order to get this judgement value, two sets of comparison
matrices are given by doctors who are allowed to score 1–9.
+e numbers 3, 5, 7, and 9 correspond to the verbal
judgments “moderately more dominant,” “strongly more
dominant,” “very strongly more dominant,” and “extremely
more dominant” (with 2, 4, 6, and 8 for compromise be-
tween the previous values). We are permitted to interpolate
values between the integers, if desired, or use numbers from
an actual ratio scale of measurement. +is scale is mathe-
matically derived from stimulus-response theory and has
been extended through the use of structuring and decom-
position to assume arbitrarily large values as necessary.
Firstly, for risk R4, we use pairwise comparison to research
which risk R1, R2, R3 is more likely to cause R4. After en-
tering scores given by doctors into matrix, the contribution
ratio of three kinds of risk R1, R2, R3 to R4 is obtained by
calculating the eigenvector, and the contribution ratio of
R1, R2, R3 can be represented as w1, w2, w3:

(5)

By the same token, the contribution ratio of R1, R2, R3 to
R5 can be represented as w4, w5, w6:

(6)

In addition, by comparing the risk of massive bleeding
and the risk of infection leading to death, the weight of risk
R4, R5 can be obtained, which can be represented by C0, C1:

(7)

+en, the final weight C2, C3, C4 of R1, R2, R3 can be
obtained by the following formula:

C2 � C0w1 + C1w4, (8)

C3 � C0w2 + C1w5, (9)

C4 � C0w3 + C1w6. (10)

Based on the above formula, we can use
P(D1), P(D2), P(D3), P(D4), P(D5) to express the proba-
bility of death. According to the following formula, we

Table 1: List of symbol notations and description.

Symbols Descriptions
S1 Trocar puncture (into the abdomen) happened
S2 Separation of adhesion happened
S3 Anatomy of bile triangle happened
S4 Dissection of gallbladder bed happened
S5 Removal and suture of gallbladder happened

D1
Trocar puncture (into the abdomen) has done

successfully
D2 Separation of adhesion has done successfully
D3 Anatomy of bile triangle has done successfully
D4 Dissection of gallbladder bed has done successfully

D5
Removal and suture of gallbladder has done

successfully
R1 Intestinal injury
R2 Bile duct injury
R3 Vascular injury
R4 Infection
R5 Massive hemorrhage
R6 Death
W1, W2, W3 Contribution ratio of R1, R2, R3 to R4
W4, W5, W6 Contribution ratio of R1, R2, R3 to R5

R1 R2 R3

R4 R5

R6

Strict chain

S1 S2 S3 S4 S5

Figure 1: Bayesian network under a strict chain.
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analyze the relations between each surgery step and death
risk:

P R6(  � C0P R4(  + C1P R5(  � C2P R1( 

+ C3P R2(  + C4P R3( 

� C2 1 − P D1( (  + C3P D1(  1 − P D2( P D3( P D4( ( 

+ C4 1 − P D5( ( P D4( P D3( P D2( P D1( 

� C2 + C3 − C2( P D1(  + C4 − C3( P D1( P

· D2( P D3( P D4( 

− C4P D1( P D2( P D3( P D4( P D5( .

(11)

5. Application: Validating Our BN_SC Model

To further illustrate the calculation process of proposed
method, we implement the BN_SC model to a hospital in
Sichuan Province of China. According to the existing lap-
aroscopic cholecystectomy records of surgical cases, the
hospital counted 1166 cases in the past year. +e statistical
results demonstrate the success ratios of trocar puncture,
separation of adhesion, anatomy of bile triangle, dissection
of gallbladder bed, and removal and suture of gallbladder
were 0.990, 0.970, 0.873, 0.830, and 0.821. +e probability of
intestinal injury is 0.010 according to formula (2), and the
probability of bile duct injury and vascular injury is 0.294
and 0.125 according to formula (3).

In addition, information about death, infection, and
massive bleeding involves the privacy of patients, so doctors
can only judge the relationship between them based on
experience instead of providing specific values. According to
the method given in Section 3, we asked the attending
physician of laparoscopic cholecystectomy operation to give
the subjective evaluation as follows:

+ree surgical risk comparison matrices for infection are
described as follows:

(12)

By finding the eigenvector of the matrix, the weight is
obtained:

w1 � 0.09

w2 � 0.64

w3 � 0.27

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (13)

+ree surgical risk comparison matrices for massive
hemorrhage are described as follows:

(14)

By finding the eigenvector of the matrix, the weight is
obtained:

w4 � 0.19

w5 � 0.08

w6 � 0.73

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (15)

+e surgical risk comparison matrices for death are
described as follows:

(16)

By finding the eigenvector of the matrix, the weight is
obtained:

C0 � 0.333,

C1 � 0.666.
(17)

We can obtain C2, C3, C4 by formulas (8)–(10):

C2 � 0.157,

C3 � 0.267,

C4 � 0.576.

(18)

According to the analysis, the death risk of laparoscopic
cholecystectomy surgery in a hospital in Sichuan can be
obtained as follows:

P R6(  � C0P R4(  + C1P R5(  � C2P R1(  + C3P R2(  + C4P R3( 

� C2 + C3 − C2( P D1(  + C4 − C3( P D1( P

· D2( P D3( P D4( 

− C4P D1( P D2( P D3( P D4( P D5( 

� 0.157 × 0.010 + 0.267 × 0.294 + 0.576 × 0.125

� 0.152.

(19)

+e BN_SC model is more effective than the traditional
Bayesian model in reducing the computations of the particular
conditional probabilities, because some of the conditional
probabilities can be replaced by the probabilities of ex-step.

Sensitivity analysis for the quantitative relationships
between the success rates of each laparoscopic cholecys-
tectomy surgery step and the probability of death are as
follows from Figure 2 to Figure 11:

P R6(  � 0.157 − 0.005P D1( ,

P R6(  � 0.266 − 0.117P D2( ,

P R6(  � 0.266 − 0.130P D3( ,

P R6(  � 0.266 − 0.137P D4( ,

P R6(  � 0.215 − 0.077P D5( .

(20)

+rough the above experimental results, it can be ob-
served that the most effective way to reduce the risk of death
is to improve the success rate of dissection of gallbladder,
and the second is to improve the success rate of anatomical

4 Complexity



0

0.1

0.2

0.3

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

D1 – D2

D1 – P(R6)
D2 – P(R6)

Figure 2: Sensitivity analysis of D1 − D2.

0

0.1

0.2

0.3

1 2 3 4 5 6 7 8 9 10

D1 – D3

D1 – P(R6)
D3 – P(R6)

Figure 3: Sensitivity analysis of D1 − D3.

0

0.1

0.2

0.3

1 2 3 4 5 6 7 8 9 10

D1 – D4

D1 – P(R6)
D4 – P(R6)

Figure 4: Sensitivity analysis of D1 − D4.

0

0.1

0.2

0.3

1 2 3 4 5 6 7 8 9 10

D1 – D5

D1 – P(R6)
D5 – P(R6)

Figure 5: Sensitivity analysis of D1 − D5.

Complexity 5



0

0.1

0.2

0.3

1 2 3 4 5 6 7 8 9 10

D2 – D3

D2 – P(R6)
D3 – P(R6)

Figure 6: Sensitivity analysis of D2 − D3.

0

0.1

0.2

0.3

1 2 3 4 5 6 7 8 9 10

D2 – D4

D2 – P(R6)
D4 – P(R6)

Figure 7: Sensitivity analysis of D2 − D4.

0

0.1

0.2

0.3

1 2 3 4 5 6 7 8 9 10

D2 – D5

D2 – P(R6)
D5 – P(R6)

Figure 8: Sensitivity analysis of D2 − D5.

0

0.1

0.2

0.3

1 2 3 4 5 6 7 8 9 10

D3 – D4

D3 – P(R6)
D4 – P(R6)

Figure 9: Sensitivity analysis of D3 − D4.

6 Complexity



bile triangle. In addition, the least efficient way to reduce the risk
of death is to improve the success rate of trocar puncture surgery.
+ese conclusions have certain guiding significance for the
improvement of laparoscopic surgery of a hospital in Sichuan.

6. Conclusion

As a crucial factor of running smart city, risk flow man-
agement need to calculate accurately. Our BN_SC model
modeled a special situation for risks flow in Bayesian net,
which logical inference has to follow a strict chain. +is is to
describe surge process especially LC in this paper. +e
BN_SC computed the probabilities of risks in LC by
Bayesian inference follow the particular process. Our model
is a special Bayesianmodel for the specific system, limiting to
the structure of the process, but can reduce computations in
the suitable situations by the formula we presented.

+e application of the BN_SC has proved its rationality and
practicality. +e method also has a way to combine the
judgments and data of several hospitals to representative group
judgments to deal with the weights of risks. Our model can be
applied in other probabilities inference problems that have a
strict chain to follow; for example, stock prices follow a timeline
or story events follow a plotline.
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tative risk assessment of emissions from external floating roof
tanks during normal operation and in case of damages using
Bayesian Networks,” Reliability Engineering & System Safety,
vol. 197, p. 106826, 2020.

[21] A. Bhattacharjee, “Bayesian competing risks analysis without
data stratification,” Clinical Epidemiology and Global Health,
vol. 8, no. 1, pp. 265–270, 2020.

[22] F. Sanchez, E. Bonjour, J.-P. Micaelli, and D. Monticolo, “An
approach based on bayesian network for improving project
management maturity: an application to reduce cost overrun
risks in engineering projects,” Computers in Industry, vol. 119,
p. 103227, 2020.

[23] K. Masmoudi, L. Abid, and A. Masmoudi, “Credit risk
modeling using Bayesian network with a latent variable,”
Expert Systems with Applications, vol. 127, no. 8, pp. 157–166,
2019.

[24] S. Punyamurthula and F. Badurdeen, “Assessing production
line risk using bayesian Belief networks and system dynam-
ics,” Procedia Manufacturing, vol. 26, no. 8, pp. 76–86, 2018.

[25] J. H. Lee, S. Kim, I. Lee et al., “A risk prediction model for
medical treatment failure in tubal pregnancy,” European
Journal of Obstetrics & Gynecology and Reproductive Biology,
vol. 225, pp. 148–154, 2018.

[26] S. Stonelake, P. +omson, and N. Suggett, “Outcomes fol-
lowing emergency laparotomy: a comparison of predicted
possum morbidity with the Clavien-Dindo classification of
surgical complications,” International Journal of Surgery,
vol. 11, no. 8, p. 717, 2013.

8 Complexity



Research Article
Research on Sentiment Tendency and Evolution of Public
Opinions in Social Networks of Smart City

Yanni Liu,1 Dongsheng Liu ,2 and Yuwei Chen3

1School of Statistics and Mathematics, Zhejiang Gongshang University, Hangzhou 310018, China
2School of Computer and Information Engineering, Zhejiang Gongshang University, Hangzhou 310018, China
3Beijing Yunzhenxin Technology Co., Ltd., Hangzhou 310012, China

Correspondence should be addressed to Dongsheng Liu; lds1118@zjgsu.edu.cn

Received 29 March 2020; Revised 27 April 2020; Accepted 5 May 2020; Published 4 June 2020

Guest Editor: Zhihan Lv

Copyright © 2020 Yanni Liu et al. +is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

With the rapid development of mobile Internet, the social network has become an important platform for users to receive,
release, and disseminate information. In order to get more valuable information and implement effective supervision on public
opinions, it is necessary to study the public opinions, sentiment tendency, and the evolution of the hot events in social networks
of a smart city. In view of social networks’ characteristics such as short text, rich topics, diverse sentiments, and timeliness, this
paper conducts text modeling with words co-occurrence based on the topic model. Besides, the sentiment computing and the
time factor are incorporated to construct the dynamic topic-sentiment mixture model (TSTS). +en, four hot events were
randomly selected from the microblog as datasets to evaluate the TSTS model in terms of topic feature extraction, sentiment
analysis, and time change. +e results show that the TSTS model is better than the traditional models in topic extraction and
sentiment analysis. Meanwhile, by fitting the time curve of hot events, the change rules of comments in the social network
is obtained.

1. Introduction

With the wide application of the Internet technology, the
Internet has gradually transformed to the dynamic platform
for information sharing and interactive communication.+e
43rd statistical report indicated that China had 854 million
Internet users, and 99.1 percent of them access the Internet
via mobile phones [1]. Social networks of a smart city have
become the mainstream platform for information exchange
and opinion expression. +e users are not only the receivers
of information, but also the creators to publish text com-
ments in social networks. +e hot events of public opinion
refer that personal opinions are released on upcoming or
already happened events by online communication tools and
network platforms [2]. +e spread of public opinion will
snowball and expand by social networks, and emergent
events may develop in an uncontrollable direction. Chain
events caused by inadequate supervision on social networks
can bring about the bad influence, and the frequency and

harmfulness have shown an obvious rising trend in recent
years [3].

Previous research has been studied from the qualitative
aspects, such as the evolution mechanism of public opinion,
information element classification, and influence judgment.
However, the above research cannot meet the needs of
online public opinion supervision, and the monitoring and
management of hot events in social networks of a smart city
need to implement quantitative judgment. For public
opinion monitoring andmanagement, Steyvers and Griffiths
[4] proposed a topic model for public opinion detection in
the social network. Yeh et al. [5] proposed a conceptually
dynamic latent Dirichlet allocation (CD-LDA) model for
topic content detection and tracking. +e studies on
probabilistic topic models for extracting hot topics from
long texts have achieved good results [6], but these models
are not suited to extract hot topics from short texts, such as
Twitter and Facebook [7]. Kim et al. [8] introduced the
sentiment scoring based on topics through the n-gram LDA
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topic modeling technology and investigated the topic reports
and sentiment dynamics in news about Ebola virus. Subeno
et al. [9] proposed a collapsed Gibbs sampling method based
on the latent Dirichlet allocation (LDA) model widely used
on Spark. Park et al. [10] used partially collapsed Gibbs
sampling for latent Dirichlet allocation and proposed a
reasoning LDAmethod, which effectively obtained unbiased
estimation under flexible modeling of heterogeneous text
corpus by partially collapsed and Dirichlet mixed
processing.

However, there are still some problems in the detection
of public opinion for events in social networks of a smart
city. Firstly, the detection and analysis of public opinions for
hot events in social networks mostly remain in the quali-
tative analysis or empirical research, lacking quantitative
research. Secondly, there is a lack of public opinion analysis
method combining with the characteristics of the microblog
in social networks. +irdly, for the sentiment analysis of
public opinion events, most research adopts the two-stage
method. +at is to detect the event firstly and then conduct
sentiment analysis and judgment, which is likely to lead to
the separation between the event and sentiment. Fourthly,
the dissemination for public opinions of hot events is time
sensitive, so it is necessary to involve the time factor in
comment text analysis. +us, this paper proposes a mixed
model with dynamic topic-sentiment (TSTS) for short texts
in the social network, which comprehensively incorporates
the topics, sentiment, and time factor of events to detect the
public opinion. By quantitative analysis of real experiment
data, the model can not only show the quantitative evolution
trend of public opinion, but also provide the propagation
rule of sudden events.

+e main contributions of this paper are reflected in two
aspects. Firstly, the TSTSmodel is proposed by extending the
topic model, which can not only extract both topic and
sentiment polarity words, but also integrate the time factor
to realize dynamic analysis of short texts. Secondly, this
paper studies the detection and evolution analysis of Internet
public opinion by the dynamic topic-sentiment model. +e
real datasets are used to conduct experimental analysis of the
proposed model, which can reflect the evolution trend of
public opinion diffusion.

2. Related Research

2.1. Research on Relevant Topic Models. +e traditional
opinion mining is to analyze the sentiment orientations
based on the level of document and sentence.+e traditional
topic model was mainly used to compare the similarity
among articles by comparing the number of repeated words
in different articles. Blei et al. [11] proposed the latent
Dirichlet allocation (LDA) topic model to mine the hidden
semantics of the text. LDA is a three-layer Bayesian model
involving the document, topic, and word. +e document is
composed of a mixed distribution of topics, and each topic
follows a polynomial distribution. And, Dirichlet distribu-
tion is introduced as the prior information of the polynomial
distribution.+e schematic diagram of the LDA topic model
is shown in Figure 1.

2.1.1. Research on Topic Model of Short Text. For most topic
models, the topic is the word that appears in the document
and has some connection. In previous studies, the topic
model of short texts was expanded by introducing relevant
background or author information, which weakened the
topic and produced meaningless word contributions.
Similarly, if co-occurrence words are extended to the whole
corpus in the experiment, the occurrence frequency of each
word will be greatly increased, and the connection between
words will be closer. +en, the modeling on documents will
be easier. Based on the above hypotheses, Cheng et al. [12]
proposed the biterm topic model (BTM), which is another
way to explain the relationship between words, and text
modeling of documents can be conducted based on the
word co-occurrence model of the whole corpus. Rashid
et al. [13] proposed the fuzzy topic modeling (FTM) for
short texts from the fuzzy perspective to solve the sparsity
problem. Based on BTM, Lu et al. [14] introduced the RIBS-
Bigrams model by learning the usage relationship, which
showed topics with two-letter groups. Zhu et al. [15]
proposed a joint model based on the latent
Dirichlet allocation (LDA) and BTM, which not only al-
leviates the sparsity of the BTM algorithm in processing
short texts, but also preserves topic information of the
document through the extended LDA.

2.1.2. Research on Mixed Model Integrating Topic Sentiment.
To evaluate the sentiment tendency of documents, the joint
sentiment topic (JST)model added the sentiment layer based
on the LDA model, forming a four-layer Bayesian network
[16]. In this structure, the sentiment polarity label is related
to the document, and the word generation is also influenced
by both topic and sentiment. In the traditional LDA model,
the generation of the document and words is determined by
the topic. But in the JSTmodel, the word of the document is
determined by the topic and the sentiment. Amplayo et al.
[17] proposed the aspect and sentiment unification model
(ASUM) with sentiment level. +e difference between JST
and ASUM is that words in a sentence come from different
topics in the JSTmodel, while all words of a sentence belong
to one topic in the ASUM model.
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Figure 1: Schematic diagram of the LDA model.
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2.1.3. Research on Topic Model with Time Factor. Yao et al.
[18] revealed the semantic change process of words by
correlating the time factor with Wikipedia text knowledge.
In terms of event evolution, the associative topic model
(ATM) is proposed [19], and the recognized cluster is
represented as the word distribution of the cluster with the
corresponding event. In addition, Topic Over Time (TOT)
was proposed to integrate the time factor into the LDA
model [20]. In the TOT model, word co-occurrence can
affect the discovery of subject words, and time information
can also affect the extraction of topic words. Unlike other
models, each topic is subject to a continuous distribution of
time and not rely onMarkov models to discretize time in the
TOT model. For each document generation, the mixed
distribution of topics is determined by word co-occurrence
and timestamp [21], which allows the TOT model to
maintain independence in the time dimension and can
predict the time for the document without any time
information.

2.2. Gibbs Sampling. +e derivation of the experimental
model in the paper is a variant form of the Markov Chain, so
theMarkov ChainMonte Carlo (MCMC)method is used for
sampling in the experiment. Gibbs sampling, as one of the
MCMC methods, has been widely used in prior research.
Gibbs sampling is used to obtain a set of observations that
approximate a specified multidimensional probability dis-
tribution, such as the probability distribution of two random
variables.

+e Gibbs sampling method used for the latent
Dirichlet allocation (LDA) model can significantly improve
the speed of the real-text corpus [22]. Papanikolaou et al.
[23] estimated latent Dirichlet allocation (LDA) parameters
from Gibbs sampling by using all conditional distributions
of potential variable assignments to effectively average
multiple samples. Zhou et al. [24] proposed two kinds of
Gibbs sampling inference methods, such as Sparse BTM and
ESparse BTM, to achieve BTM by weighing space and time.
Bhuyan [25] proposed the correlation random effect model
based on potential variables and an algorithm to estimate
correlation parameters based on Gibbs sampling.

3. Model Constructing

3.1. Topic-SentimentMixtureModel with Time Factor (TSTS).
Based on prior research, this paper mainly improves the
topic model from three aspects. Firstly, the sparse matrix
caused by short texts in the social network is solved. Sec-
ondly, the topic and sentiment distribution of the same word
pair are controlled.+irdly, the problem of text homogeneity
is solved by incorporating the time factor into the topic
model. +erefore, the TSTS model proposed in this paper is
used to constrain the word pairs in the same document,
which greatly reduces the complexity of time and space and
makes up for the sparse matrix of short texts to some extent.
Moreover, the sentiment layer is integrated into TSTS by
extending the hypotheses of ASUM and restrains word pairs
generated by constraining sentences to follow the same

topic-sentiment distribution. Finally, the TSTS model in-
corporating the time factor does not rely on the Markov
model to discretize time, and each topic is subject to the
continuous temporal distribution. For each document
generation, the mixed distribution of topics is determined by
the words co-occurrence and timestamps. TSTS model is
shown in Figure 2.

+e TSTS model simulates the generating process of
online comments. Generally, the online comments from
users can be regarded as a document, which is short, pithy,
and highly emotional. +e word co-occurrence from BTM is
the most effective solution for the short-text topic model. In
addition, the TSTS model with the time layer can contin-
uously sample users’ evaluation of hot events, as well as the
dynamic changes of users’ sentiment. +erefore, the hy-
potheses of the TSTS model are proposed as follows:

(i) +e probability distribution of the time factor is not
directly equal to the joint distribution of the topic
and sentiment

(ii) +e topic-sentiment distribution of each document
is independent [26]

(iii) Similar topics of different sentiment polarity are not
automatically categorized [27]

Combined with the probability graph of Bayesian’s
network, the TSTS model proposed in the paper has four
characteristics. First, a word pair is used to replace a single
word to carry out the sampling model. Second, each
timestamp is related by topic and sentiment. +ird, the
extraction of thematic characteristic and sentiment words is
for the whole corpus. Fourth, in the derivation process of the
TSTS model, it is not necessary to correspond between
thematic feature and affective polarity words.+at is because
every topic and sentiment have the corresponding poly-
nomial word pair distribution. In addition, the text mod-
eling process of the TSTS model also follows the assumption
that there is a connection between the sentimental polarity
words of the topic features, which also changes with the time
factor. So, the documents used to train the model must have
a specific timestamp, such as the publishing time of the
microblog.

3.2. Generation of a Text in TSTSModel. In the TSTS model,
we assumed that a corpus is composed of several texts. For
instance, a microblog is a text containing two dimensions of
topic and sentiment. Considering the effectiveness of public
opinions and related parameters of the microblog text, word
distribution is determined by the topic, sentiment, and time.
So, TSTS is an unsupervised topic-sentiment mixed model.
+e generation process of the document is as follows:

(1) Extract a polynomial distribution θd on a topic from
the Dirichlet prior distribution α, that is,
θd ∼ Dir(α)

(2) Extract a polynomial distribution ψz,l at some point
from the Dirichlet prior distribution μ, that is,
ψz,l ∼ Dir(μ)
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(3) Extract a polynomial distribution πz in a sentiment
from the Dirichlet prior distribution c, that is,
πz ∼ Dir(c)

(4) For each document d and for each pair of words in
the article b � (wi1, wi2), b ∈ B,

(a) Choose a topic zi ∼ θdzi ∼ θd

(b) Choose an emotional label li ∼ πzi

(c) Choose a pair of words bi ∼ φzi,li
(d) Choose a timestamp ti ∼ ψzi,li

As shown in Figure 2, word pairs in a document may
belong to different timestamps in the text generation process of
the TSTS topic model. In theory, all the content of an article
such as words and topics should belong to the same timestamp.
Also, the introduction of the time factor into the topic model
will affect the topic homogeneity of an article. However, the
default time factor of the TSTS model in the topic model will
not affect the homogeneity of the text. So, it is assumed that the
time factor in the paper has no weight. Based on the TOTand
the group topic (GT) model, the superparameter μ is intro-
duced into TSTS to balance the interaction of time and words
in document generation. +e parameters’ explanation of the
TSTS model is shown in Table 1.

3.3. Model Deduction. According to the Bayesian network
structure diagram of the TSTS model, the polynomial dis-
tribution θ of the topic, the distribution π of sentiment with
the topic, the correlation distribution φ of word pairs with
<topic, sentiment>, and the correlation distribution ψ of
time with <topic, sentiment> can be calculated according to
the superparameters α, β, c, and μ. +en, Gibbs sampling is
done that can ensure the convergence of the TSTS model
under enough iteration times. And, each word in the doc-
ument is assigned the topic and sentiment that are most
suitable for the facts.

According to the principle of Bayesian independence,
the joint probability of word pair, topic, sentimental polarity,
and timestamp is given as follows:

p(b, t, l, z | α, β, c, μ) � p(b | l, z, β) · p(t | l, z, μ)

· p(l | z, c) · p(z | α),
(1)

where the parameters are independent such as word pairs b
and parameters α, c, and μ, timestamps t and parameters
α, c, and β, sentiment polarity l and parameters α, μ, and β,
and topic words z and parameters β, c, and μ. +erefore, the
joint distribution in the equation can be obtained by cal-
culating the four parts on the right side of the equation.

Given the sentiment polarity label of specific topic
features, the distribution of b can be regarded as a poly-
nomial distribution. Based on the premise of topic words zi

and li, bi is generated by N times with the probability
p(b | l, z) at each time. Given that word pairs are inde-
pendent of each other, we can obtain

p(b | l, z, β) � 

N

i�1
p bi zi, li

  � 

N

i

β · bi. (2)

Superparameters are the representation parameters of
the framework in the machine learning model [28], such as
the number of classes in the clustering method or the
number of topics in the topic model. In the Bayesian net-
work, the distribution and density function of θ are denoted
as H(θ) and h(θ), respectively. +ey are regarded as the
prior distribution function and the prior density function,
respectively, which are collectively referred to as the prior
distribution. If the distribution of θ is obtained after sam-
pling, it is called the posterior distribution. Based on the
conjugate property of Dirichlet∼multinomial, when the

t
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Figure 2: TSTS model.

Table 1: Explanation of parameters.

D Number of documents
V Vocabulary size
T Number of topics
S Number of sentiment polarity
H Number of timestamps
M Number of word pairs
B Set of word pairs
B Word pairs, b � (wi1, wi2)

W Word
T Time
Z Topic
L Sentiment polarity label
Θ [θd]: polynomial distribution of topics
Φ [φz,l]：T × S × V matrix, word pairs’ distribution
Π [πz]：T × S matrix, sentiment distribution
Ψ [ψz,l]: T × S × H matrix, time distribution
α Dirichlet prior parameters of Θ
c Dirichlet prior parameters of π
β Asymmetric Dirichlet prior parameters of Φ
μ Dirichlet prior parameters of ψ
nd +e number of word pairs in document d
nd,j +e number of word pairs for topic j in document d
nj +e number of word pairs for topic j

nj,k

+e number of word pairs assigned as topic j and sentiment
polarity k

ni,j,k

+e number of word pair bi is assigned to the topic j and
sentiment polarity k

nj,k,h

+e number of word pair bi is assigned to the topic j and
sentiment polarity k when timestamp is h

n− p +e number of word pairs in the current document except
for the p position
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parameters in the population distribution conform to the
distribution law of polynomial (Multinomial), the conjugate
prior distribution conforms to the following distribution:

Dir(θ | α) + Mult(δ) � Dir(θ | α + δ). (3)

For the general text model, the discretized Dirichlet
distribution and multinational distribution are as follows:

Dir(b | β) �
Γ 

T
j�1 β 


T
j�1 Γ(β)



T

j�1
nj, (4)

Mult(n | b, N) �
N

n
  

T

j�1
nj, (5)

where i, j, k, and h represent the iteration times of word
pairs, topic, sentiment, and timestamp in the modeling
process, respectively. Since the distribution of p(b | l, z, β)

follows the Dirichlet distribution, this paper introduces φ for
p(b | l, z, β). It can be obtained by integrating φ:

p(b | l, z, β) �  p(b | l, z,φ) · p(φ | β)dφ

�
Γ(Vβ)

Γ(β)V
 

T·S


j


k

iΓ ni,j,k + β 

Γ nj,k + Vβ 
.

(6)

To estimate the posterior parameters φ in the formula,
we can combine with the Bayes formula and the conjugate
property of Dirichlet∼multinomial. +e distribution of the
posterior parameters can be obtained as follows:

p((φ | l, z, β))∝Dir φ ni,j,k + β
 . (7)

Given that the expectation of the Dirichlet distribution is
E(Dir(ε)) � εi/iεi, so the calculated parameters are esti-
mated by the known posterior parameter distribution ex-
pectation. +e estimated results are shown in equation (7).
Similarly, for p(t | l, z, μ), ψ is introduced. By integrating ψ, it
can be obtained as follows:

p(t | l, z, μ) �
Γ(Hμ)

Γ(μ)H
 

T·S


j


k

hΓ nj,k,h + μ 

Γ nj,k + Hμ 
. (8)

For p(l | z, c), π is introduced. By integrating π, it can be
obtained as follows:

p(l | z, c) �
Γ kck( 

kΓ ck( 
 

T


j

kΓ nj,k + ck 

Γ nj + kαk 
. (9)

For p(z | α), θ is introduced. By integrating θ, it can be
obtained as follows:

p(z | α) �
Γ jαj 

jΓ αj 
⎛⎝ ⎞⎠

D


d

jΓ nd,j + αj 

Γ nd + jαj 
. (10)

+e TSTS model can estimate the posterior distribution
after estimated values z and s have been obtained by sam-
pling calculations. +en, the calculated equations (2)–(6) are

brought into equation (1). Combining with the nature of
Gamma function, the conditional distribution probability in
Gibbs sampling can be obtained:

p sp � k, zp � j b, t, l− p
 , z− p

, α, β, c, μ 

∝
n

−p

d,j + αj

n
−p

d + jαj

·
n

−p

wp,j,k + β

n
−p

j,k + Vβ
·

n
−p

j,k + ck

n
−p
j + kck

·
n

−p

j,k,tp
+ μ

n
−p

j,k + Hμ
.

(11)

In order to simplify equation (6), the superparameter μ �

1/nd is introduced. When the superparameters α, β, μ, and c

are given, the set B of the word pair, the corresponding topic
z, and sentiment label l can be used to infer the parameters
φ, θ, π, and ψ based on Bayes’ rule and Dirichlet conjugate
properties:

φj,k,i �
ni,j,k + β
nj,k + Vβ

,

θd,j �
nd,j + αj

nd + jαj

,

πj,k �
nj,k + ck

nj + kck

,

ψj,k,h �
nj,k,h + μ
nj,k + Hμ

.

(12)

4. Experiment Analysis

4.1. Data Collection. In order to verify the TSTS model
proposed in this paper, the four hot events are randomly
selected from the trending searches of Sina Weibo in 2019.
And, the comments of four events are regarded as the ex-
perimental datasets. +e four datasets selected are “Military
parade in National Day,” “+e assault on a doctor,” “Hong
Kong’s event,” and “Garbage sorting in Shanghai.” +e
comments are extracted from the Sina social network
platform. In the original datasets, there are some mean-
ingless words in the microblog text, such as stop words,
interjections in tone, punctuation marks, and numeric ex-
pressions. Before text modeling, the word segmentation
package in Python is used to process the experimental initial
dataset. In addition, considering that comments on social
networks are relatively new, the fashionable expressions in
the social network are collected and added to the customized
dictionary. So, these emerging words can be identified as far
as possible and replaced with normal expressions. In ad-
dition, there are some useless words in the text, such as URL
links and numbers, which can be filtered by regular ex-
pressions. Finally, a total of 14288 experimental data in four
events are obtained. +e description of four datasets is
shown in Table 2.

4.2. Sentiment Dictionary. +e words or phrases in the
sentiment dictionary have obvious sentiment tendency,
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which can be divided into positive and negative words. +e
sentiment dictionary in this paper has two major roles. On
the one hand, we can identify sentiment polarity words and
distinguish topic features and sentiment words. On the other
hand, combining with sentiment prior information to make
the model more accurate in judging the sentiment polarity of
the text. Given that sentiment polarity words can reflect
users’ sentiment tendency, it is of great significance to an-
alyze the sentiment orientation of the text.

At present, there are two major Chinese sentiment dic-
tionaries: NTU and HowNet. +e former dictionary contains
2812 positive words and 8276 negative words. +e latter
contains about 5,000 positive words and 5,000 negative words.
Based on HowNet and the classification of sentiment polarity
[29, 30], this paper constitutes the sentiment dictionary of the
TSTS model evaluation experiment, as shown in Table 3.

4.3. Parameter Setting. In this paper, the Gibbs algorithm is
used to sample the TSTS model and estimate four posterior
parameters. According to the parameter setting in the tra-
ditional topic model, the superparameters are set as follows.
First, the superparameter α is set as 50/K, and K is the
number of topics extracted. Second, β is set as 0.01. +ird, c
is set as (0.05 × AVE)/S. AVE stands for the average length
of articles, that is, the average number of words in the
microblog in this experiment, and S stands for the total
number of polar tags. Finally, μ is set as 1/nd.

4.4. Evaluation Indicator. For the extraction of topic fea-
tures, perplexity is used as an evaluation indicator to
measure the predictive power of unknown data in the
process of model modeling. Also, the lower perplexity means
better efficiency. +e calculation formula of the perplexity is
as follows:

perplexity � P Dt |M(  � exp −


Dt

d�1 logP b
t

d |M 


Dt

d�1
N

t

d

⎧⎪⎪⎨

⎪⎪⎩

⎫⎪⎪⎬

⎪⎪⎭
,

(13)

where Dt � b
t

d 
Dt

d�1
represents an unknown dataset with the

timestamp t.

P b
t

d |M  � 

N
t

d

n�1


L

l�1


T

t�1
P bd,n | l, z P(z | l)P(l), (14)

where b
t

d represents the vector set of word pairs in text d, N
t

d

represents the number of word pairs in b
t

d, and P(b
t

d |M)

represents the direct possibility of training corpus, and the
formula is as follows:

P b
t

d |M  � 
V

i�1


l

l�1


T

z�1
φl,z,i · θd,l,z · πd,l)

N
t

d,i .⎛⎝ (15)

For sentiment segmentation, the sentiment judgment
from the perspective of the document is used as the eval-
uation index, which is based on the sentim ent polarity label
in the sentiment dictionary. For the documents in this
experiment, the positive and negative sentiment of a doc-
ument can be judged. +is paper adopts the consistency test
method to mark the sentiment labels [31].

5. Results

5.1. Extraction of Topics. +e primary task of the TSTS
model is to extract topic features. As an extension of the
topic-sentiment mixed model, the assessment is to judge
whether the extracted topic features are reasonable and
accurate. Before extracting topic features from text mod-
eling, it is necessary to determine the number of topics to be
extracted and the iteration times of Gibbs sampling. For the
effective evaluation of topic discovery, the degree of per-
plexity is used as the measurement index in the paper. +e
lower the perplexity is, the better the fitting effect of the
model is. Taking dataset 1 as an example, the simulation
results are shown in Figure 3.

Based on the experimental results shown in Figure 3, the
number of topics was set 20 in the subsequent experiments.
In addition, we can calculate the perplexity of three models
with the change of the iterations. By comparing the ex-
perimental results of TSTS and LDA, it can be found that the
effect of TSTS is always better than LDA, and the degree of
perplexity decreases with the increase of iteration. +at
indicates that the topic discovery ability of TSTS gradually
improves, mainly because the TSTS model incorporates the
word pairs to alleviate the sparse matrix of LDA for short
texts. By comparing the experimental results of TSTS and
BTM, it can be found that TSTS was better than BTM when
the number of iterations increases. However, as the number

Table 2: Experiment datasets.

+e dataset (the number of comments)
Number of words in per

microblog Vocabulary size

Initial Pretreatment Initial Pretreatment
+e dataset 1 (3562) 134 102 9789 6319
+e dataset 2 (3527) 127 94 9736 6242
+e dataset 3 (3617) 131 100 9780 6301
+e dataset 4 (3582) 128 96 9742 6254
Average 130 98 9762 6279

Table 3: Classification of sentiment words.

Sentiment labels Happy Surprise Sad Angry
Vocabulary size 2467 276 3025 1897
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of iterations increased, the gap of both models became
smaller. +is is because the word pair of BTM is used for the
whole corpus. When the number of iterations is small, the
proportion of noise words is relatively large, resulting in
poor quality of topic words. In addition, the sentiment layer
is integrated into TSTS, and the error generated in the
sentiment estimation will affect the next iteration. Although
TSTS is worse than BTMwhen there are more iterations, the
effect of TSTS can still be balanced with BTM. +erefore,
during the extraction of topic features, the number of topics
and iterations can be set as 20 and 600.

5.2. Sentiment Polarity. +e information related to senti-
ment polarity is provided in accordance with the topic and
sentiment polarity of words. +e sentiment distribution of
topics extracted from the TSTS model is shown in Figure 4.
In addition, JST and ASUM are introduced as the com-
parison to measure the effect of sentiment recognition of the
TSTS model. Each document has a binary sentiment label,
such as positive or negative sentiment. Taking dataset 2 “+e
attack on the doctor” as an example, the result is shown in
Figure 4. +e number of topics is set to 5 at the beginning of
the experiment. With the refinement of granularity, the
performance of the TSTS model increases. Compared with
JSTand ASUM, the curve of the TSTS model changes greatly
considering the topic and sentiment relationship among
word pairs of the document. +e change curve of the JST
model shows a steady upward trend, and the identification
efficiency of ASUM is low. +at is because ASUM has strict
assumptions, and the increase in the number of topics will
cause the decentralization of topics and sentiments, which
has a great negative impact on the overall performance of the
model. +e overall effect of the TSTS model was slightly
better than JST and ASUM, but the effect decreased slightly
after the number of topics increased to 20.+is is because the

data collected in the dataset are limited, and the number of
topics has been set to discretize the word distribution. +us,
the judgment of sentiment polarity is affected.+e sentiment
label classification of documents is compared under different
topics, and the result of the TSTS model is better than JST
and ASUM.

With the increase of topics, the recognition performance
of the topic model has some fluctuations. But, the TSTS
model was always better than JST and ASUM. When the
number of obtained topics and iterations is set as 20 and 600,
the TSTS is the best model in topic detection. When the
number of topics in the four datasets was set as 20, the
accuracy of sentiment polarity judgment is shown in Table 4.

From Table 4, the TSTS model is better than JST and
ASUM in judging the sentiment polarity of documents. +is
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Figure 3: +e relationship of the perplexity with the number of (a) topics and (b) iterations.
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is because sentiment polarity depends on the performance of
topic discovery in the previous stage. In this experiment, the
effect of JST and ASUM was exactly opposite. +e difference
was caused by the length of the original document, which
also indirectly verified the effectiveness of the TSTS model.

From Figure 5, it can be seen that the proportion of
positive sentiment is significantly higher than the other
sentiments in the dataset “Military parade in National Day”
and the dataset “Garbage sorting in Shanghai,” which is
consistent with the sentiment tendency of users in the social
network. For the second dataset “+e assault on a doctor,”
the two kinds of negative sentiment polarities of topic #1 and

topic #2 were compared. Topic #1 is more likely to be sad
sentiment, while topic #2 is more likely to be angry senti-
ment. Topic #1 reflects the statement of the event, and topic
#2 represents the follow-up discussion of the event.

5.3. Topic and Sentiment Evolution. +e curves of topic
features extracted from four datasets through the TSTS
model are shown in Figure 6. Taking dataset 2 as an example,
the topic curve conforms to the evolution law of social and
abrupt events. +e two curves represent the trend of feature
words over time in topic #1 and topic #2. Topic #1 is the

Table 4: Accuracy of sentiment polarity judgment.

ASUM JST TSTS
+e dataset 1 0.4763 0.5427 0.6348
+e dataset 2 0.4617 0.5398 0.6599
+e dataset 3 0.4832 0.5461 0.6475
+e dataset 4 0.4841 0.5294 0.6522
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Figure 5: Sentiment distribution in four datasets. (a) Military parade in National Day. (b) +e assault on a doctor. (c) Hong Kong’s event.
(d) Garbage sorting in Shanghai.
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statement about the case itself. From the beginning of the
event, the amount of discussion about the event on the social
network rose sharply and then gradually declined. Topic #2

is a discussion on the development of the case, which has
caused the second hot discussion again. +e time is not
consistent when two curves reach the high peak. +e peak
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Figure 6: +e changing of topics in four datasets. (a) Military parade in National Day. (b) +e assault on a doctor. (c) Hong Kong’s event.
(d) Garbage sorting in Shanghai.
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Figure 7: Continued.
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value of topic #2 curve is lower than that of topic #1, which
reflects the discussion of the same event will fade over time.
Even if there is a new topic, discussion of a new topic is far
lower than the beginning of the event. Meanwhile, similar
results can be verified in other three datasets.

+e proportion of the sentiment polarity in the four
datasets is shown in Figure 7. Since the sentiment polarity
proportion is measured, the four sentiment polarities are
balanced distributed before the occurrence of the events.
After the event occurred, the polarity of positive and neg-
ative sentiment began to change toward the two extremes.
Among the four datasets, the positive sentiment was higher
than the negative sentiment in the first dataset “National Day
military parade event” and the fourth dataset “Shanghai
garbage classification event,” which also conforms to the
social sentiment of events. In addition, it can be found that
the difference among the four sentiment labels is large in the
initial stage, and the distribution of sentiment labels be-
comes stable in the later stage. It has proved that the second
report of social events does not cause the heat for the first
time. But, the sentiment tendency judgment in social net-
works will not decline sharply with the reduction of dis-
cussion, which can be proved in topic #2 of the second
dataset “+e assault on a doctor.” Given that the topic
features come from the background of a corpus and contain
a lot of noise words, the relative position of four curves is
closer in terms of sentiment polarity evolution. However,
there is still a gap between government feelings, which is
different from the average distribution of sentiment polarity
at the beginning of the event.

6. Discussion

From the perspective of theoretical significance, this paper
extends the LDA model to some extent. First, in view of the
sparse matrix caused by the short text, word pairs are in-
troduced to replace a single word for text generation
according to BTM. Based on the hypotheses of JST and

ASUM, the sentiment layer is introduced to form the
Bayesian network structure, and the word pair is limited to
the same sentiment polarity distribution. Second, in order to
realize dynamic analysis and text homogeneity, the time-
stamp and the corresponding superparameter are intro-
duced to alleviate the problem of the word order in the text
generation. +ird, this research combines behavioral ex-
periments, big data mining, mathematical modeling, and
imitating to promote the research expansion of new situa-
tions and new methods.

From the perspective of practical significance, this paper
is of great value in tracking and monitoring topics of public
opinion in social networks.+e online public opinions of hot
events can be monitored, which contributes to accurately
judge social events and make emergency decisions for
government or departments. In addition, this paper ana-
lyzed the evolution, response, and governance of public
opinion, which is conducive to understand the formation
mechanism and the collaborative evolution of public
opinion. Meanwhile, the use of public opinion information
can detect and screen information, prevent the spread of
rumor, and scientifically formulate the mechanism of uti-
lization to effectively reduce the loss risk.

7. Conclusions

In the context of the mobile social network, the number of
short texts is growing explosively. In order to extract in-
formation from massive short texts quickly and monitor
public opinions, the TSTS model is proposed in the study
based on LDA, BTM, JST, ASUM, and TOT. From the
experimental results, the TSTS model achieves good per-
formance. In terms of topic feature extraction, the degree of
perplexity of TSTS is always lower than LDA. Moreover,
although the degree of perplexity is slightly higher than BTM
with the increase of iteration times, it can maintain the
balance with BTM. In the sentiment analysis, the effect of
TSTS was significantly better than JST and ASUM. Finally,
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Figure 7:+e changing of sentiment in four datasets. (a) Military parade in National Day topic #1. (b) Military parade in National Day topic
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the TSTS model incorporating the time factor can determine
the change trend of the topic and sentiment.

+ere are still some shortcomings in this paper. Firstly,
for the extraction of topic feature words, the global topic
level can be added to the topic layer of the TSTS model to
filter the common topic words. Secondly, in sentiment
polarity judgment, the sentiment labels aremanually marked
based on prior knowledge. However, the sentiments are
extremely rich and changeable. In the future research, the
Bayesian network and entity theory can be used to judge
sentiment bias.

Data Availability

+e data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

+e authors declare that they have no conflicts of interest.

Acknowledgments

+is work was supported in part by the Project of National
Science and Technology Department (2018YFF0213102),
Public Projects of Zhejiang Province (LGF18G010003,
LGF19G010002, and LGF20G010002), Science and Technology
Project of Zhejiang Province (2020C01158), and First Class
Discipline of Zhejiang - A (Zhejiang Gongshang University -
Statistics).

References

[1] CNNIC, “Statistical report on internet development in
China,” CNNIC, Beijing, China, 2019, http://www.cac.gov.cn/
2019-08/30/c_1124938750.htm.

[2] M. Ingawale, A. Dutta, R. Roy, and P. Seetharaman, “Network
analysis of user generated content quality in wikipedia,”
Online Information Review, vol. 37, no. 4, pp. 602–619, 2013.

[3] Q. Gao, Y. Tian, and M. Tu, “Exploring factors influencing
Chinese user’s perceived credibility of health and safety in-
formation onWeibo,” Computers in Human Behavior, vol. 45,
pp. 21–31, 2015.

[4] M. Steyvers and T. Griffiths, “Probabilistic Topic Models,”
Handbook of Latent Semantic Analysis, Psychology Press,
vol. 427, no. 7, pp. 424–440, New York, NY, USA, 2007.

[5] J.-F. Yeh, Y.-S. Tan, and C.-H. Lee, “Topic detection and
tracking for conversational content by using conceptual dy-
namic latent Dirichlet allocation,” Neurocomputing, vol. 216,
pp. 310–318, 2016.

[6] X. Zhou and L. Chen, “Event detection over twitter social
media streams,”DeVLDB Journal, vol. 23, no. 3, pp. 381–400,
2014.

[7] Y. J. Du, Y. T. Yi, and X. Y. Li, “Extracting and tracking hot
topics of micro-blogs based on improved Latent
Dirichlet allocation,” Engineering Applications of Artificial
Intelligence, vol. 87, pp. 1–13, 2020.

[8] H. J. Kim, Y. K. Jeong, Y. Kim et al., “Topic-based content and
sentiment analysis of Ebola virus on twitter and in the news,”
Journal of Information Science, vol. 42, no. 6, pp. 763–781,
2016.

[9] B. Subeno, R. Kusumaningrum, and F. Farikhin, “Optimi-
sation towards latent Dirichlet allocation: its topic number
and collapsed gibbs sampling inference process,” Interna-
tional Journal of Electrical and Computer Engineering (IJECE),
vol. 8, no. 5, pp. 3204–3213, 2018.

[10] H. Park, T. Park, and Y.-S. Lee, “Partially collapsed gibbs
sampling for latent Dirichlet allocation,” Expert Systems with
Applications, vol. 131, pp. 208–218, 2019.

[11] D. M. Blei, A. Y. Ng, and M. I. Jordan, “Latent
Dirichlet allocation,” Journal of Machine Learning Research,
vol. 3, pp. 993–1022, 2003.

[12] X. Cheng, X. Yan, Y. Lan, and J. Guo, “BTM: topic modeling
over short texts,” IEEE Transactions on Knowledge and Data
Engineering, vol. 26, no. 12, pp. 2928–2941, 2014.

[13] J. Rashid, S. M. A. Shah, and A. Irtaza, “Fuzzy topic modeling
approach for text mining over short text,” Information Pro-
cessing & Management, vol. 56, no. 6, pp. 1–19, 2019.

[14] H.-Y. Lu, N. Kang, Y. Li, Q.-Y. Zhan, J.-Y. Xie, and
C.-J. Wang, “Utilizing recurrent neural network for topic
discovery in short text scenarios,” Intelligent Data Analysis,
vol. 23, no. 2, pp. 259–277, 2019.

[15] L. Zhu, H. Xu, Y. Xu et al., “A joint model of extended LDA
and IBTM over streaming Chinese short texts,” Intelligent
Data Analysis, vol. 23, no. 3, pp. 681–699, 2019.

[16] M. Tang, J. Jin, Y. Liu et al., “Integrating topic, sentiment and
syntax for modeling online product reviews: a topic model
approach,” Journal of Computing and Information Science in
Engineering, vol. 19, no. 1, pp. 1–12, 2019.

[17] R. K. Amplayo, S. Lee, and M. Song, “Incorporating product
description to sentiment topic models for improved aspect-
based sentiment analysis,” Information Sciences, vol. 454-455,
pp. 200–215, 2018.

[18] L. Yao, Y. Zhang, B. Wei et al., “Concept over time: the
combination of probabilistic topic model with Wikipedia
knowledge,” Expert Systems with Applications, vol. 60,
pp. 27–38, 2016.

[19] S. Park, W. Lee, and I.-C. Moon, “Associative topic models
with numerical time series,” Information Processing &
Management, vol. 51, no. 5, pp. 737–755, 2015.

[20] P. Lorenz-Spreen, F. Wolf, J. Braun et al., “Tracking online
topics over time: understanding dynamic hashtag commu-
nities,” Computational Social Networks, vol. 5, no. 1, pp. 1–18,
2018.

[21] Y. He, C. Lin, W. Gao et al., “Dynamic joint sentiment-topic
model,” ACM Transactions on Intelligent Systems & Tech-
nology, vol. 5, no. 1, pp. 1–21, 2013.

[22] L. Kuo and T. Y. Yang, “An improved collapsed Gibbs
sampler for Dirichlet process mixing models,” Computational
Statistics & Data Analysis, vol. 50, no. 3, pp. 659–674, 2006.

[23] Y. Papanikolaou, J. R. Foulds, T. N. Rubin et al., “Dense
distributions from sparse samples: improved Gibbs sampling
parameter estimators for LDA,” Statistics, vol. 18, no. 62,
pp. 1–58, 2015.

[24] X. Zhou, J. Ouyang, and X. Li, “Two time-efficient Gibbs
sampling inference algorithms for biterm topic model,” Ap-
plied Intelligence, vol. 48, no. 3, pp. 730–754, 2018.

[25] P. Bhuyan, “Estimation of random-effects model for longi-
tudinal data with non ignorable missingness using Gibbs
sampling,” Computational Statistics, vol. 34, no. 4,
pp. 1963–1710, 2019.

[26] C. Lin, Y. He, R. Everson, and S. Ruger, “Weakly supervised
joint sentiment-topic detection from text,” IEEE Transactions
on Knowledge and Data Engineering, vol. 24, no. 6,
pp. 1134–1145, 2012.

12 Complexity

http://www.cac.gov.cn/2019-08/30/c_1124938750.htm
http://www.cac.gov.cn/2019-08/30/c_1124938750.htm


[27] A. Daud and F. Muhammad, “Group topic modeling for
academic knowledge discovery,” Applied Intelligence, vol. 36,
no. 4, pp. 870–886, 2012.

[28] Z. Huang, J. Tang, G. Shan, J. Ni, Y. Chen, and C. Wang, “An
efficient passenger-hunting recommendation framework with
multi-task deep learning,” IEEE Internet of Dings Journal,
vol. 6, no. 5, pp. 7713–7721, 2019.

[29] S. M.Mohammad, S. Kiritchenko, and X. Zhu, “NRC-Canada:
building the state-of-the-art in sentiment analysis of tweets,”
in Proceedings of the Seventh International Workshop on
Semantic Evaluation Exercises (SemEval-2013), Springer,
Atlanta, GA, USA, pp. 1–5, June 2013.

[30] T. Chen, Q. Li, J. Yang, G. Cong, and G. Li, “Modeling of the
public opinion polarization process with the considerations of
individual heterogeneity and dynamic conformity,” Mathe-
matics, vol. 7, no. 10, p. 917, 2019.

[31] S. A. Curiskis, B. Drake, T. R. Osborn, and P. J. Kennedy, “An
evaluation of document clustering and topic modelling in two
online social networks: twitter and Reddit,” Information
Processing and Management, vol. 57, no. 2, pp. 1–21, 2019.

Complexity 13



Research Article
A Complexity Analysis of User Interaction with Hotel Robots

Lina Zhong ,1 Liyu Yang,1 Jia Rong,2 and Xiaonan Li1

1Institute for Big Data Research in Tourism, School of Tourism Sciences, Beijing International Studies University,
Chaoyang District, Beijing, China
2Department of Data Science & AI, Monash University, Melbourne, Australia

Correspondence should be addressed to Lina Zhong; zhonglina@bisu.edu.cn

Received 28 March 2020; Accepted 12 May 2020; Published 30 May 2020

Guest Editor: Zhihan Lv

Copyright © 2020 Lina Zhong et al. %is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Service robots have been introduced to hotel industry in the past decade and received various feedback on their performance. To
provide better service, one needs to understand how the hotel customers look at the service robots. Understanding their interests,
motivation, and behaviors in human-robot interaction is the key to develop high-quality services and improve robot’s per-
formance. %is is the first work to study human-robot interaction in hotels in China. Frequent pattern mining and social network
analysis techniques are used in this work to find out useful suggestions to both hotel management and robot manufactory. Turning
on and off lights, TV, curtain, and window screens are popular services that most of the hotel customers preferred during their
stays. Service robots are also found to entertain customers to carry out repeated commands for fun or to kill time. Customers also
showed various motivations to stay in hotel rooms by calling different commands.

1. Introduction

Rapid development of IT and AI makes it possible to have
intelligent robots in people’s daily life. In terms of
functionality, robots could be classified as industry robots
and service robots [1]. By a close look at the service
robots, a further categorization can be applied for pro-
fessional use or for personal/private use [2]. Service
robots for professional use are designed to accomplish a
particular task or serve a target group of users. For ex-
ample, professional service robots include cleaning ro-
bots, sewer robots, inspection robots, demolition robots,
underwater robots, robots in medical institutions, robots
with disabilities such as auxiliary robots and wheelchair
robots, delivery robots, guidance robots, gas station ro-
bots, firefighting robots and air defense robots, con-
struction robots, agricultural robots, etc. Service robots
for personal and private use include domestic (home)
robots, entertainment robots, educational robots, and so
on. %ese service robots have been developed to assist
human beings to finish daily tasks [3]. Both service robots
are designed to assist and interact with human beings to
complete tasks.

Current research focuses on the design, application, and
evaluation of service robots. In terms of design, how do
designers design robots, robot interactions, and experiences
based on customer needs and preferences? %ey can weaken
or strengthen customers’ perception of value, leading to
positive or negative word of mouth [4]. Ivanov and Webster
[5] focus on the design of friendly hospitality robots. Korea
Institute of Science and Technology (KIST) designed elderly
robot [6]. Lakshmi et al. [7] designed a hospital nursing drug
delivery robot. In terms of applications, unlike industrial
robots, the accuracy or speed of service robots is not always
the most important aspect. %eir function or purpose is not
only for entertainment but also to provide help, guidance,
treatment, education, and communication [3]. In terms of
evaluation, Ivanov et al. [8] used a questionnaire to explore
how Iranians view the hotel robots, especially what Iranian
consumers think robots can do for them and what they want
robots to do. Ivanov et al. [8] investigated the attitude of
young Russians towards introducing robots in hotels.
Tussyadiah and Park [9] focused on customer evaluation of
hotel service robots. %ere is still a lack of understanding of
the content and effects of robot services, which is why the
paper is written. %e existing studies have not explored
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much in the service content of the hotel robots or effec-
tiveness of the human-robot interaction.

Human-robot Interaction was distinguished by %run
[10] into two categories: direct and indirect interactions.
Direct interaction assumes a type of two-way communi-
cation, which shows equal status between humans and ro-
bots. Indirect interaction assumes a type of one-way
communication, where the robot acts according to the users’
command and reacts to its users. %is work focuses on
indirect interaction with remote-control robots.%e remote-
control robot is controlled by a human from a distance (near
or far), and the human can control the robot through a
joystick or instruction [11].

%is work aims to study the actual services requested by
human to be implemented by hotel robots by analyzing
historical data collected from the real hotel rooms equipped
with service robots from 2017 to 2018. %is work tried to
answer questions such as (1) what are the most popular
services the users requested from the hotel robots, (2) what
are the motivations for humans to interact with hotel robots,
and (3) how often do users give commands to hotel robots.
Furthermore, the responsiveness of the hotel robots to the
commands received is another interesting topic in this work.

%e rest of the paper is organized as follows: Section 2
reviews the current research work on service robots in hotel
industry and customer feedback on their performance;
Section 3 introduces the data resource and collection process
followed by the details of selected data analysis methods; the
interesting user command patterns as the experimental
results are presented and discussed in Section 4; Section 5
concludes the entire work together with limitation and
possible future work.

2. Literature Review

To conduct the study of human-robot interactions, the re-
lated literature has been carefully reviewed to have a
comprehensive understanding of the current work of service
robot applications in relevant industry, especially in hotel
industry, and the technology level and the performance of
the current hotel service robots in real world.

2.1. RobotApplications in Service Industry. Service robots are
designed to support and service humans through physical
and social interactions [12]. For frontline service robots,
Martins [13] defined them as follows: a service robot is a
system-based autonomous and adaptive interface to com-
municate and provide services to customers. Service robots
play different roles, such as pets, companions, secretaries (or
subordinates), and bystanders, just like the relationship with
humans [14, 15]. Service robots can significantly reduce
labor costs, and they are more like “tools” of technology and
employees than their replacements [16]. Martins [13] con-
sidered the following three attributes related to service
design: representation, personification, and task orientation.
%e service robot can have a physical representation (such as
Pepper) or only a virtual representation (such as Alexa).
%erefore, we believe that virtual AI software that can run

autonomously and learn over time can also be classified as a
service robot. %e service robot can be designed as a hu-
manoid robot (such as anthropomorphic robot) that sim-
ulates the appearance of a human (such as Sophia) or it can
be designed as a nonhumanoid robot (such as a cleaning
robot). Finally, service robots can perform cognitive analysis
tasks according to basic computer functions (such as image
analysis software assistants for medical diagnosis) or emo-
tional social tasks (such as receiving robots).

Robots are widely used in the service industry. In terms
of home education, South Korea has developed the world’s
first available e-learning home robot and demonstrated the
future of robots as a new educational medium. %e survey
found that home robots are superior in promotion and
application and are more able to focus students’ attention
and interests and improve their academic performance [17].
Ju et al. [18] designed an educational robot platform for the
needs of robot education for elementary and middle school
students. In terms of senior care, van Osch et al. [11] de-
veloped a home care robot called Rose, which is controlled
from a long distance (8 km) to perform small tasks for the
elderly. %e Korea Institute of Science and Technology
(KIST) has launched a new project to develop an elderly
service robot named T-Rot at the Intelligent Robot Center
[6]. Lee and Naguib [19] introduced the design and
implementation of the next-generation elderly care robot
“Home Mate” based on innovative commitment to sociality
and reliability and extensive user research, which can be
used for infotainment, video chat, games, and drug re-
minders. In terms of guidance, Bohus and Horvitz [20]
introduced directional robots that can use natural language
to interact with one or more participants and provide di-
rections to offices, conference rooms, and other public areas
within the building, such as kitchens, cafeterias, and bath-
rooms. Kanda et al. [21] developed a robot for a shopping
mall designed to interact naturally with customers and
provide shopping information emotionally. Linder et al. [22]
experimentally tested the performance of tracking robots in
dense places such as airport terminals for shopping malls. In
terms of medicine, Mirheydar and Parsons [23] reviewed the
application of robotic surgery in urology and pointed out
that the safety of patients with robotic prostatectomy in-
creases. Lakshmi et al. [7] introduced the design and
manufacture of a drug delivery robot for hospitals to provide
alternate care services. Hu et al. [24] designed a planner
based on Gaussian process classification, which aims to
promote the further integration of multifinger manipulators
and medical image detection.

2.2. Service Robots in Hotel Industry. Service automation,
artificial intelligence, and robotics offer huge opportunities
for the hospitality industry [25]. Hotel robot functions in-
clude interacting with travelers and entertaining them, as
well as physical assistance, such as transport, checking
baggage, and guidance. [26]. Starwood has introduced a
robot butler in their Aloft hotel mainly to provide conve-
niences to guest rooms [27]. Henn-na Hotel is the first hotel
to hire hotel robots during the entire operation from check-
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in to automatic baggage delivery, using robots to check in
occupants and escort guests to their rooms. %e robotic
receptionist speaks Japanese or English, depending on guest
preferences. It can set reservations for people, take them to
their rooms, and adjust the temperature of their accom-
modation. In the room, guests can use voice commands to
change the lights and ask questions about time or weather
[28]. In collaboration with IBM, Hilton Worldwide is the
first to launch the world’s first robotic concierge service
(using SoftBank’s NAO robots) to gain knowledge from
artificial intelligence systems and inform guests of local
attractions, restaurants, hotel facilities, etc. [29]. %e Las
Vegas Wayne Hotel has announced that it will introduce
Amazon Echo voice roll-up speakers in all rooms with Alexa
digital assistants [30]. By the end of 2018, Alibaba’s first
future unmanned hotel “Flyzoo Hotel” has been put into
operation [31].

From the demand side, economically, hotel robots can
help hotels cope with seasonal employment and labor costs.
Dirican [32] believes that artificial intelligence, especially the
introduction of robotic services to hotels, greatly improves
the efficiency of hotel services and reduces hotel operating
costs, although some hotels with robots still consider in-
vestment costs to be high. With increasing labor costs,
decreasing labor availability, decreasing robot costs, and
increasing robot capabilities, many low-wage service jobs in
the hotel industry are expected to be replaced [33]. %e time
spent on robot labor is less expensive than paying humans
[34]. On the noneconomic side, using robots to complete
some daily tasks may be considered by hotel managers as a
good choice because it will save themmost of the concerns of
legal authorities, unions, and immigration offices such as
seasonal layoffs. [12, 35]. Stringam and Gerdes [36] used a
combination of quantitative and qualitative methods,
pointing out that the self-service of hotels has not yet led to a
significant reduction in labor. Due to hotel technology’s
labor savings, most hotels choose to redeploy employees to
other tasks. It is improving customer service, not reducing
staffing. Managing robots will be different than managing
tangible goods. How robots, staff, and customers interact is
an important focus for future travel and hotel managers [37].

From the supply side, Murphy et al. [38] discussed the
design of robots for hotel and tourism industries and
training in robot management. %e implementation of hotel
robots is usually integrated with other technologies such as
facial recognition, automatic payment, drone delivery, and
autonomous vehicles [9]. According to [39, 40], a robot
control system requires three development levels, including
hardware, functions, and services. Hardware refers to the
shape of the mechanical design, which includes the main
part of the service robot, the perception system (sensor), and
themotion system (actuator). Function refers to the software
architecture of the control system, which can implement
navigation, dialogue, visual and speech recognition, posi-
tioning and mapping mechanisms, and the representation of
knowledge mental models. Service refers to the added value
that the hotel aims to create and provide customers with
services to maintain a competitive advantage. Chung et al.
[41] believe that a key requirement of the robot is that the

robot should perceive people around the robot.%rough two
field studies of custom programs and iterative design, a
programming system for social interaction applications of
mobile service robots has been developed. %e timing for
widespread deployment of service robots anywhere in the
hotel will depend on when technical limitations can be
addressed [42]. Zhang et al. [43] proposed a smart hotel
robot based on ROS, which simplifies the check-in process.
López et al. [44] proposed an automated hotel assistant
system based on a series of mobile platforms that interact
with guests to help them complete different tasks, including
bring small items to customers, show them the different
attractions of the hotel, accompany guests into their rooms,
and provide them with general information.

2.3. Related Work on Robot Service Quality and Feedback.
Customers can feel valuable in the self-service process when
interacting with service robots out of fun, enjoyment, and
curiosity [45, 46]. Robot customization with user-friendly
interface design is important to attract specific new customer
markets [47, 48]. Although current robotics technology may
not directly complement comprehensive human services,
from a marketing perspective, service robots will indirectly
attract existing and potential customers [49, 50]. Zhang and
Qi [51] pointed out that people with high education and high
income who are interested in AI technology are more
looking forward to staying in AI robot hotels. Some authors
have even suggested that marketers should start thinking
about robots as attractions [52]. With the popularity of
robots, curiosity will no longer be an important reason for
guests to stay in hotels but instead will be service quality and
customer satisfaction. Many scholars have researched and
explored the service quality of robots [53–55]. Service robots
can improve perceived service quality through new attractive
interactive services, communication, and contact with
customers [56]. Unlike industrial robots whose performance
indicators depend entirely on efficiency, the success of
service robots depends on user satisfaction [57]. Robots that
fail to deliver services can severely impact customer satis-
faction and hotel performance [58]. Nakanishi et al. [59]
found that the warm heart interactive service of humanoid
robots potentially improves customer satisfaction with the
entire service.

Customer satisfaction with robot services is largely de-
termined by the robot itself. %erefore, the optimal design of
the robot is particularly important. One of the current re-
search studies is to subjectively obtain feedback through
customers’ questionnaires, polls [60], secondary data anal-
ysis [61], hybrid approach [62], and so on. Jeonghye et al.
[14] proposed an evolutionary model of service robots with
LCD touch panels, such as home robots, by questionnaire
survey of parents and children and proposed the importance
of rebuilding the robot’s facial expressions based on the
evaluation model. Tussyadiah and Park [9] found that
customers’ perception of different types of hotel service
robots is different through online surveys and the use of
biosensors to measure automatic emotional responses, and
the adoption of hotel service robots is significantly affected
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by the following aspects: intelligent and perceived security.
Another aim is to objectively optimize the algorithm, for
example, Ju et al. [18] designed a Python plug-in manage-
ment system based on the mechanical mechanism design of
the robot platform to implement graphical programming to
control the robot. Huang et al. [63] proposed a multi-
attention-based group recommendation model (MAGRM),
and experiments showed that its performance in solving
group recommendation problems is significantly better than
the latest technology.

%e above methods are either subjective or disconnected
from the customer, and it is important to find an objective and
customer-relevant robotic optimization feedback channel,
such as robot optimization through service commands issued
directly by customers. %erefore, this paper analyzes the
general situation of hotel robot service from the command, by
studying what the consumer’s commands to the robot mainly
include, whether it has formed a certain pattern according to
the time series, and whether there are different service dif-
ferences from the response of the command. %e aim is to
analyze the service content and quality of hotel robots and to
point out new directions and ideas for hotel robot design. It is
expected to contribute to the further optimization of robot
design, such as packaging preset behavior patterns, opti-
mizing repetitive commands, and human development to
improve the service quality of the robot.

3. Materials and Methods

To have a systematic analysis on human-robot interaction, a
rich data source containing a large amount of interaction
records is needed. %en, the collected big dataset is pre-
processed to remove incorrect and irrelevant information to
reduce possible bias in results. After a basic statistical
analysis on the clean dataset, the paper uses a frequent
pattern mining method to study the user command patterns
and a social network-based clustering method, which aims
to help understand users’ motivations, interests, and par-
ticular behaviors.

3.1. Data Collection and Preprocessing. %e data were col-
lected from 88 hotels in 23 cities across the mainland China.
%e service robots are equipped in 789 hotel rooms in these
hotels. A robot management system by robot manufactory
recorded all the user commands received by the hotel robots
in the rooms. In this work, the historical data of command
records in 2017 are selected for analysis and evaluation
purpose due to the stability of the robot operations and the
completeness of data.

In the interaction between user and hotel robots, the
commands were given by voice. %e user spoke out their
requests and then the robot received the entire voice sen-
tences and converted them into simple text-based command
labels by its voice recognition functions. %e collected data
were then preprocessed to remove the inconsistent com-
mand labels caused by the updation of the robot system.%e
unrecognized commands were also removed as they were
mainly caused by accent issues. After preprocessing, 745,528

valid user commands from 49,955 hotel customers were kept
and input into the next-step analysis processing.

3.2. Association Analysis on User Commands. To understand
human-robot interaction, the commands given by the users
are the only resource that can be carefully studied in this
case. Frequent pattern mining is used to discover most
popular user command patterns in order.

3.2.1. Sequential Frequent Pattern Discovery from User
Commands. Frequent patterns are often used to present the
most common or similar features among data examples in a
dataset. Given a set of commands, frequent pattern mining
aims to find the rules that enable us to predict the occurrence
of a specific item based on the occurrence of other items in
the commands. A frequent pattern can be determined by a
set of standard constraints [64].

%e simple form for frequency of a pattern can be easily
gained by counting the total number of its occurrence in the
entire dataset. %is is commonly used for finding out the
most popular patterns with only one individual command.

Support, as one of the widely used constraints, was
proposed by Agrawal et al. [65] in their Association Rule
Mining (ARM) algorithm to identify a frequent pattern with
two or more user commands. Let C be the complete set of all
user commands in the collected dataset D c1 and c2 be two
commands from C, that is, c1 ∈C, c2 ∈C. c1 and c2 are two
different commands. %e support of these two commands
can be obtained by

Supp c1, c2(  �
number of interactions containing c1 and c2 inD

total number of interactions inD
.

(1)

A pattern can be indicated as a frequent one if its support
score is not less than a minimum support threshold δ,
Supp(c1 and c2) ≥ δ. %e classic Apriori-heuristic-based
ARM is not suitable for processing large-scale dataset as it is
very time consuming and expensive in computation. %e
concept of interestingness is then considered into the
process to avoid generating too many useless candidate
command patterns [66]. Only the candidate patterns with a
higher interestingness score than the minimum interest-
ingness threshold can join the next round of candidate
pattern generation. A candidate pattern with two commands
is generated based on the single commands with acceptable
support score in previous generation; the candidate patterns
with three commands are generated from the candidate
patterns with two commands, and so on.%e interestingness
is calculated by the leverage of two commands as an example
below:

leverage c1, c2( 


 � supp c1, c2(  − supp c1( supp c2( 


≥ θ.

(2)

In such a way, the computation time and waste can be
controlled under an acceptable range. In this work, the
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candidate command patterns are indicated as frequent
patterns based on their frequency of occurrence. One of the
reasons is due to the high repeats of the same command
patterns in one interaction. %e user could place the same
set of commands one after another, for example, “turn on
lamp, turn off lamp, turn on lamp, play music, turn off
lamp, turn on lamp . . .” %erefore, the strength mea-
surement constraints in ARM do not fit and are ignored in
this study.

Another special feature in this work is that the actual
time when users placed the commands was recorded as well,
which makes the collected data time-series data. Time-series
data are often presented in data sequences. In this work, each
sequence records an interaction between the user and the
robot. Accordingly, the command patterns are not random
combination of the commands, and the order of the com-
mands is also important.

3.2.2. Social Network Analysis for User Clustering. In recent
years, the world has become more and more complex, and
the research community has done a lot of work on the
measurement of complexity. Social network is an analysis
and simulation method that attempts to use the relation-
ship between points and lines to analyze complex systems
through the algorithmic characteristics of graphs. Social
network analysis is widely used to understand the nature
and discover useful patterns representing the relationships
among members in a group [67]. In this work, the rela-
tionships among the hotel customers (users) were studied
based on the commands they placed. %e dataset was
reorganized into a collection of the sequences of commands
recorded for each individual user. A n × n matrix M was
obtained where n is the total number of the user com-
mands. %e intersection mij records the number of occa-
sions that command ci and command cj are in the same
clique. A clique is a subset of commands that always occur
together over all the command sequences [68]. %e total
number of links in the network is calculated by
l � 




mij.

Hierarchical clustering (Johnson, 1967) was then used to
group commands into clusters based on the nearest pair of
commands. By clustering the commands together, the users’
interests are discovered, that is, what commands are always
called together with high densities. %e social network
analysis was implemented using a software called UCINET
[69].

4. Results and Discussion

%is section presents the experiment results obtained by
applying the selected method on the collected data. %e
results are explained with the method used, respectively,
followed by discussion of overall findings.

4.1. Dataset and Descriptive Statistical Analysis. After data
cleaning and preprocessing, a total number of 103 in-
dividual commands were extracted from the collected
historical data. Table 1 lists the top 50 commands placed

by the users in the interaction with hotel robots. %e top
12 commands have much higher frequency to be called by
the users than the rest, which have over 90% of the listed
commands. Close to 70% of user commands fall into one
of the OpenLamp, CloseLamp, TVOFF, OpenCurtain,
and CloseCurtain commands. %at is, about 90 com-
mands have less than 0.4% of chances to be called once in
a year.

Table 1: Top 50 frequent individual user commands received by
hotel service robots.

Top # Command Frequency
1 OpenLamp 125,855 16.97%
2 CloseLamp 118,271 15.95%
3 TVOFF 103,759 13.99%
4 OpenCurtain 91,146 12.29%
5 CloseCurtain 78,049 10.53%
6 CloseScreen 41,324 5.57%
7 MusicPlay 33,254 4.48%
8 AirON 30,307 4.09%
9 OpenDoor 17,435 2.35%
10 TVON 15,416 2.08%
11 AirOFF 9,099 1.23%
12 OpenPowerLight 8,879 1.20%
13 MeetingModeON 2,842 0.38%
14 TVChannelChange 2,629 0.35%
15 TVVolUp 2,325 0.31%
16 ServiceON 2,267 0.31%
17 OpenBedroomLight 2,236 0.30%
18 CloseWCLight 2,207 0.30%
19 MusicStop 2,045 0.28%
20 OpenWCLight 2,002 0.27%
21 SleepModeON 1,974 0.27%
22 CloseReadLight 1,972 0.27%
23 CloseDengDaiLight 1,860 0.25%
24 OpenNightLight 1,719 0.23%
25 OpenLangLight 1,503 0.20%
26 OpenDengDaiLight 1,390 0.19%
27 OpenTopLight 1,378 0.19%
28 MusicNext 1,376 0.19%
29 OpenReadLight 1,291 0.17%
30 OpenBedLight 1,265 0.17%
31 BlueTooth 1,242 0.17%
32 ClosePowerLight 1,206 0.16%
33 OpenLivingroomLight 1,031 0.14%
34 AirCondSet25 956 0.13%
35 OpenJingQianLight 953 0.13%
36 AirCool 934 0.13%
37 AirCondSet24 933 0.13%
38 CloseLangLight 921 0.12%
39 OpenStudyLight 888 0.12%
40 CloseLivingroomLight 856 0.12%
41 AirCondSet26 852 0.11%
42 CloseTopLight 852 0.11%
43 TVVolDown 851 0.11%
44 AirCondSet20 769 0.10%
45 CloseBedLight 759 0.10%
46 AirHeat 750 0.10%
47 MusicPrev 713 0.10%
48 OpenBackgroundLight 713 0.10%
49 OpenScreen 696 0.09%
50 AirCondSet30 688 0.09%
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4.2. Time-Based User-Robot Interaction Analysis. Analyzing
the active degrees of user commands helps to understand the
peak and off-peak periods of human-robot interaction. An
hour-based activity frequency chart is presented in Figure 1.
Some common senses can be detected including the inter-
actions which always start alone with users waking up in the
morning from 6 am and increase to reach the first high point
around 10 am. A small drop is found around 12 pm when
users leave the rooms for lunch, and the number of com-
mands climbs back quickly from 1 pm and remains stable
until dinner time.%e peak time is around 10 pmwhen users
stay in the room to enjoy entertainment. It is a surprise to see
that users still communicate with service robots after
midnight. Finally, the quiet time starts from 2 am to 5 am.
Many people stay late in the hotel rooms and talk to service
robots.

A month-based activity frequency chart is presented in
Figure 2. During the whole year, the service robots are busy
in July and August and most of them are in idle or standby
status in January and February. %is matches the factor that
during summer time, more hotel reservations and travels are
made in general. %e monthly-based interaction data also
indicate that most of the users who lived in the hotel rooms
equipped with service robots tried to interact with them
almost every time. %e service robots are accepted by users
who stayed in the hotels anytime.

4.3. User-Robot Interaction Pattern Discovery. Frequent
command patterns are expected to provide some knowledge
about users’ interests, behaviors, and the responsiveness
performance of service robots.

4.3.1. Command Patterns for Popular Command Combinations.
In human-robot interaction analysis, a main object is to find
out the user interests when they request robots for services.
%e frequent command patterns can indicate what groups of
commands users preferred to work with service robots. %e
frequent individual user commands are listed in Table 1.
Tables 2–4 list top 10 frequent patterns as the permutations
of two, three, and four commands, respectively. %e pattern
generation stopped at four-command level since the fre-
quency and support score of the candidate five-command
patterns were too low to have significant influence. %e
frequency was measured by the total number of occurrences
including the repeats in the same interaction.%e number of
interactions when a pattern appeared at least once was also
recorded. %e difference between these two numbers indi-
cate that many patterns have high repeats in a single in-
teraction.%e reasons to have this situation are complex and
will be explained in the following context. Note that the
order of commands is a key concept to be considered in all
cases.

In the frequent two-command and three-command
patterns, most of the patterns contain operations of turn on
and off lamp (all lights), curtain, and TV. In the frequent
four-command patterns, close screen (for windows) as a
new command can be seen in most of the patterns.
However, the number of commands increased in the

patterns, and the total number of occurrences dropped
significantly. A common behavior from all the pattern sets
that can be seen is that users like to turn off light, curtain,
window screen, and TV together. %e difference is just the
order of turning which one first. For those patterns re-
garding TV, users turned off the TV more frequent than to
turn it on because the TV was automatically turned on after
the user entered or returned to the rooms in many hotels in
China region. In addition, from all the frequent patterns in
these three tables, the lamps (lights) and the curtains were
turned on or off together. If the curtain was closed, then the
lamp would be off too, and vice versa. It is not a common
case to close the curtain and turn on the lights, from which
one can claim that such operation was normally done
before the user went to bed. It also confirmed that the
human-robot interactions were active in the late hours of
the day (as shown in Figure 1). %e patterns of opening
curtain and turning on the lamps may suggest the natural
lighting in the rooms is insufficient.

A particular behavior is found from the analysis, in
which the users tried to “play” with service robots by placing
paired commands. %at is, when the first command was
given, immediately another command followed. %e paired
commands are always to turn on or off one device, such as
lamps, TV, curtain, and air conditioner. %is indicates that
the users were bored and called those commands without a
clear purpose. %ey might just want to talk to service robots
for fun or kill time. Table 5 lists the top 20 paired commands
in this category. Rather than turning on and off a particular
light, users preferred more to turn all the lights on and off.
For TV and air conditioner, the same situations are detected.
Users did not give details in order but went for simple and
short commands.

4.3.2. Robot Responsiveness Analysis. Although the human-
robot interaction is identified as the indirect one that only
one-way communication is applied, the responsiveness of
the service robots to the user’s commands is an interesting
topic to be explore more in this section.

%e responsiveness analysis carried out in this work is to
look at how many times a user needs to repeat continuously
the same command until the robot takes action or the user
gives up. From the frequent pattern analysis above, there are
some differences between the total number of the occur-
rences of the patterns and the number of the interactions
having the patterns. %ey are not the same numbers, and in
many cases, there are big gaps between them. %e reason for
this is that some commands are repeated many times in one
interaction. %e commands with repeats were closely ob-
served, and the findings are summarized in Figure 3. %e
number of repeats for one single command daily is around
2.9, which indicates that the service robot’s responsiveness
still has a big room for improvement. Top 20 repeated
commands were extracted from the analysis. By comparing
with the initial count on top 50 frequent individual com-
mands in Table 1, 17 out of 20 most frequent commands are
found to have high repeats. Most of the commands were
repeated within 2 seconds.
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Table 6 lists the top 20 commands that have the most
repeats. Not all of them have repeats due to the poor re-
sponsiveness of the robots.%e repeats may be caused due to
the nature of the commands themselves. For example,
MusicVolDown, TVChannelADD, TVVolUp, MusicVolUp,

TVVolDown, and TVMenuUp are six commands that the
users will repeat several times to reach their satisfied status.
It is understandable that a user will keep on calling the
command MusicVolDown to turn the music volume down
to an acceptable amount. However, other commands to be
repeated are treated as the cases of poor responsiveness of
service robots. ReadLightMax has the highest repeat rate
over 85% followed by OpenPowerLight (81.32%). %ese
commands with high repeats need special attention to the
service robot manufactory for performance.

4.4. User CommandClustering. %e user clustering based on
the commands they called in the human-robot interaction is
shown in Figure 4. In total, six user clusters were obtained
from social network analysis by UCINET. %ey are colored
in Figure 4 for visualizing the user groups and the com-
mands used by each group. Overall, a set of common
commands is detected, which confirms the most popular
commands like switching lights, pulling curtains, watching
TV, and playing music are the favorites for all six groups of
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Figure 1: Hour-based human-robot interaction.
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Figure 2: Monthly human-robot interaction.

Table 2: Top 10 frequent two-command patterns.

Two-command frequent
patterns

Frequency
Total

occurrences
No. of

interactions
CloseCurtain, CloseLamp 33,255 15,250 (30.53%)
CloseScreen, TVOFF 31,976 14,284 (28.59%)
CloseLamp, CloseScreen 28,713 13,092 (26.21%)
OpenLamp, CloseLamp 21,253 12,973 (25.97%)
TVOFF, CloseCurtain 16,870 9,245 (18.51%)
OpenCurtain, CloseCurtain 11,531 7,859 (15.73%)
OpenLamp, TVOFF 11,410 7,417 (14.85%)
OpenLamp, OpenCurtain 10,641 8,467 (16.95%)
TVOFF, OpenCurtain 9,554 6,692 (13.40%)
CloseCurtain, OpenCurtain 8,253 5,946 (11.90%)
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users. Individual groups also have their preferred com-
mands. Even with the same devices, they have different
operations. Each group is discussed in more detail in the rest
of the section.

Group 1 (in pink) has the biggest set of the commands.
Except the commands related to switching TV, light, and
curtain operations, this group works more active in playing

music and changing TV channels. %e users in this group
may prefer more to turn on TV to play music, but few of
them used commands to adjust room temperature.

Group 2 (in dark blue) has the active users who used
service robots to mainly adjust the room temperature by air
conditioner. A set of temperature setting commands like
“Aircondset25,” “Aircondset24,” “Aircondset26,”

Table 3: Top 10 frequent three-command patterns.

%ree-command frequent patterns
Frequency

Total occurrences No. of interactions
CloseCurtain, CloseLamp, CloseScreen 26,062 12,141 (24.30%)
CloseLamp, CloseScreen, TVOFF 26,421 12,227 (24.48%)
CloseScreen, TVOFF, CloseCurtain 7,846 4,528 (9.03%)
OpenLamp, CloseLamp, OpenLamp 6,547 4,512 (9.06%)
CloseScreen, TVOFF, OpenLamp 6,128 4,356 (8.72%)
CloseLamp, OpenLamp, CloseLamp 5,359 3,766 (7.54%)
CloseCurtain, CloseScreen, TVOFF 4,896 3,596 (7.20%)
OpenCurtain, OpenLamp, TVOFF 4,360 2,841 (5.69%)
OpenCurtain, OpenLamp, CloseLamp 3,800 3,649 (7.30%)
CloseScreen, TVOFF, OpenCurtain 3,608 2,724 (5.45%)

Table 4: Top 10 frequent four-command patterns.

Four-command frequent patterns
Frequency

Total occurrences No. of interactions
CloseCurtain, CloseLamp, CloseScreen, TVOFF 19,487 8,979 (17.97%)
CloseLamp, CloseScreen, TVOFF, OpenLamp 4,974 3,558 (7.12%)
CloseLamp, CloseScreen, TVOFF, OpenCurtain 2,708 2,009 (2.59%)
OpenLamp, CloseCurtain, CloseLamp, CloseScreen 2,538 1,973 (3.59%)
CloseLamp, OpenLamp, CloseLamp, OpenLamp 1,874 1,307 (2.62%)
OpenLamp, CloseLamp, OpenLamp, CloseLamp 1,830 1,294 (2.59%)
CloseLamp, CloseCurtain, CloseLamp, CloseScreen 1,578 1,438 (2.88%)
MusicPlay, CloseCurtain, CloseLamp, CloseScreen 1,332 1,184 (2.37%)
OpenCurtain, CloseCurtain, CloseLamp, CloseScreen 1,206 1,018 (2.04%)
OpenCurtain, OpenLamp, CloseLamp, OpenLamp 681 672 (1.35%)

Table 5: Top 20 paired commands.

Command 1 Command 2 Frequency (total occurrences)
OpenLamp CloseLamp 21,253
CloseLamp OpenLamp 19,884
OpenCurtain CloseCurtain 11,531
CloseCurtain OpenCurtain 8,253
TVOFF TVON 7,832
TVON TVOFF 4,162
AirON AirOFF 2,241
AirOFF AirON 1,524
MusicPlay MusicStop 420
MusicStop MusicPlay 253
OpenWCLight CloseWCLight 250
OpenLangLight CloseLangLight 222
CloseWCLight OpenWCLight 149
OpenTopLight CloseTopLight 124
CloseBackgroundLight OpenBackgroundLight 118
OpenLivingroomLight CloseLivingroomLight 117
OpenBedroomLight CloseBedroomLight 113
CloseLangLight OpenLangLight 105
OpenDengDaiLight CloseDengDaiLight 102
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“Aircondset20,” and so on is detected in this group par-
ticularly. %e temperature range is from 17°C to 29°C across
the year, which falls into the normal external temperature
adjustment of the human body. %is user group focused
more on the operations with accurate requirements rather
than some general commands preferred by Group 1.

Group 3 (in light blue) is a small one at the margin areas.
%e commands used more by this group are entertainment-
related operations on TV and playing music. %ey used
“Bluetooth” to connect with their own smart devices and
played music on TV. %ey also used “Checkouton”

command to inform the service robot before they left the
room. %ey can be indicated as avant-garde customers for
hotels.

Group 4 (in green) often used robots to call for room
service. %e users in this group put “Nodisturbon” and
“Cleanon” to call for cleaning service. %ey also watched the
charge channels on TV rather than browsing the noncharge
channels. %ese customers preferred more to keep the hotel
room as their private space and had strong control on the
activities in their space.

Group 5 (in yellow) and Group 6 (in brown) are two
groups with the users who spent more time on switching
lamps in the room to adjust the lighting. %ese two groups
do not share a lot of overlaps with the other groups; es-
pecially Group 6 has commands with only one connection.
%ese two groups have high interests to particular lights at
different positions in the room. %ey did not use general
commands to turn all the light on or off, but carefully and
clearly gave the name of the lights. %is behavior shows that
the users moved a lot inside the room.%ey are energy savers
to use individual lights in small areas.

4.5. Discussion. From the analysis on the results above, a
number of issues and valuable points obtained need special
attention from hotel management and technical experts in
service robot manufactory.

In terms of theoretical contributions, this article makes
an in-depth analysis of the services provided by robots from
the perspective of the service industry. Different from the
traditional robot research, it closely integrates human
feelings and robot design and provides more knowledge to
this area. Furthermore, this paper proposed a command
mode for hotel robots through a complex network analysis
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Figure 3: Top 20 repeated user commands.

Table 6: Top 20 commands with most repeats.

Top # Command Repeat rate (%)
1 Read LightMAX 85.28
2 OpenPowerLight 81.32
3 OpenDoor 77.32
4 AirON 74.49
5 TVChannelSub 74.42
6 MusicVolDown 67.94
7 OpenCurtain 67.62
8 TVChannelADD 64.42
9 TVVolUp 60.82
10 OpenLamp 60.50
11 MusicPlay 57.89
12 BlueTooth 57.57
13 TVChannelChange 54.62
14 MusicVolUp 54.03
15 CloseBedLight 53.75
16 OpenLivingroomLight 53.35
17 TVVolDown 50.65
18 CloseLivingroomLight 49.30
19 TVMenuUp 48.61
20 CloseDoor 48.12
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of a large number of robot commands. %is is an innovative
attempt in service robot research.

In terms of practical contributions, the robot needs to be
improved in terms of human-computer interaction per-
formance. From the same command in the same minute, the
robot has certain problems in accepting customer orders,
and there are many reasons for these problems. For example,
the accent of the customer speaking Mandarin causes the
robot not to be unrecognizable, or the voice of the customer
is inaudible. Hotel robots lack sematic understanding of
customer commands, which means that now hotel robots
mostly use keywords matching and provide search results
according to customers’ command. Unrecognizable or too
many external environmental interference factors cannot be
removed by the robot. Regardless of the possible reasons,
developers are still waiting to improve the performance of
robots in human-computer interaction.

%e customer conducts a curious operation. %e typical
performance is that the customer speaks many different
types of operation commands in a short period of time, and
thus the customer, being curious, is in a slow process of
trying, trying, and accepting the service robot. Because of the
curiosity about new things, the customer is willing to issue
different commands to the robot. %ere are two kinds of
mentality, one is the verification of the performance of the
robot, and the other is the attempt of new things. Regardless
of the mentality, it is conducive to the widespread use of
future service robots. After repeated trials, the customer has
a sensory feeling about the performance and service quality
of the robot. In addition, because customers are more and
more getting used to hotel robots and loss of interest, the
paper provided a good reason for manufacturers to improve
their service robots. %is is crucial for the follow-up cus-
tomer’s willingness to continue using or staying in a hotel

with a robot. %e following components can promote the
customer's visit again; on the one hand, it is a good trial
experience; on the other hand, it can bring convenience and
comfort to customers. Of course, contrary to these two
components, due to poor trial experience and complex or
infinite operations, customers will be greatly reduced in the
use and expectation of the robot.

Operation instructions are too limited. From the per-
spective of the type of operation instructions throughout the
day, most of the operation instructions are control-type
instructions. %ese instructions can only meet the cus-
tomer’s regular needs, and it is difficult to make a deep
impression on the customer and urge the customer to have
the urge to visit again.%is is mainly due to the narrow range
of hotel robot services. It is recommended that robot de-
signers go to the hotel to experience the on-site experience of
their products, think about the potential needs of customers
from the perspective of customers, and develop some op-
erational instructions that can impress customers. For ex-
ample, automatic indoor temperature monitoring and
adjustment, human body temperature automatic monitor-
ing, potential hazard automatic alarm, customer demand
input and implementation, and customer health care; only
by developing these kinds of orders, we can grasp the
customer’s heart and promote and use service robots.

5. Conclusion

%is paper proposed a first study on human-robot inter-
action between customers and service robots in hotels in
China. Different from other service robot research studies
that focused more on technical problems in robot design,
development, and performance evaluation, this work made
use of real data collected from live interactions between
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Figure 4: Six user clusters by social network analysis.
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customers and robots in the hotel rooms by applying fre-
quent patternmining and social network analysis techniques
to find out hotel customers’ interests, motivations, and
behaviors when they interact with service robots.

Among a total of 103 user commands called by over 49,955
hotel customers during their stays in 88 hotels from 23 cities in
China, the frequent command patterns indicate that most of
the customers called service robots to do simple operations
such as switching on or off the lights, TV, curtain, and window
screen. Hotel customers have special preferences on services
when they interacted with service robots. Some like to try a big
range of service; some prefer to give accurate commands to
adjust the room environment; some spend their time in hotel
rooms for entertainment; some take time to enjoy themselves
in hotel rooms as their private spaces; and others treat service
robots as a company to kill time by repeating same set of
commands continuously. Robots are also found to be slow to
respond to some of the user commands, and potential im-
provement is expected to be made in near future.

Since this is the first work of this area, there were some
limitations when the research was conducted. %e raw data
collected from the robot management system by manu-
factory contain inconsistent command labels due to system
updation. Only the data in 2017 are complete to be used in
this work. %e users’ information is lacking in this work due
to privacy concerns and since their personal information
cannot be shared by hotels. In addition, whether social
network analysis is applicable to robot commands needs to
be carefully studied afterwards. However, these issues did
not stop this work from discovering useful knowledge to
understand hotel customers’ interaction with service robots,
and this is a remarkable step in human-robot interaction
study in the future. %e findings help hotel management to
adjust the services that the customers are interested in and
what the robots could provide.
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Affected by the Internet, computer, information technology, etc., building a smart city has become a key task of socialist
construction work. ,e smart city has always regarded green and low-carbon development as one of the goals, and the carbon
emissions of the auto parts industry cannot be ignored, so we should carry out energy conservation and emission reduction. With
the rapid development of the domestic auto parts industry, the number of car ownership has increased dramatically, producing
more and more CO2 and waste. Facing the pressure of resources, energy, and environment, the effective and circular operation of
the auto parts supply chain under the low-carbon transformation is not only a great challenge, but also a development op-
portunity. Under the background of carbon emission, this paper establishes a decision-making optimization model of the low-
carbon supply chain of auto parts based on carbon emission responsibility sharing and resource sharing. ,is paper analyzes the
optimal decision-making behavior and interaction of suppliers, producers, physical retailers, online retailers, demand markets,
and recyclers in the auto parts industry, constructs the economic and environmental objective functions of low-carbon supply
chain management, applies variational inequality to analyze the optimal conditions of the whole low-carbon supply chain system,
and finally carries out simulation calculation. ,e research shows that the upstream and downstream auto parts enterprises based
on low-carbon competition and cooperation can effectively manage the carbon footprint of the whole supply chain through the
sharing of responsibilities and resources among enterprises, so as to reduce the overall carbon emissions of the supply
chain system.

1. Introduction

Smart city is a new concept and mode to promote intelligent
urban planning, construction, management, and service by
using the new generation of information technology such as
the Internet of,ings, cloud computing, big data, and spatial
geographic information integration. ,e development of a
smart city in China attaches great importance to the inte-
gration of the smart city and green low carbon [1]. With the
global warming, glacier melting, and other environmental
problems becoming more and more serious, the auto parts
enterprises should not ignore the importance of environ-
mental protection while pursuing economic interests. We
should actively coordinate the relationship between human

beings and nature, so as to achieve sustainable development.
,e Kyoto protocol adopted in 1997 has set clear emission
reduction targets for the countries that signed it. At the same
time, it clearly takes the market mechanism as a new path to
solve the problem of greenhouse gas emission reduction,
which promotes the symbiotic model of carbon emission
responsibility sharing and resource sharing. China’s demand
for establishing a carbon trading mechanism is very urgent;
on the one hand, in order to achieve the dual goals of low
cost and low emissions and to maintain the long-term
economic vitality of enterprises, and on the other hand, to
strive for the carbon pricing right and to master the initiative
of resource allocation in the low-carbon economy [2].
,erefore, with the steady development of the domestic
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carbon emission trading market and the rapid growth of
trading volume, the research on the optimization of low-
carbon supply chain decision-making based on carbon
emission responsibility sharing and resource sharing is of
great significance for promoting energy conservation and
emission reduction and promoting the transformation of the
economic development mode and upgrading of the indus-
trial structure.

Based on the current situation of the construction of a
traditional low-carbon city, Ma et al. analyzed the existing
problems and the advantages of an intelligent city and then
put forward the countermeasures to promote the con-
struction of an intelligent city and the specific path to solve
all kinds of problems in the construction of an intelligent
low-carbon city [3]. Based on the low-carbon value chain,
Yin and others made in-depth exploration on the main
components of the low-carbon value chain in the automobile
industry and built a three-dimensional low-carbon path
system of the automobile supply chain [4]. Lee used the case
study method to improve our understanding of the carbon
footprint of the automobile supply chain under the man-
agement background, providing a new way for the inte-
gration of carbon emissions in the supply chainmanagement
[5]. Yang and Guitao took the minimization of carbon
emissions and the maximization of enterprise profits as the
dual objectives and comprehensively used the dual theory
and variational inequality to obtain the equilibrium con-
ditions. ,e research shows that the environmental pro-
tection performance and economic benefit of enterprises are
improved when the proportion of environmental protection
target weight increases [6]. Wei considered the situation of
carbon trading, introduced the change of carbon emissions
in different forms of research and development, and con-
structed a differential game model to get the optimal re-
search and development strategy of supply chain emission
reduction [7].Wang andHan established the loss function of
perishable products with the goal of reducing carbon
emission and total cost and studied the supply chain opti-
mization strategy of location path inventory combination
[8]. Dı́az-Trujillo et al. analyzed the carbon pricing tools of
the energy sector in Mexico and found that the carbon tax
and the carbon trading system are more conducive to im-
prove economic and environmental benefits than the tra-
ditional carbon pricing policy by using the multiobjective
optimization formula [9]. Efthymiou and Papatheodorou
established a low-cost and low-carbon multiobjective de-
cision-making model and verified that cost reduction and
carbon emission reduction can meet the requirements at the
same time [10]. Battini et al. established a two-objective
model related to cost and carbon emission and analyzed the
model according to the change of carbon price, which
showed that the low carbon price could not stimulate the
sustainable purchase behavior [11].

Zhang et al. took low carbon emissions as the goal,
considered the constraints of customer demand time win-
dow and loading and unloading time, and used the hybrid
particle swarm optimization algorithm to optimize the
multiproduct and multiobjective supply chain [12]. Lanzirui
et al. built a minimum cost model under the background of

low carbon and analyzed the influencing factors of pro-
duction decisions of enterprises with high carbon emissions
under the background of carbon emission quota [13].
Taleizadeh et al. used two scenarios to study the interaction
between carbon emission reduction, return policies, and
quality improvement efforts. ,e research showed that
higher refund prices are beneficial to reduce carbon emis-
sions and improve product quality and supply chain profits
[14]. Nouira et al. studied the impact of carbon emission
sensitive demand on supply chain design decision [15].
Huang et al. proposed a new group recommendation model
based onmultiattention, which uses the deep neural network
structure based on multiattention to achieve accurate group
recommendation [16]. Purohit et al. studied the inventory
lot size problem based on the constraints of carbon emission
and cyclic service level. ,e research showed that cost, in-
ventory, and carbon emission decrease with the increase in
carbon price [17]. Saxena et al. constructed a supply chain
design model that comprehensively considered carbon tax
policy, economy, and carbon emission and used the im-
proved cross entropymethod to get the carbon price that can
obtain the maximum environmental benefit [18].

Mauro et al. evaluated the pretreatment technology of a
coal-fired power plant from two aspects of environment and
technology economy and evaluated the impact of pre-
treatment technology on the carbon emission avoidance cost
[19]. Di Filippo et al. compared and analyzed the effects of
carbon pricing policy, command and control policy, and
resource incentive three tools in order to solve the obstacles
of market failure to take measures to reduce carbon emis-
sions in the concrete supply chain. ,e research showed that
the carbon pricing policy is relatively effective [20]. Aiming
at the problem of grab point planning, Hu et al. proposed a
grab planning method based on the Gaussian process
classification of big data [21]. On calculating the carbon
footprint of the grain, Roibás et al. proposed alternative
transportation schemes that can reduce the carbon footprint
of final products [22]. Wilson and Staffell found that the
transformation of coal to natural gas can be realized through
effective carbon pricing, so as to reduce carbon emissions
[23]. Allevi et al. established a model including carbon
emission policy, recovery, transportation, and technical
factors to evaluate the effect of applying environmental
policies on a multilayer closed-loop supply chain network
and solved it by using the theory of variational inequality.
,e analysis shows that the combined application of the
carbon emission tax of truck transportation and the EU
emission trading system (EU-ETS) at manufacturer level is
beneficial to environmental protection [24]. In order to
improve the effectiveness of Internet of ,ings recom-
mendation, Huang et al. proposed a multimodal represen-
tation learning-based Internet of ,ings recommendation
model [25]. Shaw et al. used the Benders decomposition
algorithm to solve the problem of the sustainable supply
chain network design under the constraints of opportunities.
By using an example, we found that the carbon credit price is
positively correlated with the enterprise’s changeable cost
and negatively correlated with the variable emissions [26].
Yu et al. established a mixed integer nonlinear programming
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(MINLP) model of shelf space allocation under the back-
ground of the carbon tax and discussed the influence of shelf
space capacity on product allocation decision [27]. Singh
et al. considered the carbon footprint in the traditional
supplier selection process and proposed a framework to help
reduce the carbon footprint of beef products using the
combination of big data, operational research, and other
technologies [28].

To sum up, the current research related to the carbon
footprint and the low-carbon supply chain focuses on the
optimization of the supply chain system of carbon emission,
while the research on carbon emission responsibility sharing
and resource sharing is less. ,erefore, in the context of
carbon emission, this paper establishes a low-carbon supply
chain decision-making optimization model based on carbon
emission responsibility sharing and resource sharing. ,is
model takes economy and environment as the goal and uses
variational inequality to analyze the optimal conditions of
the whole low-carbon supply chain system by coordinating
and transforming the two interactive goal equilibrium
problems. On the basis of proving the existence of the so-
lution of the variational inequality of the supply chain
system, this paper analyzes the change rule of the profit and
carbon emission under the carbon trading with various
parameters (such as recycling coefficient and remanu-
facturing coefficient of waste products) by numerical sim-
ulation and verifies the rationality and effectiveness of the
model. It can be seen from the results that through the
competition and cooperation of upstream and downstream
auto parts enterprises for low carbon, the carbon footprint of
the whole supply chain can be effectively managed, so as to
achieve the purpose of reducing the overall carbon emissions
of the supply chain system.

,e innovations of this paper are as follows: (1) from the
perspective of research, in addition to considering carbon
emission constraints, carbon emission responsibility sharing
and resource sharing are also considered. (2) In the research
method, the variational inequality is used to optimize the
whole low-carbon supply chain system. (3) As for the re-
search results, this paper draws the conclusion through
simulation: through the competition and cooperation of
upstream and downstream auto parts enterprises for low
carbon, the carbon footprint of the whole supply chain can
be effectively managed, so as to achieve the purpose of
reducing the overall carbon emissions of the supply chain
system.

2. Problem Description and Symbol Definition

,e low-carbon supply chain network of auto parts is
composed of suppliers, producers, physical retailers, online
retailers, demand markets, and recyclers. ,e basic structure
is shown in Figure 1.,e solid line in Figure 1 represents the
forward logistics, and the dotted line represents the reverse
logistics. Auto parts raw material suppliers provide raw
materials for manufacturers. ,e products of manufacturers
are sold to the demandmarket through physical retailers and
online retailers, and the products are recycled by recyclers

after use. ,e definition of variables and function setting is
shown in Tables 1 and 2, respectively.

3. The Establishment of Network Equilibrium
Optimization Model for Supply Chain of
Auto Parts

3.1. &e Establishment of Network Equilibrium Model under
the Economic Goal of Low-Carbon Supply Chain

3.1.1. Network Equilibrium Model of Suppliers. If Qsm is the
supply quantity from the supplier to the manufacturer, ρsm is
the price of the material from the supplier to the manu-
facturer, and the profit of the supplier is the profit of the
material supplied to the manufacturer minus the purchase
cost of the supplier, then minus the transaction variable cost
with the manufacturer, the objective function of the supplier
s is

max 
M

m�1
ρsmQsm − 

M

m�1
fs Qsm(  + 

M

m�1
csm Qsm(  . (1)

,e optimal conditions of all suppliers are equivalent to
the following variational inequalities, and the solution
Qsm ≥ 0 satisfies



S

s�1


M

m�1

zfs Qsm( 

zQsm

+
zcsm Qsm( 

zQsm

− ρsm  × Qsm − Q
∗
sm( ≥ 0,

∀Qsm ≥ 0.

(2)

,e variational inequality (2) shows that the transaction
price of auto parts suppliers is equal to the sum of the
marginal purchase cost and the marginal transaction cost for
any supply greater than zero in the equilibrium state.

3.1.2. Network Equilibrium Model of Manufacturers. If Qmr

is the product quantity provided by the manufacturer to the

Supplier 1 Supplier 2

Manufacturer 1 Manufacturer 2

Physical retailer

Online retailer

Demand market 1 Demand market 2

Recycler 2

Recycler 1

Figure 1: Network structure of the low-carbon supply chain.
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physical retailer and the online retailer, ρmr is the product
price of the manufacturer, the cost of the manufacturer
includes the production cost, the cost paid to the supplier
and the recycler, the transaction cost with the supplier, the
physical retailer, the online retailer, and the recycler, and the

cost of energy and carbon emission consumed in the pro-
duction shall also be considered, then assuming that the unit
energy cost consumed in the production process is vi and the
unit carbon emission cost is uo, the objective function of
producer m is

max 
R

r�1
ρmrQmr − 

S

s�1
fms Qsm,φsm(  + 

N

n�1
fmn Qnm,φnm( ⎛⎝

+ 
S

s�1
ρsmQsm + 

N

n�1
ρnmQnm + 

S

s�1
cms Qsm(  + 

R

r�1
cmr Qmr( 

+ 
N

n�1
cmn Qnm(  + 

R

r�1
vimCFimQmr + 

R

r�1
uomEFomQmr

⎞⎠

s.t. 
R

r�1
Qmr ≤φsm 

S

s�1
Qsm + φnm 

N

n�1
Qnm.

(3)

,e optimal conditions of all producers are equivalent to
the following corresponding variational inequalities:



M

m�1


R

r�1

zcmr Qmr( 

zQmr

+ vimCFim + uomEFom + ζ1m − ρmr  × Qmr − Q
∗
mr(  + Qsm − Q

∗
sm( 

× 
M

m�1


S

s�1

zfms Qsm,φsm( 

zQsm

+
zcms Qsm( 

zQsm

+ ρsm − φsmζ1m  + 
M

m�1


N

n�1

zfmn Qnm,φnm( 

zQnm

+
zcmn Qnm( 

zQnm

+ ρnm − φnmζ1m 

× Qnm − Q
∗
nm(  + 

M

m�1
φsm 

S

s�1
Qsm + φnm 

N

n�1
Qnm − 

R

r�1
Qmr

⎛⎝ ⎞⎠ × ζ1m − ζ ∗1m( ≥ 0,

∀Qmr ≥ 0, Qsm ≥ 0, Qnm ≥ 0, ζ1m ≥ 0,

(4)

where ζ1m in is the Lagrange coefficient to ensure the
constraint condition of the objective function is established,
which represents the minimum supply cost of the producer,
that is, the cost that the producer is willing to bear at most for
the unit product. ,e economic interpretation of variational
inequality (4) is as follows.

,e first one indicates that in equilibrium, for any
trading volume greater than zero, the sum of the marginal
transaction cost of the manufacturer and the retailer, the
marginal energy use cost of the production input, the
marginal carbon emission cost of the production output, and
its minimum supply cost is equal to the transaction price of
the auto parts manufacturer.

,e second item indicates that in the equilibrium state,
for any trading volume greater than zero, the marginal
production cost of new materials, the marginal transaction
cost of suppliers and producers, and the sum of the
transaction price of suppliers is equal to the product of the
availability coefficient and the minimum supply cost of
suppliers’ raw materials, and the third item is similar.

,e fourth item indicates that in the equilibrium state,
for any trading volume greater than zero, the sum of the
trading volume of the auto parts manufacturer and the
retailer is equal to the product of the trading volume of the
supplier and the manufacturer and their availability coef-
ficient of raw materials plus the product of the trading
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volume of the recycler and the manufacturer and their
availability coefficient of reprocessed products.

3.1.3. Network Equilibrium Model of Physical Retailer and
Online Retailer. Suppose Qr d is the physical retailer’s and
the online retailer’s sales volume, ρr d is the physical retailer’s
and the online retailer’s sales price, the unit energy

consumption cost is vi, and the unit carbon emission cost is
uo. When the physical retailer’s and the online retailer’s cost
is storage cost, payment to the manufacturer cost, and the
transaction cost with the manufacturer and the demand
market, plus energy consumption and the carbon emission
cost in sales operation, then the objective function of the
physical retailer and the online retailer r is

max 
D

d�1
ρr dQr d − 

M

m�1
cr Qmr(  + 

M

m�1
ρmrQmr + 

M

m�1
crm Qmr(  + 

D

d�1
cr d Qr d(  + 

D

d�1
virCFirQr d + 

D

d�1
uorEForQr d

⎛⎝ ⎞⎠

s.t. 
D

d�1
Qr d ≤ 

M

m�1
Qmr.

(5)

,e optimal conditions of all physical retailers and
online retailers are equivalent to the following variational
inequalities:



R

r�1


D

d�1

zcr d Qr d( 

zQr d

+ virCFir + uorEFor + ζ2r − ρr d  × Qr d − Q
∗
r d(  + 

R

r�1


M

m�1

zcr Qmr( 

zQmr

+
zcrm Qmr( 

zQmr

+ ρmr − ζ2r 

× Qmr − Q
∗
mr(  + 

R

r�1


M

m�1
Qmr − 

D

d�1
Qr d

⎛⎝ ⎞⎠ × ζ2r − ζ ∗2r( ≥ 0,

∀Qr d ≥ 0, Qmr ≥ 0, ζ2r ≥ 0,

(6)

where the “∗” sign indicates that the variable is in
equilibrium, corresponding to the optimal solution of
variational inequality (6). Among them, the Lagrange
coefficient ζ2r ensures that the constraint condition of the
objective function holds, which means the physical re-
tailer’s and the online retailer’s minimum supply cost, that
is, the highest cost that the physical retailer and the online
retailer are willing to pay when selling each unit of
product. ,e variational inequality (6) shows the
following.

,e first one indicates that in equilibrium, for any
trading volume greater than zero, the sum of the marginal
transaction cost, the input energy use cost, the output unit
carbon emission cost, and the minimum supply cost of the
retailer is equal to the transaction price of the auto parts
retailer.

,e second indicates that in equilibrium, for any supply
greater than zero, the sum of the retailer’s marginal storage
cost, the retailer’s marginal transaction cost, and the
manufacturer’s transaction price is equal to the minimum
supply cost of the auto parts retailer.

,e third indicates that in equilibrium, for any supply
greater than zero, the sum of the transaction volume of auto
parts manufacturers and physical retailers and online re-
tailers is equal to that of retailers and the demand market.

3.1.4. Network Equilibrium Model of Demand Market.
,e variables that the demand market needs to decide in-
clude two parts. In positive logistics, the demand market
meets the following conditions:

ρr d + cdr Qr d( 
� ρd, Qr d > 0,

≥ ρd, Qr d � 0.
 (7)

,e demand market has the following supply-demand
balance relationship:

Dd ρd( 

� 
R

r�1
Qr d, ρd > 0,

≥ 
R

r�1
Qr d, ρd � 0.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(8)
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,e economic explanation is as follows: formula (7) in-
dicates that if the sum of the physical retailer’s and the online
retailer’s selling price and the transaction cost of the demand
market is equal to the demand price, then there is a trans-
action between the physical retailer, the online retailer, and
the demand market; otherwise, the transaction volume be-
tween the two is zero; formula (8) indicates that if the demand
of the demand market is exactly equal to the quantity of
products purchased from the physical retailer and the online
retailer, then the equilibrium price is positive; if the two are
not equal, then the equilibrium demand price is zero.

In reverse logistics, the demand market D determines
whether to sell to the recycler according to the recycling price of
waste products. ,is relationship can be expressed as follows:

cdn Qdn( 
� ρdn, Qdn > 0,

≥ ρdn, Qdn � 0,
 (9)

s.t. 
N

n�1
Qdn ≤ 

R

r�1
Qr d. (10)

Equation (10) indicates that the total amount recovered
by the recycler from the demand market D does not exceed
the total amount of products in the demand market. By
synthesizing the behavior and constraints of the demand
market in forward logistics and reverse logistics, the optimal
conditions of all demandmarkets can be obtained, which are
equivalent to the following variational inequalities, and the
solution (Qdn, Qr d, ρd, ζ3 d)≥ 0 satisfies



D

d�1


R

r�1
ρr d + cdr Qr d − ρd − ζ3 d(   × Qr d − Q

∗
r d(  + 

D

d�1


N

n�1
cdn Qdn(  − ρdn + ζ3 d(  × Qdn − Q

∗
dn( 

+ 

D

d�1


R

r�1
Qr d − Dd ρd( ⎛⎝ ⎞⎠ × ρd − ρ∗d(  + 

D

d�1


R

r�1
Qr d − 

N

n�1
Qdn

⎛⎝ ⎞⎠ × ζ3 d − ζ ∗3 d( ≥ 0.

(11)

3.1.5. Network Equilibrium Model of Recycler. It is assumed
that the quantity of waste products sold by the recycler to the
manufacturer is Qnm and the selling price is ρnm. Qdn is the
total quantity of recycled waste products. ,e profit of the
recycler is the profit obtained from the sale of reusable
products to the manufacturer minus the cost of acquisition,
transportation, and storage of the recycler, the cost of

recycling paid to the demand market, and the transaction
cost with the demand market and the manufacturer, plus a
part of the recycled waste products that need to be scrapped.
,e total amount of scrapping is (1 − θ) 

D
d�1 Qdn, the cost is

χ(1 − θ) 
D
d�1 Qdn, and the energy consumption and carbon

emission in the recycling process cost, the objective function
of recovery quotient n, is

max 
M

m�1
ρnmQnm − 

D

d�1
cn Qdn(  + 

D

d�1
ρdnQdn + 

M

m�1
cnm Qnm(  + 

D

d�1
cn d Qn d(  + χ(1 − θ) 

D

d�1
Qdn + 

D

d�1
vinCFinQdn + 

D

d�1
uonEFonQdn 

s.t. 
M

m�1
Qnm ≤ θ 

D

d�1
Qdn.

(12)

,e optimal conditions of all recovery quotients are
equivalent to the following variational inequalities:



N

n�1


M

m�1

zcnm Qnm( 

zQnm

+ ζ4n − ρnm  × Qnm − Q
∗
nm(  + 

N

n�1


D

d�1

zcn Qdn( 

zQdn

+
zcnd Qdn( 

zQdn

+ ρdn + vinCFin + uonEFon + χ((1 − θ) − θζ4n 

× Qdn − Q
∗
dn( + 

N

n�1
θ 

D

d�1
Qdn − 

M

m�1
Qnm

⎛⎝ ⎞⎠ × ζ4n − ζ ∗4n( ≥ 0,∀Qnm ≥ 0, Qdn ≥ 0, ζ4n ≥ 0,

(13)
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where ζ4n is the Lagrangian coefficient to ensure the con-
straint condition of the objective function is established,
which represents the minimum recovery cost of the recycler,
that is, the cost that the recycler is willing to bear at most for
the unit product recovery. ,e economic explanation of
variational inequality (13) is as follows.

,e first item indicates that in equilibrium, for any
supply greater than zero, the marginal transaction price of
the auto parts recycler is equal to the sum of the marginal
transaction cost of the recycler and themanufacturer and the
minimum recovery cost of the recycler.

,e second item indicates that in the equilibrium state,
for any supply greater than zero, the sum of the marginal
storage cost of the recycler, the marginal transaction cost of
the recycler and the demand market, the transaction price of
the demand market, the energy use cost of the input end, the
carbon emission cost of the output end, and the disposal cost
of the unit scrap product is equal to the minimum recovery
cost of the auto parts recycler.

,e third item indicates that under the equilibrium state,
for any supply greater than zero, the transaction volume of

the auto parts demand market and the recycler is equal to
that of the recycler and the manufacturer.

3.1.6. Network Equilibrium Model with Carbon Trading as
Objective Function. In the supply chain, when the carbon
emission limit of ACC node enterprise j is not enough, it can
buy the carbon emission limit CC−

j sold by other enterprises
at a price through the carbon trading market; on the con-
trary, when the carbon emission limit of the enterprise with
good energy conservation and emission reduction is re-
dundant, it can sell the carbon emission limit of the en-
terprise CC+

j needed at VCC price. Carbon emissions are
calculated in terms of carbon dioxide equivalent per ton
(CO2e).,en, the objective function of the trading profit of a
node enterprise j is

Max VCCCC+
j − ACCCC−

j , (14)

where j ∈M∪R∪N.
,e constraint is that the energy consumption and the

carbon footprint of each node enterprise in the supply chain
network are within the limit, that is,

CO
out
o 

R

r�1
EFomQmr + CO

in
i 

R

r�1
CFimQmr + CC

+
m − CC

−
m ≤L

CO2e
m ,

CO
out
o 

D

d�1
EForQr d + CO

in
i 

D

d�1
CFirQr d + CC

+
r − CC

−
r ≤L

CO2e
r ,

CO
out
o 

D

d�1
EFonQdn + CO

in
i 

D

d�1
CFinQdn + CC

+
n − CC

−
n ≤L

CO2e
n ,

CC
+
m ≤L

COS
m ,

CC
−
m ≤L

COP
m ,

CC
+
r ≤L

COS
r ,

CC
−
r ≤L

COP
r ,

CC
+
n ≤L

COS
n ,

CC
−
n ≤L

COP
n .

(15)

,e solution of the objective function with constraints
on the carbon footprint of the whole low-carbon supply
chain is equivalent to the solution of the corresponding

variational inequality below, which satisfies the following
conditions:
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CC
+
m, CC

−
m, CC

+
r , CC

−
r , CC

+
n , CC

−
n , Qmr, Qr d, Qdn, ζ5m, ξ5r, τ5n, α5m, α5m

′ , β5r, β5r
′ , c5n, c5n

′( ≥ 0



M

m�1
ζ5m + α5m − V

cc
(  × CC

+
m − CC

+∗
m(  + 

M

m�1
A

cc
− ζ5m + α5m

′(  × CC
−
m − CC

−∗
m( 

+ 
R

r�1
ξ5r + β5r − V

cc
(  × CC

+
r − CC

+∗
r(  + 

R

r�1
A

cc
− ξ5r + β5r

′(  × CC
−
r − CC

−∗
r( 

+ 
N

n�1
τ5n + c5n − V

cc
(  × CC

+
n − CC

+∗
n(  + 

N

n�1
A

cc
− τ5n + c5n

′(  × CC
−
n − CC

−∗
n( 

+ 
M

m�1


R

r�1
CO

out
o EFom + CO

in
i CFim ζ5m × Qmr − Q

∗
mr( 

+ 
R

r�1


D

d�1
CO

out
o EFor + CO

in
i CFir ξ5r × Qr d − Q

∗
r d( 

+ 
N

n�1


D

d�1
CO

out
o EFon + CO

in
i CFin τ5n × Qdn − Q

∗
dn( 

+ 
M

m�1
L
CO2e
m − CO

out
o 

R

r�1
EFomQmr − CO

in
i 

R

r�1
CFimQmr − CC

+
m + CC

−
m

⎡⎣ ⎤⎦ × ζ5m − ζ ∗5m( 

+ 
R

r�1
L
CO2e
r − CO

out
o 

D

d�1
EForQr d − CO

in
i 

D

d�1
CFirQr d − CC

+
r + CC

−
r

⎡⎣ ⎤⎦ × ξ5r − ξ ∗5r( 

+ 
N

n�1
L
CO2e
n − CO

out
o 

D

d�1
EFonQdn − CO

in
i 

D

d�1
CFinQdn − CC

+
n + CC

−
n

⎡⎣ ⎤⎦ × τ5n − τ ∗5n( 

+ 

M

m�1
L
COS
m − CC

+
m  × α5m − α∗5m(  + 

M

m�1
L
COP
m − CC

−
m  × α5m

′ − α′∗5m 

+ 
R

r�1
L
COS
r − CC

+
r  × β5r − β∗5r(  + 

R

r�1
L
COP
r − CC

−
r  × β5r
′ − β′∗5r 

+ 
N

n�1
L
COS
n − CC

+
n  × c5n − c

∗
5n(  + 

N

n�1
L
COP
n − CC

−
n  × c5n

′ − c
′∗
5n ≥ 0,

(16)

where ζ5m, ξ5r, τ5n, α5m, α5m
′ , β5r, β5r

′ , c5n, c5n
′ is the Lagrange

coefficient to ensure the constraint conditions of the ob-
jective function is established.

3.2. &e Establishment of Network Equilibrium Model under
the Environment Goal of Low-Carbon Supply Chain.
Based on the carbon footprint management, the environ-
mental objective function of the low-carbon supply chain is
minimum carbon emission. Taking the carbon dioxide
equivalent per ton tCO2e as the calculation unit, the envi-
ronmental objective function of the whole low-carbon
supply chain network is

min COin
i Ci + COout

o Eo . (17)

,e total input energy consumption and output carbon
emissions are as follows:

Ci � 

M

m�1


R

r�1
CFimQmr + 

R

r�1


D

d�1
CFirQr d + 

N

n�1


D

d�1
CFinQdn,

Eo � 
M

m�1


R

r�1
EFomQmr + 

R

r�1


D

d�1
EForQr d + 

N

n�1


D

d�1
EFonQdn.

(18)

,e optimal conditions of the above programming
problems are equivalent to the following variational in-
equalities, and the solution (Qmr, Qr d, Qdn)≥ 0 satisfies the
following requirements:
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M

m�1


R

r�1
CO

out
o EFom + CO

in
i CFim  × Qmr − Q

∗
mr( 

+ 
R

r�1


D

d�1
CO

out
o EFor + CO

in
i CFir  × Qr d − Q

∗
r d( 

+ 
N

n�1


D

d�1
CO

out
o EFon + CO

in
i CFin  × Qdn − Q

∗
dn( ≥ 0.

(19)

3.3.&eNetworkEquilibriumModel of theWholeLow-Carbon
Supply Chain. ,e quantity of purchase and recycled
products in the demand market must be equal to the
quantity received by the reprocessing recycler. ,e price and
the carbon trading volume between the upstream and
downstream networks of the supply chain must meet the
sum of the equivalent variational inequalities of each
equilibrium condition. When the low-carbon supply chain
network finally reaches the equilibrium state, its decision
variables must meet the optimal conditions of suppliers,
producers, physical retailers, online retailers, demand
markets, and recyclers, as well as the optimal conditions of
carbon trading and carbon footprint environmental objec-
tive function.

4. Simulation and Result Analysis

In this section, the above models are simulated to discuss the
change rule of trading profit and carbon emission with
exogenous variables (recycling coefficient, remanufacturing
coefficient of waste products, etc.). It is assumed that the
supply chain network model of auto parts is a closed-loop
supply chain composed of two suppliers, two producers, one
physical retailer, online retailer, two demand markets, and
two recyclers. For the purpose of simulation calculation, the
parameters used in the model and the settings of the
functions involved in the model are shown in Table 3. ,ere
are many parameters involved in the model. It mainly an-
alyzes the recycling coefficient rk and the remanufacturing
coefficient μ of the network members and observes the
changes of the total profits of carbon trading and the total
carbon emissions of the supply chain.

4.1.&e Influence of Recycling Coefficient on Carbon Emission
and Total Profit of Supply Chain. Under the different recy-
cling coefficient rk, the total carbon emission and the total
profit of carbon trading and selling in the supply chain show
an interval change trend, as shown in Figures 2 and 3, re-
spectively. In order to facilitate the analysis of the impact of
the change of the recycling coefficient on the carbon
emissions and total profits of the supply chain, this paper
considers the following.

It can be seen from Figure 2 that with the increase in the
recycle coefficient rk, the total amount of carbon emissions
increases continuously and the range is large. ,is is because
the larger the rk is in the process of recycling waste products,

the more the waste products will be recycled from the de-
mand market, the more the waste products will be disposed,
and the more the carbon emissions will be.

It can be seen from Figure 3 that with the increase in the
recycling coefficient rk, recycling conversion and reuse
coefficient θ shows an upward trend, while the trading profit
of carbon trading shows a downward trend. It shows that the
increase of recycled products recycling leads to the increase
of recycled products conversion and reuse, which increases
the carbon emissions of supply chain members, while the
carbon emission quota allocated by most members of the
supply chain is not enough to make up for the increased
carbon emissions and reduced carbon trading, thus reducing
the trading profits of carbon trading.

4.2. Influence of Remanufacturing Coefficient of Waste
Products onCarbonEmissionandTotalProfit of SupplyChain.
With different remanufacturing coefficient μ of waste
products, the total amount of carbon emissions in the

Table 3: Parameter setting.

Parameter Value
vim 200/t
vir 200/t
vin 200/t
Acc 2500/t
Vcc 2500/t
a 0.5
g 4
p 1000
uom 200/t
uor 200/t
uon 200/t
φsm 0.9
φnm 0.8
b 2
h 1
q 0.4
CFim 6
CFir 3
CFin 8
COin

i 0.015
COout

o 0.015
c 0.8
k 3
t 0.02
EFom 12
EFor 6
EFon 15
χ 2
λ 10−2

e 3.5
l 2.5
u 0.03
LCOS 8×105/t
LCOP 8×105/t
LCO2e 8×105/t
ε 10−3

θ 0.8
f 5
o 1.5
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supply chain and the total profit of carbon trading show an
interval trend, as shown in Figures 4 and 5, respectively. In
order to analyze the influence of the remanufacturing
coefficient of waste products on carbon emission and total
profit of the supply chain, this paper considers the
following.

As can be seen from Figure 4, the carbon emissions in the
supply chain increase with the increase in μ, but the range is
not very large. ,is is due to the increase of recycled ma-
terials and the corresponding increase of production, thus
the carbon emissions increase. Recyclers have a great impact
on carbon emissions. By properly increasing the remanu-
facturing coefficient of waste products, carbon emissions
and trading profits can be optimized at the same time.

As can be seen from Figure 5, with the increase in the
remanufacturing coefficient μ of waste products, the
availability coefficient of reprocessed products of recyclers
is also slowly increasing and the trading profit of carbon
trading decreases accordingly. ,is is because with the
manufacturing of waste products, recyclers can process
more products, and the carbon emission quota allocated by
producers is not enough to make up for the increased
carbon emissions, which reduces the carbon trading and
thus reduces the profits of carbon trading. In order to
improve the profit of carbon trading in the supply chain,
manufacturers need to make a reasonable ordering plan in
order to balance the carbon emissions and the profit of
carbon trading.
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Figure 2: Change of total carbon emission with rk.
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5. Conclusion

,e top-level design of a smart city should focus on green in
strategy, aiming to build a green smart city. Smart cities plan
and build around energy conservation, emission reduction,
and environmental optimization and regard sustainable
development as the starting point and destination. As an
important strategic industry in the construction of smart
cities, the auto parts industry should also take responsibility
for low-carbon emission reduction. In this paper, by con-
sidering the optimal decision-making behavior of suppliers,
producers, physical retailers, online retailers, demand
markets, and recyclers, as well as the situation of carbon
trading and carbon emissions, the equilibrium conditions of
each node in the low-carbon supply chain of auto parts are
analyzed by using variational inequality, and the network
equilibrium optimization model of the low-carbon supply
chain is established. Using the simulation analysis method,
through analyzing the relationship between carbon emis-
sions and trading profits with the recovery coefficient of

recycled products and the remanufacturing coefficient of
waste products, we can get that carbon emissions directly
affect the trading profits of carbon trading; recyclers have a
great impact on carbon emissions. Properly increasing the
recovery coefficient of recycled products and the remanu-
facturing coefficient of waste products can make carbon
emissions and profits of carbon trading reach the optimal
level at the same time. In order to improve the profits of
carbon trading in the supply chain, manufacturers need to
make reasonable ordering plans to balance carbon emissions
and profits of carbon trading. It further shows that in order
to achieve the network equilibrium of the low-carbon supply
chain of auto parts, the coordination and cooperation of
supply chain members is needed.,rough recycling, process
improvement, and other measures, the carbon emissions of
the supply chain network can be reduced, and the excess
carbon emissions can be sold in the carbon trading market.
,e profits can offset the cost investment in emission re-
duction and finally achieve the purpose of low-carbon
supply chain management.
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