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+e crime is difficult to predict; it is random and possibly can occur anywhere at any time, which is a challenging issue for any
society. +e study proposes a crime prediction model by analyzing and comparing three known prediction classification al-
gorithms: Naive Bayes, Random Forest, and Gradient Boosting Decision Tree. +e model analyzes the top ten crimes to make
predictions about different categories, which account for 97% of the incidents. +ese two significant crime classes, that is, violent
and nonviolent, are created by merging multiple smaller classes of crimes. Exploratory data analysis (EDA) is performed to
identify the patterns and understand the trends of crimes using a crime dataset. +e accuracies of Naive Bayes, Random Forest,
and Gradient Boosting Decision Tree techniques are 65.82%, 63.43%, and 98.5%, respectively, and the proposed model is further
evaluated for precision and recall matrices. +e results show that the Gradient Boosting Decision Tree prediction model is better
than the other two techniques for predicting crime, based on historical data from a city. +e analysis and prediction model can
help the security agencies utilize the resources efficiently, anticipate the crime at a specific time, and serve society well.

1. Introduction

Data mining is the knowledge discovery process used to
collect and analyze a large dataset and summarize it with
helpful information. It is critical in different fields of science
to serve analytical purposes and plays an essential role in
human life and fields such as education, business, medicine,
health, and science. Data mining is an attractive process of
discovering a valid, understandable, helpful pattern and
valuable information in large amounts of data [1]. +e main
goal of data mining is to find out fascinating and concealed
knowledge in the data and summarize it in a significant form
[2–4]. Similarly, the results should be in the form that
conveys the inside information effectively [5–7]. +erefore,
classification techniques are among the most important and
commonly used techniques in data mining, and supervised
class prediction techniques allow nominal class labels for
predictions [8].

San Francisco is one of the largest cities in the United
States of America. +erefore, it is vital to understand the
pattern of crimes to ensure the safety of the citizens. San
Francisco Crime Classification is an open-source dataset
available for an online competition administrated by Kaggle
Inc. +e main task in the dataset is to predict the crime
category based on a given set of geographical and time-based
variables. +e limited and constrained police resources
prove insufficient to handle the city’s law and order issues.
+erefore, it is vital to study and understand the distribution
of different types of crimes in the city based on the oc-
currence time and the location for security agencies to
channelize resources efficiently. Naive Bayes, Random
Forest, and Gradient Boosting Decision Tree are used for
prediction and classification of crimes into two types of
violent and nonviolent crimes.

In this paper, the main goal is to propose a prediction
model that predicts crime based on past criminal records.
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+eproposedmodel contains three techniques and performs
evaluation through accuracy, precision, and recall evaluation
matrices. +e data is descriptively analyzed and statistical
crime distribution over space and time is visualized to help
attain potential patterns. +e features are extracted from the
original dataset, and the classification is performed using
Naive Bayes, Random Forest, and Gradient Boosting De-
cision Tree techniques. +e experimental results show that
the Gradient Boosting Decision Tree prediction model is
better than the other two techniques for predicting crime,
based on historical data from a city. +e analysis and pre-
diction model can help the security agencies utilize the
resources efficiently, anticipate the crime at a specific time,
and serve society well. Conclusions of the study and future
directions for further research are presented in the last
section of the paper.

2. Related Work

Data mining has been frequently used in crime prediction
models for the last couple of years, considering different
features. Yehya used variables such as longitude (X), latitude
(Y), address, day of week, date (YYYY-mm-dd: hh :MM : ss),
district, resolution, and category to analyze and predict San
Francisco crime data. +e study used different techniques
and principal component analysis to classify the accuracy
and avoid overfitting. He also used four different classifiers:
K-NN, XGB Decision Tree, Bayesian, and Random Forest,
applied them to the task, and obtained the log-loss of 2.39031
by the Random Forest classifier [9]. Wenbin Zhu et al.
conducted an experiment for the classification of crime
based on the San Francisco dataset. According to their
explanation, it was mentioned that crime classification helps
police to keep the city safe. +ey predicted crime categories
based on time and location. +ey used Naive Bayes, logistic
regression, and the Random Forest as baseline classifiers
with best prediction results [10]. Umair Saeed et al.
experimented with data mining techniques to identify and
predict crimes and compared the experiment results of
Naive Bayes and Decision Tree classifiers.+ey observed that
the Naive Bayes classifier performed better and accurately
predicted crime prediction [11]. Somayeh Shojaee et al.
conducted an experimental study for crime prediction using
supervised classification learners. +ey used two different
feature selection methods executed on real crime datasets.
+ey compared these two methods based on AUC (i.e., Area
Under the Curve) values. +ey found that Naive Bayes,
K-Nearest Neighbor (KNN), and Neural Networks are
better classifiers against Decision Tree (J48) and Support
Vector Machine (SVM). +e Chi-square feature selection
technique is used in their experiment for the performance
measurement of the classifiers. +e investigation is con-
ducted in a RapidMiner environment to enhance the
quality of crime mining [12]. Junbo et al. predicted crime
categories from 2003 to 2015 surrounding San Francisco
city based on a dataset derived from SFPD Crime Incident
Reporting System. +ey investigated Naive Bayes, K-NN,
and Gradient Tree Boosting classification models and
analyzed their advantages and disadvantages on that

prediction task. According to their results, Naive Bayes did
not perform as a perfect model for that task because some
features did not represent the count or frequency. On the
other hand, K-Nearest Neighbor improved the prediction
result to a large extent. Gradient Tree Boosting performed
as the best model in their experiment, but it was slightly
slow. Gradient Tree Boosting model generated a score of
2.39383 and was ranked 93 among 878 teams [9]. R. Iqbal
et al. (2013) conducted an experimental study for the
classification algorithms. +ey experimented with the
prediction of crime categories for the different states of
USA. +ey compared Naive Bayes with the Decision Tree
classifier for crime prediction. Naive Bayes achieved
70.81% accuracy and the Decision Tree classifier achieved
83.95% accuracy, which shows that the Decision Tree
classifier performs better for the crime classification
problems [13].

3. San Francisco Dataset

+e study uses a dataset from Kaggle to build up the model
[2]. +e dataset (training set/data) has different attributes,
each having a different connection. +e training dataset
contains the incidents taken from Kaggle on San Francisco
crimes. +e data ranges from January 2003 to May 2015.
+e dataset contains almost 12 years of criminal reports
from San Francisco. +e dataset has classified categories of
all crimes, which contain different crime types.+e training
set consists of 878049 observations and the testing set
consists of 884263 observations. +e dataset is used to
check the accuracy of the classification techniques with new
unclassified data. +e training set consists of nine variables
as shown in Table 1.

+e study arbitrarily mixes the original training dataset
and divides it into a training dataset and testing dataset with
80% and 20% sizes, respectively.

3.1. Exploratory Data Analysis. A simple script is run and
explores several unique categories of crimes in the dataset,
and 39 different crime categories are identified. +e figure
also shows the distribution of crime and change in the type
of crime since 2003. For example, from the below plot,
larceny/theft is the most common type of crime. Further,
there appears to be a skewness in the type of crimes. For
example, there have been 174,900 incidents of larceny/theft,
whereas there have been only 6 of TREA since 2003.

From Figure 1, it is found that the top 10 crimes
are larceny/theft, other offenses, noncriminal, assault,
drug/narcotic, vehicle theft, vandalism, warrants, burglary,
and suspicious OCC, accounting for 83.5% of the whole
records statistically [10]. It is reasonable to suggest allocating
more police resources to deal with these crimes as they are
more likely to occur.

Figure 2 indicates that the lower overall density of sex
offenses compared to the other categories of crime is ex-
pected, as there are fewer crimes of this category in the data.
+e overall structure here indicates the aggregate with the
most prominent hot spot in the north area centered in the
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Tenderloin neighborhood area. Larceny/theft, other of-
fenses, noncriminal, and assaults seem to be more con-
centrated on the map. However, four crimes seem to cover
a larger area: vehicle theft, vandalism, burglary, and sus-
picious OCC. At the same time, other crimes come into a
smaller area with larger density crime. It is interesting to
explore further other columns of the dataset to help us
extract useful features. What are the distributions for day of
week, hour, month, and even year for the record of the
crimes? We visualize how their occurrences alter with year,
month, day of week, and hour for the ten most occurring
crimes.

Figure 3 shows interesting figures and results based on
years.+is map reveals the increase or decrease in the top ten
crimes in different years in San Francisco from 2003 to 2015.

Figure 4 showsmonthly reports of the top ten crimes in San
Francisco, revealing the expansion and reduction of crime
month-wise. However, the interesting point is that all crimes
(top 10) are increased after three months and also decreased
after three months, which reveals that the top ten crimes in the
San Francisco area based on seasonal pattern increased in the
3rd month (March) with same pattern in Spring, decreased in
the 6th month (June) with the same pattern in Summer, and
increased again in September, Autumn.

Table 1: Selected features for analysis.

Attributes Descriptions
Dates Date is the timestamp of the moment when the crimes occurred
Category Category shows the crime category
Description Description shows the short description of the crime
DayOfWeek DayOfWeek shows the day on which the crime occurred
PdDistricts PdDistricts shows the district of the city where the crime was committed
Resolution Resolution shows a short description of the crime resolution
Address Address shows the address of the crime where it was located.
X X shows the latitude of the crime position
Y Y shows the longitude of the crime position

0

50000

100000

150000

LA
RC

EN
Y/

TH
EF

T
O

TH
ER

 O
FF

EN
SE

S
N

O
N

−C
RI

M
IN

A
L

A
SS

A
U

LT
D

RU
G

/N
A

RC
O

TI
C

V
EH

IC
LE

 T
H

EF
T

V
A

N
D

A
LI

SM
W

A
RR

A
N

TS
BU

RG
LA

RY
SU

SP
IC

IO
U

S 
O

CC
M

IS
SI

N
G

 P
ER

SO
N

RO
BB

ER
Y

FR
A

U
D

FO
RG

ER
Y/

CO
U

N
TE

RF
EI

TI
N

G
SE

CO
N

D
A

RY
 C

O
D

ES
W

EA
PO

N
 L

A
W

S
PR

O
ST

IT
U

TI
O

N
TR

ES
PA

SS
ST

O
LE

N
 P

RO
PE

RT
Y

SE
X 

O
FF

EN
SE

S 
FO

RC
IB

LE
D

IS
O

RD
ER

LY
 C

O
N

D
U

CT
D

RU
N

KE
N

N
ES

S
RE

CO
V

ER
ED

 V
EH

IC
LE

KI
D

N
A

PP
IN

G
D

RI
V

IN
G

 U
N

D
ER

 T
H

E 
IN

FL
U

EN
CE

RU
N

A
W

A
Y

LI
Q

U
O

R 
LA

W
S

A
RS

O
N

LO
IT

ER
IN

G
EM

BE
ZZ

LE
M

EN
T

SU
IC

ID
E

FA
M

IL
Y 

O
FF

EN
SE

S
BA

D
 C

H
EC

KS
BR

IB
ER

Y
EX

TO
RT

IO
N

SE
X 

O
FF

EN
SE

S 
N

O
N

 F
O

RC
IB

LE
G

A
M

BL
IN

G
PO

RN
O

G
RA

PH
Y/

O
BS

CE
N

E 
M

A
T

TR
EA

Category of crime

N
um

be
r o

f c
rim

es

Number of crimes in individual category

Figure 1: Number of crimes in individual category.
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Figure 5 shows the top ten crimes’ ratio (increase or
decrease) for days of the week. +e crime is more con-
centrated in northern areas on Friday, Saturday, and
Wednesday. Larceny crime, vehicle crime, and vandalism
crime increased on Friday and Saturday with the same
pattern, while the rate of suspicious OCC crime occurred
and increased on Friday and Wednesday. Burglary crime
increased on Friday, and assault crime increased on Saturday
and Sunday. Drug/narcotics and warrants crime occurred
and increased on Wednesday. All these crimes indicate the
ratio and occurrence of crime in San Francisco based on days
(days of weeks).

Figure 6 shows the aggregate of the crime and the crime
rate in each hour. In this graph, the results suggest that all the
top ten crimes decreased between 3 : 00 AM and 6 : 00 AM
but reached their second peak at midnight and the first peak
around 5 : 00 PM to 6 : 00 PM. So, when police resources are
limited, our suggestion is to allocate more police from noon
to midnight.

+ere are seasonal patterns in data, where although the
total crime counts were different, the normalized values
followed similar trends. When normalized by mean and
standard deviations, seasonal patterns in a month appear.

Similar patterns emerge for hours also. Different lines
represent crimes for different categories (top 10 only) in
Figures 7 and 8, respectively.

3.2. Variable Selection. +e variable “Category” is the de-
pendent variable for prediction. +e variables “Resolution” and
“Description” are irrelevant for the analysis because of their
nature andwere dropped from the dataset during preprocessing
steps. +e remaining variables are considered the independent
variables, used for predicting the dependent variable.

3.3. VariableTransformation. Few variables are transformed
to enrich the features of the dataset:

(1) +e “Date” variable is divided into four separate vari-
ables: year of the incident (2003–2015),month and place
of the incident (1–12), day of the incident (1–31), and
the hour of the day when the incident happened (0–23).

(2) +e variables DayOfWeek and PdDistrict are
indexed and replaced by numbers (i.e., DayOfWeek:
1,2, . . ., 7, and PdDistrict: 1, 2, . . ., 10)

BURGLARY SUSPICIOUS OCC

DRUG/NARCOTIC VEHICLE THEFT VANDALISM WARRANTS

LARCENY/THEFT OTHER OFFENSES NON−CRIMINAL ASSAULT

20000

40000

60000

80000

Crimes
Density

Top 10 Crimes in San Francisco

Figure 2: Top 10 crimes’ density in San Francisco.
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4. Prediction Model

+e prediction model is based on Naive Bayes, Random
Forest, and Gradient Boosting Decision Tree prediction
techniques, briefly discussed below.

4.1. Naive Bayes. Naive Bayes is based on the Bayesian
theorem, and it is a conditional probabilities method that
calculates the probability by counting frequent values [14].

Naive Bayes is summarized as follows:

(1) A simple classification process classifier
(2) Best suited for historical data and prediction
(3) Classification technique analysis of the relationship

between each attribute and the class instance
(4) A supervised learning method that can solve cate-

gorical and probabilistic problems
(5) A popular classification technique in text categori-

zation [14].

+is Naive Bayes classifier was introduced in 1995 [14]. It
is known with different names in the community of data
mining and machine learning, such as simple bases and

independence Bayes [15]. +e Naive Bayes classifier is
commonly used in many applications like sentiment clas-
sifications and in different ensemble prediction models
[16–18].

Using the Naive Bayes classifier, two types of quantities
need to be calculated from the dataset, that is, Class
Probabilities and Conditional Probabilities.

+e method of the Bayesian classifier is given in the
following equation:

P
C

X
􏼒 􏼓 � P

X

C
􏼒 􏼓

P(C)

P(X)
. (1)

Here, P(C-X) is a maximum posterior hypothesis, P(C) is
prior, P(X) is evidence, and P(X-C) is the likelihood of the
hypothesis [8].

4.2. Random Forests. Leo Breiman and Ahele Culter devel-
oped the Random Forest algorithm. In 1995, Tin KmHo (Bell
Labs) used for the first time the term Random Decision Tree.
Ensemble learning method, Random Forests, or Random
Decision Forest is a very famous classification and regression
method. It is building numbers of the classifier on the training
dataset which makes good predictions. +is technique is also

BURGLARY SUSPICIOUS OCC

VANDALISM WARRANTS

DRUG/NARCOTIC VEHICLE THEFT

NON−CRIMINAL ASSAULT

LARCENY/THEFT OTHER OFFENSES
20

03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

20
14

20
15

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

20
14

20
15

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

20
14

20
15

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

20
14

20
15

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

20
14

20
15

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

20
14

20
15

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

20
14

20
15

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

20
14

20
15

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

20
14

20
15

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

20
14

20
15

0
2500
5000
7500

10000
12500

0
2000
4000
6000

0
2500
5000
7500

0
1000
2000
3000
4000

0
1000
2000
3000

0
5000

10000
15000

0
2500
5000
7500

10000

0
2000
4000
6000

0
1000
2000
3000
4000

0
1000
2000
3000

Year

Co
un

ts

Top 10 Crimes Year

Figure 3: Year-wise top 10 crimes.
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used for the predictions of handwriting character, digital
pattern recognition, semantic analysis, language feature ex-
traction, and hybrid models [19–22]. In this technique, every
tree depends on randomly selected values sampled and in-
dependently corresponding distribution for every single tree
around it. +e numbers of trees increase in the forest general
error for the forests converges as become to the limit for the
forest’s trees.+e generalization error of the classifier depends
on the correlation and individual strength between the trees of
the forest. Each node in the Random Forest is split and
randomly selected; the features yield an error rate that is better
as compared with AdaBoost.

Definition. Random Decision Forests or Random Forest is a
technique consisting of a tree-structured classifier h(x, k),
k� 1,. . ., where k represents independent identically dis-
tributed random vectors and each tree casts a unit vote for
the most popular class at input x.

Correlation and Strength. In Random Decision Trees or RF,
the generalization error can be obtained in terms of two
parameters: how the single classifier measures the value
accurately and the dependence between them [23].

Random Decision Forests correct for Decision Trees’
habit of overfitting to their training set, and a Random

Forest produces a large number of decision trees. For
data including categorical variables with a different
number of levels, Random Forests are biased in favor of
those attributes with more levels. Categorical variables
also increase the computational complexity to create
trees [24].

4.3. Gradient Boosting Tree. Gradient Boosting Tree is a
machine learning technique for classification and regression
problems. +is technique makes a prediction model that
uses typically Decision Trees in the form of an ensemble of
the weak prediction model. In this technique, the models are
built in the same way as in other boosting models. It
constructs the model in a stage-wise way as other boosting
methods do, and it generalizes it by allowing optimization of
an arbitrary differentiable loss function. +e idea of gradient
boosting originated in the observation by Leo Breiman
where boosting can be interpreted as an optimization al-
gorithm on a suitable cost function. Explicit regression
gradient boosting algorithms were subsequently developed
by Jerome H. Friedman simultaneously with the more
general functional gradient boosting perspective of Llew
Mason, Jonathan Baxter, Peter Bartlett, and Marcus
Freeman.
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4.4. Performance Evaluation Metrics. +e proposed predic-
tion models are evaluated on the accuracy, precision, and
recall, and ROC and Lift are the performance metrics for
estimating the classification models [25]. +erefore, it is
imperative to compare the accuracy using an alternative
method, precision and recall; because of a two-class prob-
lem, the performance of a classifier is presented using the
“confusion matrix” in Table 2.

+e following are standardized equations for computing
accuracy, sensitivity/recall, specificity, and precision.

Accuracy�TP+TN/TP+ FP +TN+FN.
Sensitivity� recall�TP/t�TP/(TP+ FN).
Specificity�TN/n�TN/(TN+FP).
Precision�TP/p�TP/(TP+ FP).
TP is True Positive, TN is True Negative, FP is False

Positive, and FN is False Negative in the confusion matrix
presented in Table 2. Precision in this context refers to the
actual percentage of crime predicted by the classification
model, which translates into the returns on the cost of
categories. On the other hand, recall measures the per-
centage of crime identified and needed to be targeted. +us,
at last, specificity measures how good a test is at avoiding
false alarms.

5. Experiment Results and
Performance Evaluation

All three models were trained and presented in the previous
section with different setting parameters and feature se-
lections. +e data exploration section observes that both the
time-related features and geographic features are important.
For analysis, all the three models are trained and tested, that
is, the training dataset with 878,049 records from Kaggle,
and they are divided into two parts in the ratio of 80 : 20 for
all themodels.+us, 80% of the dataset were used to train the
model, whereas 20% were used to test the model. +e
subsections discuss the performance and results.

6. Naive Bayes

In machine learning, Naive Bayes classifiers are a family of
simple probabilistic classifiers based on applying Bayes’
theorem with strong (naive) independence assumptions
between the features. In Table 3, each column holds the
reference (or actual) data and within each row is the pre-
diction. +e diagonal represents instances where our ob-
servation correctly predicted the class of the item. +e table
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Figure 5: Top 10 crimes per day of week.
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classifies nonviolent crime and violent crime classes using
the Naive Bayes algorithm for the training set. For each class,
the result of a confusion matrix is discussed below:

+ere are 345,082 items classified into the nonviolent
crime class.

(1) In the nonviolent crime class, the correctly classified
items are 226,209.

(2) In the violent crime class, the wrongly classified
items are 118,873.

+ere are 357,357 items classified into the violent crime
class.

(1) In the violent crime class, the correctly classified
items are 236,107.

(2) In the nonviolent crime class, the wrongly classified
items are 121,250.

In Table 4, each column holds the reference (or actual)
data and within each row is the prediction. +e diagonal
represents instances where our observation correctly pre-
dicted the class of the item. +e table classifies nonviolent
crime and violent crime classes using the Naive Bayes al-
gorithm for the testing set. For each class, the result of a
confusion matrix is discussed below.

+ere are 86,399 items classified into the nonviolent
crime class.

(1) In the nonviolent crime class, the correctly classified
items are 55,282.

(2) In the violent crime class, the wrongly classified
items are 31,117.

89,211 items are classified into the violent crime class.

(1) n the violent crime class, the correctly classified items
are 57,693.

(2) In the nonviolent crime class, the wrongly classified
items are 31,518.

6.1. Random Forest. Random Forest technique is an en-
semble learning method for classification, regression, and
other tasks, operated by constructing a multitude of Deci-
sion Trees at training time and outputting the class, that is,
the mode of the classes (classification) or means prediction
(regression) of the individual trees. Random Decision
Forests correct for Decision Trees’ habit of overfitting to
their training set. In this experiment, Random Forest was
selected as a technique to estimate the predictors (Table 5).
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In Table 6, each column holds the reference (or ac-
tual) data and within each row is the prediction. +e
diagonal represents instances where our observation
correctly predicted the class of the item. +e table
classifies nonviolent crime and violent crime classes
using the Random Forest algorithm for the training set.
For each class, the result of a confusion matrix is dis-
cussed below.

+ere are 349,230 items classified into the nonviolent
crime class.

(1) In the nonviolent crime class, the correctly classified
items are 280,840.

(2) In the violent crime class, the wrongly classified
items are 68,390.

353,209 items are classified into the violent crime class.

(1) In the violent crime class, the correctly classified
items are 287,017.

(2) In the nonviolent crime class, the wrongly classified
items are 66,192.

In Table 7, each column holds the reference (or ac-
tual) data and within each row is the prediction. +e
diagonal represents instances where our observation
correctly predicted the class of the item. +e table
classifies nonviolent crime and violent crime classes
using the Random Forest algorithm for the testing set.
For each class, the result of a confusion matrix is dis-
cussed below.

4000

8000

12000

16000

Months

Cr
im

e c
ou

nt

Category

ASSAULT
BURGLARY
DRUG/NARCOTIC

LARCENY/THEFT
NON−CRIMINAL
OTHER OFFENSES

SUSPICIOUS OCC
VANDALISM

VEHICLE THEFT
WARRANTS

Category

ASSAULT
BURGLARY
DRUG/NARCOTIC

LARCENY/THEFT
NON−CRIMINAL
OTHER OFFENSES

SUSPICIOUS OCC
VANDALISM

VEHICLE THEFT
WARRANTS

Normalizing by month reveals common patterns in data

−2

−1

0

1

2

Months

N
or

m
al

iz
ed

 cr
im

e c
ou

nt

Figure 7: Normalizing by month reveals common pattern in data.

Complexity 9



0

5000

10000

0 5 10 15 20 25
Hour of Day

Cr
im

e c
ou

nt
Normalizing by Hour reveals common patterns in data

−2

−1

0

1

2

0 5 10 15 20 25
Hour of Day

N
om

al
iz

ed
 cr

im
e c

ou
nt

Category

ASSAULT
BURGLARY
DRUG/NARCOTIC

LARCENY/THEFT
NON−CRIMINAL
OTHER OFFENSES

SUSPICIOUS OCC
VANDALISM

VEHICLE THEFT
WARRANTS

Category

ASSAULT
BURGLARY
DRUG/NARCOTIC

LARCENY/THEFT
NON−CRIMINAL
OTHER OFFENSES

SUSPICIOUS OCC
VANDALISM

VEHICLE THEFT
WARRANTS

Figure 8: Normalizing by hour reveals common pattern in data.

Table 2: Confusion matrix.

Yes No

Actual class Yes True positive (TP) False negative (FN)
No False positive (FP) True negative (TN)

Table 3: Confusion matrix results of Naive Bayes on training data.

Predictions/references Nonviolent crime Violent crime
Nonviolent crime 226,209 118,873
Violent crime 121,250 236,107

Table 4: Confusion matrix results of Naive Bayes on testing data.

Predictions/references Nonviolent crime Violent crime
Nonviolent crime 55,282 31,117
Violent crime 31,518 57,693
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+ere are 86,545 items classified into the nonviolent
crime class.

(1) In the nonviolent crime class, the correctly classified
items are 54,779.

(2) In the violent crime class, the wrongly classified
items are 31,776.

89,065 items are classified into the violent crime class.

(1) In the violent crime class, the correctly classified
items are 56,617.

(2) In the nonviolent crime class, the wrongly classified
items are 32,448.

6.2. Gradient Boosting Trees. Gradient Boosting Decision
Trees is a robust machine learning technique used in pre-
dictive modeling due to its high prediction accuracy com-
pared to other modeling techniques. Gradient Boosting
Decision Trees produces a prediction model in the form of
an ensemble of weak prediction models, that is, Decision
Trees. It builds the model in a stage-wise fashion as other
boosting methods do, and it generalizes it by optimizing an
arbitrary differentiable loss function (Table 8).

In Table 9, each column holds the reference (or actual)
data and within each row is the prediction. +e diagonal
represents instances where our observation correctly pre-
dicted the class of the item. +e table classifies nonviolent
crime and violent crime classes using the Gradient Boosting
Decision Trees algorithm for the training set. For each class,
the result of a confusion matrix is discussed below.

+ere are 351,145 items classified into the nonviolent
crime class.

(1) In the nonviolent crime class, the correctly classified
items are 347,260.

(2) In the violent crime class, the wrongly classified
items are 3,885.

351,294 items are classified into the violent crime class.

(1) In the violent crime class, the correctly classified
items are 351,294.

(2) In the nonviolent crime class, the wrongly classified
items are 0.

In Table 10, each column holds the reference (or actual)
data and within each row is the prediction. +e diagonal
represents instances where our observation correctly pre-
dicted the class of the item. +e table classifies nonviolent
crime and violent crime classes using the Gradient Boosting
Decision Trees algorithm for the testing set. For each class,
the result of a confusion matrix is discussed below.

+ere are 86,569 items classified into the nonviolent
crime class.

(1) In the nonviolent crime class, the correctly classified
items are 86,569.

(2) In the violent crime class, the wrongly classified
items are 0.

Table 5: Accuracy, incorrectly classified instances, recall, and precision for Naive Bayes on training and testing data.

Method Accuracy (correctly classified instances) Incorrectly classified instances Recall Precision
Naive Bayes (training data) 65.82% 34.18% 65.55% 65.10%
Naive Bayes (testing data) 64.33% 35.67% 64.67% 63.8 8%

Table 6: Confusion matrix results of Random Forest on training
data.

Predictions/references Nonviolent crime Violent crime
Nonviolent crime 280,840 68,390
Violent crime 66,192 287,017

Table 7: Confusion matrix results of Random Forest on testing
data.

Predictions/references Nonviolent crime Violent crime
Nonviolent crime 254,779 31,766
Violent crime 32,448 56,617

Table 8: Accuracy, incorrectly classified instances, recall, and
precision for Random Forest on training and testing data.

Method

Accuracy
(correctly
classified
instances)

Incorrectly
classified
instances

Recall Precision

Random
Forest
(training
data)

80.84% 19.16% 80.41% 80.93%

Random
Forest
(testing
data)

63.43% 36.57% 63.29% 62.80%

Table 9: Confusion matrix results of Gradient Boosting Decision
Trees on training data.

Predictions/references Nonviolent crime Violent crime
Nonviolent crime 347,260 3,885
Violent crime 0 351,294
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89,041 items are classified into the violent crime class.

(1) In the violent crime class, the correctly classified
items are 88,611.

(2) In the nonviolent crime class, the wrongly classified
items are 430.

Tables 5, 8, and 11 present the accuracies of Naive Bayes,
Random Forest, and Gradient Boosting Decision Tree
techniques, respectively, and it is shown that the Gradient
Boosting Decision Trees technique has better results.

7. Conclusions and Future Directions

+e study presents exploratory data analysis using a pre-
diction model based on classification techniques and
compares the results of San Francisco crime data. +e Naive
Bayes, Random Forest, and Gradient Boosting Decision Tree
are used for predicting the crime category attribute labeled
“violent” and “nonviolent.”+e techniques are implemented
in R languages, and the experimental results for all three
algorithms manifest that Gradient Boosting Decision Tree
performed better than Naive Bayes and Random Forest for
the crime classification. +e Gradient Boosting Decision
Tree achieved 98.5%, 96.96%, and 100% for accuracy, pre-
cision, and recall, respectively. Law enforcement agencies
can take great advantage of using machine learning algo-
rithms like Gradient Boosting Decision Tree to fight crime
effectively, channelize the resources efficiently, anticipate the
crime up to some extent, and serve society. +e proposed
prediction models can be implemented to any dataset or
crime data for predictions and resource management.

In the future, the same models using more advanced
classification algorithms can be applied to the crime dataset
and evaluate their prediction performance to discover trends
and improve the subject knowledge. To design a compre-
hensive framework for the prediction that helps law en-
forcement agencies manage the resources in a specific area
quickly, it is believed that higher accuracy can be achieved
when employing more feature engineering in the address
field. A more temporal analysis can be performed to de-
termine the number and intensity of criminal activities using

time series analysis, a mix of temporal and spatial analysis,
which can help allocate resources more efficiently and
effectively.
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Students’ performance is an important factor for the evaluation of teaching quality in colleges.*e aim of this study is to propose a
novel intelligent approach to predict students’ performance using support vector regression (SVR) optimized by an improved duel
algorithm (IDA). To the best of our knowledge, few research studies have been developed to predict students’ performance based
on student behavior, and the novelty of this study is to develop a new hybrid intelligent approach in this field. According to the
obtained results, the IDA-SVR model clearly outperformed the other models by achieving less mean square error (MSE). In other
words, IDA-SVR with an MSE of 0.0089 has higher performance than DT with an MSE of 0.0326, SVR with an MSE of 0.0251,
ANN with an MSE of 0.0241, and PSO-SVR with an MSE of 0.0117. To investigate the efficacy of IDA, other parameter op-
timization methods, that is, the direct determination method, grid search method, GA, FA, and PSO, are used for a comparative
study. *e results show that the IDA algorithm can effectively avoid the local optima and the blindness search and can definitely
improve the speed of convergence to the optimal solution.

1. Introduction

In recent years, computer technology has been widely used
in the field of education. *e prediction of students’ aca-
demic performance has always been an important part of
education. At present, students’ performance is still the main
standard to measure students’ level of knowledge acquisi-
tion, and an important factor to judge the teaching quality of
schools and teachers. With the increase of enrollment scale,
the growth of teachers and the number of students is out of
proportion, which affects the teaching quality and students’
performance. *erefore, it is very important to accurately
predict students’ performance in education management.
*e prediction of students’ performance can guide teachers
to adjust students’ learning behavior in time and improve
students’ performance.

*e common performance prediction methods can be
divided into two categories. *e first is to establish statistical
models, such as multivariate linear regression model and
sparse factor analysis model. Sravani and Bala [1] predicted
the students’ performance based on a linear regression

model. *e second is based on data-driven performance
prediction methods, such as logistic regression (LR) [2],
Naive Bayes (NB) [3], decision tree (DT) [4], artificial neural
network (ANN) [5], support vector regression (SVR), and so
on. *ese methods do not require the participation of
professionals but only extract the model from the relevant
data. Table 1 shows the comparison of common machine
learning methods. Table 2 shows the time and space com-
plexity of common machine learning methods. As shown in
Table 2, in small samples, SVR performs well in both time
and space complexity. Borkar and Rajeswari [6] used edu-
cation data mining and artificial neural network to predict
the students’ academic performance. Ghorbani and Ghousi
[7] compared the performance of various machine learning
such as random forest, k-nearest neighbor, support vector
machine, and decision tree in predicting students’
performance.

*e students’ performance is influenced by a variety of
studying behaviors and varies greatly from individual to
individual. *erefore, the traditional statistical model may
be ineffective at some time. *e data-driven approach
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attempts to predict the students’ performance directly from
the student behavior data. *e establishment of the data-
driven students’ performance prediction model only needs
to collect enough performance data. Second, among the
common data-driven models, SVR is more suitable for
analyzing the student behavior data from Tables 1 and 2.
*erefore, SVR is selected to predict the students’ perfor-
mance in this paper.

Note: n is the number of the training set, m is the di-
mensions of the sample, c is the number of categories of
Naive Bayes, p is the number of nodes in the tree, ni is the
number of neurons in ith layer, d is the maximum depth of
the decision tree, t is the training times, p is the number of
interneurons, and nSV is the number of the support vectors
in SVR.

Recent advances achieved in common machine learning
methods are as follows. Zhou et al. [8] proposed a novel
graph-based ELM (G-ELM) for imbalanced epileptic EEG
signal recognition. Zhang et al. [9] combined deep learning-
based image recognition methods and serological specific
indicators for diagnosis of atrophic gastritis (AG). Yan et al.
[10] proposed an improved early distinctive shapelet clas-
sification method for early classification on time series. Bai
et al. [11] classified time series based on multifeature dic-
tionary representation and ensemble learning. Ramanan
et al. [12] developed a learning algorithm based on func-
tional-gradient boosting methods for logistic regression, and
the empirical evaluation on standard data sets demonstrated
the superiority of the proposed approach over other
methods for learning LR. Zhang et al. [13] proposed attribute
and instance weighted Naive Bayes (AIWNB), and the ex-
perimental results validated that it indeed improved the
prediction accuracy of NB. Schidler and Szeider [14]

proposed the SAT-based decision tree method by combining
heuristic and exact methods in a novel way, which suc-
cessfully decreased the depth of the initial decision tree in
almost all cases. Khoo et al. [15] applied artificial neural
networks to solve parametric PDE problems, and the sim-
plicity and accuracy of the approach are demonstrated
through notable examples. Cheng and Lu [16] developed an
adaptive Bayesian support vector regression model for
structural reliability analysis, and the proposed method
outperformed other methods for medium-dimensional
problems. Each method has its own advantages in a specific
area. *rough the analysis of Tables 1 and 2, support vector
regression has better learning performance for the problem
in this paper. It overcomes the requirement of traditional
methods for large samples and can solve the problem of
small sample and nonlinearity. In this paper, SVR is used to
predict the students’ performance.

*e data used in the prediction includes two attributes.
One is the students’ previous performance, and the other is
the students’ basic behavior attributes, including the stu-
dents’ age, gender, attendance rate, self-study frequency,
library access records, and so on. Bunkar et al. [17] used
students’ class test scores, seminar scores, homework scores,
class attendance, and lab work to predict students’ scores at
the end of the semester. *e second attribute often contains
many redundant features, which may have a bad effect on
the computational complexity and prediction accuracy of
the model. *erefore, it is necessary to remove the redun-
dant information before detecting product quality, and
feature selection is a crucial method to deal with such a
problem. Feature selection is an important preprocessing
step for many high-dimensional quality classification
problems [18]. With the increase of the number of features,

Table 1: Comparison of common machine learning methods.

Model Advantages Disadvantages

Logistic regression 1. Simple calculation and fast speed *e performance is poor when faced with the multivariate or
nonlinear decision boundary2. Avoid overfitting through regularization

Naive Bayes Perform well on small-scale data Very sensitive to the expression of input data

Decision tree
1. Able to apply to samples with missing
attribute values Easy to overfit
2. Strong robustness to outliers

Artificial neural
networks Perform well on nonlinear data

1. Long training time
2. *e computational complexity is proportional to the network
complexity

Support vector
regression

1. Strong generalization ability

Sensitive to the selection of parameters and kernel function2. Can apply to high-dimensional nonlinear
data
3. Low computational complexity

Table 2: *e time and space complexity of common machine learning methods.

Model Time complexity Space complexity
Logistic regression O(n∗m) O(m)

Naive Bayes O(n∗m∗ c) O(m∗ c)

Decision tree O(n∗ log(n)∗ d) O(p)

Artificial neural networks O(t∗ 􏽐 n1n2 + n2n3 + · · ·) O(t∗ 􏽐(n1n2 + n2) + (n2n3 + n3) + · · ·)

Support vector regression O(n2) O(nSV)
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the search space of the feature subset grows exponentially.
Most traditional feature selection algorithms are of low
efficiency, so many scholars turn to using intelligent algo-
rithms with stronger search ability, such as genetic algorithm
[19], particle swarm optimization [20], and so on.

However, to obtain satisfactory prediction accuracy, it is
not only related to the input characteristics of SVR but also
closely related to the selection of SVRmodel parameters.*e
empirical method and the grid search method are the
common SVR parameter selection methods. *e empirical
method is too subjective and the grid search method is time-
consuming. In addition, the above two methods can only
modify the parameters individually, and cannot achieve
collaborative optimization among the parameters. At
present, more and more scholars have applied the intelligent
optimization algorithm to parameter selection of the SVR
model. Luo et al. [21] proposed a novel artificial intelligence
approach to predict the vertical load capacity of driven piles
in cohesionless soils using SVR optimized by genetic al-
gorithm (GA). Huang et al. [22] applied SVR to predict the
strength of steel fibre reinforced concrete and used the firefly
algorithm (FA) to tune the hyperparameters of SVR. Liu
et al. [23] analyzed surface acoustic wave (SAW) yarn
tension sensor’s measured data by SVR and used the PSO
algorithm to optimize the hyperparameters of SVR. Intel-
ligent algorithms have been proved to be effective in solving
parameter optimization problems. It does not depend on the
specific domain of the problem and has strong robustness to
the various types of problem. DA algorithm is an effective
global optimization algorithm. After the duel between in-
dividuals, individuals continue to evolve and get closer to the
optimal solution to the problem. *erefore, the DA algo-
rithm is selected to optimize the SVR model parameters and
the features collaboratively in this paper.

*e rest of the paper is organized as follows. In Section 2,
the IDA-SVR model is established. In Section 3, a real ex-
ample about the academic performance of students is given
to illustrate the proposed model. Finally, we summarize this
paper and put forward future research directions in Section
4.

2. Methodology

*is section will introduce the necessary background
knowledge and the proposed model. First, the SVR model
and DA algorithm are elaborated. Next, the proposed IDA-
SVR model is described in detail.

2.1. Support Vector Regression. SVR is the application of a
support vector machine (SVM) in regression learning.
Suppose (x1, y1), . . . , (xn, yn), xi ∈ Rm, yi ∈ R, are the
sample data. Such a linear function, namely SVR function, is
as follows:

f(x) � ωTφ(x) + b, (1)

where ω � (ω1,ω2, . . . ,ωm)T is a vector normal to the
maximum-margin hyperplane and b is the deviation. φ(·) is
a nonlinear mapping.

*e problem can be treated as the following optimization
problem:

min
ω,b,ε

1
2
‖ω‖

2
+ C 􏽘

n

i�1
ξ+

i + ξ−
i( 􏼁

s.t.

w
Tφ(x) + b − yi ≤ ε + ξ+

i ,

yi − ωTφ(x) − b≤ ε + ξ−
i ,

ξ+
i , ξ−

i ≥ 0, i � 1, 2, . . . , l,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(2)

where C is the regularization factor and ξ−
i and ξ+

i are slack
variables representing lower and upper constraints on the
outputs of the model. ε is a positive constant. Errors are
calculated only if the deviation between f(x) and yi is
greater than ε.

*e above problem is a quadratic problem with linear
constraints, so the Kalush–Kun–Tuck (KKT) optimal con-
ditions are necessary and sufficient. *e solution, which can
be obtained from the dual problem, is a linear combination
of a subset of sample points denominated support vectors
(s.v.) as follows:

ω � 􏽘
S.V.

βiφ xi( 􏼁⇒fω,b(x) � 􏽘
S.V.

βi〈φ xi( 􏼁,φ(x)〉 + b. (3)

Let κ(xi, xj) � 〈φ(xi),φ(xj)〉, which is called the kernel
function. It can map points from low- to high-dimensional
space. *en, equation (3) can be rewritten as follows:

ω � 􏽘
S.V.

βiφ xi( 􏼁⇒fω,b(x) � 􏽘
S.V.

βik〈xi, x〉 + b. (4)

Kernel selection is one of the key technologies to im-
prove the ability of SVR. *is paper uses the radial basis
function as shown in the following equation:

κ xi, xj􏼐 􏼑 � e
− σ xi− xj

����
����
2

. (5)

*e prediction accuracy of the SVR model depends on
the good settings of the hyperparameters C and ε and the
kernel parameter σ. *erefore, the selection of the param-
eters is an important issue. Next, we will introduce the IDA
algorithm to optimize SVR parameters.

2.2. DA Algorithm. Duelist algorithm (DA) is a new algo-
rithm based on a genetic algorithm proposed by Biyanto [24]
from the perspective of human combat and learning ability.
*e process of the DA algorithm is shown in Figure 1.

2.2.1. Encoding. In this paper, the encoding of the DA al-
gorithm is composed of parameters (C, ε, σ) and feature
subsets, as shown in Figure 2.

b1C ∼ b
nC

C , b1ε ∼ b
nε
ε , b1σ ∼ b

nσ
σ , and b1f ∼ b

nf

f are the binary
strings of parameters C, ε, σ, and features, respectively.
nC, nε, nσ , and nf are the numbers of binary digits of C, ε, σ,
and features, respectively.
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2.2.2. Fighting Capability Function. In this paper, we take
the mean squared error (MSE) as the fighting capability. Let
yi be the observed values and 􏽢yi be the predicted values, then

MSE �
1
n

􏽘

n

i�1
yi − 􏽢yi( 􏼁

2
. (6)

Here, n is the number of samples. A smaller MSE value
indicates a better fighting capability.

2.2.3. Duel Scheduling between Duelists. DA algorithm
optimizes the solution by one-to-one dueling between du-
elists. *e pseudocode of the duel process is shown in
Algorithm 1.

2.2.4. Duelist’s Improvement. In this step, both the loser and
the winner need to improve their fighting capabilities. *e

pseudocode of duelist’s improvement is displayed in
Algorithm 2.

2.3. IDA-SVRModel. After in-depth analysis, it is found that
the DA algorithm has four shortcomings.

(1) *e value of the initial solution is generated ran-
domly. *e random process cannot guarantee the
uniform distribution of the initial population and the
quality of the individual. Some of the solutions are
far away from the optimal solution.

(2) By analyzing the whole process of the DA algorithm,
we can conclude that the luck coefficient has a great
impact on the performance of the algorithm. *e
larger the luck coefficient, the more random the new
individual. It follows that the fitness fluctuation of
the solution becomes larger, and the speed of con-
vergence to the optimal solution becomes slower. On

Start

Board of champions
(Initial population)

Is stopping
criteria met ? 

Champion trains a new duelist that as 
similar as himself

End

Duel between each duelist

Determine winners and loses

Winner trains 
himself

Loser learns from 
winner

Eliminate some of worst duelists
(Keep the number of duelists)

Modified board of
champions

No

Yes

DA

Figure 1: Flowchart of DA algorithm.

b1
C b1

ε b1
σ b1

fbC
nC bε

nε bσ
nσ bf

nf

Figure 2: Encoding of DA-VNS algorithm.

4 Complexity



the contrary, the smaller the luck coefficient is, the
weaker the randomness of the new individual will be,
which leads to the slower speed of obtaining the
optimal solution. *erefore, the setting of the luck
coefficient is crucial to the effectiveness of the
algorithm.

(3) Each duelist is categorized into winner and loser
after the duel. To improve duelists’ fighting capa-
bility, each loser is trained by learning from the
winner, and winners evolve on their own. *erefore,
it can be seen that the loser’s improvement is based
on the information exchange between two individ-
uals, which will lead to the slow convergence of the
algorithm.

(4) Like other swarm intelligent optimization algo-
rithms, the DA algorithm is also prone to local
optimization and low search accuracy in the search
process.

In view of the shortcomings of the DA algorithm, this
paper has made improvements in the following aspects:

(1) *e chaotic sequence is used to initialize the pop-
ulation. It not only improves the diversity of the
population by using chaos but also does not change
the randomness of the optimization algorithm
during initialization. *ere are various mathematical
models for generating chaotic sequences. In this
paper, a logistic equation is used to construct chaotic
sequences as follows:

x(t + 1) � μx(t)(1 − x(t)), t � 0, 1, 2, . . . , (7)

where μ is the control parameter. When 0< x(0)< 1
and μ � 4, the logistic equation is in a complete
chaotic state. In this case, x(t) is chaotic and in the
interval (0, 1). Given the initial value x(0) ∈ (0, 1),
the time series x(1), x(2), . . . , can be generated.

(2) According to the statistics principle, there are more
chances to search for more optimal solutions around
the optimal solution. *at is, we can set the luck
coefficient a little bigger at the beginning. *en the
solution will be more random and easier to find the
optimal solution. When close to the optimal solu-
tion, a small luck coefficient allows the algorithm to
search for more optimal solutions around it.
*erefore, based on the above analysis, we define the
adaptive luck coefficient c:

c �
imax

λ imax + i + 1( 􏼁
. (8)

Here, imax is the total number of iterations, i is the
current iteration number, and λ is the adjustment
coefficient of step length, which is determined
according to the feasible regions of different opti-
mization problems.

(3) For the loser’s improvement, each loser is trained by
learning from one of the winners after a duel. *e

roulette method is used to determine the winner that
the loser will learn from.

(4) *e chaotic sequence search method is used to
generate the neighborhood solutions. *e random-
ness and ergodicity of chaotic variables can make the
algorithm jump out of the local optimization. In this
way, the global searching ability of the algorithm is
improved. First, the chaotic sequence is generated by
equation (7) based on the optimal position currently.
*en the optimal position of the chaotic sequence is
used to replace the position of a duel. *rough the
above steps, neighborhood solutions of the local
optimal solution can be generated in the iteration,
which can help the current solution escape from the
local optimal solution.

*e four strategies are to improve the algorithm in
different steps without overlapping. Strategy (a) is an im-
provement on the initial value. Strategy (b) makes the lucky
coefficient adjust adaptively and enables the algorithm to
converge to the optimal solution faster. Strategy (c) is to
increase the diversity of solutions in the duelist improve-
ment step. Strategy (d) can make the newly generated so-
lution jump out of the local optimum. *e above four
strategies guarantee the prediction accuracy and the speed of
convergence to the optimal solution of the algorithm
together.

*en, we will use the improved DA algorithm to opti-
mize the parameters of SVR. Figure 3 shows the flowchart of
the hybrid IDA-SVRmodel developed in this research work.

3. Experimental Study

In this paper, the mathematical performance data of 240
students from five classes in grade two in a vocational college
in Hefei are selected as the research object. Among them, 180
samples are used as the training data and the remaining 60
samples are used as the testing data. Each sample contains 18
features, as shown in Table 3.

3.1. Data Preparation. To eliminate the influence of the
different dimensions on the numerical values, further
normalization of data is needed. *e normalization formula
is as follows:

aij
′ �

aij − aimin

aimax − aimin
, (9)

where aij is the initial sample data to be normalized and
aimin and aimax are the minimum and maximum values in
the column sample values, respectively.

3.2. Experimental Study. All experiments are run on Intel
Core i5-1035 8GB, the Microsoft Windows 10 operating
system, and the development environment of Python 3.6.6,
PyCharm 2021.1. *e parameter settings are shown in
Table 4.
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We apply the IDA-SVR model to predict the students’
performance, and the results are shown in Figure 4 and
Table 5.

By analyzing the students’ performance prediction
model based on SVR, it is found that the number of support
vectors used in the prediction model is 153. It can be seen
that only the data of 153 students is needed to realize the
prediction of performance in the sample set composed of
240 students. Due to the limited length of the article, two
examples are listed below for analysis.

Take the example of a support vector with index number
36, which is a student with a performance of 90. In the
model, the top five important learning behavior features are
the number of assignments submitted, the average number
of hands raised, the time of study this course outside the
class, the frequency of distraction, and the number of ab-
senteeism. *e corresponding feature weight vector of this
sample is [1.0335, 0.8327, 0.8133, −0.7415, −0.5448]. It can be
seen that the number of assignments submitted has a great
influence on the performance. Next, we will look at a student
with low performance.

Nowwe analyze the support vector with index number 228,
which is a student with lower performance of 72. In the model,
the top five important learning behavior features are work as a
student cadre, the number of absenteeism, the frequency of
distraction, the number of assignments submitted, and the
average number of hands raised. *e corresponding feature
weight vector of this sample is [1.2814, −0.9738, −0.7122,
0.5415, 0.4388]. Comparedwith the student with index number
36, this student has a lower weight in the number of assign-
ments submitted and the average number of hands raised.
*erefore, the above two features have a significant impact on
students’ achievement. In addition, absenteeism is one of the
main reasons for a student’s poor performance.

Based on the above model analysis, the following
teaching suggestions are proposed. Teachers should explore
targeted measures to improve students’ performance based
on the results of experimental analysis and the actual
condition. To improve students’ performance, teachers
should reasonably use teaching methods in the teaching
process to stimulate students’ learning engagement and
motivation.

(1) Duelist A and B, Luck_coeff
(2) FC � Fighting capability; LC � Luck coeff
(3) A(Luck) � A(FC)∗ (LC + (random(0, 1)∗ LC));
(4) B(Luck) � B(FC)∗ (LC + (random(0, 1)∗ LC));
(5) if ((A(FC) + A(Luck))> � (B(FC) + B(Luck)))

(6) A(Winner) � 1;
(7) B(Winner) � 0;
(8) else
(9) A(Winner) � 0;
(10) B(Winner) � 1;
(11) end if

ALGORITHM 1: Determination of the winner and the loser.

(1) Duelist A and B, Duelist_length, Prob_innovate; Prob_learn
(2) if A(Winner)� 1
(3) for i � 1:(Duelist_length)
(4) r� random(0,1)
(5) if r<Prob innovate
(6) if A[i] � 1
(7) A[i] � 0
(8) else A[i] � 1
(9) end if
(10) end if
(11) end for
(12) else
(13) fori � 1: (Duelist length)

(14) r � random(0, 1)

(15) if r<Prob_learn
(16) B[i] � A[i]

(17) end if
(18) end for
(19) end if

ALGORITHM 2: Duelist’s Improvement.
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Figure 5 shows the accumulative Pearson’s correlation
coefficient between the actual and predicted values. As
shown in Figure 5, with the number of predicted students’
performance increases, we can see a strong correlation that
exists between the actual and predicted values.*e Pearson’s
correlation coefficient of the total testing data is 0.9214.
Figure 6 describes the degree of fluctuation of errors between
the actual and predicted values. As shown in Figure 6, the
errors are between −0.2 and 0.2. In addition, there are almost
no outliers. From the comprehensive analysis of Figures 4–6,
we can conclude that the proposed method has a good
performance in predicting students’ performance. (All the
data are normalized.)

To demonstrate the superiority of the IDA-SVR model,
four other models, basic SVR, PSO-SVR, decision tree (DT),
and artificial neural networks (ANN), are selected to
compare with the IDA-SVR model. *e constructed ANN
model includes three hidden layers with the ReLU activation
function. In the decision tree algorithm, themaximum depth
of the decision tree is set to 5. Table 6 recapitulates the results
of the proposed method and the comparative methods on
the students’ performance prediction problem. We find that
the proposed model outperforms the selected comparative
methods in prediction accuracy.

Note: pop is the population size of the intelligent al-
gorithm and iter is the number of the iteration times of the
intelligent algorithm.

As shown in Table 6, the proposed IDA-SVR model
has the highest time complexity and running time, which
can be said that it trades time for accuracy. How to reduce
the time complexity and running time is a future research
direction for us. First, the runtime may be further re-
duced by exploring more computational-efficient SVR
algorithms and a faster parameter tuning mechanisms.
Moreover, parallelization techniques and methods are
worth exploring and utilizing to improve learning per-
formance and reduce the computational cost in the
model.

3.3. Comparative Experiment. We design a set of compar-
ative experiments to evaluate the performance of the IDA
algorithm in optimizing the parameters of SVR for students’
performance prediction problem. Parameter optimization
methods, that is, the direct determination method [25], grid
search method [26], genetic algorithm (GA) [21], firefly
algorithm (FA) [22], and particle swarm optimization (PSO)
[23], with SVR are used to compare with the IDA-SVR. *e
results of the direct determination method, grid search
method, GA-SVR, FA-SVR, and PSO-SVR are reported in
Table 7.

Table 7 displays the results of the prediction performance
of six algorithms. *e direct determination method has the
worst classification accuracy among these algorithms. *e
possible reason is that it requires high data quality, and it is
not suitable for students’ performance data. *e grid search
method is to divide the parameters to be optimized into grids
in a certain spatial range and then search for the optimal
parameters by traversing all points in the grid. It has a good
effect in a small interval, but a poor effect in a large interval
or multiparameter case. GA, FA, PSO, and IDA are all
heuristic algorithms. To investigate the efficacy of IDA al-
gorithms in optimizing the SVR parameters, we compare the
running results after 500 iterations of GA-SVR, FA-SVR,
PSO-SVR, and IDA-SVR, respectively.*e results are shown
in Figures 7 and 8.

As shown in Figure 7, in general, the solutions ob-
tained by IDA-SVR is superior to GA-SVR, FA-SVR, and
PSO-SVR. *e solutions obtained by PSO-SVR are mostly
clustered around the optimal solution. In addition, the
solutions obtained by GA-SVR and FA-SVR are more
concentrated than those obtained by DA and DA-VNS
algorithms. In other words, the search scope of the GA
and FA algorithms is smaller than the other two algo-
rithms. *e IDA algorithm has the largest search range,
which can effectively avoid the local optima and the
blindness search.

Figure 8 shows the evolution of the minimum MSE for
GA-SVR, FA-SVR, PSO-SVR, and IDA-SVR over 500 it-
erations. From Figure 8, we can see that the PSO and IDA
algorithms can make the solutions converge to the optimal
solution continuously. Compared with PSO, the speed of
convergence to the optimal solution of IDA is faster. In

Start

Initialize features and 
parameters C, ε, γ

SVR model training process

SVR model validating 
process

Coefficient of determination
(fitness function)

Termination 
criteria

Optimized parameters

IDA searching

No

Yes

Figure 3: Flowchart of the IDA-SVR model.
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addition, among the four algorithms, the IDA algorithm
takes the least number of iterations to find the optimal
solution. It successfully finds the global optimal solution of

input feature set and hyperparameters within 200 iterations
when GA uses 380 iterations, FA 338 iterations, and PSO 372
iterations. After the above analysis, the IDA algorithm can
definitely improve the speed of convergence to the optimal
solution.

Table 3: *e features of each student sample.

Category No. Feature Value

Basic information

1 Sex {1,2}
2 Native place {1,2,3,4,5}
3 Semester {1,2}
4 Education level of parents {1,2,3,4,5}
5 Work as a student cadre {0,1}

Interest
6 Interest in the course {1,2,3,4}
7 *e degree of keeping up with the class {1,2,3,4}
8 Learning initiative {1,2,3,4}

Behavior in class

9 Number of absenteeism [0,25]
10 Frequency of distraction [5,47]
11 Average number of hands raised [0,12]
12 Number of questions answered [0,9]
13 Number of assignments submitted [0,20]
14 Number of interactions between teachers and students [0,17]
15 Number of group discussions attended [0,10]

Behavior outside class
16 Time of study this course outside the class [5,65]
17 Study extracurricular material time [0,12]
18 Online viewing time [0,60]

Table 4: List of preset parameters in DA-VNS.

Parameters Value
Population size 100
Iteration times 500
Search range of penalty parameter C [10−3, 103]
Allowable error ε [10−3, 10−1]
Search range of kernel width σ [10−6, 101]
Luck coefficient (LC) 0.1
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Figure 4: *e prediction results of students’ performance based on
the IDA-SVR model.

Table 5: *e results of IDA-SVR in students’ performance
prediction.

Model MSE Selected features
IDA-SVR 0.0092 6
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Figure 5: *e accumulative Pearson’s correlation coefficient be-
tween the actual value and the predicted value.
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Figure 6: Boxplot representing the difference between the actual
value and the predicted value.
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Figure 7: Running results after 500 iterations of GA-SVR, FA-SVR, PSO-SVR, and IDA-SVR.

Table 6: Comparison of performance between IDA-SVR and other models.

Model MSE Time complexity Running time (second)
SVR 0.0251 O(n2) 0.33
PSO-SVR 0.0117 O(pop∗ iter∗ n2) 90.58
DT 0.0326 O(n∗ log(n)∗d) 1.2
ANN 0.0241 O(t∗ 􏽐 n1n2 + n2n3 + · · ·) 3.59
IDA-SVR 0.0092 O(pop∗ iter∗ n2) 105.17

Table 7: Comparison of performance between IDA-SVR and other methods.

Method MSE
Direct determination method [20] 0.227
Grid search method [21] 0.203
GA-SVR [21] 0.0168
FA-SVR [22] 0.0149
PSO-SVR [23] 0.0117
IDA-SVR 0.0092

Complexity 9



4. Conclusions

In this paper, a hybrid IDA-SVR model is proposed to
predict the students’ performance. *e main contributions
of this paper can be summarized as follows: (1) a novel
intelligent approach is proposed to predict students’ per-
formance based on student behavior using support vector
regression. Some experiments are conducted using the
mathematics score data of students.*e experimental results
show that the proposed model has excellent performance in
solving the prediction problem of students’ performance. (2)
*e improved duel algorithm is designed to optimize the
kernel parameters of SVR and select the features. Compared
with other parameter optimization methods, the IDA al-
gorithm can effectively avoid the local optima and the
blindness search and can definitely improve the speed of
convergence to the optimal solution.

*e method proposed in this paper aims at solving
students’ performance prediction problem. However, it also
can be applied to other problems in other fields. Because the
proposed hybrid method is essentially a prediction algo-
rithm for the small sample data with labels. It is applicable to
any field that meets the above point, such as prediction of
some economic indicators, environmental indicators, ab-
normal detection of ECG signals, diagnosis of circuit fail-
ures, and so on.

Although the proposed model performs well among
many models, it still has some limitations. First, the im-
proved DA algorithm has some instability. For example, the
initial values of the parameters to be optimized are given
randomly, and different initial values will have different
effects on the results. In addition, even though the improved
DA algorithm provides the possibility of global search, it
cannot ensure that it converges to the global best. Second,
SVR can get much better results than other algorithms on a
small sample training set. But when the sample dimension is
large, the time complexity of SVR will increase, which will
greatly reduce the efficiency of the predictor. *ird, the
improved DA algorithm optimizes the parameters of SVR by

training individuals on the training set and evaluating the
scores on the testing set.*emore iterations of optimization,
the higher the accuracy. In other words, the proposed model
trades time for accuracy to a large extent.

To solve the above limitations, our study can be extended
in the following future research directions. With the de-
velopment of computer technology, the number of layers of
neural networks that can handle is increasing, and the
performance of deep learning methods has surpassed ma-
chine learning in many fields. To improve the performance
of SVR, it is necessary to improve the objective function,
constraint conditions, and kernel function of the SVRmodel
based on the problem itself.

Data Availability

*e data used to support the findings of this study are
available from the corresponding author upon request.
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)e structure formed by fossil energy trade among countries can be divided into multiple subcommodity networks. However, the
difference of coupling mode and transmission mechanism between layers of the multirelationship network will affect the
measurement of node importance. In this paper, a framework of multisource information fusion by considering data uncertainty
and the classical network centrality measures is build. )en, the evidential centrality (EVC) indicator is proposed, by integrating
Dempster–Shafer evidence theory and network theory, to empirically identify influential nodes of fossil energy trade along the Belt
and Road Initiative. )e initial result of the heterogeneity characteristics of the constructed network drives us to explore the core
node issue further. )e main detected evidential nodes include Russia, Kazakhstan, Czechia, Slovakia, Egypt, Romania, China,
Saudi Arabia, and Singapore, which also have higher impact on network efficiency. In addition, cluster analysis discovered that
resource endowment is an essential factor influencing country’s position, followed by geographical distance, economic level, and
economic growth potential. )erefore, the above aspects should be considered when ensuring national trade security. At last, the
rationality and comprehensiveness of EVC are verified by comparing with some benchmark centralities.

1. Introduction

Fossil fuel is an essential resource for economic and social
development. It has a vital bearing on the national economy
and human survival. Although more and more voices are
emphasizing low-carbon fuels, in particular, solar PV and
wind, the dominant position of fossil energy cannot be
eliminated over a short period, due to the fact that 100%
renewable energy must go through a process [1, 2].
)erefore, the issue of fossil energy-related carbon emission
reduction is still rigorous towards the current carbon
neutrality target. In 2019, for instance, global energy-related
CO2 emissions reached 33.4 Gt, with 14,798Mt in coal,
11,344Mt in oil, and 7,250Mt in natural gas, respectively [3].

As the embodiment of international division of labor,
trade is a significant factor in explaining the change in
carbon emissions in many countries [4]. Especially for

developing countries, international trade is an important
way to achieve their energy supply-demand balance and
supply security. As the world’s largest carbon emitter,
China’s continued dependence on imported crude oil and
natural gas as well as its growing fossil energy demand is also
expanding its influence on world energy markets. Simul-
taneously, China’s pivotal role in international fossil energy
trade market has only increased since the Belt and Road
Initiative (BRI) in 2013.

Fossil energy trade is at the core of the BRI due to
unevenly distributed resources. After seven years of con-
struction, the initiative has become new solutions to im-
prove global governance in the new era [5]. “China’s Trade
and Investment Cooperation under the Belt and Road
Initiative” published by the Shanghai Academy of Social
Sciences showed that exported-oriented fuel and mineral
resources are the most common trading type along the “One
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Belt One Road” (OBOR) nations which accounts for nearly
40 percent [6]. )e remaining proved reserves for oil and gas
under OBOR account for 58.7% and 77.7%, respectively.)e
production of oil and gas exceeds 50% of the world’s [7]. In
addition, seven of the world’s top 10 oil and gas exporters are
concentrated in the OBOR. As a result, it is beneficial for
China to promote the construction of the initiative by
clarifying the fossil energy trade patterns. Furthermore, it is
necessary to better understand the pattern changes of fossil
energy trade in OBOR countries to achieve national energy
transition and carbon neutrality targets.

)e trade relationship of fossil energy among the OBOR
countries is firstly a system, involving a large number of
countries and intricate links between countries. Secondly,
each country plays a different role in trade, such as oil
exporter, gas importer, coal net exporter, and oil and gas net
importer. )irdly, due to the influence of uncertainties
including multienergy complementarity, energy structure
adjustment, clean energy transitions, limitation by in-
creasing aggregate demand, and renewable energy substi-
tutability, countries in various roles or relationships are
expected to interact with each other and evolve over time.
Importantly, the participators are likely been influenced
heterogeneously owing to their unique energy structure and
trade structure. )us, a comprehensively and systemic study
by considering uncertainties is needed. Ultimately, the
potential impact of uncertainties on fossil energy trade
among OBOR countries is embedded into the model as
“cognitive uncertainty” in this paper, because it is difficult
and sometimes proves impossible to accurately judge what
the impacts of these uncertainties are.

)e primary contributions of this study can be sum-
marized as follows:

(i) First, the constructed network is the first such
measure to consider uncertainty in modeling fossil
energy trade relationships.

(ii) Second, the proposed evidential centrality has
benefits in terms of measurement, which allow it to
provide a more comprehensively calculation from
the perspective of local, global, and uncertainty.

(iii) )ird, the top-ranked countries for fossil energy
trade under OBOR are identified, and the possible
underlying driving forces are exposed empirically.

)e rest of this paper is organized as follows: Section 2
reviews the literature on fossil energy trade network and
uncertainty analysis methods. Section 3 introduces a trace of
preliminaries and describes the details of the proposed
evidence-based method for identifying the influential nodes.
Section 4 presents the data sources. Section 5 illustrates the
empirical results. Finally, Section 6 draws the conclusions.

2. Literature Review

Most of the existing studies related to fossil energy trade are
focusing on the world level and most developing countries.
Moreover, developing countries are the main consumers,
who have obvious contradiction between resource shortage

and economic development, while the OBOR is an im-
portant group in global trade. With the increasing impor-
tance of regional trade, literature studies on OBOR countries
and their trade relations is not rare. Exemplarily, Zhang
revealed the status and prospects of the oil and gas trade
among the OBOR countries and discovered that the general
trading relationship between China and the other partici-
pating countries was closely related to their gas and oil trade
[8].

On the other hand, complex network analysis has been
proposed for exploring the patterns of fossil energy trade.
Table 1 lists the recent ones that used complex network
theory in the study of international fossil energy trade. In all,
the existing studies typically addressed single-layer networks
in fossil energy trade, such as separate oil network, natural
gas network, or coal network. Certainly, a few researchers
consider fossil fuels as a whole, but the data used represent a
linear sum of the observed values between countries. For
example, Gao et al. [17] constructed the international coal,
oil, and natural gas network models by gathering nodes into
a single plane, without considering the influence of un-
certainty factors. )at is, most literature studies just provide
an intuitive description of the volume between two coun-
tries’ trade. Few scholars have paid attention to incorpo-
rating uncertainties as parameters when constructing the
network model formed by all three (coal, oil, and natural
gas) layers. In addition, research on the OBOR energy trade
using complex network analysis is scarce.

Researchers have demonstrated that both global and
local information of the fossil energy trade relations can fully
unfold in influential nodes. Hence, influential node detec-
tion has become the focus of existing literature. It can be seen
from Table 1 that the commonly adopted centrality indi-
cators include degree centrality (DC), betweenness centrality
(BC), and closeness centrality (CC). However, these eval-
uation methods are based on node’s structural character-
istics; that is, their importance is evaluated based on the
structural parameters of nodes themselves. For example,
degree centrality only considers node’s influence capability
from local information. It does not make an in-depth
quantification of their surrounding environment, such as
target node’s position and neighborhood attributes within
multisteps [21–23]. BC and CC are both based on the
shortest distance between node pairs, reflecting the control
force of network flow. But, they have high time complexity of
O(N3) which is not suitable for large-scale networks [24, 25].
As mentioned above, it is still an open issue providing a new
and comprehensive method, to identify influential nodes
with high accuracy and low time complexity [26] .

However, in the existing networkmodels of energy trade,
the influence of uncertainty factors, such as trade strategy,
policy implementation, and data uncertainty, is still not
adequately taken into account [27]. )e impact of uncer-
tainty can be roughly divided into two categories: one is
external, such as financial crisis and geopolitics, and the
other is the linkage effect of trade structure within different
kinds of fossil energy caused by substitution and price. How
do we evaluate the influential nodes integrally as well as the
complexed interactions among them? How will the
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influential nodes affect the efficiency of network operation?
Of course, it is not straightforward to incorporate these
factors into the model. In this paper, we will introduce the
multisource information fusion technology that has an
extensive practicality, effectiveness, and applicability, to
solve the uncertainty problem mentioned above. As an ef-
fective uncertain information processing method, it has been
well developed, such as GIQ [28], CaFtR [29], evidence
theory [30], D numbers theory [31], Z numbers [32], and
entropy-based approaches [33].

As one of the most effective tools of uncertainty rea-
soning, Dempster–Shafer (D-S) evidence theory uses mul-
tievent hypothesis to express a nondetermination state
directly [34]. Besides, the D-S evidence theory has the ad-
vantages of expressing “uncertain” and “unknown” directly
and has great application value in classification and infor-
mation fusion, which provides strong support for the
evaluation of complex uncertain systems. Furthermore, it
has been widely applied in lots of fields, including but not
limited to reliability analysis, classification, quantum in-
formation decision, and fault diagnosis [35, 36]. Moreover, it
has the ability to combine observations from different
sources, so as to reduce system uncertainty effectively.

In this paper, the trade data for coal, oil, and natural gas
can be seen as multisource information. Due to the factors
such as multienergy complementarity and energy structure
adjustment, the existing energy trade networks are insuffi-
cient to consider these kinds of information, so that some
information would be lost during the modeling and pro-
cessing of data. )erefore, the fusion method of evidence
theory can be used in multirelationship energy trade net-
work studies.

3. Methodology

3.1. Preliminaries

3.1.1. D-S Evidence (eory. )e D-S evidence theory-based
method is among the alternative algorithmic approach to

multisensor data fusion that tries to achieve refined estimates
of “uncertainty” [37–39]. It employs a reliability function
rather than probability to measure uncertainty, and it is
widely used in the field of information and decision-making.
It provides a favorable Dempster combination rule for in-
formation fusion, which has the superiority such as the
commutative law and the associative law and can realize
fusion between evidence without the support of prior
probability. )e basic framework of multisource information
fusion based on D-S theory is shown in Figure 1. )e basic
concepts and definitions used in this paper are shown as
follows. Much more detail is provided in references [40–42].

Definition 1 (frame of discernment). Let Θ � θ1, θ2,􏼈

. . . , θN} be a finite nonempty set, and let 2Θ be the power set
of Θ; thus, 2Θ � ∅, θ1, . . . , θN, θ1, θ2􏼈 􏼉, θ1, θ3􏼈 􏼉, . . . ,Θ􏼈 􏼉.

Definition 2 (basic probability assignment (BPA)). For a
frame of discernmentΘ, BPA is a mappingm: 2Θ ⟶ [0, 1],
satisfying

m(∅) � 0 (1)

and

􏽘
∅⊆2Θ

m(θ) � 1, (2)

where ∅ is an empty set and θ is any element of 2Θ. m(θ)

reflects the exact degree of trust in the proposition θ, namely,
the probability assigned. Condition (1) reflects no confi-
dence in the null set; condition (2) reflects the sum of the
basic probability assignment of all propositions equal to 1.

Definition 3 (Dempster combination rule). Suppose m1 and
m2 are independent BPAs from different evidence resources,
respectively. )e fusion result of m1 and m2, denoted by
m � m1⊕m2, under Dempster’s rule of combination is de-
fined as follows:

Table 1: List of fossil energy trade network studies in recent years.

Authors (year) Modeling Type of network Category Scope and time Evaluation indexes
Peng et al. (2021) [9] G � (V, E, W) Transportation LNG World, 2013–2017 DC, L, CC, C,
Bu et al. (2020) [10] G � (V, E, W) Consumption Gas China, 2005–2017 DC, BC, CC, LMDI
Wang and Li (2019) [11] G � (V, E, W) Transportation Coal China, 1997–2016 DC, BC,L, CC,
Wang et al. (2019) [12] G � (V, E, W) Trade Coal World, 1996–2015 DC, BC, C
Xi et al. (2019) [13] G � (V, E, W) Trade Oil OBOR, 2009–2016 DC, BC, CC
An et al. (2018) [14] G � (V, E, W) Trade Oil World, 2014–2017 PMI, C
Guan and An (2017) [15] G � (V, E) Trade Oil, coal, gas, PV World, 2014 BC, ND, RankS, LP
Zhong et al. (2017) [16] G � (V, E) Trade Coal, oil, gas World, 2000–2013 C, NMI
Gao et al. (2015) [17] G � (V, E, W) Trade Coal, oil, gas World, 2002–2013 DC, C, NMI
Ji et al. (2014) [18] G � (V, E) Trade Oil World, 2010 EI, DC, CC, C, NMI
Zhong et al. (2014) [19] G � (V, E, W) Trade Oil World, 2002–2011 C, NMI
An et al. (2014) [20] G � (V, E, W) Trade Oil World, 1993–2012 DC, CC, C, stability
Note. DC: degree centrality, L: shortest path length, CC: closeness centrality, C: community structure, BC: betweenness centrality, NMI: normalized mutual
information, LMDI: logarithmic mean Divisia index, PMI: pointwise mutual information, ND: network density, RankS: ranking score, LP: link prediction,
and EI: export intensity.
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m(θ) � m1⊕m2􏼂 􏼃(θ) �

0, θ � ∅

􏽐B∩C�0m1(B)m2(C)

1 − 􏽐B∩C�∅m1(B)m2(C)
, θ≠∅

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

,

(3)

where θ, B, and C are the elements of 2Θ. )ereinto, ⊕ is an
orthogonal operator.

3.1.2. Benchmark Centrality Measures for Influential Nodes

Definition 4 (degree centrality (DC)). )e DC of node i,
denoted as di, is defined as

di � 􏽘
N

j�1
aij, (4)

where N is the total number of nodes in the network and
aij � 1 if node i is connected to node j and aij � 0 otherwise
[43, 44].

Definition 5 (betweenness centrality (BC)). )e BC of node
i, denoted as bi, is defined as

bi � 􏽘
j,k≠ i

gjk(i)

gjk

, (5)

where gjk denotes the total number of shortest paths be-
tween nodes j and k and gjk(i) is the number of those paths
that go through node i [45, 46].

Definition 6 (closeness centrality (CC)). )e CC of node i,
denoted as ci, is defined as the reciprocal of the sum of
geodesic distances to all other nodes and calculated by the
following formula:

ci � 􏽘
j�1,j≠ i

dij
⎡⎢⎢⎣ ⎤⎥⎥⎦

− 1

, (6)

where dij is the geodesic distance between nodes i and j

[47, 48].

Definition 7 (eigenvector centrality (EC)). )e EC of node i,
denoted as ei, is defined as

ei � λ− 1
max 􏽘

N

j�1
aijej, (7)

where λ− 1
max is the maximum eigenvalue of the adjacent

matrix and its corresponding eigenvector is
e � [e1, e2, . . . , eN]T. aij � 1 if node i is connected with node
j, and aij � 0, otherwise [49, 50].

Definition 8 (PageRank centrality (PC)). Let E(u) be some
vector over the Web pages that corresponds to a source of
rank. )en, the PageRank of a set of Web pages is an as-
signment R′ to the Web pages which satisfies

R′(u) � c 􏽘
v∈Bu

R′(v)

Nv

+ cE(u), (8)

such that c is maximized and R1′ � 1 [51, 52].

3.2. A Relevance Matrix-Based BPA Method. )e relevance
matrix can be obtained by converting the multiproduct trade
matrixes with certain processing approaches. )e correla-
tion among nodes in the network can be fully reflected in the
construction of BPA. )e primary question is how to build
an effective BPA, which is also the critical step. )e detailed
subsequent steps are as follows (see Figure 2).

Step 1. )e representation of evidence. Firstly, we build a
weighted matrix for each fossil energy trade
Wk ≡ (wk

ij)n×n(i � 1, 2, . . . , n; j � 1, 2, . . . , n) with elements
of wk

ij, where k � 1, 2, 3 represents coal, oil, and natural gas,
respectively. wk

ij represents the trade volume from node i to
node j (unit in USD). )en, we can build the relevance
matrix for each energy Sk ≡ (sk

ij)n×n, where sk
ij � wk

ij/wk
max is

Representation of
evidence

Evidence
decision-making

model

Data 2

Data n

Data 1

......

BPA 2

BPA n

BPA 1

......

Combination of
evidence

Dempster
combination rule

BPA

Decision-making

Figure 1: Framework of multisource information fusion based on D-S theory.
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proportional to node strength and wk
max is the maximum of

elements in Wk. However, existing studies have verified that
the distribution of fossil energy trade displayed power-law
characteristics [9]. In order to avoid toomany small values to
reflect variability, we adopt sk

ij � wk
ij/w

k
local− max, where

wk
local− max is the maximum in the local connected networks of

node i and j.

Step 2. Estimation of the BPA function. Each element in the
relevance matrix Sk can be transformed to the elements in
the BPA matrix of MBPA ≡ (mij(Y), mij(N), mij(Y, N))n×n.
)e elements in the BPAmatrix MBPA are defined as follows:

mij(Y) �
sij − min(S)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

summ
,

mij(N) �
sij − max(S)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

summ
,

mij(Y, N) �
sij − (max(S) + min(S))/2

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

summ
,

(9)

where summ � |sij − max(S)| + |sij − min(S)| + |sij−

(max(S) + min(S))/2| and mij(Y) + mij(N) + mij(Y, N) �

1. In this paper, each single-layer matrix of coal, oil, and

Data Collection and Preprocessing

Data 
Collection

Data Cleaning Data
Analysis

Weighted edge distribution

Construct the evidential networks

Generate the relevance
matrix based on BPA

(SBPA)

Node strength distribution

Step 1

Step 2

Step 3

Step 4

Construct the trade matrix series for
each fossil fuels (Wk)

Construct the relevance matrix for
each fuels (Sk)

Estimation of the BPA function 
(MBPA(k))

Dempster’s rule of
combination

(MBPA)

Calculate node influence

• Top-ranked Influential nodes
• Efficiency evaluation
• Cluster analysis
• Comparison with benchmark centralities

Results analysis and comparison

Rank EVCin EVCout EVCtotal
1
2
3
...

0.15
0.0
0.1
...

0.15
0.2
0.0
...

0.3
0.2
0.1
...

Coal Matrix

Oil Matrix
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Figure 2: Flowchart of the proposed D-S based network method.
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natural gas corresponds to a BPA matrix, defined as
MBPA(c) ≡ (cij)n×n, MBPA(o) ≡ (oij)n×n, and MBPA(g) ≡
(gij)n×n, respectively.

Step 3. Dempster’s rule of combination. Let MBPA ≡ (lij)n×n

be the BPA matrix of total fossil energy, where

lij � lij(Y), lij(N), lij(Y, N)􏽨 􏽩

� cij⊕oij⊕gij.
(10)

If tij � cij⊕oij, then lij � tij⊕gij.

tij � tij(Y), tij(N), tij(Y, N)􏽨 􏽩, (11)

where

tij(Y) �
cij(Y)∗ oij(Y) + cij(Y)∗ oij(Y, N) + cij(Y, N)∗ oij(Y)

1 − cij(Y)∗ oij(N) + cij(N)∗ oij(Y)􏼐 􏼑
,

tij(N) �
cij(N)∗ oij(N) + cij(N)∗ oij(Y, N) + cij(Y, N)∗ oij(N)

1 − cij(Y)∗ oij(N) + cij(N)∗ oij(Y)􏼐 􏼑
,

tij(Y, N) �
1

1 − cij(Y)∗ oij(N) + cij(N)∗ oij(Y)􏼐 􏼑
cij(Y, N)∗ oij(Y, N)􏼐 􏼑.

(12)

Step 4. Probabilistic conversion and decision-making. We
transform the BPA matrix for total fossil energy into the
relevance matrix again and make final decision judgement.
Let the relevance matrix for total fossil energy be
SBPA ≡ (sBPAij )n×n, and

s
BPA
ij � lij(Y) +

lij(Y, N)

|Y, N|
≡ BetPlij

(Y),

|Y, N| � 2,

BetPm(Y) � m(Y) +
m(Y, N)

|(Y, N)|
.

(13)

3.3. Network Construction andNode Influence. In this paper,
the network can be constructed as a directed weighted
network. )e model of the directed weighted network is
given as a triple G � (V, E, W), where V � (v1, v2, . . . , vn)

represents the set of nodes and E � (e1, e2, . . . , vm) repre-
sents the set of edges. Here, each link of a graph has an
associated numerical value, called a weight. W � (wij)n×n �

(sBPAij )n×n is the weighted matrix of connected edges, where
wii � 0 and wij ≥ 0 and wij(i≠ j) represents the weight of
edge from node vi to node vj. )en, a time series of the
influence network, which is called evidential network (EN),
among OBOR countries is build.

Normally, when two nodes have high relevance, then
nodes’ influences will increase automatically. Given a net-
work G � (V, E, W), for any node i ∈ V, the incoming and
outgoing influence capability of node i, denoted as EVCin(i)

and EVCout(i), are given by

EVCin(i) � 􏽘
j∈Φ(i)

wji,

EVCout(i) � 􏽘
j∈Φ(i)

wij,
(14)

where Φ(i) is the set of nearest neighbors of node i.
)e total evidence centrality (EVCtotal) measures the sum

of the total incoming influence of all inlinks and the total
outgoing influence by all outlinks, which can be calculated as
follows:

EVCtotal(i) � EVCin(i) + EVCout(i), (15)

where EVCtotal(i) is the total influence of node i. )e greater
the total evidence centrality value of a node, the more in-
fluential the node.

4. Data Description

)e data for the three kinds of fossil energy trade were
downloaded from the United Nations Commodity Trade
Statistics Database (UN COMTRADE). HS codes are
270100, 270900, 271111, and 271121, respectively. In the
original data sources, natural gas consists of two categories:
gasified natural gas and liquefied natural gas. In addition, the
data presented in the UN COMTRADE are unit in both US
dollars (trade value) and kilograms (trade volume). We fi-
nally select the data for trade value due to serious data lack of
trade volume.

More importantly, the statistical data are from both
importing and exporting countries. However, there exist
data errors between them, as shown in Figure 3. Due to space
constraints, only part of the country names is marked in
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Figure 3. Consistent with most existing studies, we use the
trade data released by exporting counties ultimately. In fact,
the errors existing here can be seen as one kind of data
uncertainty.

Nest, we conducted statistical analysis on the evolution
and proportion of fossil energy trade within the countries
under OBOR, as shown in Figure 4. Although the trade
volume of OBOR countries accounted for less than 20
percent, its proportion has been increasing since the BRI was
put forward, from 8 percent in 2013 to 14 percent in 2018.
)is indicates that the status of fossil energy trade for
countries in the OBOR route has increased in the inter-
national market. )is also proves the necessity of studying
such issues.

5. Result Analysis

5.1. Topological Structure Analysis of Evidential Networks.
According to Sections 3.2 and 3.3, we can obtain the fossil
energy trade evidential networks during 2013–2018. )en,
the network structure is drawn by using Gephi, a general
network analysis visualization software tool, as depicted in
Figure 5. In Figure 5, node size is proportional to node
degree− the number of links incident to the node. )e

thickness of link indicates the connection weight between
the two counties, and the thicker the link, the greater the
connection, and vice versa.
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From Figure 5, firstly, Russia dominated the system in
terms of node degree. In other words, Russia has the largest
number of partners owing to its abundant energy resources.
Russia’s top three trading partners are concentrated in

Kazakhstan, China, and Azerbaijan. It can be seen that
resource advantage dominates a country’s position. Sec-
ondly, as the world’s largest energy consumer, China’s top
five trading partners include the United Arab Emirates,

2013 2014

2015 2016

2017 2018

Figure 5: Structure of the evidential networks during 2013–2018.
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Kazakhstan, Azerbaijan, Iran, Singapore, and Indonesia. Of
course, Russia is also an important trading partner for
China. With the construction or undergoing construction of
oil and gas pipelines in the Far East, the energy relation
between China and Russia has become increasingly close.
Both countries are committed to build an energy security
system conducive to each other and expected to form an
energy community with a shared future. )ere are also some
notable countries, namely, Ukraine, United Arab Emirates,
Kazakhstan, Azerbaijan, Singapore, Indonesia, and Turkey,
whose positions were not very much changed over time.

Furthermore, Figure 5 shows that the connecting links
between most countries are thin, while those between a few
country pairs are thick. )at is, the weights gather on a very
few connections, which can be depicted from the weighted
edge distribution (Figure 6(a)). Figure 6(a) shows that the
distribution of weighted links in all years presents similar
power-law heterogeneity, which is similar to the results of
most existing studies. Namely, the proposed method in this
paper does not change system heterogeneity when consid-
ering uncertainty.

In addition, we further analyze how strength is dis-
tributed across nodes in a similar way to the weighted edge
distribution, as shown in Figure 6(b). Node strength is the
total of the edge weights in the network incident to the node.
In fact, node strength is the measure of total EVC proposed
in Section 3.3. Similar to the result of Figure 6(a), hetero-
geneity exists in node strength distribution. In other words,
the distribution of strength values across nodes is based on
power-law; many nodes have a lower EVC while a smaller
number of key nodes take the lion’s share of centrality,
making them as hubs that facilitate integration across the
network. In the following sections, we will explore these
critical nodes in detail.

5.2. Influential Nodes Identification. Figure 7 depicts the
time evolution of the ranking of various countries during the
study period according to nodes’ total EVC.)e results show
that countries’ rankings have changed markedly since the
BRI. In 2013, for example, Russia, )ailand, and Ukraine
were the top three countries according to their total EVC,
while in 2018, Czechia, Slovakia, and Bulgaria were the top
three. Meanwhile, affected by the development of global
trade internationalization, the total influence value of each
country is also changing which makes the analysis con-
siderably more complicated.

)us, the average EVC for all countries and standard
deviation (SD) are used to present the ranking character-
istics of sample countries in the evidential networks. Figure 8
scatters all OBOR countries and their corresponding total
EVC, incoming EVC, and outgoing EVC values. In
Figure 8(a), for instance, the abscissa represents the average
EVC value for each of the 65 countries, the ordinate rep-
resents their SD during 2013–2018, and the imaginary lines
represent the means of EVC and SD for all countries, re-
spectively. Countries with larger values along the abscissa
but smaller values along the ordinate indicate stabilized
higher influence.

It can be seen from Figure 8(a) that Russia and
Kazakhstan in the lower right corner dominate the cen-
trality. Of course, the total EVC values for Czechia and
Slovakia are larger than those for Russia and Kazakhstan.
But, the SD values for Czechia and Slovakia are also higher.
)at is, these may only be the values in a particular year
supporting this result, which cannot be considered as
influencer roles. For resource exporters of Russia and
Kazakhstan, their positions are firmly in the top 10 with little
volatility (see Figure 7). It can be seen that resource ad-
vantages play an absolute role in the influence of a country’s
trade. Energy dependence is central to Russia’s economic
structure. According to the data of the Russian State Sta-
tistics Bureau, in the export commodity structure from 2015
to 2017, the proportion of raw materials such as oil and
natural gas has always remained at about 60%. )erefore, it
can be seen that energy export is still the main driving force
of Russia’s economic recovery. Besides, Kazakhstan, Turk-
menistan, and Uzbekistan are major oil producers in Central
Asia. Kazakhstan has the largest crude oil reserves (about
1.7% of the world’s total). Turkmenistan has the largest
natural gas reserves (about 9.9% of the world’s total), but the
country’s natural gas resources are far from being fully
exploited. )is is also why Turkmenistan’s centrality in the
export structure is not obvious (see Figure 8(b)).

In addition, Ukraine, Egypt, Romania, China, Singapore,
Qatar, Saudi Arabia, and Indonesia are also essential
countries due to their lower SD and higher EVC values
(Figure 8(a)). Another possible reason is that these countries
have a high export influence, or a high import influence,
such as China, )ailand, Egypt, and Saudi Arabia
(Figures 8(b) and 8(c)).

After the BRI, China’s influence rose briefly in 2014 and
then increased sharply since 2017 after a period of stability.
In 2017, China’s oil import volume from countries along the
Belt and Road Initiative was 141.71 billion US dollars, nearly
ten times of its export. )at is, China runs a large oil trade
deficit, accounting for 77% of its total import. Although
China is the proposer of the BRI, it can be seen that its
influence in fossil energy trade is at a medium level. Possible
reasons are as follows: first, China is focusing on developing
renewable energy; second, Kazakhstan, Russia, and other
countries are important fossil energy resource exporters.
However, China’s EVC value (0.608) surpassed Russia’s
(0.60) in 2017, indicating that the increasingly active oil and
gas activities of Chinese companies in Central Asia will
challenge Russia’s energy monopoly.

5.3. Evaluating the Impact of Top-Ranked Influential Nodes.
In this section, the impact of the identified top-ranked in-
fluential is evaluated by comparing their efficiency. Damage
resistance is to evaluate the variation of network efficiency at
risk nodes to observe the system’s ability to maintain sta-
bility in the face of risk disturbance. In this paper, the value
of network efficiency when a node disappears is used as a
quantitative evaluation index to measure the efficiency of the
removed node. Efficiency refers to the aggregation degree of
paths within the system [53, 54]. It can measure the ability of
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Figure 6: Weighted edge distribution and node strength distribution. (a) Edge weight. (b) Node strength.
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nodes to transfer information in the network after the oc-
currence of risks, using the information theory-based net-
work flow analysis. Here, we adopt the average mutual
information to define the efficiency of weighted network G:

E[G] � 􏽘
i,j

Tij

T..

log
TijT..

Ti.T.j

. (16)

Here, Tij represents a flow from node i to node j, Ti. �

􏽐jTij represents the total flow leaving node i, T.j � 􏽐iTij

represents the total flow entering node j, and T.. represents
the sum of all flows in the system.

)e efficiency for node k in a weighted network is de-
fined as

EffC(k) �
ΔE
E

�
E[G] − E G′(k)􏼂 􏼃

E[G]
, k � 1, . . . , N, (17)

where G′(k) is a subgraph of G with N-1 nodes and P-Q
edges obtained by removing node k and its neighbor edges.
)e greater the efficiency value, the higher the influence of a
node.

Table 2 shows the effect of removing the top fifteen
countries on the network efficiency when using the EVC
ranking. According to Table 2, the influences of the top-15
listed countries are different and vary with ongoing time. To
sum up, however, most of them have relatively high effi-
ciency values, such as Russia, China, and )ailand. Without
these nodes, the network efficiency will decline obviously.
)e efficiency value of Russia is the maximum of all nodes,
although its ranking dropped significantly from 2014. In fact,
it is intuitional that Russia is a pivotal node in the network

because it connects to most nodes. )e results show that the
node evaluation index proposed in this paper has a greater
impact on network performance. In other words, the failure
of these nodes will make the network show more fragile
damage resistance or robustness.

5.4. Hierarchical Cluster Analysis. In this section, we also
conduct hierarchical clusters further, as shown in Figure 9.
)e clusters, depicted by the dendrogram, result from the
Unweighted Pair Group Method with Arithmetic Mean
(UPGMA). UPGMA is a generally used clustering technique
that uses the arithmetic average approach to construct a
phylogenetic tree from a distance matrix. It has been used
most frequently in ecology and systematics [55] and in
numerical taxonomy [56]. For detailed algorithm, please see
reference [57].

According to Figure 9, the OBOR countries can be
roughly divided into the following five categories: Cluster 1
contains the largest number of countries, but most of them
are from underdeveloped regions although their annual
GDP growth has increased in recent years. Besides, those
countries are relatively concentrated geographically, such as
Tajikistan, Kyrgyzstan, Kazakhstan, Afghanistan, Pakistan,
and other Central Asian countries. It can be seen that
geographical distance is one of the factors affecting fossil
energy trade, which involves the cost of transportation.
Cluster 2 includes resource countries such as Iraq, Qatar,
and Saudi Arabia. )is category has typical characteristics,
that is, except Bahrain and Maldives, and the GDP of all
countries in this category was higher than the average level

Table 2: Influences of removing the top nodes on the network efficiency when using the EVC ranking.

2013 2014 2015 2016 2017 2018
Removed
node

EffC
(k)

Removed
node

EffC
(k)

Removed
node

EffC
(k)

Removed
node

EffC
(k)

Removed
node

EffC
(k)

Removed
node

EffC
(k)

Russia 0.134 Ukraine − 0.042 )ailand 0.052 Czechia − 0.025 Serbia − 0.048 Czechia 0.044

)ailand 0.038 Czechia − 0.030 Czechia − 0.008 North
Macedonia − 0.054 Slovakia − 0.022 Slovakia 0.037

Ukraine − 0.044 Slovakia − 0.032 Georgia − 0.047 )ailand 0.036 Czechia − 0.016 Bulgaria 0.022

Czechia − 0.041 Egypt − 0.055 North
Macedonia − 0.057 Slovakia − 0.022 Bulgaria − 0.037 Serbia 0.012

Slovakia − 0.036 Kazakhstan − 0.015 Bulgaria − 0.048 Bulgaria − 0.038 )ailand 0.041 Bosnia
herzegovina 0.017

Egypt − 0.064 Russia 0.058 Armenia − 0.056 Serbia − 0.053 North
Macedonia − 0.049 China 0.104

Kazakhstan − 0.016 Serbia − 0.060 Slovakia − 0.011 Kazakhstan − 0.032 Bosnia
herzegovina − 0.049 Russia 0.185

Myanmar − 0.017 China 0.132 Kazakhstan − 0.012 Russia 0.133 Kazakhstan − 0.049 Kazakhstan 0.034

Serbia − 0.066 Uzbekistan − 0.060 Russia 0.055 Romania − 0.036 Russia 0.111 North
Macedonia 0.012

Lebanon − 0.067 Lebanon − 0.061 Azerbaijan − 0.010 Bosnia
herzegovina − 0.054 Ukraine − 0.025 Romania 0.032

Moldova − 0.066 )ailand 0.011 Viet Nam − 0.034 Egypt − 0.034 Uzbekistan − 0.017 Uzbekistan 0.050

Azerbaijan − 0.013 Saudi
Arabia − 0.069 Romania − 0.035 Lithuania − 0.044 Singapore 0.026 Greece 0.025

Saudi
Arabia − 0.081 Azerbaijan − 0.024 Serbia − 0.057 Singapore − 0.003 Romania − 0.031 Indonesia 0.072

Romania − 0.043 Kyrgyzstan − 0.060 Egypt − 0.049 Estonia − 0.054 Montenegro − 0.049 )ailand 0.088
Turkey − 0.057 Bulgaria − 0.059 Ukraine − 0.039 Qatar − 0.024 Qatar − 0.008 Croatia 0.017
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of the OBOR countries in the year of 2018. Cluster 3 includes
Turkey, Greece, Iran, Poland, Singapore, Hungary, and other
emerging economies with relatively high annual GDP growth
and GDP per capita simultaneously. Cluster 4, represented by
China, has a high level of GDP income and annual GDP
growth. However, the GDP per capita of these countries is

lower than the average level. Cluster 5 includes Russia,
Kazakhstan, Czechia, Slovakia, and Serbia with highGDP level,
but their annual GDP growth andGDP per capita are not high.

By comparing the sorting results of the above EVC
scatter plot with the classification results of cluster analysis,
it can be seen that the classification of most countries is
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Figure 9: Dendrogram of cluster analysis.
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consistent. In all, in addition to geographical distance,
economic development level, economic growth potential,
and per capita national income are all potential influencing
factors of fossil energy trade.

5.5. Comparison with Benchmark Centralities. Finally, in
order to evaluate the performance of the proposed method,
we pay attention to the correlation between EVC ranking list
and five classical centrality measures, i.e., degree centrality,
PageRank centrality, eigenvector centrality, closeness cen-
trality, and betweenness centrality, as depicted in Figure 10.
It is obvious that each node’s EVC are highly correlated with

other centrality indicators. )is shows that the method
proposed is reasonable and comprehensive in identifying
influential nodes.

6. Conclusions

In this paper, we propose a novel evidential ranking method
based on complex network analysis and evidence theory.)e
combination of local structure, global structure, and un-
certainty is taken into consideration in the construction of
evidence centrality. )en, a performance analysis is con-
ducted on fossil energy trade along the OBOR.We utilize the
network efficiency to simulate the influence of top-ranked
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Figure 10: Scatterplots of EVC values against another centrality measure. EVC against (a) degree centrality, (b) PageRank centrality,
(c) eigencentrality, (d) closeness centrality, and (e) betweenness centrality.
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nodes and demonstrate the superiority of EVC. At last,
various classical centrality measures are also analyzed to
identify the advantages of the proposed method.

)e results of node centrality based on D-S theory show
that the distribution of weighted edges has obvious het-
erogeneity which is superior to node strength distribution.
)at is, only a few pairs of countries have high relevance
relationships, while most pairs of countries have low rele-
vance relationships. For influential countries, along with the
increase of average EVC values, the volatility also increases.
But, some countries with higher average EVC tend to be
driven by one or two specific years, such as Czechia and
Slovakia. Relative to these countries, Russia, Kazakhstan,
and other resource-based and export-oriented countries
maintain the core positions. Finally, the clustering results
show that geographical distance, income level, GDP per
capita, and GDP growth rate are the potential driving forces
of fossil energy trade.
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In this research work, an effective Levenberg–Marquardt algorithm-based artificial neural network (LMA-BANN) model is
presented to find an accurate series solution for micropolar flow in a porous channel withmass injection (MPFPCMI).*e LMA is
one of the fastest backpropagation methods used for solving least-squares of nonlinear problems. We create a dataset to train, test,
and validate the LMA-BANN model regarding the solution obtained by optimal homotopy asymptotic (OHA) method. *e
proposed model is evaluated by conducting experiments on a dataset acquired from the OHA method. *e experimental results
are obtained by using mean square error (MSE) and absolute error (AE) metric functions. *e learning process of the adjustable
parameters is conducted with efficacy of the LMA-BANNmodel.*e performance of the developed LMA-BANN for the modelled
problem is confirmed by achieving the best promise numerical results of performance in the range of E-05 to E-08 and also
assessed by error histogram plot (EHP) and regression plot (RP) measures.

1. Introduction

A few years ago, Eringen [1, 2] firstly presented the idea of
micropolar fluids. *eories of non-Newtonian fluid are
developed to describe the behavior of the fluid that does not
obey Newton’s law, such as micropolar fluids. *is fluid
summarizes specific non-Newtonian behaviors, such as
liquid with polymer additives, liquid crystals, animal blood
particles, suspensions, and topographic features. *e gov-
erning equations of many physical problems are nonlinear in

nature and cannot be solved analytically; therefore, the
scientist developed some approximate and numerical
techniques, such as perturbation-based methods [3, 4],
homotopy perturbation-based methods [5–7], homotopy
analysis-based methods [8–10], collocation-based method
[11–18], and Adomian decomposition-based methods
[19, 20]. Among these methods, artificial intelligence (AI)-
based numerical methods have been broadly designed for
solving differential equations in several diverse applications
[21–23]. A few latest research works to solve the problems of
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nonlinear systems include the study introduced for local
fractional partial differential equations [24], fourth-order
nonlinear differential equations [25], Riccati equation
control of nonlinear uncertain systems [26], analytic solu-
tion of micropolar flow using the homotopy analysis method
[27], and pantograph delay differential equation [28].
However, these numerical-based methods need discretiza-
tion and improved linearization techniques, which only
allow computing the solution for certain standards variables
and required huge computer memory and time. For opti-
mizing the results, convergence and stability should be
considered to avoid divergence. *e perturbative methods
required the assumption of small parameters, which is itself
an issue. Besides, there is no study yet has been applied a fast
backpropagation method for finding an accurate series so-
lution to micropolar flow in a porous channel with mass
injection (MPFPCMI).

*erefore, the aim of this study is to develop a Lev-
enberg–Marquardt algorithm-based artificial neural net-
work (LMA-BANN) model to solve the nonlinear governing
equation of MPFPCMI. *e contributions and mechanisms
of the proposed work fall under following points:

(i) *e LMA-BANN model is developed to analyze
MPFPCMI for diverse scenarios on variants of
physical parameters.

(ii) *e dataset for LMA-BANN is obtained by varia-
tions of different parameters with the help of the
OHA method.

(iii) *e validity and accuracy of LMA-BANN are
confirmed by comparing its results at different cases
and scenarios. *e results of training, testing, and
validation are subjected by displaying the
MPFPCMI for diverse scenarios.

(iv) *e MSE metric function, EHP, and RP results are
obtained with the help of plots to show the per-
formance of LMA-BANN for finding an accurate
series solution of MPFPCMI successfully.

2. Problem Formulations

Consider the steady, incompressible, and laminar flow of
micropolar fluid along two-dimensional channel with po-
rous walls. *e mass fluid is introduced with speed q. *e
walls of the channel are adjusted at y�±h, where 2h is the
width of the channel [29, 30]. *e fundamental equations
governing are as follows [31, 32]:
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(4)

*e suitable conditions for physical boundaries are as
follows [26, 27]:

u
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(x, ±h) � 0,

v
􏽥
(x, ±h) � ±q,

N(x, ±h) � −su
􏽥
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(5)

*e symmetric flow (SF) is as follows [33]:

u
􏽥

x(x, 0) � 0,

v
􏽥
(x, 0) � 0.

(6)

Here, q greater than zero relates to suctions, q less than
zero corresponds to injections, and “s” is a finite-pa-
rameters worn to model the degree to which microele-
ments in the region of the channel walls are free to rotate,
e.g., as “s” is equal to zero is the case where microelements
near the boundary cannot turn around when s � 0.5, the
situation of microrotation is identical to the velocity of the
fluid at the end. Kelson et al. [29] developed the following
equations:
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(8)

*e Navier–Stokes equations (1)–(4) decrease via ap-
plying equations (7) and (8):

1 + N1( 􏼁f
iv

􏽥
− N1 g″

􏽥
−Re × f

􏽥
f
‴

􏽥
− f′

􏽥
f″
􏽥

⎛⎝ ⎞⎠ � 0,

N2 g″
􏽥

+ N1 f″
􏽥

−2g
􏽥

⎛⎝ ⎞⎠ − N3Re f
􏽥

g′
􏽥

− f′
􏽥

g
􏽥

⎛⎝ ⎞⎠ � 0.

(9)

Dimensionless parameters are established as follows:
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N1 �
k

ρv
,

N2 �
vs

ρvh
2,

N3 �
j

h
2,

Re �
qh

v
.

(10)

When viscosity parameter (Re) is more significant than
zero used for suction and less than for injection, the BCs are

f
􏽥

(±1) � 1,

f′
􏽥

(±1) � 0,

g
􏽥

(±1) � s × f″
􏽥

(±1).

(11)

*e SF is as follows:

f
􏽥

(0) � 0,

f″
􏽥

(0) � 0,

f′
􏽥

(1) � 0,

f
􏽥

(1) � 1,

g
􏽥

(1) � s × f″
􏽥

(1).

(12)

By applying Kelson et al. [29], we put s � 0,

N1 � 1, N2 � 1, andN3 � 0.1:

2f
iv

􏽥
− Ref

􏽥
f
‴

􏽥
� −Ref′

􏽥
f″
􏽥

+ g″
􏽥

, (13)

g″
􏽥

+ f″
􏽥

−0.1Ref
􏽥

g′
􏽥

� 0.1Ref′
􏽥

g
􏽥

+ 2g
􏽥

. (14)

*e BCs are as follows:

f
􏽥

(0) � 0,

f″
􏽥

(0) � 0,

f′
􏽥

(1) � 0,

f
􏽥

(1) � 1,

g
􏽥

(1) � 0,

g
􏽥

(0) � 0.

(15)

3. Numerical Experimental
Results with Discussion

A short overview of the scheme proposed for finding the
proposed LMA-BANN numerical experimentation conti-
nuity and momentum equations, i.e., 2–4, based on
MPFPCMI is accessible in this section. *e proposed
structure of stepwise flow is presented in Figure 1 by using
“nftool” of the NN tool-box existed in MATLAB. LMA-
BANN is implemented for two-layer structures that include
single input hidden and output of feed-forward network by
LMA-based backpropagation process. Figure 2 demon-
strates the structural design of ANN based on ten neuron
numbers with a data-sigmoid activation function.

A reference dataset for LMA-BANN for equations (14)
and (15) is created between intervals [0, 1] for 201 input
grids. Now, 80 percent of data are used for training as 10
percent is for testing and 10 percent is for validation in the
event of a 2-layer feed-forward ANN structure fitting tool
with LMA backpropagation to solve all problems of
MPFPCMI. Training data are used to establish the estimated
solution on the source of the MSE, validation data are used
to LMA-BANN, and even as test data are used to assess the
truthful input performance.

Figures 3 and 4 show the effects of LMA-BANN per-
formance represented by error histograms and fitting of
solutions for two cases of the MPFPCMI scenario, while the
regression tests are shown in Figure 5 for two cases of the
MPFPCMI scenario. Furthermore, the MSE, number
epochs, and other convergence parameters for training,
validation, and testing data are tabulated in Tables 1 and 2,
for two cases of theMPFPCMI scenario. Also, in Figures 3(a)
and 3(c) of the MPFPCMI scenario, the convergence of MSE
for the train, validation, and test process is provided for the
two cases of the MPFPCMI. *e best network performance
for different scenarios is 9.889E− 13 at 110 epochs and
9.889E− 13 at 110 epochs. *e gradient and step-size Mu of
backpropagation nearly [9.8879×10−08 and 9.8879×10−08]
and [10−11, 10−11] are as shown in Figures 3(b) and 3(d). *e
results indicate the exact and convergent output for each
case of the LMA-BANN.

*e result obtained by LMA-BANN is achieved with the
numerical outcome of the OHA method for two cases
scenario, and the outcomes are shown in Figures 4(b) and
4(d) with the input points between {0–1} and step-size 1/100.
*e considerable error attained for training, testing, and
validation statistics by planned ANN-LMM is less than
0.9×10−06 and −0.9×10−06 for the two cases of the scheme
design. For each input stage, the error dynamics are further
evaluated by error histograms, and results are given in
Figures 4(a) and 4(c) for two cases of the MPFPCMI sce-
nario. *e error with 20-bin is nearly −1.4E− 08 and
−1.4E− 08 for scenarios of MPFPCMI.

*e outcomes for solving the LMA-BANN for different
scenarios are shown in Tables 1 and 2, respectively. *e
output of LMA-BANN is about 10−13 to 10−12 and 10−10 to
10−11 for scenarios of MPFPCMI. *e reliable output of

Complexity 3



LMA-BANN for explaining MPFPCMI is illustrated in these
results. *e results of LMA-BANN for the velocity and the
profiles for the scenarios are therefore calculated. *e ex-
perimental results of LMA-BANN are obtained for the
velocity profiles f(η), f′(η) , andg(η) of the adopted sce-
narios. *e outcomes of f(η), f′(η), andg(η) profiles are
shown in Figures 6–8 of the three scenarios of the
MPFPCMI. Increasing the value of Re increases the velocity
in x-direction and mass injection. *e order to access the
correctness gauges, the outcomes of LMA-BANN matched

with the OHA method solutions in situations, and absolute
errors (AEs) with references are calculated, and results are
displayed in Figures 6(b), 7(b), and 8(b) for the three sce-
narios of the MPFPCMI. *e AE is about 10−05 to 10−04,
10−06 to 10−07, 10−04 to 10−07, 10−05 to 10−04, 10 −05 to 10−06,
10 −06 to 10−08, 10 −06 to 10−04, 10 −05 to 10−06, and 10−05 to
10−06 for Re� 1, Re� 6, and Re� 20 and Re� 1, Re� 10, and
Re� 20 of the scenarios. All these numerical and also
graphical figures validated the reliable, convergent, and
effective relationship of the LMA-BANN computing
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approach for solving the variants of MPFPCMI. In
Figure 7(a), the special effects of the Reynolds numbers on
the profile of the velocity index are presented. For the ve-
locity index f(η), the Reynolds numbers increase with
increasing the velocity index f(η) of the injection case. *e
direct effect of the Reynolds number on the rotation profile
of the fluid is presented in Figure 8(a). By increasing the
Reynolds number, the rotational profile index of the fluid
flow reduces up to η � 0.6, and then the rotation profile
increases with the increase in the Reynolds number.

Increasing the Reynolds number with a minimum rotation
occurred does not make it move away from the origin of the
channel.

According to the results in Table 1, we can see that the
model achieves the values 2.07665E− 12, 4.16509E− 9, and
2.3595E− 10 of the MSE on the test data for cases 1, 2, and 3,
when the number of epochs are 121, 214, and 223, re-
spectively. We notice that all these values of the MSE are too
low, confirming the effectiveness of the model. However, the
lowest value is obtained for case 1 at the smallest value of
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Figure 3: *e performance and MSE outcomes of LMA-BANN in two cases of the MPFPCMI scenario.
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Figure 4: Outcomes of error histograms and fitting graphs of proposed LMA-BANN in two cases of the MPFPCMI scenario.
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Figure 5: Continued.
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epoch’s number. In addition, from the results in Table 2, it
obvious that the model gets the values 1.08132E− 9,
4.7336E− 10, and 8.78423E− 11 for the test data at epoch’s
number 92, 329, and 177 and through the settings of case 1,
case 2, and case 3. *e lowest value is obtained for case 3 at

epoch’s number 177, which is also an acceptable number of
epochs. *is also confirms the efficiency of the LMA-BANN
model. Finally, from Figures 6(b)–8(b), we can see that
lowest values of error plot are for Re� 10 for all scenarios,
which means that this value is suitable for Re parameter.

Table 1: Data of LMA-BANN for scenario 1 of the MPFPCMI.

Case
MSE

Performance Gradient Mu Epoch
Training Validation Testing

1 4.77038E− 13 1.07665E− 12 2.07665E− 12 4.77E− 13 9.83E− 08 1.00E− 11 121
2 3.31283E− 11 1.53447E− 10 4.16509E− 9 3.31E− 11 9.96E− 08 1.00E− 09 214
3 7.61638E− 12 1.95429E− 9 2.3595E− 10 7.57E− 12 9.84E− 08 1.00E− 10 123

Table 2: Data of LMA-BANN for scenario 2 of the MPFPCMI.

Case
MSE

Performance Gradient Mu Epoch
Training Validation Testing

1 5.40353E− 10 1.0355E− 9 1.08132E− 9 5.40E− 10 9.95E− 08 1.00E− 09 92
2 3.93472E− 10 7.23124E− 10 4.7336E− 10 3.93E− 10 1.00E− 07 1.00E− 08 329
3 4.45013E− 11 5.86838E− 11 8.78423E− 11 4.45E− 11 9.90E− 08 1.00E− 09 177
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Figure 5: Regression plot of LMA-BANN for two cases of the MPFPCMI scenario.
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4. Conclusion

*e LMA-BANN is used as an artificial intelligence-based
integrated method to find an accurate series solution for the
MPFPCMI. *e partial differential equations (PDEs) system
of the MPFPCMI is converted to the order differential
equations (ODEs) system by using the ability of similarity
variables. *e OHA method is used for producing the
dataset of the MPFPCMI. Different measurable quantity of a
set of metrics is utilized for evaluating the developed model.
For training the model, a percentage equals to 80% of the
data used, and a percentage of 10% from the remaining is
used for testing, as well as the last 10% of the reference data is
applied for validating the LMA-BANN model. *e near
values of both planned and reference outcomes matching of
level between 10−05 to 10−07 confirm the rightness of so-
lution, and supposed feature is additional authentic via
numerical and graphical design of for the convergence of
MSE, AE, error histogram plot, and regression plot mea-
sures. After this assurance, the results are demonstrated for
the rotating and velocity profile when there are different
values of Reynolds number and viscosity parameter (Re).
From the numerical results of the problem, we get that
increasing the value of Re decreases the velocity in x-di-
rection and mass injection. Moreover, the experimental
results confirmed the effectiveness of the LMA-BANN
model for accurate analysis ofMPFPCMI. In future work, we
plan to apply the designed model for finding a solution to
another nonlinear system with a large dataset and with
different percentages of testing for more analyzing and
investigating.

Abbreviations

􏽥Β: Magnetic field (NmA− 1)

C: Fluid concentration
cp: Specific heat (J/kgK)

β: Non-Newtonian parameter
􏽥Ε: Electric field intensity (NC− 1)

Jw: Mass flux
α1, α2, β1, β2, β3: Material constants
A1, A2, A3: Kinematic tensors
k: *ermal conductivity (Wm− 1K− 1)

M: Magnetic parameter
ne: Number density of electron
O: Origin
P: Fluid pressure (Pa)

Pr: Prandtl number
Qw: Heat flux (Wm− 2)

qr: Radioactive heat flux (J)

Re: Viscosity parameter
S: Cauchy stress tensor
te: Flow time (s)

T: Fluid temperature (K)

u, v, w: Velocities components (ms− 1)

x, y, z: Coordinates.

Greek Letters

α: *ermal diffusivity (m2s− 1)

κ⌢: Vertex viscosity (mPa)

μ: Dynamic viscosity (mPa)

υ: Kinematic coefficient of viscosity
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ρf: Base fluid density (Kgm− 3)

ρb: Density of the particles (Kgm− 3).
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In the article titled “Multivariable Model Reference Adaptive
Control of an Industrial Power Boiler Using Recurrent
RBFN” [1], there were errors in Figures 1 and 3, which
should be corrected as follows.

Additionally, “RBFN-based” in the abstract should be
corrected to “radial-basis function neural network (RBFN).”
On page 1 of the Introduction, “PID” should be corrected to
“proportional-integral-derivative (PID).”
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Reinforcement learning (RL) methods can successfully solve complex optimization problems. Our article gives a systematic
overview of major types of RL methods, their applications at the field of Industry 4.0 solutions, and it provides methodological
guidelines to determine the right approach that can be fitted better to the different problems, and moreover, it can be a point of
reference for R&D projects and further researches.

1. Introduction

Reinforcement learning (RL) has a significant chance to
revolutionize the artificial intelligence (AI) applications
by serving a novel approach of machine learning (ML)
developments that lets the user to handle large-scale
problems efficiently. *ese techniques together with
widespread Internet of things tools have opened up new
possibilities for optimizing complex systems, including
domains of logistics, project planning, scheduling, and
further industry-related domains. Extracting this poten-
tial can result in a fundamental progress of Industry 4.0
transformation [1]. During this digital transformation, the
vertical and horizontal integration will be strengthened,
the flexibility should be raised, and the human control and
supervision need to be focused [2, 3]. Furthermore, the
data produced by the integrated tools are increasing ex-
ponentially that requires a higher level of autonomous
processes and decisions. Reinforcement learning can serve
as a valuable tool in the development of self-optimising
and organising Industry 4.0 solutions. *e main challenge
of developing these applications is that there are several
methods and techniques and a wide range of parameters
that need to be defined. As the definition of these pa-
rameters requires detailed knowledge of the nature of the
RL algorithms, the main goal of this paper is to provide

a comprehensive overview of RL methods from the
viewpoint of Industry 4.0 and smart manufacturing.

On the basis of our best knowledge, there exists no
similar overview article of reinforcement learning methods
in Industry 4.0 applications. Next to the fundamental book
[4], there are several overviews of reinforcement learning
methods from theoretical point of view. A detailed semantic
overview of Industry 4.0 frameworks [5] and a categoriza-
tion of Industry 4.0 research fields are also described. An
overview of key elements of Industry 4.0 researches and
several application scenarios [6] highlighted the wide scope
of smart manufacturing. Although many authors found that
there is a lack of extensive review of Industry 4.0 revolution
from different aspects, according to their persistent work
nowadays, several articles are available in this topic [7]. A
survey on the applications of optimal control to scheduling
in production, supply chain, and Industry 4.0 systems [8]
focused on maximum principle-based studies. Most of the
surveys and review articles of Industry 4.0 declare the im-
portance of optimization, but mostly only general ap-
proaches are discussed, and there are no detailed guidelines
extracted. A comprehensive survey at field of Industry 4.0
and optimization [9] discussed the recent developments in
data fusion and machine learning for industrial prognosis,
placing an emphasis on the identification of research trends,
niches of opportunity, and unexplored challenges. Even if it
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considered several ML methods and algorithms, RL was
mentioned only shortly without extracting its key
fundamentals.

*e above collected facts strengthened our motivation of
preparing a detailed overview of RL applications and
methods used in the field of Industry 4.0. Our main goals
with this are:

Presenting a hands-on reference for researchers who
are interested in RL applications

Giving compact descriptions of applicable RL methods
Serving a guideline to support them easily identify the best
fitting subset of RL methods to their problems and hence
letting them focus on the relevant part of the literature

Our systematic review is based on an examination of the
literature available from Scopus by following the PRISMA-P
(Preferred Reporting Items for Systematic Reviews and Meta-
Analysis Protocols). *e PRISMA-P workflow contains a 17-
item checklist that supports to facilitate the preparation and
reporting of a robust protocol in a standardized way for sys-
tematic reviews. *e literature source list was queried in
February 2021 with the following keywords: TITLE-ABS-KEY
(“reinforcement learning” AND (“smart factory” OR “IOT”
OR “smart manufacturing” OR “industry 4.0” OR “CPS”)).

Both author keywords and index keywords were in-
volved into the analysis. *e keyword processing started
with an extensive data cleansing process by:

Building up a standardized keyword unit (SKU) list and
splitting complex keywords into SKUs
Assigning SKUs to one of the following keyword
classification types:

(i) Principle captured
(ii) Industrial field of application
(iii) Application field of solution
(iv) Mathematical approach of application methodology

Identifying major classification groups by classification
types

781 articles were involved into the analysis. Out of 14,035
original author and index keywords, 2,579 duplications were
filtered out. *e remaining 11,456 keywords were sliced into
45,824 SKUs. Finally, 12,017 keywords were assigned to
classification types that provide the major tendencies and
relations of industrial applications of reinforcement learning
methods. Figure 1 shows the change of the assessed literature
size over the PRISMA steps.

Our article stands for the following major parts:

First, in Section 2, we will give a short general in-
troduction of reinforcement learning framework and
summarize some major mathematical properties be-
hind RL techniques. Furthermore, we will present
a classification of RL methods that lets the reader to
have a map for the further discussions.

As a next step in Sections 3.1–3.3, we will present the
key findings of systematic review and a hands-on
reference for further researches.

*en, in Section 3.4 and in Section 3.5, we will discuss
the conclusions and give a detailed guideline to help the
reader to choose to most adequate RL method for the
different problems.
Finally, in Appendices A–H, we will provide a compact
overview of 18 different RL methods.

2. Theoretical Background of
Reinforcement Learning

In this section, we will summarize the fundamental concept
of reinforcement learning, then we will present a general
classification of RL methods.

*ere are three main paradigms in machine learning:
supervised learning, unsupervised learning, and re-
inforcement learning. In supervised learning, a functional
relationship of a regression model of a classifier is learnt
based on data that represent the input and output of the
model. In unsupervised learning, the hidden structure of the
data is explored, usually by clustering [9].

Reinforcement learning (RL) also refers to learning
problems. As Figure 2 represents the process, an agent takes
observations of the environment; then on the basis of that, it
executes an action (At). As a result of the action in the
environment, the agent will get a reward (Rt) and it can take
a new observation (Ot) from the environment and the cycle
is repeated. *e problem is to let agent learning so as to
maximize the total reward. Reinforcement learning concept
was introduced in ([4], Section 3.1). While in supervised and
unsupervised learning, the model fitting requires a complete
set of observations; in reinforcement learning, the learning
process is sequential.Reinforcement learning is based on the
reward hypothesis which states that all goals can be de-
scribed by the maximisation of expected cumulative re-
wards. Formally, the history is the sequence of observations,
actions, and rewards: Ht � O1, R1, A1, . . . , At−1, Ot, Rt.

781 from DB 2 from other source

783 a�er deduplication

695 screened 18 excluded

677 assessed 8 excluded w reason

669 inc. qualitative

601 inc. quantitative

Figure 1: PRISMA processing flow.
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A state contains all the information to determine what
happens next. Formally, state is a function of the history:
St � f(Ht). Let Gt denote the total discounted reward from
time-step t: Gt � Rt+1 + cRt+2 + . . . � 􏽐

∞
k�0 ckRt+k+1.

*e state-value function v(s) gives the expected total
discounted return if starting from state s: v(s) � E[Gt ∣
Stt � ns]. Policy covers the agent’s behaviour in all possible
cases, so it is essentially a map from states to actions. *ere
are two major categories in it: (1) deterministic policy:
a � π(s), (2) stochastic policy: π(a ∣ s) � P[At � a ∣ St � s].
*e action-value function qπ(s, a) is the expected return
starting from state s, taking action a, and then following
policy π: qπ(s; a) � Eπ[Gt ∣ St � s, At � a].

Practically, state-value function is a prediction of expected
present values (PV) of future rewards that allows evaluating the
goodness of states, so it is a map from states to scalars:
vπ(s) � Eπ[Rt+1 + cRt+2 + c2Rt+3 + . . . ∣ St � s]. *e optimal
state-value function v∗(s) is themaximum state-value function
overall policies: v∗(s) � maxπvπ(s). It is easy to find that in
case if an optimal state-value function is known that an optimal
action-value function and an optimal policy can be derived.

Reinforcement learning concept is based on stochastic
processes and on Markov chains. Markov property is fun-
damental of mathematical basis of reinforcement learning
methods. A state is Markov if and only if the P[St+1 ∣ St] �

P[St+1 ∣ S1, . . . , St] condition holds. By definition, a Markov
decision process (MDP) is a tuple of 〈S;A;P;R; c〉, where
S is a finite set of states,A is a finite set of actions, P is a state
transition probability matrix, Pa

ss′ � P[St+1 � s′ ∣ St � s, At �

a],R is a reward function,Ra
s � E[Rt+1 ∣ St � s, At � a], c is

a discount factor, c ∈ [0; 1], and t time-steps are discrete.
*e Bellman equation practically states that state-value
function of an MDP can be decomposed into two parts:
immediate reward and discounted value of successors states:
v(s � St) � Rt+1 + cv(St+1).

Environments can be distinguished by its observability.
Let us denote Sa

t as the agent’s state at time-step t and Se
t as the

environment’s state. Environment can be (1) fully observable
if the agent directly observes all states of environment
(Ot � Sa

t � Se
t), or partially observable if the agent has indirect

observations (Sa
t � (P[Se

t � s1], . . . ,P[Se
t � sn])).

Figure 3 summarizes a classification of reinforcement
learning methods in tree structure. Further details of the
different RL methods are described in Appendix.

3. Overview of the Industry 4.0
Relevant Applications

In this section, we will present the hands-on references in
tabular format based on the results of our data cleansing

process and somemajor results of systematic literature analysis
that will highlight some general trends which is able to lead the
reader to a successfully applicable RL methods by preventing
the usage of inappropriate trials and hence shortening devel-
opment periods. In the final part of the section, we will present
a hands-on guideline to summarize the key conclusions.

3.1. Classification of Applications by Principle Captured.
*emain goal of this section is to give an overview what are the
principal captured problem types that reinforcement learning
was applied for and describe the major tools that gave an
impressive performance for each and every problem category
and finally to highlight some typical issues that needed to be
taken care of during the implementation.

By performing SKU analysis, we identified the most
relevant keywords that are assigned to a principle captured.
In Table 1, the associated publications are listed by principle
captured categories.

Furthermore, Figure 4 shows the principle captured classes
by reinforcement learning methods. Although the related
frequency table does not meet all the required criteria, in
Table 2, a χ2-test, calculation is presented, yet by principle
captured classes, it makes the identification of some significant
deviations from the overall distribution of RL methods
possible.

In the class of prediction, forecasting, and estimation,
planning value function approximation methods and
Markov decision processes are over-represented. *is
lets us to conclude that the complex methods in the
focus are less, which is fully in line with the goal to
understand better the behaviour of the environment
without strong optimization aims.
In the class of detection, recognition, prevention,
avoidance, and protection, the policy gradient methods
are over-represented, while MDPs are under-repre-
sented. *is shows us that researchers are interested
more in complex models with a higher predictive
performance than in basic solutions.
In the classes of evaluation, assessment and allocation,
assignment, and resource management, the multiagent
methods are more in focus, which tells us that this field
is on the way to distribute the tasks to lower level tools
instead of centralized data processes. But while in the
first class, the distribution of further RL methods fol-
lows the overall distribution, and in the second class,
the policy gradient methods are over-represented
which comes from the fact that allocation-related
problems prefer to create an optimal policy.
In the classes of classification, clustering and decision
making and scheduling, queuing, and planning, the
situation is opposite: multiagent methods are under-
represented, whichmeans that researches of these kinds
of operations are still focusing to a centralized solution.
In the class of control, the temporal-difference methods
and Markov decision process contractions and multi-
agent methods are over-represented, while complex
approaches, like policy gradient methods, are under-
represented.

reward

Environment

observation action

Agent

Figure 2: Reinforcement learning framework.

Complexity 3



Discussions of specific parts of RL solution design
problems occur in smaller number of cases, but these
kinds of publication demonstrate the fact that con-
structing an appropriate RL application is not always
trivial. We can highlight state space design
[12, 25, 33, 107, 144, 179, 193, 208, 217,

220, 222, 224, 227, 266, 267] and action space design
[109, 220, 246, 268], reward construction
[14, 76, 110, 199, 220, 226, 246, 269–273], and ex-
ploration strategy planning [86, 274] which can be
determinants from the whole application point of
view.

RLmethods

Multi-objective
RL

Multi-policy
approach

Single-policy
approach

Single-objective
RL

Model-based

Simulation-
based

DYNA-2

Temporal
difference search

Monte-Carlo
tree search

DYNA

Prioritised
sweeping

Model-free

Actor-critic Monte-Carlo Softmax

Policy-based
(Actor only)

Policy gradient

Vanilla

Natural
policy gradient

Eligibility traces

REINFORCE

Evolutionary
Algorithm

Value-based
(Critic only)

Temporal
difference (λ)

Temporal
difference SARSA

(On-policy
temporal

difference)

Q-learning

Monte-Carlo

Dynamic
programming

Asynchronous
dynamic prog.

Valuefunction
iteration

Policy iteration

Iterative Policy
Evaluation

Figure 3: Classification tree of reinforcement learning methods.
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Table 1: Publication reference by principle captured.

Principle captured Referred publications
Prediction, forecasting,
estimation, planning [10–39]

Detection, recognition,
prevention, avoidance,
protection

[10, 29, 39–71]

Evaluation, assessment [18, 32, 54, 66, 72–81]
Classification, clustering [35, 42, 66, 69, 69, 81–95]
Decision making [11, 13, 17, 20, 21, 24, 38, 43, 61, 62, 66, 69, 82, 89, 93], [96–131]
Allocation, assignment,
resource management

[20, 22, 31, 32, 39, 45, 60, 65, 67, 70, 75, 78, 83, 87, 91, 96, 97, 99, 100], [103, 104, 113, 119, 121, 121, 125,
127, 130], [130, 131, 131–154], [154–156, 156–178], [179–196], [196–202]

Scheduling, queuing,
planning [12, 19, 21, 24, 32, 72, 87, 88, 91, 93, 96, 99, 110, 113, 122, 125, 131, 150, 151, 160, 184, 188, 203–222]

Control [12, 14, 15, 18, 23, 27, 31, 36, 37, 40, 56, 69, 70, 91, 93, 99, 101], [105–107, 111, 112, 122, 123, 129, 130],
[149, 150, 167–169, 171, 180], [188, 189, 199, 200, 205, 217], [223–245], [245–265]

Control
Decisionmaking 

Optimization
Utilization

Decision
Resource management

Allocation
Assignment
Simulation
Scheduling

Queuing
Planning

Automation
Prediction

Forecasting
Detection

Recognition
Clustering

Selection
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0 20 40 60 80 100

Markov Decision Process
Dynamic Programming
SARSA
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Multi-agent

Cooperative

Gradient Descent

Edge computing
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Figure 4: Distribution of RL methods by principal captured classes.
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3.2. Classification of Publications by Industrial Field of
Application. Similarly, as we have shown in Section 3.1, by
performing SKU analysis, we also identified the most rel-
evant keywords that are assigned to industrial fields. In
Table 3, the associated publications are listed by industrial
field categories.

Similarly, as we presented categories of principal cap-
tured, we also prepared Figure 5 that shows the industrial
field classes by reinforcement learning methods. Although
the related frequency table does not meet all the required
criteria, in Table 4, a χ2-test, calculation is presented, yet by
industrial field classes, it makes the identification of some
significant deviations from the overall distribution of RL
methods possible.

In the class of energy, solar, power, electric, the ap-
plications of Q-learning methods are over-represented,
while more basic methods and policy gradient methods
are under-represented
In the class of telecommunication, communication,
networking, internet, 5G, Wi-Fi, and mobile, the policy
gradient methods are over-represented and there is
a strong focus on the applications of edge computing
In the class of wireless, radio, antenna, and signal, the
applications of Markov decision processes are
highlighted
Similarly, in the class of vehicle, unmanned aerial
vehicle, drone, and aircraft, the applications of Markov
decision process are over-represented together with
policy gradient methods, while themultiagent solutions
are less discussed
In the classes of cyber-physical system, robot and
manufacturing, and factory, the basic dynamic
methods and Q-learning approaches are more popular
Finally, in the class of city and building, the multiagent
methods are over-represented

3.3. Classification of Publications by Mathematical Approach
of Application Methodology. Similarly, as we have shown in
the previous sections, we also performed the SKU analysis for
the third major dimension of keywords which is the meth-
odological approach of the solution. *e most relevant
keywords were identified, and then in Table 5. the associated
publications are listed bymethodological approach categories.

Although it is not feasible to summarize all the different
methodological approaches in details, we would like to
highlight some specialities of selected cases to demonstrate
how widely RL approaches are used and motivate re-
searchers to find a solution for their problems from a new
perspective.

As we described in Section 2, reinforcement learning
methods are based on Markov property and hence it is
fundamental to model the problems as Markov decision
processes (MDPs), which is far not trivial in several cases. By
formulating an MDP, we need to take care about state space
design, especially guaranteeing that a state representation
contains all the relevant information to evaluate a situation,
or with other words anytime, when the system is in the same
particular action, the environment will take its response by
the same characteristic for a particular action [96, 104, 191,
203, 313, 346].

Actor-critic methods are model-free learning methods
that learn both the optimal policy for taking an action and
the value function for most accurate evaluating of the
current state. Most of the publications discuss mainly dis-
tributed autonomous IoTdevice networks. In these cases, the
focus is shifted towards the learning and knowledge transfer
solutions:

Stochastic model of cloud-based IoT for fog computing
computation offload and radio resource allocation [97].
Centralized joint resource allocation solution for
handling shortage of frequency resources of cellular

Table 2: χ2-test table of principle captured classes by RL method types.

Principle captured
Markov
decision
process

Multiarmed
bandit Dynamic Temporal

difference
Value function
approximation

Policy
gradient Multiagent Edge

computing

Prediction,
forecasting,
estimation, planning

1.96 −0.58 0.12 −0.32 3.08 0.31 −0.39 −4.17

Detection,
recognition,
prevention, avoidance,
protection

−3.09 1.51 −1.11 −0.17 0.9988, 0.9782,
0.97850.39

0.9935,
0.8769,
0.87852.2

−1.38 1.65

Evaluation, assessment −0.82 0.63 −0.08 −0.62 −1.21 −0.6 2.96 −0.27
Classification,
clustering −3.61 0.56 1.28 1.41 1.54 0.65 −2.88 1.05

Decision making 3.1 2.47 −0.84 1.73 0.95 0.02 −10.82 3.39
Allocation,
assignment, resource
management

−2.69 −1.95 0.21 −11.18 −4.74 2.08 10.54 7.74

Scheduling, queuing,
planning 2.17 −1.33 −2.17 1.24 1.61 −0.04 −2.63 1.16

Control 2.67 −1.34 2.35 7.52 −1.72 −4.93 4.27 −10.82
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systems by using a neural network embedded re-
inforcement learning algorithm [176].
Determining optimal sampling time for IoTdevices for
energy harvesting by saving batteries. Hence state space
contains continuous quantities, a linear function ap-
proximation was used and a set of novel features were
introduced to represent the large state space [349].
A bio-inspired RL modular architecture is able to
perform skill-to-skill knowledge transfer and called
transfer expert RL (TERL) model. Its architecture is
based on a RL actor-critic model where both the actor
and critic have a hierarchical structure, inspired by the
mixture-of-experts model [392].
Deep reinforcement learning-based cooperative edge
caching approach [338].
Multiple IoT devices are sending data parallel, but in
general, they do not provide additional information to
the existing knowledge. So, it is not necessary to per-
manently send data. By using actor-critic method, it
can be determined which data packages need to be sent
to prevent redundant or irrelevant communication
[221].
Mobile edge computing and energy harvesting
framework of centralized training with decentralized
execution by adopting MD-hybrid-AC method [120].
Asynchronous advantage actor-critic method for mobile
edge computing because computation offloading cannot
have good performance in many situations, but the
optimal algorithm can be chosen to use on IoTside [196].
Optimization of the robustness of IoT network to-
pology with a scale-free network model which has good
performance in random attacks. A deep deterministic

learning policy (DDLP) is proposed to improve the
stability for large-scale IoT applications [337].
IoT devices have lack of storage capacity, therefore
a jointly cache content placement and delivery policy for
the cache-enabled D2D networks was constructed. [17].
A federated reinforcement learning architecture was
presented where each agent working on its independent
IoT device shares its learning experience (i.e., the
gradient of loss function) with each other [237].

By applying multiagent methods, there are multiple ways
to organize learning:

Local learning and no centralized knowledge (see
Figure 6(a))
Local knowledge deployment, local learning, and
central knowledge collection
Local knowledge deployment and local learning with
knowledge transfer to close neighborhoods (see
Figure 6(b))
Local knowledge deployment and centralized learning
(see Figure 6(c))

3.3.1. Centralized and Federated Methods. As Internet of
things (IoT) services and applications are growing rapidly,
most of the current optimization-based methods lack a self-
adaptive ability in dynamic environments. To handle these
challenges, learning-based approaches are implemented
generally in a centralized way. However, network resources
may be over-consumed during the training and data trans-
mission process. To solve the complex and dynamic control
issues, a federated deep reinforcement learning-based

Table 3: Publication reference by industrial field of application.

Industrial field Referred publications

Energy, solar, power, electric

[14, 17, 18, 23, 31, 32, 37, 45, 51, 53, 70, 72, 75, 75, 80, 81, 83, 85, 88, 100],
[101, 107, 108, 118, 123, 133, 134, 136, 144, 145, 154, 159, 161, 165, 167, 168, 171],
[174–177, 179, 183, 188, 192, 198, 200], [204, 208, 210, 213, 216, 221, 222, 225–227],
[230–232, 234, 235, 240, 243, 246, 248, 252, 255, 257, 259], [264–266], [275–310]

Telecommunication,
communication, networking,
internet, 5G, Wi-Fi, mobile

[12, 17, 22, 28, 33, 35, 38, 39, 41, 45, 50, 50, 51, 65, 70, 72, 75, 75, 82, 83, 87, 88, 90], [91, 95, 100],
[102, 104, 106, 109, 112, 120, 121, 133, 134, 136, 137, 141–143, 145],

[146, 151, 157, 159, 160, 165–171, 174, 175],
[177–179, 181, 187, 188, 190, 196, 197, 200, 201, 203, 206, 207, 211, 214, 218, 223],

[234, 236, 239, 243, 245, 248, 252, 254, 258, 275, 277–279], [284, 286–292, 294, 297, 300],
[305, 306, 309–343]

Wireless, radio, antenna,
signal

[14, 18, 28, 32, 33, 38, 41, 45, 46, 51, 64, 68, 70, 72, 82, 83, 85, 86, 91, 94, 96, 100],
[102, 104, 106–109, 128, 131, 135, 136, 140, 141, 145, 151, 158, 160],

[164, 166, 168, 170, 173, 178, 179, 188, 191, 198, 200, 201, 203, 206, 207, 209, 215–218, 223, 230],
[234–236, 239, 243–245, 248, 248],

[251, 252, 254, 255, 257, 272, 275, 277, 279, 284, 286, 288, 293, 299, 300, 302, 304, 305, 307–309],
[311, 312, 315–318, 321, 323, 328–336, 340, 341, 343–351]

Vehicle, unmanned aerial
vehicle, drone, aircraft

[10, 68, 79, 90, 91, 151, 161, 170, 181, 183, 197, 217, 220, 223, 228, 229, 232, 244, 257, 259, 266],
[272, 277, 282, 299, 305, 309–311, 313, 320, 325, 336, 341, 352–354]

Cyber-physical system, robot [15, 21, 43, 50, 56, 66, 69, 73, 74, 107, 109, 112, 122, 131, 149, 188, 189, 209, 224, 225, 229, 233],
[238, 241, 242, 247–249, 258, 264, 266, 268, 282, 288, 305, 350, 354–359]

Manufacturing, factory [19, 36, 69, 79, 93, 99, 123, 128, 149, 205, 209, 228, 247, 279, 347, 359–362]
City, building [18, 31, 45, 66, 140, 174, 201, 204, 213, 235, 244, 282, 292, 332, 340, 355, 363–368]
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cooperative edge caching (FADE) framework is presented.
FADE enables base stations (BSs) to cooperatively learn
a shared predictive model by considering the first-round
training parameters of the BSs as the initial input of the local
training and then uploads near-optimal local parameters to
the BSs to participate in the next round of global training [16].

Although the first researches have focused on designing
learning algorithms with provable convergence time, but
other issues, such as incentive mechanism, were explored
later: a deep reinforcement learning-based incentive
mechanism has been designed to determine the optimal
pricing strategy for the parameter server and the optimal
training strategies for edge nodes [147].

3.3.2. Hierarchical Methods. Hierarchical approaches are
applied primarily to solve communication channel or in-
formation processing capacity issues. *e model structure
usually follows the structure of the information path. In
a two-layer approach, a local IoT device needs to transfer
information to a local hub and then the local hub transmits
the collected information to the central decision maker. In
this case, separated models can be set up for both layers to
find optimal scheduling order for communication.

A new crowd sensing framework is introduced based on
hierarchical structure to organize different resources and it
is solved by using deep reinforcement learning-based
strategy to ensure quality of service [88]. A hierarchical
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Figure 5: Distribution of RL methods by industrial field classes.
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correlated Q-learning (HCEQ) approach is presented to
solve the dynamic optimization of generation command
dispatch (GCD) for automatic generation control (AGC)
[231]. An enhanced version of a bio-inspired reinforcement
learning modular architecture is presented to perform skill-
to-skill knowledge transfer and called transfer expert RL
(TERL) model. TERL architecture is based on a RL actor-
critic model where both the actor and critic have a hier-
archical structure, inspired by the mixture-of-experts
model, formed by a gating network that selects experts
specializing in learning the policies or value functions of
different tasks [392]. A new cloud computing model is

proposed that is hierarchically composed of two layers:
a cloud control layer (CCL) and a user control layer (UCL).
*e CCL manages cloud resource allocation, service
scheduling, service profile, and service adaptation policy
from a system performance point of view. Meanwhile, the
UCL manages end-to-end service connection and service
context from a user performance point of view. *e pro-
posed model can support nonuniform service binding and
its real-time adaptation using metaobjects by intelligent
service-context management using a supervised and re-
inforcement learning-based machine learning framework
[150]. A new cooperative resource allocation algorithm is

Table 5: Publication reference by methodological approaches.

Approach Referred publications
Markov
decision
process

[12, 23, 24, 37, 64, 70, 75, 84, 96, 100, 101, 104, 127, 130, 133, 138, 144, 153, 165, 167, 170, 177, 188, 191, 199],
[203, 207, 211, 212, 214, 217, 220, 231, 252, 256–259, 263, 264, 272, 274, 281, 291, 309, 313, 320, 340, 343, 346], [369–376]

Multiarmed
bandit [61, 66, 102, 198, 351, 377, 378]

Dynamic
programming

[16, 19, 27, 52, 68, 70, 84, 90, 93, 107, 119, 120, 132, 135, 141, 145, 155, 156, 161, 162, 189, 191, 198, 201, 207],
[209, 212, 222, 236, 242, 247, 254, 258, 259, 278, 280, 288, 289, 304, 306, 313, 321, 331, 340, 347, 357, 371, 372, 379, 380]

Q-learning
[10, 17, 24, 44, 47, 50, 64, 68, 70, 80, 81, 83, 91, 92, 94, 101, 110, 116, 124, 125, 127, 129, 133, 145, 152, 172, 179],
[180, 183, 187, 201, 203, 205, 206, 208, 210, 212, 215, 219, 222–225, 227, 231, 242, 244, 246, 248, 250, 254, 262],

[264, 280, 282, 283, 291, 294–296, 321, 326, 327, 343, 347, 353, 356, 366, 367, 372, 374, 381–386]
SARSA [14, 127, 240, 246, 280, 384]
Deep Q-
network [17, 47, 83, 99, 125, 133, 190, 210, 254, 291, 294, 347, 387]

Deep
deterministic
policy gradient

[229, 260, 338]

Gradient
descent [26, 28, 216, 388]

Deep
reinforcement
learning

[19, 20, 32, 41, 47, 50, 60, 75, 77, 84, 88, 90, 95, 98, 100, 103, 117, 131, 134, 147, 154, 159, 165, 168, 176, 179, 182],
[193, 199, 201, 207, 210, 220, 221, 223, 236, 241, 260, 261, 273, 275, 281, 294, 299, 301, 302, 305, 309, 311, 317, 323, 333, 338, 341, 346, 352,

355, 361, 363, 375, 380, 389–391]
Actor-critic [15, 17, 33, 97, 120, 176, 196, 221, 237, 337, 338, 349, 392]
Double deep Q-
network [47, 83, 125, 210, 254, 294, 387, 393]

Imitation [226, 265, 355]

Multiagent [32, 60, 70, 77, 103, 145, 163, 168, 173, 175, 176, 188, 195, 200, 209, 218, 219, 225, 231],
[245, 251, 263, 267, 280, 289, 323, 330, 338, 344, 361, 367, 377, 394, 395]

Distributed [45, 56, 60, 73, 91, 119, 133, 145, 187, 261, 282, 348, 394]
Centralized [60, 147, 187, 243, 296]
Cooperative [16, 81, 170, 200, 338, 344]
Collaborative [45, 137, 174, 196, 237, 248, 325, 381, 396]

Table 4: χ2-test table of industrial field classes by RL method types.

Principle captured
Markov
decision
process

Multiarmed
bandit Dynamic Temporal

difference
Value function
approximation

Policy
gradient Multiagent Edge

computing

Energy, solar, power,
electric 0.52 1.7 −12.77 21.87 0.94 −11.54 2.05 −2.77

Communication,
networking, internet, 5G,
Wi-Fi, mobile

−8.61 −3.51 6.29 −18.79 2.23 13.24 −3.14 12.29

Wireless, radio, antenna,
signal 5.77 3.07 −1.73 −6.62 1.33 −1.76 2.68 −2.73

Vehicle, unmanned aerial
vehicle, drone, aircraft 8.44 −1.39 −2.32 −2.89 −2.49 5.9 −6.94 1.68

Cyber-physical system,
robot −1.75 0 8.14 3.86 −2.23 −2.14 1.97 −7.86

Manufacturing, factory −3.33 −0.55 4.16 1.36 1.23 −2.54 1.52 −1.84
City, building −1.05 0.69 −1.77 1.21 −1.01 −1.17 1.87 1.23
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presented which couples reinforcement learning networks
and prediction neural networks for accurate mobile targets
tracking. Specifically, a hierarchical structure that performs
collaborative computing is designed for alleviating com-
puting pressure of front-end devices which are supported
by edge servers [397]. A slightly different approach is
applied at a resilient control problem studied for cyber-
physical systems (CPSs) under the denial-of-service (DoS)
attack. *e term resilience is interpreted as the ability to be
robust to the physical layer external disturbance and
defending against cyber layer DoS attacks.*e overall resilient
control system is described by a hierarchical game, where the
cyber security issue is modeled as a zero-sum matrix game,
and physical minimax control problem is described by a zero-
sum dynamic game. In virtue of the reinforcement learning
method, the defense/attack policy in the cyber layer can be
obtained, and additionally, the physical layer control strategy
can be obtained by using the dynamical programming
method [398]. Further publications in hierarchical RL topics
are related to balancing timeliness and criticality when
gathering data from multiple sources [116], ubiquitous user
connectivity, and collaborative computation offloading for
smart cities [248].

3.3.3. Distributed and Parallel Methods. It can be stated with
certainty that the biggest potential of industrial applications is in
intelligent devices. In this context, intelligence means some kind
ability for taking autonomously decisions and furthermore being
able to perform learning steps locally. *ere were made sig-
nificant efforts to develop functional solution to reach this goal.

Computation offloading can provide a solution for the
issue of the high computation requirement of resource-
constrained mobile devices. *e mobile cloud is the well-
known existing offloading platform, which is usually far-end
network solution, but this can cause other issues, such as
higher latency or network delay, which negatively affects the
real-time mobile Internet of things (IoT) applications.
*erefore, a deep Q-learning-based autonomic management
framework is proposed as a near-end network solution of
computation offloading in mobile edge [133].

Another way to extend single reinforcement learning
applications is to handle multiple objectives. *ere are two
major solution practices to handle such kind of problems.
*e most obvious idea is to construct a mixed reward
function that returns a combined result according to the
different objectives [161, 259, 370]. Another possible way is
to combine multiobjective ant colony optimization methods
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Figure 6: Cooperation concepts of multiagent learning systems. (a) Full local learning. (b) Knowledge sharing. (c) Centralized learning.
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with RL techniques like deep reinforcement learning or
double Q-learning algorithms [83, 142].

3.4. General Trends of RL Applications. Before the beginning
of Industry 4.0 revolution, the general methodology was

based on centralized data collection, data processing, and
predictive model development solutions. By spreading In-
ternet of things (IoT) devices, it turns possible to delegate
more computational task to them.*is kind of potential gets
being exploited by reacting to another major issue which is
the lack of communication capability. On the one hand, the

Yes

Q-01:State space is defined
according to Markov property?

No
C-01: If no, then it is necessary to rework state space definition.

Q-02: Action space is defined by taking
care about agent’s potential reactions?

Yes

R-02: Only the feasible actions need to be involved into the action space to simplify it, which can
significantly speed up learning convergence. Furthermore, the effects of an action in a particular

state should be based on the same deterministic or stochastic behaviour.

Yes

Q-03: Is there any reason that
blocks to perform simulation?

No C-03: Applying a virtual environment is usually the most cost e cient option, but it can be
only as accurate as the virtual environment is. �at lets the model-based methods to the ones

with the highest potential. To do this there ward function and the state transitions need to
be defined. (In some cases a regular cross-validation to the real environment can be used.)

Yes

Q-04: Is it feasible to run trial-
and-error learning process?

No Q-05: Is it possible to learn
from external experience?

Yes No

Q-06: State and action space sare both
discrete with a small number of possible values?

R-06: �e complexity of potential space state and possible action combination strongly determines
the applicable RL methods.�ere are naturally discrete problem types and situations when the

state definition becomes to discrete because of measurement limitations.
Yes No

C-07: Complete updates would be too computation in-
tensive, hence approximator functions are required.

Q-07: Reward values are available im-
mediately a�er actions were made?

R-07: �ere are situations when the results of an action can be processed immediately, but in
other cases the rewards depend on a complete sequence of actions and can be determined only at

the end of the episode.
Yes No

C-09: Learning steps can be performed only at the end of the episodes.

Q-08: �e length of the episodes are limited?

Yes No
C-10: Learning steps need to be performed step by

step a�er receiving rewards of each and every action.

Q-09: �ere are only a single RL
agent or separated multiple ones?

No

C-08: Full optimal value-functions and/or policy can be determined.

R-01: Reinforcement learning methods exploit Markov property, hence it needs to ensure that
each and every potential states contain all the relevant information that can have any influence on

the outcomes, so on the rewards and on the state transitions.

R-03: If the rewards and the state transitions can be determined (in deterministic environment)
or can be simulated (in stochastic environment), then the learning process can be done in a virtual

environment.

R-05: Even if it is usually quite limited, but it is also an option for learning to observe
an external system in use.

C-11: Multi-agent solutions are suggested. �ere are techniques with centralized knowledge
sharing methods and also with distributed methods depending on problem properties.

C-04: RL methods require to learn from own experience or to observe an environment in
use with rewards and state transitions. If these are both not feasible, RL cannot be an option.

R-09: Sharing the knowledge and experience between RL agents can improve the learning
performance, but it is not applicable in single agent and in separated setups.

R-08: In some cases the episodes can be taken extreme long or it cannot be guaranteed that
episodes end within a limited time period.

R-04: If an RL agent is able to decide on the next action and hence to discover unknown or
undervalued actions, then trial-and-error learning process can be an option.

No
C-02: If no, then it is suggested to rework action space definition.

C-05: Only off-policy methods can be applied.

C-06: On-policy methods can be also applied.

Figure 8: Guideline process to determine appropriate RL method to use.
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communication between IoT devices and central servers or
nodes are relative energy intensive processes; on the other
hand, there are significant limitations on communication
channels or frequencies.

By distributing computational tasks to IoT devices, a fun-
damental change gets required: it is not possible to assign as
much human effort to data processing and predictive model
development supervision as before during the centralized era.
*is was the major reason of appreciating RL methods because
it provides a general self-learning framework that basically
requires no manual or human interactions to maintain.

*e early researches focused on the applicability of re-
inforcement learning techniques with single agents. *en,
more and more complex problems were solved, and the
multiagent solutions started to analyze. In the last years, the
focus of the researchers is shifting to multiagent structures.
*e set-up of the agents and their goals or reward functions
are showing very creative solutions. At a new wave of re-
searches, the agents are defined with different roles often
with attacker-defender objectives and let each of the agent to
be trained an optimal strategy according to it. *en, the
stability and robustness of the system can be analyzed and
the weakest items can be purposefully improved.

As Figure 7 demonstrates, the number of Industry 4.0-
related reinforcement learning-based researches dynamically
increases, and there is no sign for expecting a slowing in it.

3.5. Discussion and Guideline Process to Determine Appro-
priate RL Method to Use. On the basis of the previous
section, it can be highlighted that there are several ways and
methods how reinforcement learning can be applied for
Industry 4.0-related problems, and it is far not trivial which
one can provide a successful solution.

We prepared a questionnaire and we presented it in
a decision flow diagram in Figure 8. Our primary goal was to
set up a method to help the readers in formulating their RL
tasks. *e first questions of the questionary-based process
verify whether state and action spaces are appropriately
defined and how the reward can be obtained. *e further
questions systematically narrow down the set of applicable
RL methods. *e possibility of using simulation or learning
from own experience can determine the general learning
mechanism. In contrast, the nature of reward propagation
can determine a smaller subset of the RLmethods that can be
applicable. Even if the conclusions are soft-defined, a user
with some basic knowledge of RL methods can easily in-
terpret them, or it can be a basis of some RLmethods selector
wizard. We believe that researchers will have fewer failed
attempts by using our guideline, and the time-to-solution
can be reduced significantly.

We should keep in mind that the whole reinforcement
learning concept is based on Markov decision processes. A
direct conclusion is that the state space should be con-
structed in a way that all the potential states should contain
all the relevant information that can have any influence on
the outcomes. Moreover, the action space should be con-
structed similarly: the effects of an action in a particular state
should be based on the same deterministic or stochastic

behaviour. *is will let the RL agent to learn the effect
mechanism behind.

Once the state and action spaces are defined, it needs to be
investigatedwhether performing simulations is an option or not.
If we are able to determine the environment’s behaviour when
an action is made in a particular state, so deriving the reward
value and the state transition, then an extensive learning process
can be executed by using model-based RL methods in a cost-
efficient way without significant risk of applying untrained
agents. *e general rule is also true in this case: the RL solution
will be as adequate as the simulation is. If there is an option to
validate the simulation outcomes to the real environment, then
this can help to ensure the validity of the solution.

4. Conclusions

As we pointed out that reinforcement learningmethods have
a high potential also in Industry 4.0 applications which is
a common agreement of researchers, one of the biggest
reasons behind is that smart tools require a high level of
optimizations which cannot be satisfied with human in-
terventions. *is continuously raises the demand of self-
learning solutions, and RL techniques have been proven
their efficiency at multiple fields. A major goal of our article
was to give an overview of RL applications at the field of
Industry 4.0. As a first step, we served a high-level overview
of the general RL framework and a classification of RL
methods to easily see through the possibilities, while we also
presented a more detailed summary of the most widely used
RL methods of Industry 4.0 applications in Appendix.
*erefore, our publication can serve a starting point of
further researches for RL applications.

*en, we highlighted the results of our systematic literature
overview of reinforcement learning applications at the field of
Industry 4.0. An extensive keyword analysis drove us to
identify some typical patterns by choosing an adequate RL
method for some particular combinations of principal captures
and industrial fields. Although there are no unique optimal RL
methods, there are RL methods that provide efficient solution
for some problems. Our summary can be used as a hands-on-
reference for further researches and it can help researchers to
shorten the preparation time for their researches.

Furthermore, we prepared a questionnaire that provides
a methodology to set up the reinforcement learning system in
a proper way and to choose an appropriate method for the
learning problem that the researcher is facing to.We believe that
an extension of our questionnaire can be a basis of a wizard tool
that enables the user to find the most fitting RL method for the
learning task and guiding through the set-up processes. On the
other hand, by knowing the key properties of the different RL
methods, it becomes faster to adopt an existing one or tomodify
it to fit the specific needs and hence develop an own RLmethod.

We hope that our article lets the researchers strengthen to
decide using RLmethods for further applications as numerous
successful applications show the high efficiency of them.

Appendix

In Appendix, we will describe one by one the major methods
of reinforcement learning by highlighting their properties
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and evolutionary stages by following David Silver’s approach
from the simplest ones to the more complex ones.

A. Dynamic Programming

Dynamic programming (DP) covers a decision process by
breaking it down into a sequence of elementary decision steps
over time. “Dynamic” refers to the sequential approach, while
“programming” refers to its optimization objective.

In this section, all the methods work with the assumption
that the environment is perfectly known. Iterative policy
evaluation method is described for learning state-value
function of a given policy Π, then value iteration method is
used to determine optimal state-value function although
actions are taken according to any given policy Π, and last
but not least, policy iteration is presented to derive an
optimal policy to the environment.

In general, there is limited usage of dynamic pro-
gramming algorithms both because of its assumption to
know the environment perfectly and its high computational
requirements. On the other hand, dynamic programming
methods provide the essence of ideas that are used in ad-
vanced methods in an easily understandable form.

Iterative Policy Evaluation. Let us assume that a policy π
is given and actions are taken according to it. *e goal is to
determine state-value function vπ by iterative application of
Bellman backup: v1⟶ v2⟶ . . .⟶ vπ . At each and
every iteration steps, the state-value function should be
updated in the following way:

vk+1(s) � 􏽘
a∈A

π(a ∣ s) R
a
s + c 􏽘

s′∈S

Pa
ss′vk s′( 􏼁⎛⎝ ⎞⎠. (A.1)

*e second term shows the cumulative rewards from
state s by taking action a and applying a single Bellman
decomposition while the first term provides the probability
of taking action a by following policy Π. It can be proven
that with weak conditions, the proposed state-value function
update will converge to vπ(S) ([4], Section 4.2).

Value Iteration. Iterative policy evaluation method can
be extended to find an optimal state-value function v∗(s).
*e main idea behind that iteration should be done by
starting from the final reward and working backward. Let us
assume that the solution of subproblem v∗(s′) is known.
*en, by the solution of the next iteration step, v∗(s) can be
found by one-step look-ahead:

v
∗
(s)←maxa∈A R

a
s + c 􏽘

s′∈S

Pa
ss′v
∗

s′( 􏼁⎛⎝ ⎞⎠. (A.2)

It can easily be seen that for finite state space S, the de-
termination of optimal state-value function for all the available
states can be done in finite number of steps ([4], Section 4.4).

Policy Iteration. *e iteratively learnt knowledge can be
extracted by improving the policy by acting greedily with
respect to vπ∗ . *is practically means to pick that action a

from a particular state s which maximizes the sum of im-
mediate reward ra

s and discounted state-value cvπ∗(s′) of the

successor state s′ ([4], Section 4.6). *e learning process of
policy iteration is demonstrated on Figure 9.

B. Model-Free Prediction Methods

Unlike in dynamic programming, in model-free methods,
perfectly known environment is not necessary, only expe-
rience samples are required or with other words just se-
quences of states, actions, and rewards, no prior knowledge
of the environment.

In this section, Monte-Carlo learning method is presented
for learning simply by averaging the experience, and then
temporal-difference learningmethod is discussed to let the agent
learn by more frequent but smaller steps by applying boot-
strapping techniques, while temporal-difference (λ) learning
method is described as an extension of temporal-difference
method’s one-step learning to multiple-steps learning.

Monte-Carlo Learning. Monte-Carlo (MC) agent solves
the reinforcement learning problem by applying average
sample return, so it learns from complete episodes. Hence, it
needs to be guaranteed always to terminate episodes; oth-
erwise, the learning process cannot be performed. MC uses
the simplest idea by assigning empirical mean of returns to
a specific state ([4], Section 5.1).*ere are twomajor types of
MC methods:

First-visit MC: only the first visit of a state will be
involved into the calculation during an episode. Let us
assume that state s is visited first time at time period t.
Let us denote Gt as the total return from time period t

and N(s) the number of times that state s is visited
while S(s) is the sum of Gt returns up to the current
episode. In this case, the state-value estimate will be the
empirical mean: V(s) � S(s)/N(s). As experience
grows, so as N(s)⟶∞, the long-term mean will
converge to the state-value function: V(s)⟶ vπ(s).
Every-visit MC: all the visits of a state will be involved
into the calculation during an episode. Formally, the
main difference to first-visit MC is that N(s) needs to
be incremented at every time period t whenever state s

is visited.

From computational point of view, it is important to
mention that empirical mean is determined incrementally in
practice. Let us denote V(n)(s) as the value-function estimate
while S(n)(s) is the cumulative sum of returns after episode n,
then G

(n)
t is the total return in episode n from time period t

when state s is visited and assume that state s is visited kth
times overall.
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(A.3)

Figure 10 demonstrates the learning process of Monte-
Carlo method. As we can see, the learning step is performed
at the end of an episode.
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Temporal-Difference Learning. Temporal-difference
(TD) agent learns from incomplete episodes by applying
bootstrapping. Comparing to MC learning, TD uses best
guess of total return, or formally Rt+1 + cV(St+1) instead of
episodic experience Gt to calculate value function estimates
(V(s)). *is single difference indicates that TD agent can
perform a learning step after each and every actions ([4],
Section 6.1), as Figure 11 shows. As a consequence, it can be
applied at never ending episodes.

Temporal-Difference (λ) Learning. *ere are in-
termediate solutions between TD that performs VF estimate
updates after 1-step return and MC that performs updates
only at the end of an episode (practically∞-step return).*e
main idea behind is to apply normalized geometric series
(1 − λ)λn− 1 for weighting n-step returns G

(n)
t ([4], Section

7.1). In this case, value function estimate will use a weighted
total return of Gλ

t � (1 − λ) 􏽐
∞
n�1 λ

n− 1G
(n)
t . It can be shown

that TD(0) is equivalent to every-visit MC learning and
TD(1) is equivalent to original TD learning methods. Fur-
thermore, TD (λ) methods can be applied both forward and
backward. *e algorithms shown in this section can be used
whether

In offline mode: value function estimate updates are
accumulated within episodes but applied only at the
end of the episode, or
In online mode: value function estimate updates are
accumulated within episodes and can be applied
immediately.

A unified view of model-free prediction techniques is
shown in Figure 12. First, it was created by Richard Sutton,
but this version is prepared by David Silver. It highlights the
two most important dimensions of learning methods: the
vertical dimension represents the depth of the updates, while

the horizontal dimension represents the width of the
updates.

C. Model-Free Control Methods

In the previous section, model-free prediction methods were
summarized. *ese are methods that learn from other’s
experience so acting policies were managed from the ex-
ternal and called off-policy learning. In contrast, on-policy
learning lets the algorithm to make actions on the basis of
their own policy. Hence, a major objective steps to the front,
to optimize policy.

In this section, ϵ-Greedy policy iteration is described to
combine exploitation of the current knowledge of optimal
decisions and exploration of unknown new potentials.
Furthermore, on-policy temporal-difference control method
known as SARSA method is presented by applying boot-
strapping techniques to speed-up the learning process.
ϵ-Greedy Policy Iteration Control. ϵ-Greedy policy iter-

ation covers a combined solution. On the one hand, MC
method is applied to learn the action-value function Q(s; a).
On the other hand, the agent can act greedily which means
that it will choose the most optimal action on the basis of the
actual action-value function Q(s; a). *is kind of action
policy exploits only the current experience and does not
support to explore alternatives. With a small change in the
strategy, this kind of issue can be solved: let the agent act
randomly with probability ϵ and greedily with probability
(1 − ϵ) ([4], Section 5.4):

π(as) �

1 − ϵ +
ϵ
m

, if a � argmaxa′∈AQ s, a′( 􏼁,

ϵ
m

, otherwise.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(A.4)

π V

π* V*

evaluation:V Vπ

improvement: π greedy (V)

…

Figure 9: Learning by policy iteration method.
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Figure 10: Monte-Carlo learning method.
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On-Policy Temporal-Difference Control Method, Aka
SARSA Method. Similar to model-free prediction methods,
there is also an algorithm to let agent learn from incomplete
episodes by applying bootstrapping ([4], Section 6.4). In this
case, ϵ-Greedy policy iteration method needs to be modified
in the following way: instead of using MC method, TD
learning should be applied for learning the action-value
function Q(s; a) that makes possible to perform a learning
step after each and every actions and acting according to the
most updated action-value function in a similar way than at
ϵ-greedy policy iteration. *e SARSA name comes from an
acronym: state s⟶ action a⟶ reward r⟶ state
s′ ⟶ action a′. By following SARSA method, action-value
function update should look like
Q(s; a)←Q(s; a) + α(r + cQ(s′; a′) − Q(s; a)). It can be
proved that under certain conditions, SARSA action-value
function converges to optimal action-value function:
Q(s; a)⟶ q∗(s; a).

D. Off-Policy Learning

*ere are several situations when the learning process is not
based on just own experience. Formally, this means that
target policy π(a ∣ s) or state-value function vπ(s) or action-
value function qπ(s; a) is determined by observing results of
an external behaviour policy μ(a ∣ s).

In this section, importance sampling is shown to de-
termine the most accurate of the learning objective, and then

Q-learning is described as an effective alternative to get the
function iteration with a lower variance.

Importance Sampling. One possible way to handle the
difference of target and behaviour policy is importance
sampling when a correction multiplier shall be applied by
processing observations ([4], Section 5.8). If MC learning is
combined with importance sampling, then value function
update will look like (St)←V(St) + α(G

π/μ
t − V(St)). But

because corrections are made at the end of an episode, the
product of multipliers can drive to a dramatically high
variance and hence MC learning is not suitable for off-policy
learning.

*erefore, TD learning seems much more adequate to
combine with importance sampling, because correction
multiplier should be applied for only a single step and not for
a whole episode:

St( 􏼁←V St( 􏼁 + α
π At ∣ St( 􏼁

μ At ∣ St( 􏼁
Rt+1 + cV St+1( 􏼁( 􏼁 − V St( 􏼁􏼠 􏼡.

(A.5)

Q-Learning. Another possible way to handle the difference
of target and behaviour policy is to modify the value function
update logic as Q-learning does ([4], Section 6.5). Assume that
in state St, the very next action is derived by using behaviour
policy: At+1 ∼ μ(· ∣ St). By taking action At+1, immediate re-
ward Rt+1 and the next state St+1 will be determined. But for
value function update, let us consider an alternative successor

Full
backups

Sample
backups

Dynamic
programming

Temporal
difference

Exhaustive
search

Monte
Carlo

Deep
backups

bootstrapping, λ Shallow
backups

Figure 12: Unified view of model-free prediction techniques.
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Figure 11: Temporal-difference learning method.
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action on the basis of target policy: A′ ∼ π(· ∣ St). *erefore,
the importance sampling will be not necessary and Q-learning
value function update will look like Q(St; At)⟵
Q(St; At) + α(Rt+1 + cQ(St+1; A′) − Q(St; At)).

In a special case, if target policy π is chosen as a pure
greedy policy and behaviour policy μ follows ϵ-greedy policy,
then the so-called SARSAMAX update can be defined as
follows:
Q(S; A)←Q(S; A) + α(R + cmaxa′Q(S′; a′) − Q(S; A)).
Last but not least, it was proven that Q-learning control
converges to the optimal action-value function:
Q(s; a)⟶ q∗(s; a).

E. Value Function Approximation

*e reinforcement learning methods discussed in the pre-
vious sections represented value functions by lookup tables,
but in practice, it is not feasible operating with state-level or
state-action-level lookup tables. On the one hand, it would
be very memory- and computation-intensive, and on the
other hand, the learning process would be too slow if the
state and/or action spaces are large. *e solution for large
problems is to estimate state-value and action-value func-
tions with function approximation: 􏽢v(s;w) ≈ vπ(s), and
similarly, 􏽢q(s; a;w) ≈ qπ(s; a).

*ere are many kinds of function approximation
methods that can be applied: linear combination of features,
neural network, decision tree, and Fourier bases. In this
section, the first two types of methods are discussed.*e first
gradient descent method is presented that can be effectively
combined with Monte-Carlo or temporal-difference
methods for value function approximations, and then deep
Q-network is described that serves a more sample-effective
way from learning.

Value Function Approximation by Gradient Descent. A
well-known tool for function approximation is gradient
descent ([4], Section 9.3). Let us denote J(w) as a differ-
entiable function of parameter vector w. Define the gradient
of J(w) as ∇wJ(w) � (zJ(w)/zw1, . . . , zJ(w)/zwn, )T. To
find a local minimum of J(w), parameter w needs to be
adjusted in the direction of negative gradient by
Δw � −1/2α∇wJ(w) where α is the learning step-size
parameter.

An effective solution is to use gradient descent with
linear combination of features, because in this case, the
formulas become much simpler. Value function repre-
sentation will look like 􏽢v(S;w) � x(S)Tw � 􏽐

n
i�i xi(S)wi,

while objective function to minimise mean-squared error
between true value function and its approximation can be
calculated by the formula of J(w) � Eπ[(vπ(S) − x(S)Tw)2].
It is proven that stochastic gradient descent with linear
combination of features converges to global optimum.
Furthermore, the update rule is quite simple:
∇w􏽢v(S;w) � x(S), and then Δw � α(vπ(S) − 􏽢v(S;w))x(S).
*e result shows that parameter w adjustment stands for
three components: learning step-size, prediction error, and
feature value. In practice, the true value function is usually
not known but a noisy sample of it is known at different
methods:

For MC method, the target is Gt and hence parameter
update Δw � α(Gt − 􏽢v(St;w))∇w􏽢v(St;w).
For TD(0) method, the target is the TD target Rt+1 +

c􏽢v(St+1;w) while parameter update

Δw � α Rt+1 + c􏽢v St+1;w( 􏼁 − 􏽢v St;w( 􏼁( 􏼁∇w􏽢v St;w( 􏼁.

(A.6)

For TD (λ), the target is λ-return Gλ
t and parameter

update Δw � α(Gλ
t − 􏽢v(St;w))∇w􏽢v(St;w).

Whichever method is chosen, the RL learning process
needs to update the value function approximation with the
same frequency than at the original method.

Deep Q-Network. Even if gradient descent-based value
function approximation methods can be very calculation-
effective and updates can be managed incrementally, these
are less sample-effective which means that the information
that could be extracted from an observation will be not
necessarily exploited.

*ere are batch methods that are working with expe-
rience replay. Preliminary all the observed experiences
should be collected. Let us denote D as the consisting ex-
perience of state-value pairs: D � 〈〈s1; vπ1〉, . . . , 〈sn; vπn〉〉.
Artificial observations can be generated by random sampling
from experience history: 〈s; vπ〉 ∼ D. *erefore, stochastic
gradient descent can be applied on it:
Δw � α(vπ − 􏽢v(s;w))∇w􏽢v(s;w). In this way,wπ converges to
optimal least square solution.

One of a most commonly used RL methods was born by
combining experience replay and Q-learning with period-
ically frozen target policy:

(1) By using behaviour policy, action at can be taken
according to ϵ-greedy policy

(2) Transitions should be stored in replay memoryD as
〈st, at, tt+1, st+1〉

(3) *ere can be generated random mini-batch samples
of transitions (s, a, r, s′) from D

(4) On the basis of them, Q-learning targets will be
determined by using fixed parameters w−

(5) Minimise mean-squared error between Q-network
and Q-learning targets:

Li wi( 􏼁 � Es,a,r,s′ ∼ Di
r + cmaxa′Q s′, a′, w

−
i( 􏼁(􏼂

− Q s, a, wi( 􏼁􏼁
2
􏽩.

(A.7)

F. Policy Gradient

In contrast to value-based methods where optimal action
can be determined on the basis of learnt value function in
a particular state, policy gradient methods approximate
directly the optimal policy: πθ(s, a) � P[a ∣ s, θ].

It is necessary for an objective function J(θ) to measure
the goodness of fitting policy πθ to the optimal policy. In this
case, policy-based RL becomes an optimization problem to
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find optimal θ according to J(θ). *ere are methods that use
gradient as gradient descent, conjugate gradient, or quasi-
Newtonmethod and there are methods that do not use as hill
climbing, simplex, or genetic algorithms. In general, these
kinds of methods show better convergence properties and
can work effectively with high-dimensional or continuous
action spaces, and last but not least, they can learn stochastic
policies. On the other hand, policy gradient methods typi-
cally converge to a local rather than global optimum. It is
important to highlight that value functions can be also used
to learn the optimal θ parameter, but once it is learnt, value
functions are not necessary to select optimal action.

Softmax. Let J(θ) be a policy objective function. Policy
gradient descent algorithms search for a local optimum in
J(θ) by ascending the gradient of the policy: Δθ � α∇θJ(θ).
By assuming that policy πθ is differentiable and its gradient is
∇θπθ(s, a), likelihood ratios can be transformed to the
following form: ∇θπθ(s, a) � πθ(s, a)∇θπθ(s, a)/πθ(s, a) �

πθ(s, a)∇θlog πθ(s, a), where ∇θlog πθ(s, a) is called score
function.

Softmax policy method is based on the approach of
weighting actions by using linear combinations of features
ϕ(s, a)Tθ ([4], Section 13.2). *erefore, the probabilities of
actions are proportional to exponentiated weights:
πθ(s, a)∝ eϕ(s,a)Tθ. *e score function looks like
∇θlog πθ(s, a) � ϕ(s, a) − Eπθ[ϕ(s, ·)].

Gaussian/Natural Policy Gradient. In continuous action
spaces, Gaussian policy is a natural option. In this case, the
mean is a linear combination of features: μ(s) � ϕ(s, a)Tθ.
By fixing variance as σ2, the policy will be Gaussian:
a ∼ N(μ(s), σ2). *e score function will look like
∇θlog πθ(s, a) � 1/σ2(a − μ(s))ϕ(s).

Monte-Carlo Policy Gradient Method Aka REINFORCE.
Monte-Carlo policy gradient method or with more popular
name the REINFORCE algorithm updates θ parameter by
using stochastic gradient ascent. It is strongly based on-
policy gradient theorem that generalizes likelihood ratio
approach to multistepMDPs by replacing immediate reward
r with long-term values of Qπ(s, a) with weak restrictions on
J(θ). *e key idea behind that the locally optimal policy can
be found by gradient ascent on the objective function as
follows: θt+1←θt + α∇θt

log πθt
(st, at)vt, where vt is an un-

biased sample of Qπ
θt

(st, at).
Actor-Critic Policy Gradient. In practice, REINFORCE

still has high variance. To handle it, action-value function
can be also estimated:Qw(s, a) ≈ Qπθ(s, a). In this way, there
are two sets of parameters:

Critic: it updates action-value function parameters w

Actor: it updates policy parameters θ according the
actual version of critic

Updates should be done at each elementary steps as
follows:

Sample reward: r � Ra
s

Sample transition: s′ ∼ Pa
s

Sample action: a′ ∼ πθ(s, a′)
δ � r + cQw(s′, a′) − Qw(s, a)

θ � θ + α∇θlog πθ(s, a)Qw(s, a)

w⟵w + βcϕ(s, a)

s⟵ s′

a⟵ a′

G. Model-Based Methods

Model-free methods learn value function and/or policy
directly from their experience of a real environment. *e
accuracy of the knowledge of RL can be raised by extending
the experience collection process. *is can be reached either
by setting up an artificial virtual environment due to de-
fining reward and state transition functions that describes
the real environment well or by building an own model that
approximates the real environment by learning its history.

If it is assumed that the state space S and action spaceA
are known, then modelM � 〈Pη;Rη〉 is a representation of
MDP 〈S;A;P;R〉 if St+1 ∼ Pη(St+1 ∣ St, At) and
Rt+1 � Rη(Rt+1 ∣ St, At). Learning model from experience is
a supervised learning problem. Figure 13 presents the basic
concept of model-based learning methods.

First, the model should learn and therefore an internal
simulation environment can be defined. *en, using the
model representation, the model-free RL methods can be
used. So, model-based techniques differ from model-free
techniques by using internal model representation to derive
rewards and state transitions.

H. Multiagent Learning Systems

At Industry 4.0 applications, usually not a single RL agent is
set up, but multiple ones. Multiagent RL topic addresses the
sequential decision-making problem of multiple autono-
mous agents that operate in a common or quite similar
environment, each of which aims to optimize its own long-
term return by interacting with the environment and
a central system and/or other agents.

Markov Games. One way to generalize MDPs for ap-
plying multiple agents is Markov games (MG) or also known
as stochastic games. Formally, Markov game can be defined
as a tuple 〈N,S, Ai􏼈 􏼉i∈N, P, Ri􏼈 􏼉i∈N, c〉, where
N � 1, . . . , N{ } denotes the set of N> 1 agents, S denotes
the state space of all the agents, and Ai denotes the action
space of agent i ∈N. By introducingA � A1 × . . . × AN, let
P: S × A⟶ S be the transition probability function from
any state s ∈ S to a particular state s′ ∈ S for a joint action of
a ∈ A, while Ri: S × A × S⟶ R is the reward function
that determines the immediate reward by starting from state
s, by taking action a and by moving to state s′. Last but not
least, c ∈ [0, 1) is the discount factor. Figure 14 shows the
general framework of Markov games.

MG problems can be classified by knowledge sharing
strategies between agents and central system and their goals:
whether they can learn from each other or is it worth to share
observations or policies with each other or their goals are
conflicting. *e main categories are

Cooperative agents problem

Complexity 17



Conflicting agents problem
Mixed problem

In a fully cooperative setting, all agents have the very
same or identical reward function: R1 � R2 � . . . � RN � R.
*is is also referred as multiagent MDP (MMDP). With this
approach, the state- and action-value functions are identical
to all agents, which thus enables the single-agent RL algo-
rithms to be applied, if all agents are coordinated as one
decision maker. *e global optimum for cooperation now
constitutes a Nash equilibrium of the game.

Nash equilibrium (NE) characterizes an equilibrium
point π∗, from which none of the agents has any incentive to
deviate. As a standard learning goal for MARL, NE always
exists for discountedMGs, but may not be unique in general.
Most of the MARL algorithms are contrived to converge to
such an equilibrium point.

We believe that our summary of the major re-
inforcement learning methods gave a useful and efficient
overview of the concept behind. As our literature overview
shows there are numerous further modifications and ex-
tensions over the basis of the basic methods. By following
our questionnaire in Figure 8, it becomes easier to determine
the relevant area of RL methods that can provide an ap-
propriate solution to be fitted to their learning problems.
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[324] M. McClellan, C. Cervelló-Pastor, and S. Sallent, “Deep
learning at the mobile edge: opportunities for 5G networks,”
Applied Sciences, vol. 10, no. 14, 2020.

[325] C. Wu, Z. Liu, F. Liu, T. Yoshinaga, Y. Ji, and J. Li, “Col-
laborative learning of communication routes in edge-en-
abled multi-access vehicular environment,” IEEE
Transactions on Cognitive Communications and Networking,
vol. 6, no. 4, pp. 1155–1165, 2020.

[326] A. Serhani, N. Naja, and A. Jamali, “AQ-Routing: mobility-,
stability-aware adaptive routing protocol for data routing in
MANET-IoT systems,” Cluster Computing, vol. 23, no. 1,
pp. 13–27, 2020.

[327] F. Jameel, U. Javaid, W. U. Khan, M. N. Aman, H. Pervaiz,
and R. Jäntti, “Reinforcement learning in blockchain-en-
abled IIoT networks: a survey of recent advances and open
challenges,” Sustainability, vol. 12, no. 12, 2020.

[328] J. M. C. Neto, S. F. G. Neto, P. M. de Santana, and
V. A. de Sousa, “Multi-cell LTE-U/Wi-Fi coexistence eval-
uation using a reinforcement learning framework,” Sensors,
vol. 20, no. 7, 2020.

28 Complexity



[329] W. Ejaz, M. Basharat, S. Saadat, A. M. Khattak, M. Naeem,
and A. Anpalagan, “Learning paradigms for communication
and computing technologies in IoT systems,” Computer
Communications, vol. 153, pp. 11–25, 2020.

[330] J. Tang, J. Song, J. Ou, J. Luo, X. Zhang, and K.-K. Wong,
“Minimum throughput maximization for multi-UAV en-
abled WPCN: a deep reinforcement learning method,” IEEE
Access, vol. 8, pp. 9124–9132, 2020.

[331] A. Abane, M. Daoui, S. Bouzefrane, and P. Muhlethaler, “A
lightweight forwarding strategy for named data networking
in low-end IoT,” Journal of Network and Computer Appli-
cations, p. 148, 2019.

[332] R. Ali, Y. B. Zikria, B.-S. Kim, and S. W. Kim, “Deep re-
inforcement learning paradigm for dense wireless networks
in smart cities,” EAI/Springer Innovations in Communication
and Computing, Springer, Cham, Switzerland, pp. 43–70,
2020.

[333] Q. Zhang, Y.-C. Liang, and H. V. Poor, “Intelligent user
association for symbiotic radio networks using deep re-
inforcement learning,” IEEE Transactions on Wireless
Communications, vol. 19, no. 7, pp. 4535–4548, 2020.

[334] R. M. Sandoval, S. Canovas-Carrasco, A.-J. Garcia-Sanchez,
and J. Garcia-Haro, “A reinforcement learning-based
framework for the exploitation of multiple rats in the iot,”
IEEE Access, vol. 7, pp. 123341–123354, 2019.

[335] C. Sun, H. Ding, and X. Liu, “Multichannel spectrum access
based on reinforcement learning in cognitive internet of
things,” Ad Hoc Networks, vol. 106, 2020.

[336] G. L. Santos, P. T. Endo, D. Sadok, and J. Kelner, “When 5G
meets deep learning: a systematic review,” Algorithms,
vol. 13, no. 9, 2020.

[337] N. Chen, T. Qiu, C. Mu, M. Han, and P. Zhou, “Deep actor-
critic learning-based robustness enhancement of internet of
things,” IEEE Internet of Hings Journal, vol. 7, no. 7,
pp. 6191–6200, 2020.

[338] Y. Zhang, B. Feng, W. Quan et al., “Cooperative edge
caching: a multi-agent deep learning based approach,” IEEE
Access, vol. 8, pp. 133212–133224, 2020.

[339] Y. Hao, M. Li, D. Wu, M. Chen, M. M. Hassan, and
G. Fortino, “Human-like hybrid caching in software-defined
edge cloud,” IEEE Internet of Hings Journal, vol. 7, no. 7,
pp. 5806–5815, 2020.

[340] F. Dou, J. Lu, T. Xu, C.-H. Huang, and J. Bi, “A bisection
reinforcement learning approach to 3-D indoor localiza-
tion,” IEEE Internet of Hings Journal, vol. 8, no. 8,
pp. 6519–6535, 2021.

[341] T.-W. Ban, “An autonomous transmission scheme using
dueling DQN for D2D communication networks,” IEEE
Transactions on Vehicular Technology, vol. 69, no. 12,
pp. 16348–16352, 2020.

[342] K. S. Shin, G. H. Hwang, and O. Jo, “Distributed re-
inforcement learning scheme for environmentally adaptive
IoT network selection,” Electronics Letters, vol. 56, no. 9,
pp. 441–444, 2020.

[343] N. Garg, M. Sellathurai, V. Bhatia, and T. Ratnarajah,
“Function approximation based reinforcement learning for
edge caching in massive MIMO networks,” IEEE Trans-
actions on Communications, vol. 69, no. 4, pp. 2304–2316,
2021.

[344] N. Jiang, Y. Deng, A. Nallanathan, and J. A. Chambers,
“Reinforcement learning for real-time optimization in NB-
IoT networks,” IEEE Journal on Selected Areas in Commu-
nications, vol. 37, no. 6, pp. 1424–1440, 2019.

[345] T. S. P. Kumar and P. V. Krishna, “Power modelling of
sensors for IoT using reinforcement learning,” International
Journal of Advanced Intelligence Paradigms, vol. 10, no. 1-2,
pp. 3–22, 2018.

[346] Y. Li, X. Hu, Y. Zhuang, Z. Gao, P. Zhang, and N. El-Sheimy,
“Deep reinforcement learning (DRL): another perspective
for unsupervised wireless localization,” IEEE Internet of
Hings Journal, vol. 7, no. 7, pp. 6279–6287, 2020.

[347] M. Li, C. Chen, C. Hua, and X. Guan, “Intelligent latency-
aware virtual network embedding for industrial wireless
networks,” IEEE Internet of Hings Journal, vol. 6, no. 5,
pp. 7484–7496, 2019.

[348] G. M. Dias, C. B. Margi, F. C. P. De Oliveira, and B. Bellalta,
“Cloud-empowered, self-managing wireless sensor net-
works: interconnecting management operations at the ap-
plication layer,” IEEE Consumer Electronics Magazine, vol. 8,
no. 1, pp. 55–60, 2019.

[349] C. Yang, K.-W. Chin, T. He, and Y. Liu, “On sampling time
maximization in wireless powered internet of things,” IEEE
Transactions on Green Communications and Networking,
vol. 3, no. 3, pp. 641–650, 2019.

[350] A. Kawewong, Y. Honda, M. Tsuboyama, and O. Hasegawa,
“A common-neural-pattern based reasoning for mobile
robot cognitive mapping,” Advances in Neuro-Information
Processing, vol. 5506, pp. 32–39, 2009.

[351] C. Moy, L. Besson, G. Delbarre, and L. Toutain, “Decen-
tralized spectrum learning for radio collision mitigation in
ultra-dense IoT networks: LoRaWAN case study and ex-
periments,” Annales des Telecommunications/Annals of
Telecommunications, vol. 75, no. 11-12, pp. 711–727, 2020.

[352] H. Zhu, Y. Cao, X. Wei, W. Wang, T. Jiang, and S. Jin,
“Caching transient data for internet of things: a deep re-
inforcement learning approach,” IEEE Internet of Hings
Journal, vol. 6, no. 2, pp. 2074–2083, 2019.

[353] Z. Li, Y. Lu, Y. Shi, Z. Wang, W. Qiao, and Y. Liu, “A Dyna-
Q-based solution for UAV networks against smart jamming
attacks,” Symmetry, vol. 11, no. 5, 2019.

[354] J. Luo, S. Green, P. Feghali, G. Legrady, and C. K. Koç, Re-
inforcement Learning and Trustworthy Autonomy, Springer
International Publishing, New York, NY, USA, 2018.

[355] Y. Liu, W. Zhang, S. Pan, Y. Li, and Y. Chen, “Analyzing the
robotic behavior in a smart city with deep enforcement and
imitation learning using IoRT,” Computer Communications,
vol. 150, pp. 346–356, 2020.

[356] K.Watanabe and S. Inada, “Search algorithm of the assembly
sequence of products by using past learning results,” In-
ternational Journal of Production Economics, p. 226, 2020.

[357] K. Baek and I.-Y. Ko, “Effect-driven selection of web of
things services in cyber-physical systems using re-
inforcement learning,” Lecture Notes in Computer Science,
vol. 11496, pp. 554–559, 2019.

[358] I. Verner, M. Reitman, D. Cuperman, T. Yan, E. Finkelstein,
and T. Romm, “Exposing robot learning to students in
augmented reality experience,” Smart Industry & Smart
Education, vol. 47, pp. 610–619, 2019.

[359] Y.-T. Tsai, C.-H. Lee, T.-Y. Liu et al., “Utilization of a re-
inforcement learning algorithm for the accurate alignment of
a robotic arm in a complete soft fabric shoe tongues auto-
mation process,” Journal of Manufacturing Systems, vol. 56,
pp. 501–513, 2020.

[360] G. Serin, B. Sener, A. M. Ozbayoglu, and H. O. Unver,
“Review of tool condition monitoring in machining and
opportunities for deep learning,” International Journal of

Complexity 29



Advanced Manufacturing Technology, vol. 109, no. 3-4,
pp. 953–974, 2020.

[361] D. B. Noureddine, M. Krichen, S. Mechti, T. Nahhal, and
W. Y. H. Adoni, “An agent-based architecture using deep
reinforcement learning for the intelligent internet of things
applications,” Advances on Smart and Soft Computing,
vol. 1188, pp. 273–283, 2021.

[362] R. S. Alonso, “Deep tech and artificial intelligence for worker
safety in robotic manufacturing environments,” Distributed
Computing and Artificial Intelligence, Special Sessions, 17th
International Conference, vol. 1242, pp. 234–240, 2021.

[363] M. Mohammadi, A. Al-Fuqaha, M. Guizani, and J.-S. Oh,
“Semisupervised deep reinforcement learning in support of
IoTand smart city services,” IEEE Internet of Hings Journal,
vol. 5, no. 2, pp. 624–635, 2018.

[364] X. Zhang, L. Yao, S. Zhang, S. Kanhere, M. Sheng, and Y. Liu,
“Internet of things meets brain-computer interface: a unified
deep learning framework for enabling human-thing cogni-
tive interactivity,” IEEE Internet of Hings Journal, vol. 6,
no. 2, pp. 2084–2092, 2019.

[365] O. A. Sianaki, A. Yousefi, A. R. Tabesh, and M. Mahdavi,
“Machine learning applications: the past and current research
trend in diverse industries,” Inventions, vol. 4, no. 1, 2019.

[366] G. Neelakantam, D. D. Onthoni, and P. K. Sahoo, “Re-
inforcement learning based passengers assistance system for
crowded public transportation in fog enabled smart city,”
Electronics (Switzerland), vol. 9, no. 9, pp. 1–19, 2020.

[367] M. Rivas and F. Giorno, “A reinforcement learning multi-
agent architecture prototype for smart homes (IoT),” Pro-
ceedings of the Future Technologies Conference (FTC) 2018,
vol. 880, pp. 159–170, 2019.

[368] N. Magaia, R. Fonseca, K. Muhammad, A. H. F. N. Segundo,
A. V. Lira Neto, and V. H. C. De Albuquerque, “Industrial
internet-of-things security enhanced with deep learning
approaches for smart cities,” IEEE Internet of Hings Journal,
vol. 8, no. 8, pp. 6393–6405, 2021.

[369] S. Pan, P. Li, D. Zeng, S. Guo, and G. Hu, “A ${Q}$ -learning
based framework for congested link identification,” IEEE
Internet of Hings Journal, vol. 6, no. 6, pp. 9668–9678, 2019.

[370] H. Lin, Z. Chen, and L. Wang, “Offloading for edge com-
puting in low power wide area networks with energy har-
vesting,” IEEE Access, vol. 7, pp. 78919–78929, 2019.

[371] D. K. Sharma, J. J. P. C. Rodrigues, V. Vashishth, A. Khanna,
and A. Chhabra, “RLProph: a dynamic programming based
reinforcement learning approach for optimal routing in
opportunistic IoT networks,” Wireless Networks, vol. 26,
no. 6, pp. 4319–4338, 2020.

[372] B. Song, J. Song, and J. Ye, “A dynamic pricing mechanism in
IoT for DaaS: a reinforcement learning approach,” Advances
in Natural Computation, Fuzzy Systems and Knowledge
Discovery, vol. 1075, pp. 604–615, 2020.

[373] D. Wang, X. Tian, H. Cui, and Z. Liu, “Reinforcement
learning-based joint task offloading and migration schemes
optimization in mobility-aware MEC network,” China
Communications, vol. 17, no. 8, pp. 31–44, 2020.

[374] W. Shafik, S. Mojtaba Matinkhah, P. Etemadinejad, and
M. N. Sanda, “Reinforcement learning rebirth, techniques,
challenges, and resolutions,” International Journal on In-
formatics Visualization, vol. 4, no. 3, pp. 127–135, 2020.

[375] E. Erdemir, P. L. Dragotti, and D. Gunduz, “Privacy-aware
time-series data sharing with deep reinforcement learning,”
IEEE Transactions on Information Forensics and Security,
vol. 16, pp. 389–401, 2021.

[376] P. Wang, L. T. Yang, J. Li, X. Li, and X. Zhou, “MMDP:
a mobile-IoT based multi-modal reinforcement learning
service framework,” IEEE Transactions on Services Com-
puting, vol. 13, no. 4, pp. 675–684, 2020.

[377] W. Jiang, G. Feng, S. Qin, and Y. Liu, “Multi-agent re-
inforcement learning based cooperative content caching for
mobile edge networks,” IEEE Access, vol. 7, pp. 61856–61867,
2019.

[378] J. Ma, S. Hasegawa, S. J. Kim, and M. Hasegawa, “A re-
inforcement-learning-based distributed resource selection
algorithm for massive IoT,” Applied Sciences, vol. 9, no. 18,
2019.

[379] Y. Qian, L. Shi, J. Li et al., “A workflow-aided internet of
things paradigm with intelligent edge computing,” IEEE
Network, vol. 34, no. 6, pp. 92–99, 2020.

[380] Z. Shi, Y. Zeng, and Z. Wu, “Service chain orchestration
based on deep reinforcement learning in intent-based IoT,”
Proceedings of the 9th International Conference on Computer
Engineering and Networks, vol. 1143, pp. 875–882, 2021.

[381] W.-C. Chien, H.-Y. Weng, and C.-F. Lai, “Q-learning based
collaborative cache allocation in mobile edge computing,”
Future Generation Computer Systems, vol. 102, pp. 603–610,
2020.

[382] V. Vijayaraghavan and J. R. Leevinson, Intelligent Traffic
Management Systems for Next Generation IoV in Smart City
Scenario, Springer International Publishing, New York, NY,
USA, 2020.

[383] T. Lee, O. Jo, and K. Shin, “CoRL: collaborative re-
inforcement learning-based MAC protocol for IoT net-
works,” Electronics (Switzerland), vol. 9, no. 1, 2020.

[384] C. Kim, “Deep reinforcement learning by balancing offline
Monte Carlo and online temporal difference use based on
environment experiences,” Symmetry, vol. 12, no. 10,
pp. 1–16, 2020.

[385] S. Misra, P. K. Deb, N. Koppala, A. Mukherjee, and S. Mao,
“S-nav: safety-aware IoT navigation tool for avoiding
COVID-19 hotspots,” IEEE Internet of Hings Journal, vol. 8,
no. 8, pp. 6975–6982, 2021.

[386] D. N. Doan, D. Zaharie, and D. Petcu, “Auto-scaling for
a streaming architecture with fuzzy deep reinforcement
learning,” Lecture Notes in Computer Science, vol. 11997,
2020.

[387] Y. Liu, H. Wang, M. Peng, J. Guan, and Y. Wang, “An
incentive mechanism for privacy-preserving crowdsensing
via deep reinforcement learning,” IEEE Internet of Hings
Journal, vol. 8, no. 10, pp. 8616–8631, 2021.

[388] H. Guo, S. Li, B. Li, Y. Ma, and X. Ren, “A new learning
automata-based pruning method to train deep neural net-
works,” IEEE Internet of Hings Journal, vol. 5, no. 5,
pp. 3263–3269, 2018.

[389] Y. Wang, X. Chen, L. Wang, and G. Min, “Effective IoT-
facilitated storm surge flood modeling based on deep re-
inforcement learning,” IEEE Internet of Hings Journal,
vol. 7, no. 7, pp. 6338–6347, 2020.

[390] J. Yun, Y. Goh, and J.-M. Chung, “DQN-based optimization
framework for secure sharded blockchain systems,” IEEE
Internet of Hings Journal, vol. 8, no. 2, pp. 708–722, 2021.

[391] K. E.Mwangi, S. Masupe, and J. Mandu, “Modellingmalware
propagation on the internet of things using an agent-based
approach on complex networks,” Jordanian Journal of
Computers and Information Technology, vol. 6, no. 1,
pp. 26–40, 2020.

[392] X. He, K. Wang, and W. Xu, “QoE-Driven content-centric
caching with deep reinforcement learning in edge-enabled

30 Complexity



IoT,” IEEE Computational Intelligence Magazine, vol. 14,
no. 4, pp. 12–20, 2019.

[393] T. G. Nguyen, T. V. Phan, D. T. Hoang, T. N. Nguyen, and
C. So-In, “Efficient SDN-based traffic monitoring in IoT
networks with double deep Q-network,” Lecture Notes in
Computer Science, vol. 12575, 2020 LNCS:26–38.

[394] H. Yao, T. Mai, J. Wang, Z. Ji, C. Jiang, and Y. Qian,
“Resource trading in blockchain-based industrial internet of
things,” IEEE Transactions on Industrial Informatics, vol. 15,
no. 6, pp. 3602–3609, 2019.

[395] B. Banerjee and L. Kraemer, “Action discovery for single and
multi-agent reinforcement learning,” Advances in Complex
Systems, vol. 14, no. 2, pp. 279–305, 2011.

[396] Y. Li, F. Qi, Z. Wang, X. Yu, and S. Shao, “Distributed edge
computing offloading algorithm based on deep re-
inforcement learning,” IEEE Access, vol. 8, pp. 85204–85215,
2020.

[397] L. Zhou, Q. Liu, F. Wu, and Y. Wei, Deep Learning Based
Sensing Resource Allocation for Mobile Target Tracking,
pp. 430–435, Institute of Electrical and Electronics Engineers
Inc., Piscataway, NJ, USA, 2020.

[398] P. Zhang, Y. Yuan, Z. Wang, and C. Sun, A Hierarchical
Game Approach to the Coupled Resilient Control of CPS
against Denial-Of-Service Attack, pp. 15–20, IEEE Computer
Society, Washington, DC, USA, 2019.

Complexity 31



Research Article
A Hybrid Model for Short-Term Traffic Flow Prediction Based on
Variational Mode Decomposition, Wavelet Threshold Denoising,
and Long Short-Term Memory Neural Network

Yang Yu , Qiang Shang , and Tian Xie

School of Transportation and Vehicle Engineering, Shandong University of Technology, Zibo, Shandong 255049, China

Correspondence should be addressed to Qiang Shang; shangqiangv587@163.com

Received 7 September 2021; Revised 23 October 2021; Accepted 2 November 2021; Published 23 November 2021

Academic Editor: Murari Andrea

Copyright © 2021 Yang Yu et al.,is is an open access article distributed under the Creative CommonsAttribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Traffic flow prediction plays an important role in intelligent transportation system (ITS). However, due to the randomness and
complex periodicity of traffic flow data, traditional prediction models often fail to achieve good results. On the other hand,
external disturbances or abnormal detectors will cause the collected traffic flow data to contain noise components, resulting in a
decrease in prediction accuracy. In order to improve the accuracy of traffic flow prediction, this study proposes a mixed traffic flow
prediction model VMD-WD-LSTM using variational mode decomposition (VMD), wavelet threshold denoising (WD), and long
short-term memory (LSTM) network. Firstly, we decompose the original traffic flow sequence into K components through VMD
and determine the number of components K according to the sample entropy of different K values. ,en, each component is
denoised by wavelet threshold to obtain the denoised subsequence. Finally, LSTM is used to predict each subsequence, and the
predicted values of each subsequence are combined into the final prediction results. In addition, the performance of the proposed
model and the latest traffic flow prediction model is compared on the several well-known public datasets. ,e empirical analysis
shows that the proposed model not only has good prediction accuracy but also has superior robustness.

1. Introduction

With the rapid development of cities and the rapid increase
of urban population, the number of vehicles on urban roads
is also increasing.,erefore, the increased traffic pressure on
urban roads has caused more and more serious problems,
such as traffic accidents and traffic pollution, and road
congestion has become an important factor affecting the
quality of daily life of residents. Faced with this situation, the
development and application of ITS has been recognized as
an effective way to solve or alleviate traffic problems.
,erefore, on the basis of obtaining accurate future traffic
data through historical data, the intelligent transportation
system can perceive future traffic conditions and traffic
conditions of each section. ,en, the system can formulate
effective traffic organization and guidance strategies to re-
duce the probability of road congestion, so as to achieve the
purpose of improving road traffic efficiency [1]. However,
due to the complexity of road traffic or the environment,

different unexpected situations often occur, resulting in the
traffic flow data measured by the detector to be interfered,
which will affect the regularity of daily traffic flow and thus
affect the traffic flow data. Data fluctuations caused by such
interference factors are called noise.

Wavelet denoising is a commonly used denoising
method in the field of traffic flow prediction. ,e Kalman
filter model based on wavelet decomposition has been used
for short-term traffic flow prediction. ,e empirical results
show that the combination of wavelet decomposition and
Kalman filter can reduce the impact of noise on prediction to
a certain extent [2]. Peng and Xiang proposed a traffic flow
prediction method based on phase space reconstruction and
wavelet denoising, in which wavelet denoising was used to
preprocess the original traffic flow data [3]. In the fuzzy
neural network prediction model proposed by Xiao et al.,
wavelet decomposition was used to smooth historical traffic
flow data, and the results show that wavelet denoising can
significantly improve the prediction accuracy [4]. Tang et al.
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compared the denoising performance of four wavelet
functions, coif (coiflet), db (daubechies), haar, and sym
(symlet), on the original traffic flow data.,e analysis results
show that the db wavelet function has the best denoising
performance [5].

In order to further improve the denoising performance,
an empirical mode decomposition (EMD) denoisingmethod
was proposed that has been widely used so far [6]. EMD
decomposes a complex signal into a finite number of in-
trinsic mode functions (IMFs), and each of the decomposed
IMF components contains local characteristic signals of
different time scales of the original signal. ,e high-fre-
quency IMF component contains noise, and the low-fre-
quency IMF component contains the characteristics of the
original signal, that is, denoising is achieved by processing
high-frequency signal. EMD has the advantages of being
simple, intuitive, and efficient, but the disadvantage is that it
is prone to modal aliasing. In order to make up for the
disadvantages of EMD, integrated empirical mode decom-
position (EEMD) was proposed [7]. Because EEMD intro-
duces white noise on the basis of EMD to supplement the
missing scale, the phenomenon of modal aliasing can be
overcome to a certain extent. In 2020, Chen et al. proposed a
traffic flow prediction model called EEMD-ANN using
EEMD and artificial neural network (ANN) [8]. In 2021,
Chen et al. compared the performance of EMD, EEMD, and
wavelet in traffic flow data denoising, and the results showed
that EEMD has the best performance [9].

Variational mode decomposition (VMD) is a signal
processing method proposed in recent years [10]. Different
from the principle of EMD, VMD uses completely non-
recursive modal variation to process the signal, and it de-
termines the optimal center frequency and bandwidth of the
component by solving the constrained variational problem,
so it basically overcomes the end effect and modal aliasing of
EMD. At present, VMD has been applied in many fields and
achieved good results. Liu et al. proposed a wind speed
prediction model using VMD and singular spectrum
analysis (SSA) [10]. In this model, the original data were
decomposed by VMD, and then SSA was used to extract the
low-frequency components of the decomposed data for
prediction. In [11], VMD was used to process the original
streamflow data, and then LSTM was employed to predict
the streamflow [12]. ,e comparison result illustrated that
performance of VMD is better than that of EEMD and
discrete wavelet transform (DWT). Shi et al. proposed a
hybrid prediction model for network traffic based on VMD
and extreme learning machine (ELM) [13], and empirical
analysis results showed that VMD denoising can effectively
improve prediction accuracy. Due to the good performance
of VMD in other prediction fields, we have reason to believe
that VMD also has great potential in traffic prediction.

After the original traffic flow data are denoised, the
selection of the prediction model is very important. In order
to improve the prediction accuracy, a large number of
models with different data characteristics and calculation
processes have been proposed for traffic flow prediction,
including traditional statistical models, such as autore-
gressive integrated moving average (ARIMA) model [14, 15]

and Kalman filter model (Kalman filter) [16, 17], and ma-
chine learning-based models, such as support vector ma-
chine (SVM) [18–20] and artificial neural network (ANN)
[21, 22]. In recent years, deep learning has attracted much
attention in traffic flow prediction because of its superior
performance. As a variant of recurrent neural network
(RNN), LSTM improves the shortcomings of gradient dis-
appearance and gradient explosion. At present, LSTM is
widely used in many prediction fields, including traffic flow
prediction. Tian et al. proposed a traffic flow prediction
model based on LSTM, and empirical analysis showed that
the prediction accuracy of LSTM is higher than that of SVM
and feedforward neural network (FFNN) [23].

In [24], convolutional neural network (CNN) was first
used to extract daily features of traffic flow, and then LSTM
was used to predict traffic flow. Ma et al. pointed out that bi-
directional long short-term memory (BiLSTM) is more
effective in short-term traffic flow prediction [25]. ,e
empirical results in [26] show that the performance of LSTM
for traffic speed prediction is better than other comparative
parametric and nonparametric methods. In [27], the at-
tention mechanism was introduced in LSTM to improve the
accuracy of the model predicting traffic speed, which can
properly assign weights to distinguish the importance of
traffic speed time sequences. In view of the excellent per-
formance of LSTM in traffic flow prediction, LSTM is se-
lected as the prediction model and its parameters are
optimized.

Many related studies in the field of transportation show
that the subsequence obtained by signal decomposition of
the original measured signal data is more conducive to
showing the irregular periodic variation characteristics of
the signal than the original data. In the study of predicting
the missing measurement signal data of SHM systems, Li
et al. [28] decomposed the original signal data into multiple
subsequences by the empirical mode decomposition (EMD)
method and then used ARIMA, ANN, LSTM, and SVR
models to predict different subsequences. ,e final pre-
diction results show that the prediction performance of the
hybrid model after signal decomposition is better than that
of the original data directly, which proves the superiority of
signal decomposition in the field of traffic data prediction. In
2021, Huang et al. [29] used EMD to extract the intrinsic
mode function (IMF) in order to make full use of the time
characteristics of traffic flow. ,e original traffic flow data
were decomposed into three components according to their
own characteristics: trend component, residual component,
and residual component. ,ese three components were
analyzed and predicted, respectively, and the accuracy of the
prediction results was higher than that of the single method
for direct prediction of the original data. ,is study shows
that the decomposed signals are more likely to show
characteristics through the prediction model.

In addition, Li et al. [30] used the ensemble empirical
mode decomposition method for travel time prediction in
2018. ,ey first decomposed the original travel time data
series into multiple functions with different characteristics
through the ensemble empirical mode decomposition
method and then expressed these functions with the random
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vector function chain network. Finally, the output results of
different networks were combined to obtain the final pre-
diction results. ,e results show that the effect of ensemble
empirical mode decomposition is better than that of em-
pirical mode decomposition. ,e above studies show that
the signal decomposition method for original data can
improve the prediction performance of the model to a
certain extent if it can overcome the mode mixing phe-
nomenon in the empirical mode decomposition.

To sum up, traffic flow prediction mainly faces the
following two problems. One is how to reduce the influence
of noise contained in the original traffic flow data on the
prediction results. ,e other is how to accurately show the
irregular periodic variation characteristics of traffic flow
data. In view of the obvious improvement of traffic flow
data prediction performance by the data denoising method
and signal decomposition method, this paper proposes a
WD-VMD-LSTM hybrid model for traffic flow prediction.
,is method first decomposes the complex original traffic
flow data into multiple subsequences containing more
prominent features through the variational mode de-
composition method and then performs wavelet denoising
on several subsequences, respectively. Finally, the long
short-term memory network model is used to predict the
denoised subsequences, respectively, and the final pre-
diction results are obtained by combining the results of
different subsequences. Compared with the empirical mode
decomposition, the variational mode decomposition
method can effectively avoid the phenomenon of mode
mixing and boundary effect. ,e decomposed subsequence
contains the data characteristics in the original signal. At
the same time, the VMDmethod also has the advantages of
anti-noise interference, so it is not easy to be affected by
noise in the process of signal decomposition. On the other
hand, the above research shows that the wavelet denoising
method can effectively reduce the influence of noise on
traffic flow prediction.,e data characteristics contained in
the original traffic flow data are difficult to identify, and the
denoising processing will affect the characteristics of the
original signal. ,erefore, the wavelet denoising of the
subsequence obtained by the variational mode decompo-
sition can highlight the characteristics of the original signal
and avoid the denoising method to suppress the useful
signal. In addition, this paper compares LSTM with arti-
ficial neural network in the part of result discussion. ,e
long short-term memory network model is more suitable
for predicting complex time series data as a deep learning
method.

,e main contributions of this paper are summarized as
follows:

(1) A denoising method combining variational mode
decomposition and wavelet threshold denoising is
proposed to process the original traffic flow data. At
the same time, this paper compares the prediction
performance of different prediction models before
and after data processing.

(2) In order to avoid the phenomenon of modal aliasing
and the increase of data complexity, the number of

components K is determined according to the
sample entropy with different K values.

(3) ,is study compares the denoising effects of different
signal decomposition methods combined with the
wavelet threshold denoising model.,e advantage of
variational mode decomposition in dealing with
traffic flow data is discussed.

(4) Adam (its name is derived from adaptive moment
estimation) optimizer is used to obtain a better
model when training LSTM.

(5) In this study, two different public datasets are used to
comprehensively compare different prediction
models, and it is proved that the proposed model has
better prediction performance than other compari-
son models.

,e rest of this paper is organized as follows. ,e
methods of WD, VMD, and LSTM are briefly introduced,
and the process of the proposed VMD-WD-LSTM model is
listed in Section 2. Section 3 demonstrates experiments
where the prediction results of the proposed model and
comparisonmodels are evaluated. Finally, Section 4 provides
conclusion of this research andmakes the next research plan.

2. Methodology

2.1. Variational Mode Decomposition. Variational mode de-
composition (VMD) is a method of signal processing using
completely nonrecursive modal variation. Compared with
traditional empirical mode decomposition (EMD), this tech-
nology can artificially determine the number of modal de-
compositions and then realize the frequency-domain
decomposition and effective separation of IMF according to the
best center frequency and limited bandwidth of each compo-
nent after decomposition. In this way, the effective decompo-
sition component of the target signal is obtained, and the
optimal solution of the variational problem is realized. Varia-
tional mode decomposition has a solid theoretical foundation,
and there is no end effect of traditional empirical mode de-
composition and the problem of modal component aliasing.
,is method can reduce the complexity and nonstationarity of
nonlinear time series and can decompose multiple stationary
subsequences with different frequency scales.

,e first step of variational mode decomposition is to
construct the variational problem and solve the constrained
variational problem:

min
uk{ } wk{ }

􏽘
k

zt δ(t) +
j

πt
􏼒 􏼓∗ uk(t)􏼔 􏼕e

− jwkt

�������

�������

2

2

⎧⎨

⎩
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⎭

s.t. 􏽘
k

uk(t) � f(t),

(1)

where uk (t) is input signal modal function, {uk} is the k-th
modal component with limited bandwidth after decompo-
sition, {wk} is the center frequency corresponding to the k-th
modal component of the input signal, δ (t) is the Dirac
function, ∗ represents the convolution operator, and f (t) is
the input signal.
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,en, introduce the Lagrangian multiplication operator
λ and the quadratic penalty factor α to rewrite formula (1) to
transform the constrained variational problem into an
unconstrained variational problem.,e rewritten formula is
as follows:

L uk􏼈 􏼉, wk􏼈 􏼉, λ( 􏼁 � α􏽘
k

zt δ(t) +
j

πt
􏼒 􏼓∗ uk(t)􏼔 􏼕e

− jwkt

�������

�������

2

2

+ f(t) − 􏽘
k

uk(t)

���������

���������

2

2

+ λ(t), f(t) − 􏽘
k

uk(t)⎡⎣ ⎤⎦.

(2)

Use the alternating direction multiplication algorithm
(ADMM) to solve equation (2) and obtain the optimal
solution of the respective center frequencies of a group of
modal components, that is, alternately update uk, wk, and λ
to obtain the minimum point of the extended Lagrangian
expression, and the formula is as follows:
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(3)

After dividing the frequency band according to the
characteristics of the original signal, continuously update the
center frequency of each inherent modal component and the
corresponding component, and finally, realize the adaptive
decomposition of the target signal according to the
constraints.

2.2. Wavelet 0reshold Denoising. ,e noise in the original
data is usually a high-frequency signal, and the useful data
are regarded as a low-frequency signal. Wavelet decom-
position decomposes the signal into approximate com-
ponents containing low-frequency signals and detailed
components containing high-frequency signals. ,e part
containing low-frequency signals can be further decom-
posed, as shown in Figure 1. Figure 1 is a three-layer
wavelet decomposition diagram, cA1, cA2, and cA3 rep-
resent the low-frequency signal part of the original signal,
while cD1, cD2, and cD3 represent the high-frequency
signal part of the original signal. ,e cD1, cD2, and cD3
contain noise. In this study, cD1, cD2, and cD3 are pro-
cessed by wavelet threshold denoising, and then we re-
construct the signal by wavelet transform. Finally, the
denoising results are obtained.

Wavelet threshold denoising uses the continuity char-
acteristics of the original signal in the time series, and the
wavelet coefficient of noise is smaller than the wavelet co-
efficient of the useful signal. Select an appropriate threshold

through this feature, quantize the wavelet coefficients, and
then reconstruct the wavelet coefficients to obtain the
denoised data.

Wavelet threshold denoising can be divided into hard
threshold denoising and soft threshold denoising in selecting
threshold function. In terms of the effect of signal denoising,
the signal after soft threshold denoising is smoother, but it is
easy to remove some useful signals. ,e signal after hard
threshold denoising will oscillate and there will be jumping
points, but the error should be lower than the soft threshold.
Denoising does not affect the degree of approximation
between the denoised signal and the original signal.
,erefore, from the perspective of ensuring the accuracy of
the prediction result, this study chooses to perform hard
threshold denoising. Hard threshold denoising is when the
wavelet coefficient is greater than the threshold, it is de-
termined to be generated by the signal, and it is retained after
processing. When the wavelet coefficient is less than the
threshold, it is determined to be noise generated and
replaced with 0, as shown in the following equation:

wλ �
w, |w|≥ λ,

0, |w|< λ,
􏼨 (4)

where wλ represents the new wavelet coefficient and λ
represents the set threshold.

2.3. LSTMNetwork. At present, the deep learning model has
been widely used in the research of time series data. As a
kind of neural network model, the deep learning model can
extract the characteristics of the input signal and obtain the
law of the complex signal. Among the deep learning models,
the recurrent neural network (RNN) shows good adapt-
ability when performing time series data analysis. Long
short-term memory (LSTM) network is a variant of cyclic
neural network, which improves the problems of gradient
explosion and gradient disappearance in cyclic neural net-
work and performs better in analyzing time series data.

,e LSTM network is composed of an input layer, a
hidden layer, and an output layer. Compared with the
traditional RNN, the hidden layer of the LSTM is a unit
with a unique memory mode. Figure 2 shows the hidden
layer structure of the RNN and the hidden layer structure of
the LSTM.

cD1

cA1

X (t) cD2

cD3

cA2

cA3

Figure 1: Wavelet decomposition process (cA is low-frequency
information; cD is high-frequency information).
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,e memory unit is the core of the LSTM unit structure
(see Figure 3). ,e memory unit at the current time t is
marked as ct. ,e memory unit can delete or add infor-
mation through input gates, forget gates, and output gates.
Specifically, the workflow of the LSTM unit is as follows:

(1) ,e LSTM unit receives the current state xt, the
hidden state ht−1 of the LSTM at the previous mo-
ment, and the state ct−1 of the internal memory unit
through the input gate, forget gate, and output gate at
each moment.

(2) After receiving the information, each gate performs
operations on the information from different sources
and decides whether to activate it.

(3) After the information received by the input gate is
transformed by a nonlinear function, it is combined
with the state of the internal memory unit processed
by the forget gate to form a newmemory unit state ct,
and then the newly formed memory unit state is
formed by the dynamic control of the output gate.
,e output information ht outputs the LSTM unit.

,e calculation relationship between various variables is
as follows:

it � σ Wxixt + Whiht−1 + Wcict−1 + bi( 􏼁,

fi � σ Wxfxt + Whfht−1 + Wcfct−1 + bf􏼐 􏼑,

ct � ftct−1 + ittanh Wxcxt + Whcht−1 + bc( 􏼁,

ot � σ Wxoxt + Whoht−1 + Wcoct + bo( 􏼁,

ht � ottanh ct( 􏼁.

(5)

In the above equation, i, f, c, and o are input gate, forget
gate, cell state, and output gate, respectively. Wxi, Wxf, Wxc,
and Wxo are all weight coefficient matrices linking the input
signal xt, and Whi, Whf, Whc, Who are the weight coefficient
matrices of the input signal ht of the link hidden layer, and
Wci, Wcf, Wco are the diagonal matrices to link neuron
activation function of the output vector ct with the gate
function. bi, bc, bf, and bo are bias vectors, σ is the sigmoid
activation function, and tanh is the hyperbolic tangent ac-
tivation function.

2.4. 0e Proposed Model (VMD-WD-LSTM). ,e frame-
work of the VMD-WD-LSTM-based traffic flow prediction
model is shown in Figure 4. ,e main steps of the
VMD-WD-LSTM model are as follows:

(1) ,e original traffic flow data are decomposed into
multiple eigenmode functions (IMFs) by VMD, and the
number of IMFs is determined by the sample entropy of
the reconstructed data under different K values.

(2) Each IMF is processed by the hard threshold function
denoisingmethod of wavelet threshold denoising, and
the denoised subsequences are obtained.

(3) LSTM is employed to predict each subsequence, and
the predicted value of each subsequence is synthe-
sized into the final prediction result.

3. Experiments

,is section provides a concise and precise description of the
experimental results, their interpretation, and the experi-
mental conclusions that can be drawn.

3.1. Data Description. ,e open-source data used are se-
lected from the PeMS database, which collects traffic data
from more than 39,000 individual detectors. ,e sensor
layout covers the highway system in all metropolitan areas
in California. Specifically, the experimental data of this
paper are collected from the Kumeyaay Highway in Cal-
ifornia. ,is paper selects three detectors from many de-
tectors (see Figure 5). We took the complete traffic flow
data for five consecutive days from Monday to Friday from
these three detection points for analysis. In addition, in
order not to affect the accuracy of the prediction results, the
dates we selected do not include holidays. ,e time period
is from 14 September 2020 to 18 September 2020, the time
interval of traffic flow is 5minutes, and the number of
samples is 1440 data. All the data obtained are divided into
training set and testing set. From Monday to ,ursday,
1152 (80% of all data) data are used as training set, and 288
(20% of all data) data on Friday are used as testing set. ,e
three detectors are represented by A, B, and C, respectively.
Figure 5 gives the location of each detector, and the detailed
information of each detector is shown in Table 1. In this
experiment, the traffic flow data of the three detectors are
all used to test and analyze the performance of the proposed
model. Limited to the length of the paper, the traffic flow
data of detector A are taken as an example to illustrate the
specific operations and results of each step of the proposed
model.

,e original traffic flow data of the three detectors are
illustrated in Figure 6. It can be seen that the traffic flow from
Monday to Friday has obvious periodicity, and the char-
acteristics of the daily traffic volume change are obvious, but
there is obvious nonlinearity and volatility. Part of the
reason is due to the presence of noise.

As mentioned in the experiment, the traffic flow data
obtained from the detector are easily affected by various
unexpected factors, and there is a certain degree of abnormal
fluctuations. ,erefore, the abnormal value of the data is
suppressed through the variational mode decomposition
and wavelet threshold denoising, so as to obtain reliable
traffic flow data.

Xt

yt

htht-1

RNN

+ +f

Figure 2: RNN architecture.
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3.2. Evaluation Indexes. ,e experiment uses three com-
monly used standards to evaluate the advantages and dis-
advantages of the model. ,e three standards are the root
mean square error (RMSE), the average absolute error
(MAE), and the average absolute percentage error (MAPE),
which are defined as follows:

RMSE �

�������������

1
n

􏽘

n

i�1
fi − 􏽢fi􏼐 􏼑

2

􏽶
􏽴

,

MAE �
1
n

􏽘

n

i�1
fi − 􏽢fi􏼐 􏼑,

MAPE �
1
n

􏽘

n

i�1

fi − 􏽢fi

fi

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
× 100%,

(6)

where fi represents the real traffic flow data, 􏽢fi represents
the predicted data, and n is the number of samples.

3.3. VMD Results of Traffic Flow Data. ,e original traffic
flow data of detector A are decomposed using VMD. And it
is important to determine that original traffic flow data

should be decomposed to how many IMFs (each IMF
corresponds to a reconstructed component). On the one
hand, too few IMFs may not be able to extract the features
hidden in the original data. On the other hand, too many
IMFs may lead to a poor prediction result because of
prediction error accumulation in the ensemble step. In this
study, the optimal number of IMFs is determined
according to the sample entropy values corresponding to
the reconstructed component with different number of
IMFs. ,e greater the sample entropy, the greater the
complexity of the sample sequence, which makes data
prediction more difficult. ,erefore, the number of IMFs
corresponding to the minimum sample entropy is the
optimal number of decompositions. ,e greater the sample
entropy, the greater the complexity of the sample sequence,
which makes data prediction more difficult. ,erefore, it is
necessary to select the K value that minimizes the entropy
of the sample as the decomposition number. ,e sample
entropy values corresponding to the number K of IMFs are
shown in Figure 7. It can be seen from Figure 7 that when
K � 3, the obtained sample entropy is the smallest, and the
optimal number of IMFs is 3. ,e three IMF components
obtained by VMD are shown in Figure 8.

ct-1

ct-1ht-1

ht-1

ht-1

ht-1

x

c

xt

xt

ht yt

xt

+ +

+

+

+

σ

σo

σ

f

c

i

tanh

tanh

LSTM

Figure 3: LSTM neural network architecture.
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3.4. Wavelet Denoising of Each IMF. In order to further
reduce the influence of noise on the prediction results,
wavelet transform is used to denoise each IMF. In order to
ensure amore impressive result in terms of root mean square

error, a hard threshold function is selected. ,e result of
wavelet denoising can be seen from Figure 9. It can be seen
that the data curve after wavelet denoising is smoother and
the data features are more obvious.
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3.5. Results andDiscussion. ,e LSTMmodel is employed to
predict each subsequence obtained by VMD-WD, and then
the predicted value of each subsequence is synthesized into
the final prediction result. ,e LSTM model is composed of
an input layer, a hidden layer, and an output layer. ,e
hidden layer contains 200 neural units. ,e input feature
dimension and the output feature dimension are both 1. In
terms of options for training deep learning neural networks,
the LSTM model uses the Adam optimizer. Specifically, the
maximum number of training epochs is 250, and the initial
learning rate is 0.005. In order to avoid the problem of
gradient explosion, when the training reaches 125 epochs,
the global learning rate is reduced by a multiplier factor
(which is set to 0.2).

Figures 10–12 show the prediction results of IMF1
component, IMF2 component, and IMF3 component, re-
spectively. It can be seen intuitively that the predicted curves
and observed curves of IMF1, IMF2, and IMF3 components
are highly fitted. Moreover, RMSE of the prediction results
of the IMF1, IMF2, and IMF3 components is 1.8089 veh/
5min, 2.1161 veh/5min, and 1.7235 veh/5min, respectively,
which also illustrate that the proposed model has superior
performance. ,e characteristics of each IMF component
can also be seen from these three figures. IMF1 represents
the high-frequency component obtained from the original
data, which shows the randomness of the original traffic flow
data. IMF2 and IMF3 both represent low-frequency com-
ponents, which show the regularity of the original traffic flow
data. In summary, it is easier to capture the different features
contained in the original signal by separately predicting each
IMF component obtained by VMD. ,e final step is to
accumulate the prediction results of each IMF component to
get the final prediction result. Figure 13 shows the

cumulative prediction results. It can also be seen intuitively
that the predicted curve and the observed curve are highly
fitted.

In order to prove the influence of the VMD-WD hybrid
denoising method on the final prediction results and to
prove the prediction performance of LSTM model, this
paper sets up a comparative study. Firstly, the prediction
results of detector A are predicted by the traditional dif-
ferential autoregressive integratedmoving average (ARIMA)
model, artificial neural network (ANN) model, and LSTM
model, respectively, and the root mean square error and
mean absolute error of the three models are compared (see
Figure 14). ,en, the original traffic flow data of detector A
are denoised by the VMD-WD hybrid method in this study.
Finally, the denoised data are predicted by ARIMA, ANN,
and LSTM models, respectively, and RMSE and MAE are
calculated for comparison. ,e final results are shown in
Figures 14 and 15. It can be seen from the image that the
prediction performance of LSTM model is significantly
better than that of the ARIMA model and ANN model.
Similarly, from the data denoised by the VMD-WD hybrid
denoising method, the prediction results of the LSTMmodel
are still the most accurate. On the other hand, the prediction
performance of the hybrid prediction model combined with
VMD-WD denoising method is better than that of the single
prediction model. ,e prediction performance of the LSTM
model is obviously improved. Compared with the LSTM
model, the RMSE and MAE of the VMD-WD-LSTM model
are reduced by 37.8% and 38.2%.,e above results show that
VMD-WD denoising method can improve the prediction
performance of prediction model, and the prediction ac-
curacy of the LSTM model based on deep learning is higher
than that of traditional methods.

Figure 5: Location of the three detectors.

Table 1: Detailed information for the three detectors.

Location Freeway Detector number Max cap Lane point
A I8 1113028 68.2 2
B I8 1115407 161.0 5
C I8 1115549 162.6 5
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In order to further prove the prediction performance of
the hybrid prediction model proposed in this study, seven
different prediction models are introduced in this paper.
,e prediction results of the seven models are compared
with those of the VMD-WD-LSTM method. ,e com-
parison methods include the prediction model without
denoising steps, the model with signal decomposition by
other methods, the models with different prediction
methods, and the latest methods proposed in this research
field in recent two years. ,e RMSE and MAE of the WD-
LSTM method were 10.85 and 8.066, respectively, which
were compared with the prediction results of the LSTM
method. MAE and MAPE are reduced by 2%, 2.6%, and
28.9%, respectively. It can be seen that the prediction
performance of the prediction model after wavelet
threshold denoising is improved because the wavelet
threshold denoising method can remove the noise signal in
the original signal to a certain extent and retain the
characteristics of the original signal, which reduces the
interference of noise on traffic flow prediction. However,
due to the complex time characteristics of the original
signal, the denoising effect still has room for improvement.
,en, this study compares the EMD-WD-LSTM method
with the WD-LSTM method. It can be seen from the
evaluation index that the RMSE and MAE of the EMD-

WD-LSTM method are further reduced compared with the
latter. ,is is because the signal after the EMD method
decomposes the original signal containing complex char-
acteristics into simpler subsequences, which is not only
conducive to the wavelet threshold method to identify
high-frequency noise but also conducive to the LSTM
model for prediction. However, the MAPE of EMD-WD-
LSTM method is higher than that of the latter. ,is study
believes that this is due to the limitation of EMD method
itself. ,e IMF components obtained by EMD decompo-
sition will have the phenomenon of modal mixing. When
there are abnormal events and other disturbances in the
signal, each IMF will contain more than one frequency
component, which will affect the prediction performance of
the prediction model to a certain extent. In the third step,
this paper compares the prediction results of VMD-WD-
LSTM method with the LSTM method, WD-LSTM
method, and EMD-WD-LSTMmethod. It can be seen from
the prediction indicators (Table 2 and Figure 16) that the
prediction performance of the VMD-WD-LSTM method
proposed in this study has been significantly improved
compared with the above three methods. Compared with
the EMD-WD-LSTMmethod, RMSE, MAE, andMAPE are
increased by 32.5%, 32.9%, and 34.5%, respectively. ,is
result is consistent with the description in the first part of

Variational Mode Decomposition
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Figure 8: VMD result of detector A.
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this paper. Compared with EMD, the VMD method
overcomes the problem of modal aliasing, so the decom-
posed subsequence is more conducive to denoising and
prediction. On the other hand, the prediction performance
of the VMD-WD-LSTM method is better than that of the
VMD-WD-ANN method, which indicates that the LSTM
model is more suitable for time series prediction than the
traditional artificial neural network model. Finally, this
paper selects the method proposed in the field of traffic flow
prediction in the past two years to compare it with the
VMD-WD-LSTM method proposed in this study. ,ese
methods are the EEMD-ANN model proposed by Chen
et al. [8] in 2020, ARIMA-LSTM model proposed by Lu
et al. [31], and TSD-BiLSTM model proposed by Huang
et al. [29] in 2021. ,e operation steps and parameter

selection of the above model are strictly consistent with the
literature, and the model parameters are shown in Table 3.
Comparing the prediction results of the four models for
detector A traffic flow data, it can be seen that the RMSE,
MAE, and MAPE of the VMD-WD-LSTM method are the
lowest among the four models. As shown in Figure 16, the
prediction image of the VMD-WD-LSTM model is closest
to the real data. ,is shows that the VMD-WD-LSTM
model proposed in this study still has practical value
compared with the new methods in this field.

,e boxplots of the absolute errors of the different models
are shown in Figure 17. For each boxplot, the central mark
(red line) is the median; the edges of boxes are the 25th (Q1)
and 75th (Q3) percentiles, and the interquartile range
(IQR�Q3−Q1) is used for evaluating the degree of
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concentration to median; the whiskers extending to the most
extreme data points are not considered as outliers (abnormal
data points). It can be seen from Figure 17 that the IQR of the
absolute error of the VMD-WD-LSTM model is the smallest
(that is, the fluctuation of the absolute error is the smallest),
indicating the outstanding stability of this prediction model.

We continue to compare and analyze the performance
of the proposed model on the traffic flow data of detectors B
and C to analyze whether the model can maintain good

prediction performance on different traffic flow data.
Figures 18 and 19 show the prediction curves of different
models for detector B and detector C data, respectively. It
can be clearly seen from Figures 18 and 19 that the pre-
dicted and observed values of the VMD-WD-LSTM model
have achieved good fitting results on the traffic flow data of
detector B and detector C. Tables 4 and 5 illustrate RMSE,
MAE, and MAPE for different models with data from
detectors B and C, respectively. Specifically, the RMSE,
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Table 2: ,e prediction errors of different models using the traffic flow data of detector A.

Prediction models RMSE (veh/5min) MAE (veh/5min) MAPE (%)
LSTM 11.077 8.285 15.360
WD-LSTM 10.850 8.066 10.912
EMD-WD-LSTM 10.217 7.626 14.227
VMD-WD-ANN 21.092 15.498 20.030
EEMD-ANN 22.305 16.936 25.391
TSD-BiLSTM 16.448 11.877 17.247
ARIMA-LSTM 12.138 8.846 12.612
VMD-WD-LSTM 6.888 5.116 9.313
Bold indicates the best value of each evaluation index.
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Figure 16: Predicted curves of different models using the traffic flow data of detector A.

Table 3: Parameter configuration of different models.

Model Primary parameter Setting value

ARIMA
p 2
d 1
q 4

EEMD Added white noise 0.2
,e ensemble number 1000

LSTM
Learning rate 0.005

,e number of training epochs 250
Number of hidden units 288

BiLSTM
Learning rate 0.005

,e number of training epochs 50
Number of hidden units 32

ANN
Learning rate 0.005

,e number of training epochs 250
Number of hidden units 288

Complexity 15



MAE, and MAPE of the VMD-WD-LSTM model on the
detector B data are 10.304, 7.984, and 5.979%; the RMSE,
MAE, and MAPE of the VMD-WD-LSTM model for de-
tector C data are 13.980,10.965, and 5.268%. It can be seen
that RMSE and MAE on detector B data of the VMD-WD-
LSTM model and RMSE, MAE, and MAPE on detector C
data are the smallest, while detection point B and detection
point C have more lanes and larger traffic flow than de-
tection point A, indicating that the method proposed in this
study can maintain excellent performance in dealing with
different types of road sections and different scales of traffic
flow. We further analyze the comparison methods one by
one. First, from the traffic flow prediction results of the two
detection points, the prediction results of the method after
signal decomposition and denoising are more accurate
than the results obtained by a single prediction model.
From the evaluation indicators RMSE and MAE, it can be
seen that the VMD-WD-LSTM method proposed in this
study still shows the best prediction performance, but the
MAPE of the VMD-WD-LSTM model (5.979%) is slightly
higher than that of the EMD-WD-LSTM model (5.208%).
,is shows that the error of the results predicted by the
EMD-WD-LSTM method is smaller than that of the
original data. In this case, we believe that the traffic flow has
obvious cyclical characteristics and is affected by various
external factors. However, the external factors are difficult
to predict. ,e difference in the error between the predicted
flow and the actual flow in a small enough range does not
mean that there is a significant difference in the prediction

performance. On the other hand, this paper also recognizes
that the VMD-WD-LSTM model still has room for im-
provement, and different types of external factors should be
considered as important factors affecting traffic flow pre-
diction in future research. ,e RMSE, MAE, and MAPE of
the VMD-WD-LSTM model are much smaller than those
of the VMD-WD-ANN model, which further proves that
LSTM has better prediction accuracy due to its advantages
in long-term dependence of capturing time series. ,e
RMSE, MAE, and MAPE of the VMD-WD-LSTM model
on the three detector data are smaller than those of the
WD-LSTM model, indicating that the wavelet threshold
denoising method combined with VMD can not only ef-
fectively improve the prediction accuracy but also show
good robustness. In addition, the RMSE and MAE of the
WD-LSTM model and the EMD-WD-LSTM model on the
data of detector B and detector C are slightly smaller than
those of the single LSTMmodel, while the MAPE is slightly
larger, indicating that only the wavelet threshold denoising
method cannot stably maintain the effect of reducing the
noise data interference when dealing with the traffic flow
data with complex characteristics. ,e number of IMF
components obtained by EMD is uncertain. When re-
moving high-frequency components for EMD-based
denoising, the direction of the original signal will be af-
fected. ,erefore, it is difficult for the EMD-WD-LSTM
model to maintain stable prediction accuracy on different
datasets. ,e prediction errors of the VMD-WD-ANN
model and EEMD-ANN model are generally large. ,e
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Figure 17: Boxplots of absolute error of different models (detector A).
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reason may be that the ANNmodel can predict the trend of
traffic flow sequence but cannot capture the time-varying
characteristics of traffic flow (see Figures 16, 18, and 19). In
addition, compared with several new methods, the VMD-
WD-LSTM method has maintained a good prediction
effect as always. In summary, the VMD-WD-LSTM model
has the highest prediction accuracy and the strongest ro-
bustness in different comparison methods.

Figures 20 and 21 are boxplots of the absolute errors of
different models using the traffic flow data of detector B and
detector C, respectively. It can be seen that the VMD-WD-
LSTMmodel has the smallest IQR on the detector B data and
the detector C data, although it is not as obvious as on the
detector A data. ,is result is sufficient to demonstrate that
the VMD-WD-LSTM model not only has the smallest MAE
but also has the smallest fluctuation range of the absolute
error. In addition, compared with the absolute error of

detector A data, the absolute error of the VMD-WD-ANN
model and the EEMD-ANN model on the detector B data
and detector C data has increased significantly, which also
shows that the performance of the ANN model is not stable
enough. ,e reason for this phenomenon may be caused by
the large traffic flow of detector B and detector C during peak
hours. On the traffic flow data of the three detectors, the
absolute error of theWD-LSTMmodel is more concentrated
than that of the single LSTM model, which also proves the
effectiveness of WD-based preprocessing of the traffic flow
time series.

Based on the previous analysis results, it can be seen that
the VMD-WD-LSTMmodel is able to predict the traffic flow
collected from different detectors with a smaller absolute
error than that of the comparison model. ,e results ob-
tained are encouraging.
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Figure 18: Predicted curves of different models using the traffic flow data of detector B.
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Figure 19: Predicted curves of different models using the traffic flow data of detector C.

Table 4: ,e prediction errors of different models using the traffic flow data of detector B.

Prediction models RMSE (veh/5min) MAE (veh/5min) MAPE (%)
LSTM 18.711 14.094 6.320
WD-LSTM 17.969 13.538 6.457
EMD-WD-LSTM 13.220 9.817 5.208
VMD-WD-ANN 49.357 37.466 13.365
EEMD-ANN 51.022 38.303 13.557
TSD-BiLSTM 18.765 13.664 6.531
ARIMA-LSTM 20.234 15.220 7.173
VMD-WD-LSTM 10.304 7.984 5.979
Bold indicates the best value of each evaluation index.

Table 5: ,e prediction errors of different models using the traffic flow data of detector C.

Prediction models RMSE (veh/5min) MAE (veh/5min) MAPE (%)
LSTM 18.248 13.444 6.137
WD-LSTM 16.939 12.442 5.885
EMD-WD-LSTM 17.157 13.071 6.620
VMD-WD-ANN 60.737 49.949 17.915
EEMD-ANN 61.205 51.208 15.970
TSD-BiLSTM 20.801 15.161 6.616
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Figure 20: Boxplots of absolute error of different models (detector B).
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Figure 21: Boxplots of absolute error of different models (detector C).

Table 5: Continued.

Prediction models RMSE (veh/5min) MAE (veh/5min) MAPE (%)
ARIMA-LSTM 22.969 17.244 9.057
VMD-WD-LSTM 13.980 10.965 5.268
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Finally, in order to further verify the prediction per-
formance of the proposed method in this study in the
prediction of traffic flow and show the prediction effect of
the VMD-WD-LSTM method on different datasets, this
paper selects a section of traffic flow data from the public
dataset provided by Minnesota Department of Trans-
portation (Mn/DOT) and Transportation Research Data Lab
(TDRL).,e traffic flow data are obtained by a loop detector
(denoted as detector D) of Minnesota Expressway. ,e
traffic flow time interval of this data sample is also 5 minutes,
and a detection point is selected in Rochester, Minnesota.
,e data collection period is from September 14, 2020, to
September 18, 2020. ,e location of the detection point is
shown by the blue marker in Figure 22. Table 6 shows the
relevant information of the road section.

For the traffic flow data of detector D, we use the same
method as detector A, detector B, and detector C to denoise
and predict and then compare the prediction performance
of different prediction models by evaluating RMSE, MAE,
and MAPE. ,e prediction results of eight prediction
models are shown in Figure 23. It can be seen from the
predicted image that the prediction results of the EMD-
WD-LSTM method and EMD-WD-LSTM method have
obvious fluctuations. ,is is because the traffic flow of

detection point D is smaller than that of the three detection
points in the PeMS dataset, and the uncertainty of traffic
flow is enhanced. Any traffic flow change caused by external
factors will interfere with the periodic change of traffic flow
to a greater extent, which will make the process of iden-
tifying noise data more difficult. However, it can be seen
from Table 7 that the RMSE, MAE, andMAPE of the VMD-
WD-LSTM method are still reduced by 51%, 48%, and 45%
compared with the single LSTM model, and it still has
better prediction performance than the seven comparison
methods. Compared with the data of several other detec-
tion points, the RMSE and MAE of the traffic flow pre-
diction results of detection point D are significantly less
than those of the other three detection points. ,is situ-
ation is due to the differences in road types and temporal
and spatial correlation between different detection points.
On the other hand, it shows that the proposed method will
get more accurate prediction results when the traffic flow is
small. In addition, in the image shown in Figure 24, the
absolute error of the VMD-WD-LSTM method is the
smallest, which is consistent with the previous analysis
results. ,is shows that the prediction model proposed in
this study also has excellent performance and good ro-
bustness on other datasets.

Figure 22: ,e location of the detection point (marked blue).

Table 6: Detailed information for detector D.

Detector Freeway Detector number Number of main lanes
D US-52 3891 3
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Figure 23: Predicted curves of different models using the traffic flow data of detector D.

Table 7: ,e prediction errors of different models using the traffic flow data of detector D.

Prediction models RMSE (veh/5min) MAE (veh/5min) MAPE (%)
LSTM 11.462 8.290 22.69
WD-LSTM 9.795 7.382 21.316
EMD-WD-LSTM 13.976 10.824 32.833
VMD-WD-ANN 9.909 7.702 20.667
EEMD-ANN 9.688 7.546 20.461
TSD-BiLSTM 14.898 10.929 27.831
ARIMA-LSTM 10.269 7.936 28.417
VMD-WD-LSTM 5.623 4.301 12.500
Bold indicates the best value of each evaluation index.
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4. Conclusions

,e randomness and complex periodic characteristics of
traffic flow make it difficult to predict traffic flow. To solve
this problem, this study proposes a VMD-WD-LSTM pre-
diction method, which includes data denoising, signal de-
composition, and data prediction. Specifically, this model
first decomposes the original traffic flow data into multiple
subsequences by the variational mode decomposition
(VMD) method. Since the VMD method can control the
number of decompositions, we determine the appropriate
number of decompositions by sample entropy. ,e subse-
quences obtained by these decompositions can reflect dif-
ferent characteristics of the original signal.,e second step is
to conduct wavelet threshold denoising for each decom-
posed subsequence. Compared with the denoising method
for original data, denoising multiple IMFs can better reduce
the impact of noise on prediction results. Finally, the
denoised IMF component is predicted by the LSTM model,
and the final prediction results are obtained by combining
the predicted values of each component.

In order to evaluate the denoising effect and prediction
performance of the VMD-WD-LSTMmodel, this study first
compares the results obtained by direct prediction of the
original data with the results predicted by the VMD-WD
method after denoising. From the prediction results of the
three prediction models of ARIMA, ANN, and LSTM, the
denoising of the original signal by the VMD-WD method
can improve the prediction performance, and the im-
provement effect on the LSTMmodel is the most obvious. In

addition, the performance of the proposed model is also
compared with LSTM, WD-LSTM, EMD-WD-LSTM,
VMD-WD-ANN, EEMD-ANN, TSD-BiLSTM, and
ARIMA-LSTM methods on four detectors in two different
open-source datasets. ,e results show that the VMD-WD
denoising method can better reduce noise pollution. On the
basis of data denoising with VMD-WD method, the LSTM
model can accurately predict the characteristics of traffic
flow data and obtain excellent prediction results.

In summary, the VMD-WD-LSTM model proposed in
this study can realize the feature decomposition of the
original traffic flow data and the prediction of the traffic flow
on the working day. Accurate prediction of traffic flow can
effectively avoid traffic congestion. In the face of the up-
coming congestion, we can make early warnings and take
evacuation measures. At present, the method proposed in
this paper still has some shortcomings. First, this study only
analyzes the traffic flow of working days in terms of data
selection and does not analyze the changes in traffic flow at
weekends, holidays, and special periods. In addition, dif-
ferent weather conditions, road conditions, and spatial-
temporal correlation will affect the prediction results. ,e
method proposed in this study only analyzes the traffic flow
changes during the nonholiday period and does not consider
the special weather and road conditions. Obviously, it is not
feasible to predict the traffic flow affected by other factors by
traffic flow in general. ,erefore, in the future work, this
study will focus on the analysis of traffic flow changes in
different scenarios and study the impact of different external
factors on traffic flow. Another future research direction is
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Figure 24: Boxplots of absolute error of different models (detector D).
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the analysis and prediction of traffic flow changes in specific
periods of the day, especially in the morning or evening
when traffic pressure increases. It is also important to predict
traffic flow in this period alone.
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In recent years, the project management concept is coupled with sustainable development. In terms of profitability and adapting to
environmental changes, generating value for the customer and responding to market needs is a challenging issue. To gain profit
and success, a project should adhere to agility factors. With respect to the importance of project execution success, corresponding
to the sustainability dimensions and by developing agility parameters, this study provides a framework for clustering and
analyzing “large projects” based on agility factors in project-oriented organizations through a sustainability approach and by
applying Quality Function Deployment. To this end, critical factors of project success and then agility factors of the project-
oriented organizations have been identified. )ereafter, the importance of these two major components has been measured by
executive managers in Isfahan Municipality and academic experts. Afterward, the agility factors’ weights have been calculated
based on extracted sustainability factors’ weights, which have been gained according to the project’s critical success factors and by
applying quality function deployment. By determining the agility factors’ clusters in the project-oriented organizations and
calculating their importance weights, the first cluster that contains project communication management, organizational culture,
and contracts management gains the maximum weight of importance.

1. Introduction

In today’s business world, in many projects, considering
the very high level of uncertainty in all aspects of the ac-
tivities, priorities, and latencies, activity connections, and
also resources correlation, applying the traditional tech-
niques and instruments in project planning is a hard task.
In such cases, mere project planning improvement would
not yield satisfactory output. For any type of project, an
agile model can promote quality and productivity in a
specific time and resource framework [1]. )e purpose of
organizational agility (OA) as a major contributive dy-
namic ability is for realizing the environmental changes
and respond effectively and efficiently to the changes
therein. Being engulfed with environmental, highly

dynamic, complex, and uncertain changes, organizations
face serious threats as to their survival in a highly com-
petitive market. Such business atmosphere being equipped
with mechanisms which allow the organizations to respond
appropriately to the identified changes will directly be
connected with better performance in order to taking the
new opportunities and resources in a competitive world.
)us, agility is a concern for the survival and success of the
organization [2]. Applying the principles of agility to the
project as an interim organization is a necessity to deal with
environmental uncertainties. Agility is mostly concen-
trated on the project implementation phase. )is approach
focuses on the accuracy of planning with respect to the
details of planning, better risk management, and more
customer affair on its agenda [3].
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Innovative and sophisticated technologies have intro-
duced dramatic changes in industrial products and social
services [4]. Project management is obligated to manage
both the simple and complex activities through modern
approaches that are more efficient than the traditional ap-
proaches. A project manager seeks to complete the project
within time, cost, and resources framework and by gener-
ating value for the client [5]. )e project management
system faces serious and expanding challenges as to value
generation response to changes and profitability in business
environment. To overcome this challenge, the project needs
performance agility. In this century, achieving sustainable
development is a blanket and essential challenge for all
organizations. Sustainability is a concept on which the re-
searchers and entrepreneurs concern in order to improve
and integrate it with the field of project management at
different social and business levels [6]. Sustainability is
defined as an innate potential through which the long-term,
resource-related risks, fluctuations in energy costs, debts,
product costs, and pollution are reduced and the waste
management is improved.)e equilibrium among economic
development, supervising environmental issues, and social
justice is another definition of sustainability [7], provided
that the importance weights of all three fields of economy,
environmental conformity, and social balance are consid-
ered as equal [8]. )e objectives of promoting economic
growth, social health, and rational natural resource utili-
zation cannot be actualized without considering the effects
of the mentioned components. As to organizational success,
sustainability would provide balance and harmony among
these three components.)is concept is named triple bottom
lines (TBL) and offers different values and perspectives to
measure the success of organizations in the three areas of
economics, society and the environment. )e three main
components of sustainability are population, world, and
profits. Profit is directly related to economics, population
contains society and the organizational environment, and
the other component modifies the environmental conse-
quences. )e first component consists of the economic
environment, and the second is the environmental effects
caused by the organization’s activities [9].)e increase in the
projects’ success depends on the managers’ improvement in
approaches towards the project objectives. Rational deci-
sions drawn by management are highly contributive in
project management and the outcomes therein [10]. For this
purpose, project management, the core operations of a
business, is not separated from sustainability concept [11];
consequently, the field of project management requires
project managers to be fully responsible in project sus-
tainability (Silvius and Brink, 2012). )e products, services,
technologies, projects, and organizations each on its own
constitute a sustainable system. According to the project
complexity, to deliver the project results subject to sus-
tainability conditions, the necessary instruments and tech-
niques must be properly coordinated [12].

Dynamism in today’s economy requires projects that
would introduce major changes in people’s daily conducts.
Due to the current global crisis and gradual resource de-
pletion, as we go forward, project managers are obligated to

develop new and innovative perspectives on sustainability
and devise measures to achieve the appropriate levels
therein. As to time, the nature of the project is periodic and
to status is discrete, while the nature of sustainability is
unified. To achieve sustainable development, the project
activities must follow economically transparent, socially
acceptable, and environmentally safe pattern [13]. Project
managers often try to improve the issues related to mea-
surement, success, and factors influencing the project per-
formance and seek to improve them [13]. In project
management perspective, the critical success factors consist
of features, circumstances, and variables, the effect of which
on project success are oriented towards sustainability [14].

A brief review of the related literature, in the context of
modern business, would reveal the importance of agility, as a
key approach as to adapting to the changes in the business
world, responding to the customer and generating value
therein, in project-oriented organization. Expanding sus-
tainability, that is, observing its principles with respect to
resource utility, which should correspond with the credible
sources of project management, is essential. Depending on
the features, a large project is a type of project that typically
has a longer duration (it might be run for more than six
months), larger teams of staffs (include more than 25–30
members and even may require the support staff), greater
budget and resource allocation, and more tasks complexity,
including many tasks having to be done concurrently. A
project-oriented organization that manages and executes
large projects can be a complex network with high rate of
interactions. Hence, the complexity of such systems leads the
organization to be agile while they are following the sus-
tainability principles and manages the projects on the basis
of critical success factors of project management.

In this study, a framework is proposed for analyzing agility
factors in project-oriented organizations with a sustainability
approach in big projects by applying quality function deploy-
ment (QFD). Identifying agility factors in project-oriented or-
ganizations based on the main project success and sustainability
factors is a major step in evaluating the project, based on the
agility and sustainability approach, which in turn would pro-
mote adaptation to the changes in business environment and
customer demands. Determining the factors’ weight and their
clustering in determining the important clusters, which would
contribute in planning and goal setting, is essential. )is can be
accomplished by applying the principles of agility and sus-
tainability components.

)is article is organized as follows: the literature is reviewed
in Section 2; the project management is explained in Section 3;
agility in project-oriented organization is introduced in Section
3.2; the sustainability is discussed in Section 3.3; QFD is applied
in Section 3.4; clustering is analyzed in Section 3.5; the research
method is detailed in Section 4, the framework is implemented
in the subject organization in Section 5, and the article is
concluded in Section 6.

2. Literature Review

To review the research literature, the connected researches
have been found based on the keywords and the journals
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with the related issues. )e select studies run on the main
factors of project success are tabulated in Table 1, the select
studies run on sustainability are tabulated in Table 2, and the
select studies run on organizational agility are tabulated in
Table 3.

What is deduced from reviewing the related articles is
that in today’s competitive and changing business world,
customer satisfaction is accredited to the organization
credibility, quality and speed in response, and agility in
project performance. Project-oriented organizations are
fully aware of the need to incorporate agility dimensions in
project management if adaptation to changes in the envi-
ronment and response-specified time, cost, and resources
are sought. Organizations are obligated to assess the re-
source planning and the effects of a project as to its eco-
nomics and profitability, with respect to social dimension
next to its effects in environmental sense to correspond with
sustainability. )e different aspects of organization and
management approaches as to resource allocation and
planning for project control, resource protection, environ-
mental effects, economic performance, and social effects of
the project are subject to direct effect of sustainability.

Identifying the agility indices and dimensions in project-
oriented organizations, based on accurate infrastructure
according to the critical success factors of project and the
dimensions of sustainability in three areas of economic,
social and environmental therein, has been somewhat
neglected. In this context, while evaluating the project based
on the mentioned factors, the project manager should
strengthen the weak indices and generate value, respond to
the customer and meet his/her satisfaction, if achieving
sustainability, profitability, credibility and social prestige
and effects are sought. )is in turn would allow successful
performance to assure environmental and social sustain-
ability. In all these efforts, though the project was delivered
successfully, still the agility aspect is missing in the run
studies.

3. Theoretical Background

3.1. Project Management. A project consists of human and
nonhuman resources, in a temporary organizational frame-
work with the objective to accomplish a specific task [5].
Organizations, today, perceive a project as a manner of or-
ganizing tasks. In most industrial, commercial, and govern-
mental organizations, project management is perceived as an
instrument to accomplish objectives [30]. )e project assists
the organization to define and select a set of activities that
would generate positive results therein. )is phenomenon can
be applied in economic, marketing, or technical areas. )e
project manager is obligated to manage the project through a
set of instruments and methods without disturbing the regular
routine operations of the organization. Project management
activities consist of defining task requirements, planning and
scheduling task implementation, allocation progress, moni-
toring, and keep project planning online. As to project delivery,
the responsibility of the project manager is to have met all
budget and desired operational and quality standards [31].
Project management can be considered as a temporary effort in

separate fields of activities with a specific beginning and end
time. Given the existing global economic status, projects must
be managed and controlled in a periodical manner. Time, cost,
and objective achievement level are considered as the indices of
success or failure for organizations that should be supported
per project beginning from the structure to the budget. Su-
pervision and control in the implementation phase are also
necessities [16]. Project management as an effective controlling
instrument is expressed in multiactivity endeavors [32].

3.2. Agility in Project-Oriented Organizations. Today, orga-
nizations face varying, dynamic, complex, and uncertain cir-
cumstances in these highly competitive markets that pose a
threat to organizations [2]. )e innovative and sophisticated
technologies have introduced dramatic changes in industrial
products and social services [3]. Business and management
models are essential to support Industry adoption and foster
sustainable value creation and competitiveness [4].)e need for
an efficient management strategy is evident [32]. Organizational
agility enables an organization to understand the environmental
changes and provide an appropriate response as to adapting it as
a management mechanism [2]. In a sense, these environmental
features are the challenges confronting project management
[33].)e principles of project management based on traditional
techniques are based on regular planning and control practices.
Developing an integrated network, consisting of customers,
suppliers, supervisors, authorities, and political institutions and
competitors is a proper manner of responding to environmental
changes, something impossible in traditional project manage-
ment format.

3.3. Sustainability in Project-Oriented Organizations. )e
ongoing major changes at global scale have made sustainable
development an important strategic measure. Sustainable
development seeks to protect, develop, and balance eco-
nomic, social, and environmental objectives to the available
resources to assure the comfort and convenience of the
generations to come. )e correlation between these objec-
tives and resources is high and important. Today, next to
economic values, countries must consider the social benefits
and environmental consequences as well. Climate change
threatens the future significantly to a certain extent. )e
natural resources are depleting recklessly, that is, accessing
them will be difficult if not impossible for the next gener-
ation [34]. Nowadays, organizations define their activities
and business as projects and seek to improve their success.
Drawing managerial decisions are contributive in project
management and its outcomes [10]. Sustainable develop-
ment addresses humanity’s aspiration for a better life while
observing the limitations imposed by nature [35]. Dyna-
mism in today’s global economy is based on the available
projects with the objective to make major changes in peo-
ple’s lives. )e current global crisis and extending resource
depletion force project managers to develop innovative
perspectives on sustainability and assure its continuity. )e
nature of any project is temporary and discrete, accom-
plishable through different techniques and methods. Sus-
tainability is not an isolated concept, and it is achieved by
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applying project activities run in continuous and transparent
economic, social, and environmental context [13]. To deliver
a project yield subject to sustainability, the required in-
struments and techniques should be in accordance with the
complexity of the project [36]. Sustainability theme is in-
volved in the integration of the three aspects: economic,
social, and environmental aspects, which extends in project
management and project delivery, followed by enhancing
the project system and the management therein [37].

3.4. Quality Function Deployment. Quality function de-
ployment is one of the qualitative tools contributive in
providing services and producing products that would meet
consumers’ requirements. As one of the new methods in
engineering, quality function deployment begins from
running studies on market and identifying consumer ser-
vices while identifying users’ demands and seeks to apply
them in the design process. )e basic insight of this method
is to convert the qualitative features into technical features,
production processes, and requirements, by applying four
matrices, in which the house of quality is the most important
part. )is matrix has a number of numerical inputs, which
after the qualitative identification of the features, statistical
methods will be applied to calculate the relative importance
of the features on the basis of the consumers’ opinions and

experienced people ideas [38]. Hence, QFD promotes the
systematic translation of customer needs and requirements
into design requirements and evaluates alternatives and their
impacts [39].

3.5. Clustering. Clustering and classification are among
the most efficient methods in data analysis. Extracting the
patterns through grouping individuals and variables is
one of the main objectives consisting of many methods
and patterns applicable in different scientific fields be-
cause human beings when encountering complex issues
instinctively seek to compare and divide the given data as
different groups. )ese methods are applied in different
scientific fields like medicine, biology, management,
planning, data mining, information discovery, and new
structure in speech and images and environmental and
natural sciences [40, 41].

Massive data, next to being beneficial for organizations
and individuals, are problematic when it comes to their
analysis. Data mining techniques is a solution in extracting
beneficial information and correlations therein. Clustering,
with its different methods, is one of the powerful instru-
ments to forces these analyses. Identifying clusters or areas
with dense population in a multidimensional data set
through different techniques and algorithms is one of the

Table 1: Review on the related literature of critical success factors.

Row Authors Year Objective Method and
tools Description

1 Ahmadabadi, and
Heravi [15] 2019 Assessing the CSF in state/private sector

joint ventures, the national highways RLS
All operations at all stages are supervised, and

the project is evaluated against critical
situations as to its success

2 De melo moura
[16] 2016 Identifying the main factors as to support

information system’s projects — PMCSFS are contributive in optimum
performance in information systems

3 Orouji [17] 2016 A review run on articles on PMCSFS —
Assessing the articles published from 1978 to
2015 as to their CSF vs. failure in 6-sigma

projects

4 Costantino et al
[18] 2015

Selecting the projects for forming a
portfolio by applying ANN according to

CSF

DSS
ANN

To design, develop, and test the decision-
making support systems for predicting project
functionality and applying ANN to form CSF

groups according to risk rate

5 Alias et al 2014
[19] 2014

Determining the CSFs in project
management in a comprehensive

framework

Statistical
tests

)e connection rate between CSF and project
functionality is measured and a

comprehensive method consisting of project
management, methods, human factor, external

issues, and project-related features are
presented

6 Abdulrahman et al
[5] 2014

Determining the essential features in
project success and the techniques that
lead to project management success

— Project management theory, project systems,
and the CSFs are addressed

7 )i and swierczek
[20] 2010

Measuring project success based on CSFs
in project management and run case

studies in Vietnam

Regression
analysis

Completing the project life cycle that is
directly related to positive relations and

success. In the project execution, the external
consistency affects and organization support is

compensated for

8 Naoum et al [19] 2004
Identifying the critical and noncritical
factors affecting the project success in big

construction projects
— A management led by project and execution

management
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major issues in multidimensional data analysis. Finding the
proper clustering algorithm or/and the most optimal clus-
ters, in a reasonable time, is one of the major challenges in
this field [42].

Clustering consists of grouping similar samples into one
data mass. )e essential point here is data distribution into
different K groups with similar data and the same for the
dissimilar. )is difference is defined based on distance
measurement criteria. Compared to grouping, clustering is
an unsupervised grouping process, where the groups are not

predefined. Clustering is an indirect data mining operation
[42].

In most data mining methods, like the decision trees and
neural networks, the process begins with an educational set
through which it is sought to devise a model that would
make the data in segments and then predicts the appropriate
set for a new data. On the contrary, in the clustering, there
exist no initial group and the variables are not divided into
two independent and dependent groups. In clustering, the
focus is on groups of objects that are similar, which when

Table 2: Review on the related literature of sustainability factors.

Row Authors Year Objective Method and
tools Description

1 Mavi, and Standing
[21] 2018

Introducing project management’s CSFs
in the five project, project management,
organization external environment, and

sustainability

Fuzzy
DEMATE L-

ANP

By applying fuzzy DEMATEL
organization and sustainability

environment are recognized as the
causes, and project management is

recognized as the effect and ANP is also
applied for weighing the subcriterion

2 Dobrovolskienė, and
Tamoši�unienė [22] 2016 Measuring construction industry

projects sustainability in Lithuania MCDM

)e case study results show that from
industrial experts’ point of view, 15

indicators are more important than the
whole

3 Martens and
Carvalho [23] 2017 Assessing key factors in project

management in all its dimensions

Factorial
exploration
analysis

Results show that innovative and
sustainable business model, stockholders
management, economy and competitive
management, and finally, environmental

policies and resources storage are
paramount factors

4 Daneshpour [24] 2015
Assessing the management and the

aspects of combining project
management and sustainability

—
Organizations’ awareness to know the
value of sustainability and to achieve
sustainability dimensions in practice

5 Amiril et al [25] 2014
Evaluating sustainability factors and
project performance in transportation

infrastructure
—

Sustainability factors and project
performance can be fit in environmental,
economic, resource utility, and project

management categories

6 Silvius and schipper
[26] 2014

Assessing sustainability as one of the
project management competencies and
analyzing the gaps therein among the

present project managers

—

By identifying this gap, procedures are
proposed to minimize it in addition to
introduce newmeasures and standards in

this context as to organization
sustainability

Table 3: Review on the related literature of agility factors in project-oriented organizations.

Row Authors Publication
year Objective Method and

instrument Description

1 Pocter et al [27] 2019
Providing a pattern for

competition scram network in
agile project management

—

Integrating agility methods and principles in
multidisciplinary cooperation require high
flexibility and training patterns through

implementation

2 Fernandez and
Fernandez [28] 2018

A review run on articles focused on
agile project management and

project success therein
—

)e traditional and modern project
management steps are compared in this

context. It is found that APM is effective in
project success

3 Chen et al [29] 2018

Assessing the agility and
sustainability concepts as

contradicting or complementary
concepts

—
Generating value for customer and adopt it
with the environments changes next to

seeking sustainability in both the contexts
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discovered, their behaviors can be identified better, indi-
cating better decision making [43].

In hierarchical clustering, clusters are expressed as a tree
named dendrogram. )ese algorithms can be in up-down
divider or bottom-up adder format, where, the divider must
specify which two clusters are divided into two parts and
how is this done, while in the additive, the algorithm begins
from one cluster and then, the two clusters merge to obtain a
make a throughout cluster [44].

4. Methodology

Project success depends on the delivery of the service and
product, creating value for the customer while adapting to
the changing world of modern business. Next to the eco-
nomic approach, the sustainable development that covers
the project revenue and profitability, attention must be
directed on environmental consequences, resource protec-
tion, and the project performance in the social dimension. In
this study, a framework is provided for analyzing the agility
factors in project-oriented with respect to sustainability
approach in large QFD projects. )en, the proposed method
is solved as a case study as a sample for large projects. )e
applied algorithm and description of the phases is illustrated
in Figure 1.

)e research method is explained separately for each
phase as follows:

Phase 1: identifying the key factors of success in project
management, sustainability, and agility in project-
oriented organizations
)is phase is accomplished in three steps to identify
project management critical success factors, agility
factors in project-oriented organizations, and sus-
tainability factors.

Step 1: a review made on the research literature to
identify project management critical success factors.
In this step, project management critical success
factors are identified through reviewing the research
literature, and then, final indices are selected by
interviewing the experts.
Step 2: a review made on the research literature to
identify agility factors in project orientation
organizations.
In this step, agility factors in project-oriented orga-
nizations are identified through reviewing the re-
search literature, and then, final indices are selected by
interviewing the experts.

Step 3: a review on the research literature to identify
sustainability factors.
In this step, sustainability factors are identified
through reviewing the research literature, and then,
final indices are selected by interviewing the experts.

Phase 2: measuring the critical success factors in project
management, sustainability, and agility in project-
oriented organizations

In this phase, project management critical success
factors’ weights, agility factors’ weight, and sustain-
ability factors’ weight are determined based on experts’
point of view.

Step 4: measuring the indices in each approach from
the experts’ perspective, through academic experts’
perspective.

(1) Project management critical success factors’ weight
determination: each factor’s weight is determined
based on project management and academic ex-
perts’ point of view and using the questionnaire that
is prepared based on Likert scale.

(2) Agility factors’ in weight determination: each
factor’s weight is determined based on project
management and academic experts’ point of view
and using the questionnaire that is prepared based
on Likert scale.

(3) Sustainability factors’ weight determination: each
factor’s weight is determined based on project
management and academic experts’ point of view
and using the questionnaire that is prepared based
on Likert scale.

Step 5: measuring the indices in each approach from
the experts’ perspective, based on the organizational
experts’ perspective.

(1) Determining the importance weight of critical suc-
cess factors in project management field: the weight
of each factor is determined based on Isfahan Mu-
nicipality project management staffs’ point of view
and using questionnaire that is applied Likert scale.

(2) Determining the importance weight of agility
factors in project-oriented organizations: the
weight of each factor is determined based on
Isfahan Municipality project management staffs’
point of view and using questionnaire that is
applied Likert scale.

Phase 3: calculating the agility weight factors in project-
oriented organizations based on the critical success
factors in project management with a sustainability
approach in projects by applying two-stage QFD

Step 6: calculating the sustainability factors’ weights
based on critical success factors in project manage-
ment applying QFD
For this purpose, the house of quality matrix is applied
to determine the relative importance of sustainability
factors based on project management critical success
factors of project management. To this end, as Table 4
shows that QFD matrix is formed to rank sustain-
ability factors based on the project management
critical success factors and to signify the relative
weight of sustainability factors.
Step 7: calculating the agility factors’ weight in
project-oriented organizations based on balanced
sustainability factors by applying QFD
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For this purpose, the house of quality matrix is applied
to determine the relative importance of agility factors
in project-oriented organizations based on sustain-
ability factors. To this end, as Table 5 shows, QFD
matrix is formed to rank sustainability factors based
on the project management critical success factors and
to signify the relative weight of sustainability factors.

Phase 4: clustering the agility factors in project-ori-
ented organizations based on obtained weights ap-
plying hierarchical clustering
In this phase, agility factors in project-oriented orga-
nizations are clustered applying a hierarchical clus-
tering model and based on importance weights that
have been gained in second and third phase.

Step 8: clustering the agility factors in project-oriented
organizations based on weight indices obtained by
applying hierarchical clustering

In this step, the importance value of each cluster is
determined according to the clustering results that
have been gained in the previous step and based on the
factor members’ importance weight of each cluster.
Step 9: determining the importance of the agility
factors clusters in project management based on the
member factors of each cluster.
In this step, the importance of each cluster is deter-
mined based on the factors that are counted as a
cluster member in the previous step and then the most
important cluster is signified.

5. Implementation of the Proposed
Framework in Large Projects of Isfahan
Megacity Municipality

)is research has been done with the aim of clustering and
analyzing large projects based on agility factors in project-

Phase one

Identifying Project management critical success factors, sustainability factors and agility factors in project-oriented
 organizations

Step 1: a review made on research literarure to identfy project management critical success factors
Step 2: a review made on research literarure to identfy agility factors in project oriented organizations
Step 3: a review made on research literarure to identfy sustainability fcators

Phase two

Measuring the critical success factors in project management, sustainability factors and agility in project-oriented
 organizations

Step 4: Measuring the indices in each approach from the academic experts’ perspective using questioniare. 
Step 5: Measuring the indices in each approach, from the organizational experts’ perspective using questioniare. 

Phase three

Calculating the agility weight factors in project-oriented organizations based on the critical success factors in
project management with a sustainability approach in projects by applying two stage QFD

Step 6: Calculating the sustainability factors’ weights based on critical success factors in project management
applying QFD
Step 7: Calculating the agility factors’ weight in project-oriented organizations based on wieghted sustainability
factors applying QFD

Phase four

Clustering the agility factors in project-oriented organizations based on obtainedweights applying hierarchical clustering

Step 8: Clustering the agility factors in project-oriented organizations applying hierarchical clustering

Step 9: Determining the importance weight of each cluster based on the cluster members

Figure 1: Research method.

Table 4: QFD matrix: PM CSFs-Sustainability factors.

Critical success factors
Sustainability factors

Critical success indices weight Sustainability factors

Project management critical success factors

S 11. . . S 1n C 1
. .
. .
. .

S n1. . . S nn C n
Weighted summation of the sustainability factors according to project management critical
success factors S c1. . . S cn
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oriented organizations and considering the sustainability atti-
tude and applying the Quality Function Deployment. )e study
has been done in the period of 2018–2019 and in the city of
Isfahan as a spatial range. )e proposed framework has been
applied in Isfahan Municipality and for the large projects.

Phase 5: identifying the key factors of project man-
agement success, sustainability, and agility in project-
oriented organizations.

Step 1: reviewing the related literature and identifying
the project management critical success factors
By reviewing the literature and interviewing academic
experts and project management, the main factors of
success in project management are identified, and the
final indices are determined according to the experts’
opinions (Table 6).
Step 2: reviewing the literature and identifying the
agility factors in project-oriented organizations
By reviewing the related literature and interviewing
academic experts and project management, agility
factors in project-oriented organizations are identi-
fied, and the final indices are determined based on the
opinion of experts (Table 7).
Step 3: reviewing the related literature and identifying
the sustainability factors
By reviewing the research literature and interviewing
academic experts and project management, the factors of
sustainability are identified and the final indices are
extracted according to the opinion of experts (Table 8).

Phase 6: measuring the importance of project man-
agement critical success factors, sustainability factors,
and agility factors in project-oriented organizations

Step 4: this measuring consist of three approaches
where a questionnaire based on project management
and academic experts’ opinions is devised as the
instrument.

(1) Determining the project management critical
success factors’ importance weight in project
management: through the devised questionnaire
based on the Likert scale (1 to 5, that is, a low
importance to high importance), which has been
distributed among 13 project managers and
university professors in this field with 7 years of
experience and published scientific articles.

(2) Determining the importance weight and agility
factors in project-oriented organizations: the same
procedure above is followed.

Step 5: measuring the importance weight of factors in
all three approaches through the devised question-
naire based on project management experts’ view-
point in the field of opinions in Isfahan Municipality.

(1) Determining the importance weights of the
project management critical success factors: it has
been determined based on the project manage-
ment staff viewpoints and through the question-
naire with Likert scale (1 to 5, that is, low
importance to 5 high importance), which has been
distributed among 52 staff members.

(2) Determining the importance weight of agility
factors in project-oriented organizations: based on
the project staff point of view and through a
questionnaire with Likert scale (1 to 5, that is, a
low importance to 5 high importance), which has
been distributed among the employees in this
field, including 52 staff. Table 9 shows the geo-
metric mean of agility factors’ weights in project-
orient organizations.

Phase 7: calculating agility factors’ weights in project-
oriented organizations based on project management
success and sustainability approach
In this phase, the agility factors’ weights are calcu-
lated based on the extracted weights of sustainability
factors according to the project management critical
success factors, and then, agility factors’ weights are
calculated based on sustainability factors’ weights
applying QFD.

Step 6: calculating the sustainability factors’ weights
based on project management critical success factors
by applying QFD
For this purpose, the house of quality matrix is
applied to determine the relative importance of
sustainability factors based on project management
critical success factors. )e house of quality matrix
is configured to rank sustainability factors based on
project management critical success factors and to
determine the relative weight of sustainability
factors, which are detailed in Table 10.
Step 7: calculating the agility factors’ weights in
relation to sustainability factors’ weights in project-
oriented organizations by applying QFD
)e house of quality matrix is configured to rank
agility factors based on stability factors and de-
termining the relative agility weights’ indices in
project-oriented organizations, which are shown in
Table 11. For matrix columns, agility factors are also
considered in project-oriented organizations. )e
QFD matrix designed by the experts is completed,
and its geometric mean is inserted in the matrix
cells. By multiplying the stability factors’ weights in
each one of the columns and normalizing the

Table 5: QFD matrix: PM CSFs-Sustainability factors.

Sustainability
indices

Agility indices
Sustainability factors

weight
Agility
factors

Sustainability factors

A 11. . . A 1n C 1
. .
. .
. .

A n1. . . A nn C n
Weighted summation of the agility indices weight
according to sustainability indices A s1. . . A sn
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Table 6: Critical success factors of project management.

Row Indices )e critical success factors in project management
1

Project management
related

Leading and managing the project team
2 Applying innovative management techniques and innovative ideas [44]
3 Applying the project management standard [45]
4 Exercising strong project management leadership [46, 47]
5 Project management responsibility and commitment [14, 19, 31]
6 Senior and executive management support [14, 19, 31, 35]
7

Project team-related

Employing experienced experts in the project management team [42, 46, 48]
8 Ability to perform team work [31]
9 )e expertise and skillfulness of the project management team [44, 46, 48]
10 Appropriate reward and penalty systems [14, 19]
11 Self-learning teams [44]
12 Confidence and consent among team members
13

Project-related
Project objectives access level

14 Safety first
15 Determining the requirements at the beginnings of the project and provide the details for each phase
16

Consumer-related

Customer participation level [20, 48]
17 Consumer satisfaction [44]

18 Ability to conduct soft management for the beneficiaries in controversies and competitions therein
[20, 48]

19

Quality-related

Supervision and control of the project [14, 20, 48]
20 Transparent planned objectives and strategies [16, 44]
21 Contract articles’ actualization rate [19, 44]
22 Accomplishing the agreed quality [44]
23 Orderly discourse with the beneficiaries during the project [45]
24 Time management Conducting regular meetings between project management and the staff [44]
25 On-time project delivery management [19, 48]
26

Cost management
Proper management of the project physical resources [44, 46]

27 Project conformity level with the designated budget [18, 48]
28 Elimination of unnecessary in project phase planning

Table 7: Agility factors in project-oriented organizations [43].

Row Field Index
1

Communications management project

Horizontal communications vs. hierarchical
2 Communicational coherency rate in the project
3 Strong and orderly project staff communication
4 Providing the grounds for consultant communication with the beneficiaries
5 Access to valuable data on time
6 Access to classified database
7 Sharing knowledge and information in the project
8

Organizational culture
Allowing project managers and staff to draw decisions

9 Organizational perspective of the project management
10 Decentralized decision making
11

Project management

Project management transparency
12 Accurate management method execution
13 Accurate management method execution level
14 Applying new management method
15 Applying proper project management
16 Leadership through brisk managers
17

Project scheduling and control

Project structure to project requirements’ ratio
18 Accurate short-term planning
19 Proper scheduling with respect to accessible resources
20 Accurate predictions of project requirements
21 Simulations execution of activities
22 Project schedule modification
23 Provisional modification upon need

Complexity 9



Table 7: Continued.

Row Field Index
24

Project speed

Project risk management
25 Accurate perception of project format
26 Project budget estimation
27 Estimating project requirements in the shortest time
28 Rapid decision drawing
29 Rapid response to the client and the beneficiaries
30 Providing training in the shortest time possible
31

Flexibility

Implementing the simple and practical rules
32 Eliminating organization bureaucracy
33 Workforce flexibility
34 Adaptive management
35 Managing essential changes in the project
36 Rapid response to environmental changes in the project
37 Responsiveness Effective response to client’s inquiries
38 Rapid response to customer requests
39

Contract management
Considering clients’ expectations in the contract

40 General and specific contract conditions’ transparency
41 Selecting proper contract style
42

Contractor management

Selecting contractor with proper criteria
43 Reading the contractor records
44 Evaluating the contractor records
45 Establishing proper communication among contractor, consultant and client
46

Technology
Awareness of new technologies

47 Providing the proper hardware
48 Applying the proper software
49

IT in project and human resources

Data security level
50 Data management
51 Provide coherent information system
52 Information electronic transaction
53 Providing the means for project agility
54 Providing motivation in the respectful teams
55 Providing team work
56 On-time salary payment
57 Secure employee satisfaction
58 Employing skilled staff
59 Employing multifunctional staff
60 Prioritizing continuous training of the team members
61 Promoting team objective orientation
62 Proper task assignment
63

Focus on consumer
Respecting customers’ ideas

64 Beneficiaries involvement in contract negotiations
65 Customer interests’ consideration

Table 8: Stability features of each dimension.

Row Dimension Stability features of each dimension
1

Economic

Available sufficient sustainable financial sources [24, 49, 50]
2 Savings in costs and proper manpower use [22]
3 Proper resource and local facilities application in the project [51]
4 Improving socioeconomic status [51, 52]
5 Increasing efficiency and manipulation [52]
6 Reducing project time
7 Reducing indirect costs (annual operational costs and maintenance costs) [22]
8 Promoting infrastructure quality [53]
9 Savings in energy consumption [24, 52]
10 )e project’s economic efficiency [24, 47, 49–51]
11 Project sustainable revenues [24, 49, 50, 52, 54]
12 Reducing construction and facilities installation costs [22]

10 Complexity



results, the agility factors in the project-oriented
organizations are obtained.

Phase 8: clustering of agility factors in project-oriented
organizations based on weighted factors obtained from
three weighting attitudes
In this phase, the agility factors in project-oriented
organizations are clustered based on the weights
obtained from the second phase, according to the
project management and academic experts’ opin-
ions and the weight obtained from the third phase
by solving the QFD matrices. Table 12 shows the
weights of agility factors based on the three con-
sidered attitudes.

Based on the weights obtained in the second phase and
the results and the weights obtained from the third
phase by solving QFD matrices, the analysis details for
agility factors in project-oriented organizations are
tabulated in Table 12.
Phase 9: clustering the agility factors in project-ori-
ented organizations based on weight indices obtained
from three weight approaches
In this phase, the agility factors in project-oriented
organizations are clustered based on the weights ob-
tained from the second phase based as to the project
managements’ point of views and academic experts and
the weight obtained from the third phase by solving

Table 8: Continued.

Row Dimension Stability features of each dimension
13

Social

Providing job for the local manpower [52]
14 )e importance of the sociopolitical nature of the project [49]
15 Promoting business ethics and prevent corruption [50, 53, 55]
16 Improving social health [22, 49, 52]
17 Supporting social security [49]
18 Accepting the social nature of project [54]
19 Contributing to justice in social setting [24, 50]
20 Consumer cooperation rate [52]
21 Private sector investment rate [25]
22 Consumer requirements meeting [52]
23 Finished goods/service safety rate [50, 51]
24

Environmental

Reducing and managing the environmental reduction [49]
25 Adopting project with the local climatic conditions [52]
26 Renewal resources efficiency rate [52]
27 Preventing water, air, social and noise pollution [24, 25]
28 Improving environmental hygiene [25, 52]
29 Reducing nonrenewable resource consumption [25, 52]
30 Following green provision [22, 24, 51]
31 Applying new environment friendly technologies and products [24]
32 Being aware of environmental effects of the project [22, 49]
33 Industrial management and ability to run recyclable industry [24, 25, 50]

Table 9: Geometric mean of agility factors’ weights in project-orient organizations.

Every agility feature in project-oriented organization
Weight

Experts Municipality staff
Project communication management 4.023 3.926
Organizational culture 3.782 3.908
Project management 4.002 3.953
Project scheduling and control 4.016 4.052
Project speed 3.984 4.089
Flexibility 3.939 3.943
Response 3.712 3.940
Coherent management 3.847 3.995
Contractor/supplier management 3.996 4.005
Technology 4.198 3.807
IT in project 3.974 4.045
Project human resources 4.075 4.099

Complexity 11



Ta
bl

e
10
:C

al
cu
la
tin

g
th
e
w
ei
gh

to
fs
us
ta
in
ab
ili
ty

fa
ct
or
s
ba
se
d
on

pr
oj
ec
tm

an
ag
em

en
t
cr
iti
ca
ls
uc
ce
ss

fa
ct
or
s.

En
vi
ro
nm

en
ta
ls
us
ta
in
ab
ili
ty

So
ci
al

su
st
ai
na
bi
lit
y

Ec
on

om
ic

su
st
ai
na
bi
lit
y

Fa
ct
or
s

w
ei
gh

t
PM C
SF

s
33

32
31

30
29

28
27

26
25

24
23

22
21

20
19

18
17

16
15

14
13

12
11

10
9

8
7

6
5

4
3

2
1

1.
59

2.
38

3.
60
5

3.
07
5

2.
86
5

1.
65

2.
23
5

1.
86
5

2.
33

3.
01
5

2.
55
5

3.
03
5

3.
34
5

3.
53

2.
83

3.
41
5

1.
53

1.
87
5

2.
86

2.
11

2.
65

3.
42

4.
26
5

4.
6

3.
35

2.
85

3.
16

4.
77
5

4.
6

4.
08

2.
66

4.
55

3.
7

0.
04

0
1

2.
18

1.
01
5

2.
19

1.
37
5

2.
06
5

1.
61

2.
66

2.
37

1.
28

2.
52

3.
03
5

3.
06

2.
36

2.
64
5

1.
58

3.
35
5

2.
12
5

2.
63
5

2.
14

1.
10
5

2.
57
5

3.
46

3.
96

4.
07
5

2.
94

2.
1

2.
69

3.
71

4.
54

3.
44

3.
36

4.
22
5

2.
36

0.
03

5
2

1.
73
5

3.
15
5

3.
69
5

3.
04
5

2.
46

2.
23

2.
26
5

2.
64

2.
65
5

3.
56
5

3.
3

3.
59

1.
91

2.
73
5

2.
36

2.
92
5

3.
58
5

3.
36

3.
19

2.
76
5

2.
3

2.
53

2.
86
5

2.
73

4.
00
5

2.
87
5

1.
87
5

4.
21

4.
07

2.
95

1.
71
5

2.
2

1.
88

0.
03

9
3

2.
48
5

2.
71
5

3.
14
5

3.
14

2.
53

2.
04

2.
81
5

2.
06

2.
52
5

2.
91
5

2.
08

2.
87
5

2.
08

3.
2

3.
55
5

2.
35
5

3.
05

2.
4

2.
76

2.
09

2.
13

3.
31
5

4.
01

3.
73

2.
93
5

3.
31
5

3.
2

4.
5

4.
6

3.
61

3.
35
5

3.
66

3.
4

0.
03

2
4

3
2.
81

3.
22

3.
71

1.
88

2.
55
5

2.
03

1.
63
5

20
9.
5

2.
61
5

2.
96
5

3.
56

2.
56

2.
66

2.
86
5

3.
80
5

3.
18

2.
4

3.
59

3.
02
5

2.
59

3.
87

3.
95

4.
35

2.
96

3.
11
5

2.
96

4.
21
5

4.
08

3.
58

2.
84
5

3.
06

2.
71

0.
03

9
5

3.
73
5

3.
09

3.
71

4.
23

1.
36
5

2.
61
5

1.
71

1.
86
5

2.
11
5

2.
22
5

2.
81
5

3.
37

2.
91

3.
09

2.
8

3.
53
5

2.
38

2.
21

0.
59

2.
60
5

2.
12
5

3.
71

4.
3

4.
05

3.
12
5

2.
92
5

2.
61

4.
32
5

4.
36
5

3.
1

3.
08

2.
87
5

3.
40
5

0.
03

7
6

2.
85

3.
68
5

3.
36
5

3.
16
5

2.
2

1.
03

2.
60
5

1.
70
5

1.
09

2.
73
5

1.
86
5

2.
21
5

1.
23
5

1.
72

1.
63

2.
36

2.
93

2.
22
5

2.
91
5

2.
15

3.
08

3.
36

3.
90
5

3.
91
5

2.
35
5

2.
23

3.
36
5

3.
82
5

3.
85

1.
56

1.
66

4.
15

4.
21
5

0.
02

9
7

1.
63

2.
16

2.
65
5

3.
21

2.
67
5

2.
09

2.
71
5

1.
86
5

1.
21

2.
12
5

2.
7

2.
40
5

1.
51

3.
31
5

1.
07

1.
85

2.
08

1.
41
5

1.
93

1.
05
5

2.
94

2.
96

3.
12
5

2.
67
5

2.
06
5

1.
71
5

1.
98

3.
33

3.
58

3.
09

2.
38
5

3.
56

2.
06

0.
02

8
8

2.
15

3.
09

2.
66
5

3.
81
5

3.
03

2.
61

3.
37
5

3.
09

1.
72
5

3.
86

2.
33

2.
37
5

2.
69

1.
72

2.
37

2.
90
5

3.
08

2.
07

3.
38

1.
55

2.
63

3.
08

3.
56

4.
02
5

2.
13

2.
09

3.
50
05

4.
58

4.
62
5

2.
88

3.
06
5

4.
6

3.
35
5

0.
03

7
9

1.
86
5

2.
74
5

1.
85
5

2.
65
5

2.
68

3.
09

2.
87
5

2.
09

1.
05
5

1.
56

1.
36
5

1.
43

2.
38

2.
62

2.
08

2.
09

2.
56

1.
7

1.
07

1.
64

1.
58
5

2.
18

2.
59
5

3.
03
5

2.
38

1.
55
5

3.
1

3.
64

4.
25

2.
45

2.
30
5

2.
56

3.
88

0.
03

8
10

1.
12
5

1.
71
5

1.
68

1.
14

1.
08
5

1.
14

1.
86
5

2.
46

1.
52
5

2.
14

1.
8

1.
13

3.
26
5

3.
07
5

2.
75

2.
55
5

1.
87
5

2.
12
5

2.
12
5

1.
36
5

1.
12
5

2.
03

3.
59

3.
21
5

1.
96

1.
45

2.
57

3.
56

3.
8

2.
14

1.
73
5

3.
61
5

2.
21
5

0.
03

6
11

1.
51

1.
46
5

2.
09

3.
26

1.
59

1.
65
5

3.
37
5

2.
14

1.
38

1.
85
5

2.
06
5

2.
85

3.
20
5

3.
20
5

2.
16

2.
69

1.
70
5

3.
15

3.
35

1.
20
5

2.
13
5

2.
63

3.
12
5

2.
75

1.
71
5

1.
81
5

3.
15
5

3.
84
5

4.
55

3.
53

2.
75

3.
03
5

2.
53

0.
03

6
12

1.
41
5

2.
06
5

1.
71

1.
86
5

1.
46
5

1.
12

2.
53

1.
87
5

1.
41
5

2.
19

1.
36
5

2.
13
5

2.
06

2.
54

1.
36
5

2.
21
5

2.
07

1.
58

1.
46

1.
4

2.
46

2.
16

3.
96
5

3.
35

3.
07
5

1.
70
5

2.
09

1.
7

4.
2

2.
06

2.
04

1.
7

3.
35

0.
03

8
13

2.
98
5

1.
96

2.
38

1.
62
5

2.
38

2.
14

3.
13

1.
23

2.
07
5

3.
08

3.
88
5

1.
71
5

1.
95
5

2.
08

1.
39

1.
46
5

1.
72

1.
55
5

1.
09
5

1.
72
5

2.
27

2.
7

3.
8

4.
4

2.
58
5

1.
26
5

2.
25
5

2.
31

4.
5

3.
39

1.
58

2.
06
5

3.
71

0.
03

4
14

1.
12
5

1.
43
5

1.
86
5

3.
16

2.
08

1.
87

2.
04

1.
25
5

1.
73

1.
83
5

3.
4

3.
22

2.
87
5

3.
83

2.
37
5

2.
8

3.
86
5

3.
09

3.
23

2.
75

2.
64

2.
55
5

3.
35
5

3.
69
5

3.
08

2.
81

3.
06

3.
54

4.
2

2.
54

1.
81

2.
23

2.
63
5

0.
03

6
15

2.
8

3.
7

2.
73

3.
25

2.
38

2.
68
5

3.
37
5

2.
25

1.
16

3.
10
5

1.
86
5

3.
71

3.
87
5

2.
7

2.
24
5

2.
40
5

3.
14
5

2.
37
5

2.
65

2.
10
5

3.
07
5

3.
08

2.
96

3.
36
5

2.
95

1.
90
5

2.
59

3.
06

4.
58

3.
8

3.
41
5

3.
1

2.
17

0.
03

7
16

1.
85

3.
11
5

2.
66

3.
86
5

2.
06

1.
63

2.
09

1.
59

1.
23

1.
34

2.
20
5

3.
31

2.
37
5

2.
18

2.
57

3.
41

3.
56

2.
59

1.
64

1.
37
5

2.
55

3.
1

3.
15
5

3.
1

2.
9

1.
21
5

1.
95

2.
96

4.
45
5

2.
37
5

2.
45
5

2.
37
5

2.
56

0.
03

6
17

1.
33
5

1.
73

2.
11
5

2.
55

2.
13

1.
06

2.
46

1.
86
5

1.
39

1.
40
5

1.
08

3.
96

4.
06

3.
09

2.
23
5

2.
12
5

2.
81
5

1.
64

2.
46

1.
6

2.
09

2.
55

2.
62
5

2.
65
5

2.
35

1.
9

2.
37
5

2.
65

3.
57

1.
70
5

2.
07

2.
4

3.
23

0.
03

5
18

1.
13

1.
89

2.
88
5

2.
36

3.
11

2.
09

3.
39

2.
24
5

1.
78

1.
70
5

1.
08

3.
15

2.
6

2.
08

2.
57

2.
63

2.
46

1.
64

1.
59

2.
08

2.
27
5

3.
82
5

4.
07
5

3.
92
5

2.
81

2.
57

3.
8

4.
90
5

3.
95

3.
45

3.
53
5

3.
87
5

3.
37
5

0.
03

5
19

2.
78

3.
33

3.
56

3.
39

3.
09

3.
06

3.
72

3.
76

3.
13
5

3.
61

1.
6

3.
21

3.
87
5

3.
6

2.
37
5

2.
21
5

1.
88

2.
66

2.
64

2.
06

3.
07
5

3.
58
5

3.
55

3.
45

2.
37
5

2.
87
5

3.
08

3.
58

4
3.
37
5

2.
13

2.
57
5

2.
30
5

0.
03

7
20

1.
63

1.
12

1.
09

1.
74
5

1.
62

2.
44

1.
94

1.
75
5

1.
03

1.
21
5

2.
21

2.
39
5

2.
61

2.
2

3.
1

2.
87
5

2.
82
5

1.
82

1.
36
5

1.
46
5

2.
08

2.
2

3.
05

3.
11

2.
46

2.
11

1.
6

2.
72
5

3.
08

1.
51

1.
67

2.
35

2.
71

0.
03

6
21

2.
08

3.
27
5

1.
64

3.
86
5

2.
12
5

1.
08

1.
19
5

1.
37
5

1.
87

1.
89

2.
06

2.
96

4.
10
5

3.
15

3.
6

1.
8

2.
38

2.
58

3.
07
5

1.
63

2.
36

2.
13

3.
91

3.
81
5

3.
08

2.
57

3.
36

2.
06

4.
7

2.
58

3.
03
5

3.
05

4.
41
5

0.
03
1

22
2.
57

1.
87
5

1.
14
5

2.
65
5

83
.5

1.
58

1.
59

1.
71

2.
03

2.
13
5

2.
55
5

2.
54
5

3.
4

3.
03

1.
33
5

2.
83

3.
36
5

2.
21

2.
64

1.
56

2.
58

2.
21
5

2.
95

3.
06

2.
87
5

2.
40
5

2.
91

3.
25

3.
72
5

2.
37
5

2.
06

2.
35

2.
4

0.
03

9
23

2.
09

2.
74

1.
59

2.
69
5

1.
86

2.
12

1.
43

1.
36
5

1.
19
5

1.
62
5

2.
8

1.
7

1.
37
5

1.
32
5

1.
7

2.
70
5

2.
08

1.
64
5

1.
86
5

1.
12
5

2.
06

1.
56

2.
56

2.
7

1.
55
5

1.
75

2.
02
5

3.
05

3.
36
5

1.
81
5

2.
62
5

2.
35

2.
3

0.
03

7
24

1.
63

3.
11
5

1.
87
5

1.
73

1.
38
5

1.
03
5

1.
24

1.
49
5

1.
14

2.
12
5

2.
11

3.
25

2.
85
5

2.
86
5

1.
46
5

1.
53

1.
09

1.
86
5

1.
56

1.
08

2.
14

2.
14

3.
08

3.
36
5

1.
96

2.
16
5

2.
08

3.
36
5

3.
54

2.
40
5

1.
72

1.
6

3.
72

0.
02

9
25

1.
12
5

1.
38

1.
34

3.
19

1.
23

2.
37
5

1.
09
5

1.
88
5

1.
37

3.
21
5

1.
87

3.
81
5

2.
96
5

3.
03

2.
71

2.
36
5

2.
60
5

2.
85

2.
41
5

3.
08

2.
62
5

2.
57

3.
58

3.
87
5

2.
95

2.
21
5

3.
25
5

2.
52

4.
20
5

3.
26
5

2.
65
5

3.
44
5

4.
05
5

0.
03

7
26

1.
63

1.
56

2.
13

3.
87
5

2.
38

1.
09

2.
36

2.
01

1.
08

1.
42
5

2.
46

3.
03
5

3.
36
5

2.
54

1.
98

2.
40
5

1.
34

1.
61
5

3.
10
5

2.
06

3.
06

3.
13

3.
61

3.
75

2.
12
5

2.
85

3.
40
5

3.
06

3.
96
5

3.
80
5

2.
38

2.
95

2.
75

0.
03

8
27

1.
37
5

1.
13

1.
86
5

2.
12

1.
62
5

1.
18
5

1.
63
5

2.
08

1.
04

1.
37
5

1.
81
5

2.
64
5

1.
88

1.
8

2.
65

3.
2

3.
31
5

3.
36

1.
04
5

1.
66

2.
44

2.
36

2.
86
5

3.
35
5

3.
25

2.
75

3.
06
5

3.
74

4.
58

2.
65
5

1.
7

3.
22
5

2.
21

0.
03

7
28

0.
02
1

0.
02
4

0.
02
5

0.
03
0

0.
05
5

0.
02
0

0.
02
4

0.
02
1

0.
10
2

0.
02
4

0.
02
4

0.
02
9

0.
02
8

0.
02
8

0.
02
4

0.
02
7

0.
02
6

0.
02
3

0.
02
4

0.
01
9

0.
02
5

0.
02
9

0.
03
6

0.
03
6

0.
02
8

0.
02
4

0.
02
9

0.
03
6

0.
04
3

0.
03
0

0.
02
5

0.
03
1

0.
03
1

A
gi
lit
y
fa
ct
or
s’

w
ei
gh

ts

12 Complexity



Table 11: Calculating the weight of agility factors in project-oriented organizations in relation to sustainability factors’ weights applying
QFD.

Agility factors in project-oriented organizations
Sustainability factors

13 12 11 10 9 8 7 6 5 4 3 2 1 Factors weight
2.070 2.125 2.625 4.560 3.590 4.200 3.560 3.800 4.125 4.020 4.465 2.750 3.000 0.031 1
3.400 4.375 3.090 4.465 3.635 3.125 4.100 3.160 3.965 4.590 4.410 3.915 2.580 0.031 2
3.135 3.930 3.125 2.375 2.625 2.865 3.365 2.860 3.725 3.590 4.200 3.215 3.365 0.025 3
3.310 3.460 2.215 2.570 2.625 2.640 2.125 2.300 1.570 2.625 4.160 3.580 3.085 0.030 4
2.660 3.070 3.450 3.950 3.165 3.540 4.000 2.715 3.800 4.640 4.210 3.215 3.625 0.043 5
2.460 3.350 3.275 4.060 3.615 4.125 3.610 3.115 4.060 4.210 4.110 2.125 3.540 0.036 6
2.570 2.625 3.835 4.125 3.360 3.635 3.625 2.360 3.440 3.625 3.965 2.875 3.390 0.029 7
2.060 2.580 1.610 3.815 3.060 2.440 1.375 2.570 1.510 3.075 4.625 3.610 2.850 0.024 8
2.160 2.625 2.375 4.475 1.640 2.660 2.590 2.080 2.610 3.000 4.055 2.580 3.580 0.028 9
2.570 2.365 3.580 3.500 2.375 3.250 2.590 2.160 2.365 3.610 4.140 2.865 2.360 0.036 10
3.085 2.125 2.885 2.625 3.580 2.875 2.000 2.600 1.875 3.570 4.090 3.840 3.385 0.036 11
2.030 2.570 2.125 4.060 2.070 2.140 2.625 2.965 2.525 3.580 4.125 2.610 2.165 0.029 12
2.375 3.110 1.815 1.950 3.165 3.100 1.875 2.100 1.125 2.590 4.000 2.950 3.880 0.025 13
1.100 3.075 3.250 2.500 3.060 2.510 1.900 1.900 1.140 2.975 2.360 2.125 3.350 0.019 14
1.415 4.080 2.450 2.125 3.850 2.340 1.800 2.200 1.615 3.865 4.080 3.885 2.730 0.024 15
3.115 4.600 3.150 1.640 3.100 2.900 4.200 3.000 2.195 4.105 3.800 4.125 3.575 0.023 16
2.340 4.200 2.800 1.560 3.160 4.365 3.600 2.555 1.580 3.300 2.665 4.210 2.700 0.026 17
3.265 2.580 3.530 2.375 2.940 3.365 3.760 2.375 1.860 4.080 4.410 3.750 3.405 0.027 18
2.440 3.365 3.865 2.065 3.080 4.400 3.950 1.900 1.465 2.840 3.125 3.085 2.355 0.024 19
4.165 4.625 4.160 1.530 1.915 1.300 2.855 3.095 2.030 2.950 3.275 3.815 4.165 0.028 20
3.350 3.925 3.625 1.865 4.605 3.830 3.310 3.100 2.530 2.850 2.865 4.080 4.025 0.028 21
4.150 2.625 2.365 3.550 2.580 3.570 2.650 2.350 1.600 3.055 3.910 2.960 2.565 0.029 22
4.500 4.150 3.950 4.100 2.460 3.100 2.375 3.075 2.190 3.200 2.735 3.840 3.140 0.024 23
3.250 3.410 3.400 3.805 3.065 2.400 1.300 2.070 1.365 3.000 2.925 4.150 2.815 0.024 24
3.090 2.090 3.725 3.175 1.645 2.850 2.055 3.375 1.575 2.750 3.250 2.210 1.850 0.102 25
2.355 3.375 3.365 4.025 2.725 2.360 1.375 2.080 1.640 2.355 2.665 3.825 2.460 0.021 26
2.460 3.665 2.570 3.960 3.365 1.950 1.225 2.060 1.660 1.955 2.360 3.375 1.805 0.024 27
2.885 3.960 2.175 3.580 2.960 2.220 1.500 2.225 1.375 2.085 2.460 3.965 2.875 0.020 28
2.140 1.850 2.135 4.350 3.035 1.805 1.975 2.125 1.815 3.400 3.035 4.590 2.965 0.055 29
2.625 4.275 3.825 2.950 3.725 3.385 2.080 2.425 1.955 2.955 3.350 4.625 3.105 0.030 30
3.165 2.640 3.620 4.265 3.115 2.225 2.500 1.900 2.000 3.100 3.580 3.905 3.580 0.025 31
2.465 2.480 3.440 3.075 2.960 3.810 2.000 2.210 1.700 2.655 3.365 3.400 3.750 0.024 32
2.040 3.365 2.965 4.090 3.515 3.115 1.875 1.850 1.660 2.500 2.095 3.780 2.350 0.021 33
2.764 3.075 3.081 3.297 2.916 2.979 2.608 2.591 2.205 3.270 3.575 3.366 2.967
0.071 0.079 0.080 0.085 0.075 0.077 0.067 0.067 0.057 0.085 0.092 0.087 0.077 Agility factors’ weight

Table 12: Importance weights of the agility factors’ in project-oriented organizations through the three attitudes.

Agility in project-oriented
organizations

Agility weight
importance
(average)

Agility weight
importance
(experts)

Agility weight importance
(municipality staff)

Agility weight importance
(sustainability approach)

Project communication
management 0.0733 0.0768 0.0764 0.0769

Project culture 0.0750 0.0751 0.0760 0.0739
Project management 0.0864 0.1074 0.0769 0.0782
Project scheduling 0.0830 0.0926 0.0788 0.0785
Project speed 0.0757 0.070 0.0795 0.0799
Flexibility 0.0739 0.0683 0.0767 0.077
Response 0.0736 0.0716 0.0766 0.0726
Coherent management 0.1658 0.0780 0.0777 0.0725
Contractor’s management 0.0762 0.0726 0.0779 0.0781
Technology 0.0820 0.0908 0.074 0.0821
Project IT 0.0749 0.0686 0.0787 0.0777
Human resources 0.0756 0.0708 0.0797 0.0793
Focusing on consumer 0.0678 0.0619 0.0712 0.0708
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QFD matrices, and therefore, they clustered through a
hierarchical model.

Step 8: clustering the agility factors in project-oriented
organizations based on weight indices obtained from
the three approaches

At this stage, the agility factors are clustered through
the hierarchical clustering method. )e yield den-
drogram is shown in Figure 2. Accordingly, consid-
ering the similarity coefficient is ˃95%, agility factors
in project-oriented organizations are located in five

Table 13: Results of clustering and the manner of agility factors placement.

Cluster # Agility in project-oriented organizations Factor #
1 Project communication management 1
1 Project culture 2
2 Project management 3
3 Project scheduling 4
4 Project speed 5
5 Flexibility 6
4 Response 7
1 Coherent management 8
4 Contractor’s management 9
3 Technology 10
4 Project IT 11
4 Human resources 12
5 Focusing on consumer 13

Dendrogram using Complete Linkage
Rescaled Distance Cluster Combine

0
513

12

11

9

7

2

8

1

6

13

4

10

3

12

11

10

9

8

7Y

6

5

4

3

2

1

5 10 15 20 25

Figure 2: Dendrogram from hierarchical clustering.

Table 14: )e agility clusters’ importance in project-oriented organizations.

Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5

Clusters’ members

(1) Communication
management in project

(1) Project
management

(1) Project scheduling and
control

(1) Project
speed

(1) Flexibility

(2) Organizational
culture (2) Responsiveness

(2) Focus on
consumers(3) Contracts

management

(3) Contractors
management
(4) IT IN PROJECT
(5) Human resources

Cluster’s importance
weight 0.0987 0.0864 0.0825 0.0753 0.0708
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clusters, and the clustering details therein are tabu-
lated in Table 13.
Step 9: determining the importance of the agility
factors’ clusters in project management based on the
member factor of each cluster.
In this step, based on both the results of the previous
step and the weight of clusters’ factors, the impor-
tance of each cluster is determined, and each cluster’s
rank is determined according to their importance
value. As observed in Table 13, after determining the
average importance weight of the agility factors’ in
project-oriented organizations, for the agility factors
that they are members of clusters, the weighted mean
of each factor is calculated to obtain the importance
weight of cluster. )e cluster with the highest weight
is placed at the top of the clusters’ importance
(Table 14).

As observed in this table, clusters one, two, and three are
ranked in the first to third as to their importance, respectively.

6. Conclusion

To manage and execute a project, in project-oriented organi-
zations, concentrating on the required infrastructures and
providing the project management critical success factors, to-
gether in addition of considering the importance of environ-
mental resources and social effects of the project and also the
profitability and economic aspect which puts the organization in
line with appropriate development, as to form a successful
project management at macro and microlevels is of essence. By
doing so, a big step is taken towards accountability and customer
satisfaction due to project implementation, by considering
sustainability indices. )erefore, a framework is introduced for
clustering and analysis of big projects based on agility factors in
project-oriented organizations with a sustainability approach, by
applying quality functionality development tool. )e proposed
framework has been implemented and solved in Isfahan Met-
ropolitan Municipality. For this purpose, in phase one, first, the
project management critical success factors and, next, the agility
factors and in project-oriented organizations and sustainability
factors are identified. In phase two, the importance of the project
management critical success factors and, next, agility factors in
project-oriented organizations are measured from the per-
spective of large project managers in Isfahan Municipality and
university experts. In phase three, the weights of agility factors in
project-oriented organizations are calculated based on the
weighted factors of sustainability according to the critical success
factors in the large projects by applying quality function de-
ployment. In phase four, the agility factors in project-oriented
organizations are clustered based on the previously obtained
weights. Next to guiding project managers to focus on themajor
success factors in project management and providing sustain-
ability factors as to the big projects’ and activities’ impact on the
field of environmental resources, social resources, and economic
aspects, through focusing on agility factors, they can obtain the
desired customer satisfaction level, timely delivery, and desired
quality as the major concerns. As observed in Table 14, the first
cluster, which includes project communication management,

organizational culture, and contract management, is the most
important at (0.0987) weight rate. Because these weights are
based on sustainability and project management critical success
factors, focusing on the important cluster is highly contributive
in organizations’ success in project management next to the
principles of sustainable development and establishing the
principles of agility.

7. Research Constraints

)emeasures taken in this study, despite the accuracy of the
presented framework and application of the applied factors,
can be improved by removing any of the constraints therein.
Depending on the subject organization, the projects and
conditions, addition, elimination, and replacing the applied
factors can be contributive in closer insight therein. )e
findings are implemented on Isfahan Municipality’s big
projects. To be focused on the paramount cluster helps the
organization to be successful in project management in line
with setting the principles of the sustainable development
and by stablising the principles of the organizational agility
in project-oriented organizations.

8. Suggestions for Future Studies

Assessing the sensitivity analysis of indices and the effect on the
clusters’ ordering can lead to different and accurate results in the
performance of the organization. Moreover, evaluating the
performance of projects through the evaluation and perfor-
mance analysis methods, subject to each approach in addition to
the presence of combined approaches, can be effective in im-
proving efficiency.)e effect of each one of these approaches on
project cost, time, and quality must be considered in project
performance assessment.

Data Availability

)e research data are available within the article (Tables and
Figures) in detail.
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In industrial steam systems, the process requires a specific pressure, and the maximum permissible operating pressure is different.
If the inlet steam pressure to the steam consuming equipment exceeds the operating pressure, it may cause hazards.*erefore, the
more precise control of the boiler pressure is important. Since we are dealing with a nonlinear, time-varying, and multivariable
system, the control method must be designed to handle this system well. Most of the methods proposed so far are either not
physically feasible or the system has considered very simple. *erefore, in this paper, while modeling the boiler and its pressure
relations more precisely, we will introduce a recurrent type-2 fuzzy RBFN-based model reference adaptive control system with
various uncertainties so that the uncertainty and inaccuracy of the model can be compensated.*e experimental results prove the
efficiency of the proposed method in boiler control.

1. Introduction

*e chemical industries consume a great deal of energy to
accomplish many tasks, including the process and supply of
heat energy needed to heat materials. Current energy sources
in the world mainly include fossil fuels, water and wind, and
solar and nuclear energy. Of these, fossil fuels are used more
often than any other source to supply energy carriers.
Usually, in the chemical industry, carriers are electricity and
steam. *e best way to use fossil fuel energy to generate
electricity and steam is to burn it [1]. In the burning process,
the internal energy is released as heat and transferred to the
environment in the form of radiation and displacement.
Boilers and gas turbines are equipment commonly used to
generate steam and electricity by burning fossil fuels. *e
boiler is a nonlinear, multivariable, and time-varying system
and therefore requires an advanced control method [2].

Various articles have been presented in the field of thermal
management in industries [3–5]. Here are some of the latest
ones. In [6], a method for measuring the water level of the
boiler is provided. *e control of the boiler drum level is
investigated using a feedback method. A laboratory-scale
steam boiler, a small version of the power plant boiler, is
intended for research in this article. In [7], fuzzy control was
used to control the boiler with sugarcane fuel. *is article
uses a tool to find the dynamics of plant and set up control
loops. In [8], a fractional order PID controller is introduced
to study the temperature and pressure effects. In this paper,
the AT89C55-based boiler water supply control system is
designed and a simple fractional order PID algorithm is
suggested. Also, the control of boiler water temperature and
pressure simulation analysis has been performed. In [9], the
integration of two-state model predictive control algorithms
(OPM, optimal control predictive model) and generalized-
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predictive control (GPC) to fit a self-control system to an
advanced cylindrical boiler dynamics O is performed with
nonminimal phase behavior.

Not much has been done about controlling the boiler
reference model. Perhaps, this is due to the over-dependence
of the method on the boiler mathematical model, and since
the boiler system is highly nonlinear and time varying, model-
based control may not be applicable in practice. However,
some of the work done in this area is discussed below. In [10],
the controller design for a boiler system with uncertainty is
presented. To achieve this goal, a controller is designed for the
class of multi-input nonlinear systems that correspond to the
boiler equations. Computational intelligence is increasingly
being developed [11–15]. Neural network-based control
systems [16–20], fuzzy system [21–23], and fuzzy neural
networks [24–27] have shown good performance. *e fol-
lowing discusses some methods of boiler control based on
computational intelligence. In [28], neural network-based
predictive control is used to control carbon dioxide emissions
from a large industrial boiler. In [29], fuzzy control is used to
regulate the oxygen content of a boiler in the sugarcane in-
dustry. It has been shown in this study that fuzzy control leads
to a decrease in metadata and a simultaneous increase in
system response. In [30], a hierarchical fuzzy system is used to
control a power boiler. It is acknowledged in the article that
the proportional-integrator controller alone is not well re-
sponsive due to its complex, nonlinear, and inertial boiler
nature and should therefore use with an intelligent control
system. Very rare work on the neural network composition
and model reference control method for boiler control is
presented, which will be discussed below. In [31], the neural
controller is presented. It is hard to obtain proper proficiency
for the combustion controller of chain boilers due to the high
latency, different quality of coal and load. A neural identi-
fication approach for time delay in nonlinear system is
presented. Deficiencies [32] can be attributed to the lack of
parametric and nonparametric uncertainty. In [33], a neural
network radial basis function is used to model the boiler
dyamics, and then, it is used in a model reference method. In
other words, in this paper, the model reference block is a
neural network model and it is a PID controller. *e major
drawback of [33] is the use of PID in the boiler system because
the boiler is a nonlinear and delayed system and the PID does
not provide a good response. Multivariable control means
simultaneous control of parameters by considering their
interaction [34, 35]. Due to the complexity of simultaneously
controlling all parameters, unfortunately, in most articles, the
parameters are controlled individually. Certainly, in a mul-
tivariable system such as a boiler, it is better to control all the
parameters at the same time, considering their effect on each
other. So, the innovations of this article are

(1) Accurate modeling of an industrial and practical
boiler with all the limitations and uncertainties

(2) Present recurrent type-2 fuzzy neural network in
model reference control of a boiler for the first
time

(3) Consider the interaction of variables with each other
and use multivariable control

In this paper, first, the nonlinear equations of a real
boiler are extracted, and then, the linear state space model is
calculated to obtain the reference model. In the following,
the multivariable control system of the model reference
based on the proposed recurrent type-2 fuzzy RBFN is
presented, and then, the rules of updating the neural net-
work are presented. Finally, by simulating a real power plant
boiler, the proposed control method is evaluated.

2. Mathematical Modeling of the Boiler System

*enonlinear dynamic of boiler-turbine-generator provided
by Bell and Astrom is used. Since this model is extracted
from the data of a real system in Sweden, this model has been
used in most research projects since 1987 [36]. As shown in
Figure 1, y1 is the steam pressure of the drum in kilograms
per square centimeter (kg/cm2), y2 is the electrical output
power in megawatts (MW), and y3 is the drum water level in
terms of meter (m) *e output variables of this system are
multivariable. Also, the flow rate of the input fuel, the u2 flow
rate of the boiler output steam and the turbine inlet, and the
u3 flow rate of the water entering the boiler are the input
variables. So, we have a multivariable system of three inputs
and three outputs. Table 1 shows the parametric values of the
system.

*e state-of-the-art form of this multivariable system
with a power of 160MW is as follows:

_x1 � −0.0018u2x
9/8
1 + 0.9u1 − 0.15u3,

_x2 �
0.73u2 − 0.16( 􏼁x

9/8
1 − x2

10
,

_x3 �
141u3 − 1.1u2 − 0.19( 􏼁x1􏼂 􏼃

85
,

y1 � x1,

y2 � x2,

y3 � 0.05 0.13073x3 + 100acs + qe − 67.975( 􏼁.

(1)

In the above system, x1 is the steam pressure of the
drum, x2 is the power output, x3 is the steam density inside
the drum in terms of kg/m3, u1 is the amount of flow input
fuel, u2 is the amount of steam discharge applied to the
turbine from the boiler, and u3 is the flow of water entering
the drum. Also, acs and qe are the rate of steam quality and
evaporation (kg/s) and are calculated by the following
equations. It should be noted that y3 is the water level change
of the drum:

acs �
−25.6 + 0.8x1( 􏼁 1 − 0.001538x3( 􏼁

1.0394 − 0.0012340x1( 􏼁x3
,

qe � x1 0.854u4 − 0.147( 􏼁 + 45.59u1 − 2.514u3 − 2.096.

(2)

To design a model reference control system, one must
extract a linear model of the system that is easily controllable
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and design a controller for it. In this case, since the behavior
of the linear model is similar to the main nonlinear model,
the main nonlinear model can also be controlled by careful
control of the linear model.

3. Linearization of the Nonlinear Model of
the Boiler

Boiler-turbine-generator system is one of the nonlinear and
multivariable models. In this dissertation, the nonlinear
model is linearized as

y
0

� y
0
1, y

0
2, y

0
3􏼐 􏼑,

x
0

� x
0
1, x

0
2, x

0
3􏼐 􏼑,

u
0

� u
0
1, u

0
2, u

0
3􏼐 􏼑.

(3)

*e general form of nonlinear systems is _x � f(x, u),
which can be written as

dx1

dt
� f1 x1, x2, . . . , xn, u1, u2, . . . , um( 􏼁,

dx2

dt
� f2 x1, x2, . . . , xn, u1, u2, . . . , um( 􏼁,

⋮
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dt
� fn x1, x2, . . . , xn, u1, u2, . . . , um( 􏼁.

(4)

Assume that u0 � u0
1 u0

2 . . . u0
m􏼂 􏼃

T is entered as a
constant input to the system _x � f(x, u) and balance it to
x0 � x0

1 x0
2 . . . x0
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Using the Taylor extension, we will have
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(6)

So, regardless of the nonlinear terms, we will have

dx

dt
� f x
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0
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df

dx
x
0
, u

0
􏼐 􏼑Δx +

df
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0
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where
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(8)

We also have

dx

dt
�
dx

0

dt
+
d(Δx)

dt
�
d(Δx)

dt
, (9)

because x0 is a fixed number. Assume

A �
df

dx
x
0
, u

0
􏼐 􏼑,

B �
df

du
x
0
, u

0
􏼐 􏼑.

(10)

By ignoring higher-order sentences to achieve linear
approximation and writing in the form of state space,

Figure 1: A power plant boiler in Iran.

Table 1: System parameter values.

Nominal power 160MW
Rate of fuel flow 14 kg/sec
Rate of vapor flow 140 kg/sec
Inlet temperature 3°C
Steam pressure 140 kg/cm2

Steam mass 2000 kg
Steam temperature 535°C
Drama size 40m3

Water mass 40000 kg
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d(Δx)

dt
� AΔx + BΔu. (11)

Similarly, the output of the nonlinear system model is as
follows:

y1 � h1 x1, x2, . . . , xn, u1, u2, . . . , um( 􏼁,

y2 � h2 x1, x2, . . . , xn, u1, u2, . . . , um( 􏼁,

⋮

yn � hn x1, x2, . . . , xn, u1, u2, . . . , um( 􏼁.

(12)

In other words,

y � h(x, u). (13)

*e expansion of the Taylor series is again used as

y � y
0

+ Δy. (14)

So, we will have

h(x, u) � h x
0
, u

0
􏼐 􏼑 +

dh

dx
x
0
, u

0
􏼐 􏼑Δx +

dh

du
x
0
, u

0
􏼐 􏼑Δu,

y
0

� h x
0
, u

0
􏼐 􏼑.

(15)

So,
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dh
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, u
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(16)

where
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Now, we can write the general vector symbol of the
nonlinear system and the space model mode of the linear
system as

_x � f(x, u),

y � h(x, u),
(18)

and linear form is

_x � Ax + Bu,

y � Cx + Du ,
(19)

where the linear matrix elements are as follows:
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(20)

To implement the above linearization theory on the
boiler system, the following is done:
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Matrix B drives are also calculated as follows:
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B13 �
zf1

zu3
x
0
, u

0
􏼐 􏼑 �

z

zu3
−0.0018u2x

9/8
1 + 0.9u1 − 0.15u3􏼐 􏼑

x0 ,u0( )
� −0.15,

B21 �
zf2

zu1
x
0
, u

0
􏼐 􏼑 �

z

zu1

0.73u2 − 0.16( 􏼁x9/8
1 − x2

10
􏼠 􏼡

x0 ,u0( )

� 0,

B22 �
zf2

zu2
x
0
, u

0
􏼐 􏼑 �

z

zu2

0.73u2 − 0.16( 􏼁x9/8
1 − x2

10
􏼠 􏼡

x0 ,u0( )

� 0.073 x
0
1􏼐 􏼑

9/8
,

B23 �
zf2

zu3
x
0
, u

0
􏼐 􏼑 �

z

zu3

0.73u2 − 0.16( 􏼁x9/8
1 − x2

10
􏼠 􏼡

x0 ,u0( )

� 0,

B31 �
zf3

zu1
x
0
, u

0
􏼐 􏼑 �

z

zu1

141u3 − 1.1u2 − 0.19( 􏼁x1􏼂 􏼃

85
􏼠 􏼡

x0 ,u0( )

� 0,

B32 �
zf3

zu2
x
0
, u

0
􏼐 􏼑 �

z

zu2

141u3 − 1.1u2 − 0.19( 􏼁x1􏼂 􏼃

85
􏼠 􏼡

x0 ,u0( )

� −
1.1
85

x
0
1,

B33 �
zf3

zu3
x
0
, u

0
􏼐 􏼑 �

z

zu1

141u3 − 1.1u2 − 0.19( 􏼁x1􏼂 􏼃

85
􏼠 􏼡

x0 ,u0( )

�
141
85

.

(22)

*e following are also used to determine the drives of
matrices C and D:

C11 �
zh1

zx1
x
0
, u

0
􏼐 􏼑 �

z

zx1
x1( 􏼁 x0 ,u0( ) � 1,

C12 �
zh1

zx2
x
0
, u

0
􏼐 􏼑 �

z

zx2
x1( 􏼁 x0 ,u0( ) � 0,

C13 �
zh1

zx3
x
0
, u

0
􏼐 􏼑 �

z

zx3
x1( 􏼁 x0 ,u0( ) � 0,

C21 �
zh2

zx1
x
0
, u

0
􏼐 􏼑 �

z

zx1
x1( 􏼁 x0 ,u0( ) � 0,

C22 �
zh2

zx2
x
0
, u

0
􏼐 􏼑 �

z

zx2
x1( 􏼁 x0 ,u0( ) � 1,

C23 �
zh2

zx3
x
0
, u

0
􏼐 􏼑 �

z

zx3
x1( 􏼁 x0 ,u0( ) � 0,

C31 �
zh3

zx1
x
0
, u

0
􏼐 􏼑 �

z

zx1
0.05 0.13073x3 + 100acs + qe − 67.975( 􏼁( 􏼁 x0,u0( ) � 5

zacs

zx1
+ 0.05

zqe

zx1
,

(23)
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where

zacs

zx1
x
0
, u

0
􏼐 􏼑 �

x
0
3 1.0394 − 0.00123404x

0
1􏼐 􏼑 0.8 − 0.00123404x

0
3􏼐 􏼑−􏽨 􏽩

x
0
3 1.0394 − 0.00123404x

0
1􏼐 􏼑􏼐 􏼑

2 −
1 − 0.001538x

0
3􏼐 􏼑 0.8x

0
1 − 25.6􏼐 􏼑 −0.00123404x

0
3􏼐 􏼑

x
0
3 1.0394 − 0.00123404x

0
1􏼐 􏼑􏼐 􏼑

2 ,

zqe

zx1
x
0
, u

0
􏼐 􏼑 � 0.854u

0
2 − 0.147,

C32 �
zh3

zx2
x
0
, u

0
􏼐 􏼑 �

z

zx2
0.05 0.13073x3 + 100acs + qe − 67.975( 􏼁( 􏼁 x0 ,u0( ) � 0,

C33 �
zh3

zx3
x
0
, u

0
􏼐 􏼑 �

z

zx3
0.05 0.13073x3 + 100acs + qe − 67.975( 􏼁( 􏼁 x0 ,u0( ) � 0.0065365 + 5

zacs

zx3
,

(24)

where

zacs

zx3
�

x
0
3 1.0394 − 0.00123404x

0
1􏼐 􏼑 0.00123404x

0
1 + 0.039372􏼐 􏼑􏽨 􏽩

x
0
3 1.0394 − 0.00123404x

0
1􏼐 􏼑􏼐 􏼑

2 — 1 − 0.001538x03􏼐 􏼑 0.8x01 − 25.6􏼐 􏼑 −0.00123404x01􏼐 􏼑

· x
0
3 1.0394 − 0.00123404x

0
1􏼐 􏼑􏼐 􏼑

2
,

D11 �
zh1

zu1
x
0
, u

0
􏼐 􏼑 �

z

zu1
x1( 􏼁 x0 ,u0( ) � 0,

D12 �
zh1

zu2
x
0
, u

0
􏼐 􏼑 �

z

zu2
x1( 􏼁 x0 ,u0( ) � 0,

D13 �
zh1

zu3
x
0
, u

0
􏼐 􏼑 �

z

zu3
x1( 􏼁 x0 ,u0( ) � 0,

D21 �
zh2

zu1
x
0
, u

0
􏼐 􏼑 �

z

zu1
x2( 􏼁 x0 ,u0( ) � 0,

D22 �
zh2

zu2
x
0
, u

0
􏼐 􏼑 �

z

zu2
x2( 􏼁 x0 ,u0( ) � 0,

D23 �
zh2

zu3
x
0
, u

0
􏼐 􏼑 �

z

zu3
x2( 􏼁 x0 ,u0( ) � 0,

D31 �
zh3

zu1
x
0
, u

0
􏼐 􏼑

�
z

zu1
0.05 0.13073x3 + 100acs + qe − 67.975( 􏼁( 􏼁 x0 ,u0( ) � 0.2279,

D32 �
zh3

zu2
x
0
, u

0
􏼐 􏼑

�
z

zu1
0.05 0.13073x3 + 100acs + qe − 67.975( 􏼁( 􏼁 x0 ,u0( ) � 0.00427x

0
1,

D33 �
zh3

zu3
x
0
, u

0
􏼐 􏼑

�
z

zu3
0.05 0.13073x3 + 100acs + qe − 67.975( 􏼁( 􏼁 x0 ,u0( ) � −0.014.

(25)
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*erefore, four matrices A, B, C, and D are obtained as
follows.

A �

−0.00203u
0
2 x

0
1􏼐 􏼑

1/8
0 0

0.08212u
0
2 − 0.018􏼐 􏼑 x

0
1􏼐 􏼑

1/8
−0.1 0

0.19 − 1.1u
0
2􏼐 􏼑

85
0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

B �

0.9 −0.0018 x
0
1􏼐 􏼑

9/8
−0.15

0 0.073 x
0
1􏼐 􏼑

9/8
0

0 −
1.1
85

x
0
1

141
85

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

C �

1 0 0

0 1 0

5
zacs

zx1
+ 0.05

zqe

zx1
0 0.0065365 + 5

zacs

zx3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

D �

0 0 0

0 0 0

0.2279 0.00427x
0
1 −0.014

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(26)

*erefore, a linear state space form can be written for the
boiler:

_x � Ax + Bu,

y � Cx + Du .
(27)

*e variables y, x, and u are the output, mode, and input
of the boiler system at the operating points, respectively.

4. Neural Model Reference Adaptive Control

Here, the controller structure is described (Figure 2). In the
previous section, the linear model of the boiler was obtained,
and it is used in the model reference block.

In Figure 2, the control system calculates the difference
between the boiler output and the reference model. *is
error signal is then used to train the recurrent type-2 fuzzy
radial basis function neural network (RT2FRBFN) [37]. We
train the neural network so that the error is less and less, and
as a result, the boiler output follows the output of the ref-
erence model. In this case, the system is controlled com-
paratively. Lyapunov’s sustainability rule design approach is
one of the most important methods of adaptive control
[38–40]. *is method tries to find the Lyapunov function
and a matching mechanism so that the error between the
system and the model is zero. *is method also ensures the

stability of the control parameters. *e model reference is
usually defined as a first-order system as follows:

dym

dt
� −amym + bmuc, (28)

where ym are the output of the model reference and uc are
the input of the reference model. Suppose the system to be
controlled is as follows:

dy

dt
� −ay + bu, (29)

where y is the output of the system and u is its input. *e
control signal with the adjustable parameters θ1 and θ2 is
selected as follows:

u � θ1uc − θ2y. (30)

*e error is calculated as follows:

e � y − ym. (31)

Since the above error must be zero, the error changes
must be negative. So,

_e � _y − _ym

� −ay + bu—am
y

m + bmuc

� −ay + bu + amym − bmuc.

(32)

So, we will have

_e � −ay + b θ1uc − θ2y( 􏼁 + amym − bmuc

� −ay − bθ2y + amym − bθ1 − bm( 􏼁uc

� −ame − bθ2 + a − am( 􏼁y + bθ1 − bm( 􏼁uc.

(33)

To find the law of conformity, consider Lyapunov’s
function as follows:

V e, θ1, θ2( 􏼁 �
1
2

e
2

+
1
bc

bθ2 + a − am( 􏼁
2

+
1

bc
bθ1 − bm( 􏼁

2
􏼢 􏼣.

(34)

Based on the above Lyapunov function, we will have

_V � e
de

dt
+
1
c

bθ2 + a − am( 􏼁
dθ2
dt

+
1
c

bθ1 − bm( 􏼁
dθ1
dt

� −ame
2

+
1
c

bθ2 + a − am( 􏼁
dθ2
dt

− cye􏼠 􏼡

+
1
c

bθ1 − bm( 􏼁
dθ1
dt

+ cuce􏼠 􏼡.

(35)

In order for the above statement to be negative, we must
have

dθ1
dt

� −cuce, (36)

dθ2
dt

� cye, (37)

where c is the learning rate. So,
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_V � −ame
2
. (38)

*erefore, the system will be stable and the change of
parameters will be in order to reduce the error. *e adap-
tation law for training the neural network uses equations
(36) and (37).

5. Experimental Results

In this section, the performance of the control method of the
proposed model reference for boiler control is examined.
*e industrial boiler is shown in Figure 3. To test the control
system, assume that the boiler output steam pressure in the
first 100 seconds is 150 kg/cm2, from 200 seconds to 200
seconds, it is 300 kg/cm2, and, finally, from 200 to
300 seconds per second, it is a value of 150 kg/cm2.

Figure 4 illustrates the performance of the proposed
neural controller.

In the following, the control of the electric power output
as the second component of the boiler output that must be
controlled is presented. Assume that, according to the above
steam pressure control scenario, the output power is to be
50 kW in the first 100 seconds, 200 kW from 100 to 100
seconds, and, finally, 300 kW from 200 seconds to 300
seconds. Figure 5 illustrates the designed control perfor-
mance in electric power control. *ree perceptron neural
networks have been used, and the number of hidden layer is
16, 14, and 17, respectively.

*e following examines the control of the water level of
the drum as the third component of the boiler output that
should be controlled. Assume that, according to the boiler
steam pressure control scenario, the water level of the drum
is supposed to be 400 cm in the first 100 seconds, 200 cm

r1(t)
r2(t)
r3(t)

uc1(t)
uc2(t)
uc3(t)

ym1(t)
ym2(t)
ym3(t)

y1(t)

y2(t)

y3(t)

u1(t)

u2(t)

u3(t)

e1(t)

e2(t)

e3(t)

Model
Reference

Boiler

RT2FRBFN

RT2FRBFN

RT2FRBFN

+
–

+

–

+

–

Figure 2: *e suggested control structure.

Figure 3: *e industrial boiler.
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Figure 4: Control of the boiler steam pressure model reference.
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from 100 to 100 s in the second, and 300 to 400 cm in the
second from 200 to 300 s. Figure 6 presents control per-
formance in drum water level control.

*e above results are related to an ideal boiler with
constant coefficients. In other words, the coefficients and
parameters of the boiler are considered unchanged with
time; as in practice, some coefficients may change for various
reasons, such as wear and tear over time, high heat, hu-
midity, and environmental conditions. In this case, a proper
controller must be robust to parametric variations. To check
the performance of the proposed model reference control
system in the presence of parametric changes, assume that
the coefficients of each sentence in the equations of the boiler
state space change by ±10% and their nominal value ran-
domly. In this case, the performance of the proposed ref-
erence control systemmodel in boiler steam pressure control
is shown in Figure 7.

Figure 8 shows the electrical power control outputs,
despite the uncertain parameter.

In the following, the indefinite effect of the parameter in
controlling the water level of the drum is examined. Figure 9
illustrates the control function of the reference water level
model of the drum despite the uncertain parameter.

However, there is another uncertainty that stems from
a lack of accurate modeling of the system. It is very im-
portant to examine this category of indeterminacy, es-
pecially in the model reference control method, because
the basis of the model reference method is model based
and is highly dependent on the exact model. To add a
nonparametric indeterminacy, since x1 is present in most
of the equations of the boiler system equation, so we
convert the terms from x9/8

1 to x9/8
1 + 0.2x1/8

1 . It should be
noted that any coefficient and power can be considered
and the control system evaluated. Also, with an indefinite
magnification, it is observed that the control system has
gradually become weaker, and from now on, the system
cannot be controlled with a large indeterminacy. *ere-
fore, in this category, any indefinite type can be tested with
trial and error. Figure 10 shows the performance of the
proposed model reference control system in the boiler
output steam pressure in the presence of nonparametric
uncertainty.

Figure 11 shows the performance of the model reference
control system to control the electric power in the presence
of an indefinite nonparametric presence.
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Figure 5: Control of the power reference model.
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Figure 7: Steam pressure control in the presence of an uncertain
parameter of ±10%.
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Figure 12 shows the performance of the model reference
control system to control the water level of the drum in the
presence of nonparametric uncertainty.

As shown in Figure 4 to 12, the use of recurrent type-2
fuzzy RBFN in themodel reference control method leads to a
significant reduction in fluctuations and control ripples.
Also, when the reference signal has a sudden change, the
recurrent type-2 fuzzy RBFN immediately directs the output
of the system in the direction of the change and there is no
time delay. For further comparison, Table 2 shows the
performance of the proposed recurrent type-2 fuzzy neural
network (RT2FRBFN) with two methods including normal
(without feedback) type-2 fuzzy neural network (T2FRBFN)
and type-1 fuzzy neural network (T1FRBFN).

Table 2 shows significant results. First, the number of
fuzzy rules in RT2FRBFN is much less than the other two
methods, especially, compared with the type-1 fuzzy neural
network. Secondly, with an uncertainty increase, the number
of fuzzy rules for our proposed model has only increased by
1, but in other methods, more than 1 rule has been added.
*e RMSE index also confirms the superiority of our pro-
posed model. However, the training time in our proposed
model is longer than the model without feedback, which is
normal and related to feedback calculations.

Time (s)
0 50 100 150 200 250 300

Neural-MRAC
MRAC
Reference

D
ru

m
 W

at
er

 L
ev

el
 (c

m
)

-200

0

200

400

600

800

1000

Figure 9: Control of the model reference of the drum water level in the presence of an uncertain parameter of ±10%.
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Figure 10: Control of the steam pressure model reference in the
presence of nonparametric uncertainty.
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Figure 11: Control of the power model reference in the presence of
nonparametric uncertainty.
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Figure 12: Control of the model reference of the drum water level
in the presence of nonparametric uncertainty.
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6. Conclusion

Today, boilers are widely used in the industry. Precise
control and mastery of the boilers and their output pa-
rameters are very much needed. Since the nature of thermal
systems in terms of control is complex systems, therefore, no
control method can be used. In this paper, in order to
control the boiler, the method of adaptive model reference
based on recurrent type-2 fuzzy RBFN was proposed. *e
proposed method is resistant to parametric and nonpara-
metric changes, and since the control system depends on the
control system, so with the model changes, the control
system also changes. Two indefinite parametric and non-
parametric models were considered for the system. In the
indefinite parameter, it was assumed that the parameters in
the system model would change, and in the nonparametric
indefiniteness, terms were added to the system model. *e
results showed that, with about ±10% increase in the amount
of both indeterminate models, the model reference control
system provided good capability. However, with the further
increase of uncertainties (for example, about ±20%), the
model reference control system does not function properly.
Comparing the conventional model reference method and
the recurrent type-2 fuzzy RBFN-based model reference
method, it has been observed that the use of recurrent type-2
fuzzy RBFN leads to a reduction in control ripples as well as
a reduction in the time delay of the control system.
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During the phase of periodic asphalt pavement survey, patched and unpatched potholes need to be accurately detected.*is study
proposes and verifies a computer vision-based approach for automatically distinguishing patched and unpatched potholes. Using
two-dimensional images, patched and unpatched potholes may have similar shapes. *erefore, this study relies on image texture
descriptors to delineate these two objects of interest.*e texture descriptors of statistical measurement of color channels, the gray-
level cooccurrence matrix, and the local ternary pattern are used to extract texture information from image samples of asphalt
pavement roads. To construct a classificationmodel based on the extracted texture-based dataset, this study proposes and validates
an integration of the Support Vector Machine Classification (SVC) and the Forensic-Based Investigation (FBI) metaheuristic. *e
SVC is used to generalize a classification boundary that separates the input data into two class labels of patched and unpatched
potholes. To optimize the SVC performance, the FBI algorithm is utilized to fine-tune the SVC hyperparameters. To establish the
hybrid FBI-SVC framework, an image dataset consisting of 600 samples has been collected. *e experiment supported by the
Wilcoxon signed-rank test demonstrates that the proposed computer vision is highly suitable for the task of interest with a
classification accuracy rate� 94.833%.

1. Introduction

*e network of asphalt pavement roads is a crucial element
of infrastructure in modern societies [1–4]. As pointed out
by [5], asphalt pavement roads significantly support social
interaction as well as economic development. In many re-
gions in the world, economic growth is correlated with the
extension of asphalt pavement networks. Nevertheless, since
these networks are constantly expanded in recent decades,
maintaining them becomes a costly and arduous task es-
pecially for developing countries like Vietnam. It is because
the financial resources of developing countries are often
restricted and central governments or provincial authorities
are struggling to find a balance between the funding used to
construct new road networks and the funding needed to
recover deteriorated existing ones.

Poorly maintained asphalt pavements lead to a vast
number of traffic accidents. According to the record of
WHO [6], the number of people lives taken by traffic crashes
is roughly 1.35 million per year. Moreover, traffic accidents
cost most nations 3% of their gross domestic product.
Particularly in Vietnam, there were 14.510 traffic accident
cases in 2020 alone; these accidents caused the death of 6700
people and injured 10840 ones [7]. *us, the proper survey
on the road status and timely maintenance is crucial for
identifying and restoring pavement defects. *ese can help
to reduce the number of traffic accidents.

Among various types of asphalt pavement distress (e.g.,
cracks, potholes, patches, raveling, bleeding, depression,
etc.), potholes are easily encountered and have been rec-
ognized as a dangerous type of defect. Potholes are typically
observed as bowl-shaped holes in the pavement surface

Hindawi
Complexity
Volume 2021, Article ID 3511375, 17 pages
https://doi.org/10.1155/2021/3511375

mailto:hoangnhatduc@duytan.edu.vn
https://orcid.org/0000-0001-9450-4637
https://orcid.org/0000-0002-9231-2129
https://orcid.org/0000-0001-7788-9627
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/3511375


caused by the removal of surfacing materials (refer to Fig-
ure 1). *is type of defect causes a sudden change in road
elevation and creates hazardous situations for drivers es-
pecially in the cases of inclement weather conditions (e.g.,
heavy rainfall). *erefore, pavement roads damaged by
potholes must be quickly identified and maintained to re-
cover smooth-running surfaces [5].

Patching is the common technique employed to deal
with pavement potholes (refer to Figure 2). Pavement
patching involves the processes of filling potholes with
surfacing materials such as hot mix asphalt or asphalt
emulsion mixes. To enhance the efficiency of the pavement
recovering task, patching should be performed timely when
potholes are early formed. If left unpatched, potholes can be
the cause of serious traffic crashes and human casualties
especially for motorcycle drivers. Moreover, it is beneficial to
prevent water intrusion into the pavement structure as soon
as possible. Water intrusion has been seen as the main factor
that deepens potholes or triggers other severe failures in the
asphalt pavement surface. *ese facts emphasize the im-
portance of periodic pavement surveys and timely as well as
the correct identification of potholes.

In many developing countries, pavement surveys based
on human technicians and themanual process of pavements’
visual data processing are still required and performed by
local authorities or traffic management agencies. Although
these processes can attain high accuracy of pavement
evaluation, the manual process is painstakingly low in
productivity. Moreover, a large and expanding network of
asphalt pavements slows down the pavement survey process
and makes timely detection of pavement distresses an im-
possible mission. Another issue of the manual process is that
the survey outcome is considerably affected by subjective
judgments of human inspectors. *erefore, scholars and
practitioners are increasingly relied on automated ap-
proaches to improving the productivity and objectivity of
periodic road pavement surveys.

In recent years, due to the availability of low-cost digital
cameras and rapid advancement of 2-dimensional (2D)
digital image processing techniques, computer vision has
gained popularity and has been proven to be a feasible tool
for asphalt pavement surveys. Nevertheless, computer vi-
sion-based automatic pothole detection still presents a
challenging task due to the complex nature of the asphalt
pavement background. Pavement distresses often coexist
with noisy signals caused by stains, irregular lighting con-
ditions, traffic marks, etc.

Accordingly, various computer vision-based methods
have been proposed in the literature to deal with the problem
of pavement pothole recognition. Zhou et al. [8] propose a
replacement of a low-speed human-based approach using an
integrated image processing system; this system mainly
relies on discrete wavelet transform for asphalt pavement
distress classification. A comparative study performed in [9]
assesses several multiresolution texture analysis methods
based on a wavelet, ridgelet, and curvelet-based texture
extractors used for pothole detection. Koch and Brilakis [10]
rely on histogram shape-based thresholding coupled with
morphological operators to isolate pothole shape; the

authors employ 70 image samples for testing and obtain a
classification accuracy of 85%.

A pothole recognition and evaluation scheme based on
2D shape analysis, image coarseness comparison, and image
thresholding techniques has been proposed in [11]. Buza
et al. [12] put forward an unsupervised learning method
based on image processing techniques and spectral clus-
tering. Sundra Murthy and Varaprasad [13] employ histo-
gram analysis, edge detection, and contour following to deal
with the task of interest. Ryu et al. [14] attempt to improve an
existing intelligent transportation system service by the
utilization of a 2D image-based pothole detection with image
processing techniques of segmentation, region extraction,
and morphological filtering. A novel approach based on
semantic texton forests used with 2D video frames has been
proposed in [15]. Kamaliardakani et al. [16] employ a
heuristic thresholding method for detecting sealed crack
damages. Fuzzy c-means clustering algorithm and mor-
phological reconstruction have been utilized by [17] for
recognizing potholes on asphalt pavement based on 2D-
color images.

Encouraged by the successes of image processing
techniques applied in pothole detection, more recent works
have explored the feasibility of advanced supervisedmachine
learningmodels in dealing with the task at hand. Yousaf et al.
[5] construct a support vector machine (SVM) trained by a
set of scale-invariant feature transform (SIFT) features for
recognizing potholes in labeled images. A machine learning-
based approach using least squares support vector machine
and neural network with steerable filter-based feature ex-
traction has been proposed in [18]. Maeda et al. [19] and Cao
et al. [20] recently put forward deep neural network-based
approaches for recognizing asphalt pavement defects in-
cluding potholes.

Overall, there is an increasing trend of applying image
processing and machine learning methods for pothole de-
tection using 2D digital images. *is trend in the academic
community has been recognized by previous reviewing
works of [21–23]. In line with this trend of study and
motivated by the fact that asphalt pavement roads in dif-
ferent regions may exhibit different surfacing features due to
various factors including the use of surfacing materials,
construction methods, traffic loads, and other weather/local
conditions, it is necessary to investigate other advanced
image processing andmachine learning solutions for dealing
with the task of automatic pothole detection. *e reason is
that because of discrepancies in characteristics of asphalt
pavement roads, a data-driven method can obtain good
detection accuracy for a certain study area but it may not
perform well on image data collected from other study
regions.

More importantly, it is necessary for road surveying
systems to be able to distinguish between unpatched pot-
holes and patched potholes. *e reason is that if patched
objects are correctly identified, the false positive rate of the
pothole detection process can be reduced. In addition, as
pointed out in previous studies [24–26], patched areas are
considered pavement defects and they should be detected
with high accuracy. As observed from Figures 1 and 2, it can
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be argued that using 2D image samples, potholes and
patched potholes can have similar shapes. *erefore, image
texture analysis used for extracting the coarseness of image
regions is helpful to recognize them. Texture descriptors
[27–42] have been proved to be highly useful for image
classification in various fields. In this study, the highly
discriminative local ternary pattern is employed.

In addition, based on the current literature, it can be seen
that pothole detection methods have mainly relied on in-
dividual machine learning methods. Integrations of machine
learning and metaheuristic approaches have rarely been
investigated for the task at hand. In various fields, the
successful utilization of metaheuristics in optimizing ma-
chine learning models has been demonstrated [43–46].
Nevertheless, the applications of such hybrid scheme for
pothole recognition are still limited.

*us, the current study is an attempt to fill this gap in the
literature by proposing a machine learning-metaheuristic
integration for coping with the problem of interest. *e
employed machine learning model is SVM [47] because this
machine learning method has been proven to be a highly
capable tool for pattern recognition especially for asphalt
pavement image data [5, 48, 49]. To further optimize the
performance of the SVM model used for the task of the
pothole and patched pothole detection, this study relies on a
newly proposed metaheuristic of Forensic-Based Investi-
gation (FBI) [50]. FBI is a novel metaheuristic motivated by
the suspect investigation-location-pursuit process that is
used by police officers and its performance has been con-
firmed by various optimization tasks. Accordingly, the
current work proposes combining the two methods of SVM
and FBI to establish an integrated data-driven model utilized
for computer vision-based pothole-patched pothole
recognition.

*e subsequent parts of the study are organized as
follows. *e second section reviews the research method-
ology including the techniques of image texture analysis, the
computational intelligence approaches, and a set of collected

image samples. *e next section describes the structure of
the proposed integration of FBI optimized SVM used for
pothole-patched pothole detection. *e fourth section re-
ports experimental results. Concluding remarks of this study
are stated in the final section.

2. Research Methodology

*is section of the article reviews the employed research
method including image texture used for feature extraction,
the machine learning approach of SVM used for pattern
recognition, the FBI metaheuristic used for model optimi-
zation, and the collected pavement image dataset.

2.1. Image Texture Analysis. In the image processing field,
the texture is a crucial tool used for visual perception and has
been the core of many computer vision systems. Texture
analysis is used to represent the degree of coarseness or
fineness of objects within digital image samples. *is type of
analysis has been widely used in various fields of study
including civil engineering [51], remote sensing [52], bio-
medical imaging [53], and industrial engineering [54, 55].
Based on the collected image samples, meaningful features
that represent the texture properties of image regions can be
computed and used for object classification [34]. In this
study, statistical measurement of image pixel intensity, gray-
level cooccurrence matrix’s properties, and local ternary
pattern are the utilized texture descriptors used for dis-
tinguishing between potholes and patched potholes.

2.1.1. Statistical Properties of Color Texture. Given an image
sample I within which there are 3 color channels of red (R),
green (G), and blue (B), a first-order histogram P(I) can be
calculated for each channel to represent its statistical dis-
tribution [56]. Based on the computed first-order histogram
of the three color channels (R, G, and B), the indices of mean
(μc), standard deviation (σc), the skewness (δc), kurtosis

Figure 1: Appearances of potholes in the asphalt pavement surface.

Figure 2: Appearances of patched potholes in the asphalt pavement surface.
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(ηc), entropy (ρc), and range (Δc) are computed separately
for each channel. Since each channel yields 6 color texture-
based indices, the total number of extracted features rep-
resenting the statistical properties of color texture is
6× 3�18. *e equations used for computing the 6 color
texture-based indices for each color channel c are presented
as follows [51]:

μc � 􏽘
NL−1

i�0
Ii,c × Pc(I), (1)
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�������������������

􏽘
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i�0
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Δc � Max Ic( 􏼁 − Min Ic( 􏼁, (6)

where NL� 256 denotes the number of discrete intensity
values with an 8-bit image sample.

2.1.2. Gray-Level Cooccurrence Matrix (GLCM). GLCM
[57, 58] is a useful image processing tool used for repre-
senting properties regarding the repeated occurrence of
certain gray-level patterns. Herein, the first is the analysis to
convert an RGB image to a grayscale one [59]. Subsequently,
the relationship between 2 pixels within this grayscale image
sample is modeled using two parameters: r-the distance
relationship and θ-the rotation relationship. Accordingly, a
matrix denoting Pδ is used to represent a probability of the
two gray levels of i and j with respect to the relationship
dictated by r and θ [60]. Based on the normalized Pδ denoted
as PN

δ , the four indices of the angular second moment (AM),
contrast (CO), correlation (CR), and entropy (ET) can be
calculated as follows [58]:
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where Ng is the number of gray-level values. μX, μY, σX, and
σY are the means and standard deviations of the marginal
distribution associated with PN

δ (i, j) [51, 57].

2.1.3. Local Ternary Pattern (LTP). Putting forward in [61],
LTP is an extension of the well-defined Local Binary Pattern
(LBP). LBP [62] is an effective tool for characterizing local
gray intensity patterns. *is method considers a local
neighborhood around a certain pixel and thresholds the
neighboring pixels based on the value of the central pixels.
Accordingly, a local texture descriptor consisting of a 3× 3
binary matrix is used to describe the local gray intensity
structure of a certain region within an image sample.

Tan and Triggs [61] propose using an additional
thresholding value to construct a ternary structure which
can be more discriminative and less sensitive to noise in
uniform regions. *erefore, the LTP texture descriptor is
highly suitable for modeling gray intensity patterns of as-
phalt pavement roads. Using the LTP method, the value of
each thresholded pixel within a local region is either −1, 0, or
1. *erefore, the computation of LTP is split into two
separated matrices called a lower pattern and an upper
pattern (refer to Figure 3). Similar to the standard LBP,
histograms of the two aforementioned matrices can be
calculated and concatenated to establish an integrated tex-
ture discriminator.

Mathematically speaking, the LTP texture descriptor can
be described as follows:

s′ u, ic, t( 􏼁 �

1 if u≥ ic + t

0 if u − ic
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌< t

−1 if u≤ ic − t

⎧⎪⎪⎨

⎪⎪⎩
, (11)

where ic is the gray intensity of the central pixel. t� 5 denotes
an additional threshold. u is the grayscale value of a
neighboring pixel.

2.2. Support Vector Machine Classification (SVC). SVC, in-
troduced by [47], is a powerful supervised learning method
used for multivariate data analysis especially for pattern
classification. *e model structure of this machine learning
method is trained via the framework of a structural risk
minimization scheme [63]. *is feature helps an SVC model
to be resilient to noisy data samples and to better guard
against overfitting. Given a training dataset set
D � (x, y)|x ∈ S andy � f(x)􏼈 􏼉 and a target function f:
X⟶ −1, +1{ } (−1� “patched pothole” and +1� “pothole”),
the SVM can be used to learn f(x) by constructing an ap-
proximated function 􏽢f(x): X⟶ −1, +1{ }.

*e overall learning phase of SVC is illustrated in Fig-
ure 4. *e first step of the learning process is to construct a
function to map the data in the original input space into a
high-dimensional feature space. It is noted that the original
input space consists of numerical data generated from the
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aforementioned texture descriptors. In such high-dimen-
sional feature space, a hyperplane can be learnt to act as a
decision boundary to separate the input data into two re-
gions of “pothole” and “patched pothole”. To identify this
hyperplane, it is required to solve the following constrained
optimization problem:

Minimize Jp(w, e) �
1
2
w

T
w + C

1
2

􏽘

N

k�1
e
2
k, (12)

subjected to yk(wTφ(xk) + b)≥ 1 − ek, k � 1, . . . , N, ek ≥ 0.
w ∈ Rn and b∈R denote the parameters of the hyperplane. e

represents the vector of slack variables. C is the penalty
coefficient. φ(x) is the aforementioned nonlinear data
mapping function.

A notable advantage of the SVC machine learning
method is that it does not require the explicit form of the
mapping function φ(x). *e quantity of interest is the dot
product of φ(x) denoting a kernel function K(xk, xl). For
nonlinear andmultivariate data classification, the commonly
used kernel function is the radial basis kernel function
(RBKF) shown as follows:

K xk, xl( 􏼁 � exp −
xk − xl

����
����
2

2σ2
⎛⎝ ⎞⎠, (13)

where σ is a tuning parameter of the kernel function.

2.3. Forensic-Based Investigation (FBI). As described in the
previous section, the training phase of an SVC model ne-
cessitates a proper setting of the penalty coefficient C and the
RBKF’s tuning parameter σ. *ese are two crucial hyper-
parameters of SVC. *e former expresses the amount of
penalty imposing on misclassified data samples. *e latter
specifies the locality of the employed kernel function which
affects the generalization of a trained SVC model. Since the
task of hyperparameter setting can be formulated as an
optimization problem, this study relies on the FBI meta-
heuristic to assist the SVC model’s training phase.

FBI [50] is a stochastic search engine motivated by the
forensic investigation process. *e searching process of this
stochastic search engine mimics the real operation of fo-
rensic investigation which contains five steps: open a case,
interpretation of findings, the direction of inquiry, action,
and prosecution [64]. *e searching process of the FBI can
be broken down into two phases: the investigation phase
(called phase A) and the pursuit phase (called phase B). *e
former is carried out by a team of investigators. *e latter is
performed by a team of police agents. *ese two phases are
repeated until a stopping condition (i.e., a maximum
number of iterations) is met.

In phase A, based on the trace recorded at the current
location Xij, a new investigation location Xij,new is computed
as follows:
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Figure 3: Demonstration of the LTP texture descriptor.
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Xij,new � Xij + r × Xij −
Xki + Xhj

2
􏼠 􏼡, (14)

where i, k, h ∈∈ 1, 2, . . . ,NS{ } denote three investigation
locations. NS is the total number of search agents. j� 1,2,. . .,
D whereD is the number of decision variables. r represents a
random number ∈∈[−1, 1].

To determine where we should receive more investiga-
tion, the FBI relies on a probability featuring the quality of
traces collected at a location. *is probability value is
computed via

P Xij􏼐 􏼑 �
pmax − pXi( 􏼁

pmax − pmin( 􏼁
, (15)

where pXi
denotes the objective function value of the lo-

cation Xi. pmax and pmin are the largest and smallest value of
the objective function in the current population,
respectively.

Based on the computed probability associated with each
available location, the updated suspected location is given by

XA2,i � XBest + 􏽘
a2

b�1
αb × XA,bj, (16)

XA2,ij � XBest + XA,dj + rn × XA,ej − XA,fi􏼐 􏼑, (17)

where XBest denotes the best-found location. a2 is the
number of locations that influence XA2,i. αb denotes the
effectiveness coefficient ranging from −1 to 1. rn is a random
number generated uniformly within [0, 1]. d, e, f, and i are
the suspected locations and the first three indices are chosen
randomly.

In phase B, after receiving the report from the investi-
gation team, each agent Bi moves close to the location that is
associated with the highest possibility. *is movement is
presented as follows:

XB1,ij � rn0XB,ij + XA,dj + rn1 × XBest − XB,ij􏼐 􏼑, (18)

where rn0 and rn1 are random numbers generated uniformly
within [0, 1].

Subsequently, each agent Bi exchanges information with
other agents to enhance the searching reliability. *us, the
newly updated suspected location is given by

XB2,ij � XB,rj + rn2 × XB,rj − XB,ij􏼐 􏼑 + rn3 × XBest − XB,rj􏼐 􏼑,

(19)

XB2,ij � XB,ij + rn4 × XB,ij − XB,rj􏼐 􏼑 + rn5 × XBest − XB,ij􏼐 􏼑,

(20)

where rn2, rn3, rn4, and rn5 are random numbers generated
uniformly within [0, 1].

2.4. ?e Collected Image Dataset. As mentioned earlier, the
main objective of this study is to process digital image samples
of asphalt pavements for detecting patched potholes and
unpatched potholes.*e employed pattern recognitionmethod

is SVC. Since SVC is a supervised machine learning method, a
set of labeled image data must be prepared to train its model
structure. *is study has collected 600 asphalt pavement image
samples within which the number of data samples in each class
(“potholes” and “patched potholes”) is 300. *is selection of
sample size is to guarantee a balanced classification.*e label of
each image sample has been assigned by human inspectors.*e
collected image samples are demonstrated in Figure 5.

*e image dataset has been collected during field trips of
the asphalt pavement survey in Da Nang city (Vietnam).*e
employed digital cameras are the 18-megapixel resolution
Canon EOSM10 and the Gopro Hero 9 with 23.6-megapixel
resolution. *e images were manually taken by human
inspectors. *e camera is positioned at a distance of ap-
proximately 1 meter above the road surface. *e image
samples have obtained in cloudy weather conditions to
ensure relatively consistent lighting conditions.

3. The Proposed Computer Vision-Based
Forensic-Based Investigation Metaheuristic
OptimizedMachineLearning forPatchedand
Unpatched Pothole Detection

*is section describes the overall structure of the proposed
model used for automatic detection of the pothole and
patched pothole. *e model is an integration of image pro-
cessing techniques, supervised machine learning-based data
classification, and metaheuristic optimization. In detail, the
image texture descriptors including statistical measurements
of color channels, GLCM, and LTP are used to compute
numerical features of image samples. Based on such extracted
features, SVC incorporated with the FBI metaheuristic is used
to generalize a decision boundary that separates the collected
dataset into two distinctive classes of “patched pothole” and
“pothole”. *e FBI is utilized to assist the SVC training phase
by optimizing its tuning parameters (the penalty coefficient
and the RBKF parameter). *e overall structure of the pro-
posed hybrid model is presented in Figure 6.

*e operational flow of the model can be divided into
three main steps:

(i) Feature extraction
(ii) Model optimization
(iii) Model prediction and evaluation

*e feature computation module has been programmed
by the authors in Visual C# .NET. Additionally, the FBI
optimized SVC module is constructed in a MATLAB en-
vironment with the built-in functions provided in the Sta-
tistics and Machine Learning Toolbox [65]. *e source code
of the FBI is provided by [50,66]. *e final prediction model
based on image texture computation and the optimized SVC
model is constructed and compiled in Visual C# .NET with
the assistance of the Accord.NET Framework [67].

3.1. Feature Extraction. In this step, texture descriptors
including statistical measurements of color channels,
GLCM, and LTP are employed to calculate features of the
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collected image samples. *e statistical properties of image
color, including three channels (R, G, and B), yield 18
features which are the mean, standard deviation, skewness,
kurtosis, entropy, and range. To compute the GLCM-based
texture, four GLCM with r� 1 and θ � 0o, 45o, 90o, and 135o
are computed as suggested by [57]. Since each matrix yields
four properties of AM, CO, CR, and ET, the number of
features generated by the GLCM texture descriptor is
4× 4�16. In addition, the LBP feature descriptor produces
118 features that represent the local structure of grayscale
image samples [61]. According to the suggestion of previous
works, the threshold t of the LBP is set to be 5 [61, 68].
Accordingly, there are 152 texture-based features employed
for categorizing patched potholes and potholes. Demon-
strations of the feature extraction step are provided in
Figure 7.

Subsequently, the extracted dataset has been randomly
divided into a training set (70%) and a testing set (30%). *e
first set is employed for the model construction phase, and
the second set is reserved for inspecting the model gener-
alization capability. Moreover, to standardize the input data
range, the Z-score equation is employed:

XZ �
XD − MX

STDX

, (21)

where XZ and XD are the normalized and the original texture
features, respectively. MX and STDX are to the mean value
and the standard deviation of the texture features,
respectively.

3.2. Model Optimization. *e FBI metaheuristic with the
number of searching agents of 20 and the maximum number
of searching iterations of 100 is used to optimize the SVM
model. FBI aims at finding an appropriate set of the SVC
hyperparameters including the penalty coefficient and the
RBKF parameter. *ese hyperparameters strongly affect the
learning and the predictive capability of the SVC model. *e
inappropriate setting of the penalty coefficient and the RBKF
parameter may lead to either an overfitted or underfitted
model. Hence, the objective of the FBI optimization process
is to identify a set of hyperparameters that demonstrates a
good training accuracy as well as generalization property.

Moreover, the lower and the upper bounds of the parameters
searched by the FBI metaheuristic are set to be 0.001 and
1000, respectively.

In order to optimize the SVC model, this study employs
a 5-fold cross-validation-based objective function. *is
objective function is mathematically described as follows
[69]:

OF �
􏽐

5
k�1 FNRk + FPRk( 􏼁

5
, (22)

where FNRk and FPRk are false negative rate (FNR) and false
positive rate (FPR) calculated in the kth run, respectively.

*e FNR and FPR indices are calculated according to the
following equations [69]:

FNR �
FN

FN + TP
, (23)

FPR �
FP

FP + TN
, (24)

where FN, FP, TP, and TN denote the false negative, false
positive, true positive, and true negative data samples,
respectively.

3.3. Model Prediction and Evaluation. In this step, the
SVM model with the optimized hyperparameters (the
penalty coefficient and the RBFK parameter) is con-
structed in Visual C# .NET framework 4.7.2 classify data
instances in the testing set into two categories of “patched
pothole” and “pothole. Moreover, it is noted that the
developed computer program has been implemented on
the ASUS FX705GE-EW165T (Core i7 8750H and 8 GB
Ram) platform.

To evaluate the model prediction capability, a set of
performance measurement metrics is used. *e employed
performance measurement metric consists of classification
accuracy rate (CAR), precision, recall, negative predictive
value (NPV), F1 score, and area under the receiver operating
characteristic curve (AUC) [70, 71]. *e construction of the
receiver operating characteristic curve is provided in [71].
*e indices of CAR, precision, recall, NPV, and F1 score are
calculated according to the following formulas:

(a)

(b)

Figure 5: Demonstration of the collected image samples: (a) Class label −1 (patched pothole) and (b) Class label +1 (unpatched pothole).
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CAR �
NC

NA

100%, (25)

precision �
TP

TP + FP
, (26)

recall �
TP

TP + FN
, (27)

NPV �
TN

TN + FN
, (28)

F1 score �
2TP

2TP + FP + FN
, (29)

where NC and NA are the numbers of correctly predicted
data and the total number of data, respectively. As
mentioned earlier, FN, FP, TP, and TN are the false
negative, false positive, true positive, and true negative
data samples, respectively.

4. Experimental Results and Discussions

As aforementioned, the FBI is employed to optimize the
SVM-based pothole-patched pothole detection model. Us-
ing 20 searching agents and after 100 iterations, the meta-
heuristic algorithm has found the best penalty
coefficient� 118.941 and the RBKF parameter� 20.300. *e
best-found cost function value which is described in
equation (22) is 1.047. *e FBI algorithm is capable of lo-
cating the most desired values of the searched variables after
41 iterations. *e searching progress of the FIB meta-
heuristic is illustrated in Figure 8. It is noted that, in Figure 8,
the model performance is computed according to equation
(22) which is stated in the previous section.

As stated earlier, the collected dataset which includes 600
instances has been randomly divided into a training set
(70%) and a testing set (30%). *e former is employed for
model construction and the latter is served as novel data
instances for verifying the model’s predictive capability.
Additionally, to reliably assess the predictive performance,

Asphalt pavement image sample

Texture Computation

Color Channel Statistics

Local Ternary Pattern

X1 X2 X3 X4 X5 X148 X149 X150 X151 X152

Gray Level Co-
occurrence Matrix

134.639 132.731 127.946 17.173 15.718
...
... 0.040 0.037 0.042 0.038 0.079

(a)

Asphalt pavement image sample

Texture Computation

Color Channel Statistics

Local Ternary Pattern

Gray Level Co-
occurrence Matrix

X1 X2 X3 X4 X5 X148 X149 X150 X151 X152
136.287 133.262 130.029 44.936 42.554

...

... 0.015 0.014 0.017 0.015 0.041

(b)

Figure 7: Demonstration of the feature extraction process: (a) a sample of the “patched pothole” class and (b) a sample of the “pothole” class.
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this study has repeated the model training and verification
processes 20 independent times. *e statistical measure-
ments attained from this multiple model training and
verification phases are utilized for model evaluation. *is
process can be helpful in diminishing the variation caused by
the randomness in data sampling.

In addition, to demonstrate the superiority of the newly
constructed model, its performance is compared to those of
other capable benchmark models including Relevance
Vector Machine (RVM) [72, 73], Random Forest Model
(RFM) [74], and Classification Tree Model (CTM) [75, 76].
RVM is constructed with the source code provided in [73].
*e RFM and CTM approaches are trained with MATLAB’s
Statistics and Machine Learning Toolbox [65]. It is noted
that grid search procedures with the fivefold cross-validation
process [77] are employed to set the tuning parameters of the
benchmark models. *e RVM’s parameter of basis width is
selected to be 0.01. In addition, the number of individual
decision trees used in the RFM is 50 and the parameter of
minimum leaf size is 1.

*e model prediction results are reported in Table 1 that
shows the mean and standard deviation (Std) of each per-
formance measurement index obtained from the testing
process. As seen from this table, the proposed integration of
FBI and SVC (denoted as FBI-SVC) has achieved the most
desired predictive performance in terms of the
CAR� 94.833%, the precision� 0.935, the recall� 0.964, the
NPV� 0.963, and the F1 score� 0.949. *e RVM is the

second-best model with the CAR� 90.833%, the pre-
cision� 0.904, the recall� 0.914, the NPV� 0.914, and the F1
score� and 0.909, followed by the RFM (with the
CAR� 89.889%, the precision� 0.881, the recall� 0.923, the
NPV� 0.920, and the F1 score� 0.901) and CTM (with the
CAR� 85.889%, the precision� 0.869, the recall� 0.847, the
NPV� 0.851, and the F1 score� 0.857). *e model com-
parison in terms of the CAR is illustrated in Figure 9. *e
results of the proposed model and the benchmark approach
with respect to the precision, recall, NPV, and F1 score are
provided in Figures 10 and 11 to ease the visual comparison.

Particularly for the AUC index, the FBI-SVC is the best
model (AUC� 0.989), followed by RVM (AUC� 0.962),
RFM (AUC� 0.962), and CTM (AUC� 0.881). *e receiver
operating characteristic curves of the proposed model and
the benchmark model employed for patched pothole–pot-
hole classification are demonstrated in Figure 12. A receiver
operating characteristic curve (ROC) is a graphical plot
widely used for diagnosing the predictive capability of
classification models. ROC and AUC are crucial metrics
because they include important predictive outcomes in
terms of FPR and TPR in one plot. As can be observed from
Figure 12, the AUC of FBI-SVC is very close to 1 meaning
that it has achieved a highly accurate predictive result.
Furthermore, the box plots of CAR, F1 score, and AUC are
provided in Figures 13–15.

Particularly, Figure 14 displays the models’ performance
in terms of the F1-score. *is index is an important and
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Figure 8: *e FBI-based optimization progress.

Table 1: Experimental result comparison.

Metrics
FBI-SVC RVM RFM CTM

Mean Std Mean Std Mean Std Mean Std
CAR (%) 94.833 1.917 90.833 2.152 89.889 2.020 85.889 2.196
Precision 0.935 0.027 0.904 0.026 0.881 0.023 0.869 0.033
Recall 0.964 0.019 0.914 0.028 0.923 0.033 0.847 0.027
NPV 0.963 0.017 0.914 0.026 0.920 0.031 0.851 0.022
F1 score 0.949 0.019 0.909 0.022 0.901 0.021 0.857 0.021
AUC 0.989 0.006 0.962 0.015 0.962 0.010 0.881 0.037
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representative measurement of predictive accuracy. *e F1-
score is a combination of the precision and recall indices. In
other words, this performance measurement metric is the
harmonic mean of precision and recall. *e possible value of
the F1-score ranges from 0 and 1; 1 indicates a perfect
classification model. *e higher the value of this index is, the
better the predictive accuracy is. *e value of the F1-
score� 0.989 obtained from the FBI-SVC indicates a highly
capable model used for patched/nonpatched pothole de-
tection. Moreover, based on the boxplots shown in Fig-
ure 14, it can be observed that the proposed model’s
performance in terms of F1-score is significantly better than
those of the benchmark methods.

Moreover, to confirm the superiority of the proposed FBI-
SVC, this study has relied on the nonparametric Wilcoxon

signed-rank test [78] with the significant level (p value)� 0.05.
*e crucial indices of CAR, F1 score, and AUC are the
subjects of the Wilcoxon signed-rank test. *e test outcomes
of pairwise model comparison are reported in Tables 2–4,
respectively. Evidently, with p values <0.05, it is able to reject
the null hypotheses of equal model performances and confirm
the superiority of the proposed FBI-SVC.

Although FBI-SVC has achieved the most desired
predictive performance in distinguishing between
patched potholes and potholes. *is model has also
committed several misclassifications as demonstrated in
Figure 16. Inspecting the misclassified cases, it is revealed
that a patched area surrounded by raveling and partly
covered by traffic marks can lead to falsely predicted
potholes (refer to Figures 16(a) and 16(b)). Moreover, the
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Figure 12: ROCs of the prediction models: (a) FBI-SVC, (b) RVM, (c) RFM, and (d) CTM.
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Table 2: p values obtained from the Wilcoxon signed-rank test results with CAR index.

Models FBI-SVC RVM RFM CTM
FBI-SVC X 0.00011 0.00009 0.00009
RVM 0.00011 X 0.21156 0.00014
RFM 0.00009 0.21156 X 0.00023
CTM 0.00009 0.00014 0.00023 X
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cases of irregular lighting conditions and a pothole cover
by a layer of dirt have caused false predictions of patched
potholes as shown in Figures 16(c) and 16(d). *is in-
dicates that more efforts should be needed to deal with
such irregular scenarios and improve the model predic-
tion accuracy.

5. Concluding Remarks

Asphalt pavements play a very important role in the national
and local transportation networks. Timely information re-
garding the distresses appearing on pavement surface is
crucial for pavement management agencies to make a cost-
effective decision on maintenance method and schedule. To
obtain accurate and up-to-date information on the ser-
viceability of asphalt pavement road sections, periodic
surveys need to be performed regularly and the visual

information attained by such surveys needs to be processed
in a timely manner. To expedite this visual information
processing, this study proposes an intelligent model for
automatically identifying patched potholes and unpatched
potholes. Potholes are widely encountered pavement distress
and may cause serious damages to vehicles as well as human
casualties. However, based on 2D digital images, potholes
and patched potholes can have similar shapes. *erefore,
this study has proposed employing image texture infor-
mation to delineate these two objects.

With such research motivations, this study has relied on
image texture descriptors of statistical information of color
channels, GLCM, and LTP. *ese three texture descriptors
are employed to extract useful information regarding the
coarseness/fineness of image regions containing patched and
unpatched potholes. An image set consisting of 600 asphalt
pavement image samples has been collected and used to

Table 3: p values obtained from Wilcoxon signed-rank test results with F1 score index.

Models FBI-SVC RVM RFM CTM
FBI-SVC X 0.00010 0.00009 0.00009
RVM 0.00010 X 0.29588 0.00014
RFM 0.00009 0.29588 X 0.00019
CTM 0.00009 0.00014 0.00019 X

Table 4: p values obtained from Wilcoxon signed-rank test results with AUC index.

Models FBI-SVC RVM RFM CTM
FBI-SVC X 0.00009 0.00010 0.00009
RVM 0.00009 X 0.76520 0.00009
RFM 0.00010 0.76520 X 0.00013
CTM 0.00009 0.00009 0.00013 X

Image Samples Actual Class Predicted Class

Patched Pothole Pothole

(a)

Patched Pothole Pothole

(b)

Pothole Patched Pothole

(c)

Pothole Patched Pothole

(d)

Figure 16: Illustrations of misclassified cases.
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construct a texture-based dataset. Within this dataset, the
number of data samples in each category is 300. Using the
established texture-based dataset, a novel machine learning
approach that hybridizes the SVC pattern classifier and the
FBI metaheuristic has been proposed to construct a decision
boundary that can deliver prediction of the class labels.

*e experimental outcomes supported by the Wilcoxon
signed-rank test show that the FBI-SVC model is superior to
those of the benchmark approaches. Good classification
results with CAR� 94.833%, precision� 0.935, recall-
� 0.964, NPV� 0.963, F1 score� 0.949, and AUC� 0.989
show that the proposed FBI-SVC is well suited for the task of
patched-unpatched pothole classification. Further exten-
sions of the current research work may include the
following:

(i) *e application of the FBI-SVC to detect other
forms of pavement distresses (e.g., alligator crack,
raveling, blurred traffic marks, etc.)

(ii) *e investigation of other advanced texture de-
scriptors for characterizing local structure or pat-
tern of image regions containing pavement
distresses

(iii) Collecting more image samples to enhance the
generalization and applicability of the current
computer vision method

Data Availability

*e dataset used to support the findings of this study has
been deposited in the repository of GitHub at https://github.
com/ndhoangdtu/patch_unpatchpothole_fbi_svc. *e first
152 columns of the data are texture-based features extracted
from image samples. *e last column is the ground-truth
label of the data instances with −1� “patched potholes” and
1� “unpatched potholes.”
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Traffic prediction is critical to expanding a smart city and country because it improves urban planning and traffic management.
%is prediction is very challenging due to the multifactorial and random nature of traffic.%is study presented a method based on
ensemble learning to predict urban traffic congestion based on weather criteria. We used the NAS algorithm, which in the output
based on heuristic methods creates an optimal model concerning input data. We had 400 data, which included the characteristics
of the day’s weather, including six features: absolute humidity, dew point, visibility, wind speed, cloud height, and temperature,
which in the final column is the urban traffic congestion target. We have analyzed linear regression with the results obtained in the
project; this method wasmore efficient than other regressionmodels.%is method had an error of 0.00002 in terms ofMSE criteria
and SVR, random forest, and MLP methods, which have error values of 0.01033, 0.00003, and 0.0011, respectively. According to
the MAE criterion, this method has a value of 0.0039. %e other methods have obtained values of 0.0850, 0.0045, and 0.027,
respectively, which show that our proposed model has a minor error than other methods and has been able to outpace the
other models.

1. Introduction

Predicting and reducing traffic congestion is a critical pri-
ority for all cities in the world. Recently, this issue has re-
ceived much attention from research projects to improve
forecasting methods [1]. Traffic forecasting is critical to
expanding a smart city and country because it improves
urban planning and traffic management [2]. Traffic fore-
casting is an interdisciplinary research field that includes
mathematics, computer science, and engineering. %is
prediction is very challenging due to the multifactorial and
random nature of traffic. %is complexity is due to the

limitations that exist under the physical infrastructure of
traffic, including road network capacity, traffic regulations,
demeanor, days of the week, weather, and accidents [3].
Studies in the field of urban traffic in the past were based on
the location of each person. It was a metropolitan area.
Today, knowledge of traffic data has dramatically expanded
the use of predictive model development. Many studies have
examined driver behavior, travel mode, road conditions, and
the importance of weather data. For example, in a study [4],
rainfall intensity was associated with a 4–9% reduction in
traffic. It is also found that traffic congestion has a significant
relationship with temperature intensity. However, studies in
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this area ignore important environmental data sources and
thus lose the accurate evaluation of the traffic network [5].
%e effects of weather conditions on traffic are undeniable.
However, little research has been done to quantify the
impact of rain and snow. Besides, existing studies have not
distinguished between urban and rural freeways. %erefore,
it can be said that the inclusion of nontraffic input data sets
has a significant effect on predicting the ground traffic
parameter. Such studies have provided accurate predictions
[6, 7].

In recent years, methods based on deep learning have
received much attention. Deep learning (DL) has advanced
speech, natural language processing (NLP). %e deep
learning approach is efficient in the field of short-term
traffic forecasting [7, 8]. Interestingly, the use of social
media data in DL approaches helps predict traffic. Social
media such as Twitter and Instagram are increasingly used
for communication, news reports, and promotional events.
%ese media are forced to compensate for high-speed data
and timely dissemination. For example, in Twitter data, due
to the high level of users, they have been used for various
data mining purposes such as stock exchange [9] and traffic
forecasting [10, 11]. Climate variables are an influential
factor in road traffic. Climate variables (x variables and y
variables are traffic compensation variables) include ab-
solute humidity, dew point, visibility, wind speed, cloud
height, and temperature. %ese variables lead to reduced
visibility, friction, and road blockage, thus increasing ac-
cidents. 22% of road accidents have been due to weather
conditions, especially rainfall, in the last ten years. Hence,
the importance of these variables is known [12]. It should
be borne in mind that rain is only one of the parameters of
difficult weather conditions. We will review the studies
traffic forecasting by considering the weather conditions
using deep learning.

In this paper, we presented a method based on en-
semble learning. Based on this approach, we were able to
predict urban traffic congestion based on weather criteria.
It is based on a deep learning method. We used the neural
architecture search algorithm, which, based on heuristic
methods, creates an optimal model concerning input data.
In addition to the deep learning model, we used a linear
regression model. We combined the two models based on
the weighted average, and the prediction output was based
on the ensemble model. %e results are illustrated in the
following section.

2. Literature Review

An LSTM model was investigated in the study [13]. It has
studied two parameters of temperature and rainfall in ad-
dition to traffic characteristics. %e results of this study show
a more accurate prediction. Despite all the advances in
studies in this field, even the most accurate prediction
models do not have robust predictions in unusual situations
that occur specifically, such as accidents, crashes, and
sporting events [7]. Recently, some studies have been
beneficial in predicting these events on social media data.
For example, the study [14] presents a linear regression-

based method for predicting road traffic.%is model uses the
California Performance Measurement System (PeMS) in the
United States. A similar model [15] has been used that uses
social media data to predict short-term traffic. %is model
uses Twitter data to predict incoming traffic compensation
before the start of sports games. %is method has been
evaluated using four models: ARIMA, neural network,
support vector regression, and k-nearest neighbor (k-NN).
Short-term traffic forecasting techniques are mainly classi-
fied into two parts: parametric and nonparametric
approaches.

Parametric models are models that recognize input data
as a function and summarize the data. For example, the
autoregressive integrated moving average (ARIMA) model
is one of the parametric prediction models [16]. However, in
the nonparametric model, we can say that the algorithms are
trained on the data.%at is, they select a function that fits the
data set.%e k-nearest neighbor (k-NN)method is one of the
simple nonparametric methods [15]. Many studies have
been studied as a method of traffic forecasting [17, 18].
Regarding forecasting based on virtual social page data, a
study [18] shows that the inclusion of Twitter data in ad-
dition to rainfall and weather data reduced the MAE from 8
to 5.5 and created a more accurate forecasting model.

In general, many techniques and models are presented
in time series predictions, such as ARIMA [1], SVM [3],
and deep nonlinear algorithms [19]. Neural networks such
as RNNs [5], LSTMs [13], Kernel Extreme Learning [20],
and CNN’s [13] are used for financial [9, 21] and traffic
forecasts [14, 15]. Mainly, three main methods of deep
learning have been studied in previous studies: convolu-
tional neural networks (CNNs) [2], deep belief networks
(DBNs) [22], and SAEs [23], but recent research has led to
algorithms. %e new one is anticipated and provides an
opportunity for further investigation. In recent years,
studies have shown that rainy or stormy weather signifi-
cantly impacts traffic on drivers’ behavior, travel demand,
safety, and so on [24, 25]. Mashros et al. [26] have found
that the driving speed decreases by about 14%when it rains.
Another study [27] with regression analysis investigated
that topical rain reduces 1.1mph in operating speed, and
storm conditions cause 4 to 8mph. Another report shows
that adverse weather conditions can affect traffic. Many
other studies show that rainfall intensity hurts traffic speed
[28, 29]. Identifying the impact of weather on-peak and off-
peak traffic times provides policymakers with invaluable
information. A summary of the results of studies that have
measured weather conditions and rainfall is given in Ta-
ble 1. Almost all studies have stated that light rain has little
effect on traffic, i.e., the parameter of rain intensity is es-
sential in examining traffic forecasts. Temperature also has
little impact on traffic [30]. Research by Smith et al. [31] has
shown the importance of rainfall intensity values at
moderate speeds. Like most other articles, they categorized
the rain as none, light, and heavy. %ey used the Scheffé
method for statistical comparisons. Still, a study by Neter
[32] explained that this method might be unsuitable for
climatic conditions because of using an equation of equal
variance.
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Deep learning models today have been able to demon-
strate their ability to predict traffic. New traffic forecasting
models based on deep learning and a combination of existing
methods have been proposed in recent years. For example, the
two-way LSTM-based model in study [36] and the deep
LSTM in study [37] are designed to predict traffic. Sequence-
to-sequence models are also used to predict traffic sequences
[38, 39]. Some other studies also described multistream deep
learning models [40, 41] as more accurate prediction methods
because these models use auxiliary data such as accidents [37]
andweather conditions [42]. Some predictionmodels [43] use
spatial feature extraction to obtain spatial relationships in
traffic networks, but the images become noisy. Recent studies
[44, 45] attempt to use a three-dimensional convolutional
network to extract data. Lin et al. [46] proposed geographical
and temporal criteria to extract features from traffic data,
followed by the random forest method to order the relevance
of factors. Additionally, generative adversarial networks are
used to produce some fresh event examples. Five types of tests
are used to see if the suggested framework can handle the
incident detection system’s limited sample size concern,
unbalanced sample problem, and timeliness issue. A stacked
autoencoder is also used to identify temporal and geo-
graphical correlations of traffic flow and detect events in other
research. Similarly, the sample selection approach increased
the detection’s real-time capability [47]. %e studies that used
deep learning are summarized in Table 2. Also, there are some
optimization methods based on metaheuristic algorithms
such as Harris hawk’s optimization [48], multiswarm whale
[49], moth-flame optimizer [50–52], grey wolf [53, 54], fruit
fly [55, 56], bacterial foraging optimization [57], boosted
binary Harris hawk’s optimizer [58], ant colony [59, 60],
biogeography-based whale optimization [61], and grasshop-
per optimizer [62]. Moreover, optimization methods use
machine learning in biological studies [63–66].

3. Research Methodology

3.1. AutoML. Auto-machine learning or AutoML is an
automated way to find the best data preparation, models,
and hyperparameters for a predictive modeling problem.

One of the advantages of AutoML is working with small
amounts of data and preparing the model for better accu-
racy. Also, the purpose of this method is for people with
machine learning knowledge to build optimal models.

3.2. Neural Architecture Search. NAS is one of the AutoML
methods, in which we try to choose the architecture of the
neural network in a way that is appropriate to our data and
increase the accuracy of the work. In these methods, work is
grouped based on the following:

(i) Search space that includes the types of neural
networks we can build

(ii) Search strategy includes achieving the goal, defining
the objective function, and the method of searching

(iii) Performance estimation strategy that describes the
method of estimating the performance of neural
network models after being defined and obtained

%is method has been used in different fields of different
problems. Wang et al., for example, used the NASmethod in
an article to optimize the deep U-Net network for seg-
menting medical images and other models in this field.
Figure 1 shows the NAS recursive controller. In this con-
troller, each layer counts the number of filters, filter height,
filter width, stride width, and stride height backward; each
prediction is done by a SoftMax and is also given as input to
the next step.

%is method has not been used much in the detection of
urban traffic and regression data. %erefore, in this work, we
used one of the NAS methods for our deep learning model
and optimized this model based on “our available data” to
give higher accuracy compared with other deep learning
models.

3.3. Ensemble Learning. According to articles and experi-
mental evidence, some linear regression methods are more
accurate in regression problems than deep learning
methods. Also, in a small amount of data, these methods can
easily fit their graph on the problem data, and their

Table 1: Studies that have worked on weather conditions and traffic forecasting.

Authors Road type Speed limit (kilometers per hour) Intensity
Speed (%)

Rainfall Temperature

Kyte [33] Freeway 100 Light −13.6 —Heavy −13.6

Smith [31] Freeway 100 Light −6.5 —Heavy −6.5

Agarwal [5] Freeway 112 Light/warm −2.5 −1.5
Heavy/cold −7 −3.6

Billiot [34] Motorway 128 Light −8 —Heavy −12.5

Tsapakis [35] Urban 112
Light −2.1 −1.9

Medium −6 −3.2
Light/cold −4.9 −4.12

Essien [4] Urban 48 Medium/normal −5.5 −18.7
Heavy/warm −9.7 −28.2
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problems, in this case, are minor. %erefore, we used the
ensemble learning method in this issue and tried to use two
experts to predict traffic congestion. In ensemble learning
methods, several expert learning algorithms are used to
increase prediction accuracy compared with the prediction
by an expert. Figure 2 shows a diagram of this model of
methods.

In classification, the votingmethod is one of the standard
techniques in this subject. However, in regression methods,
the average (or the weighted average) approach can be used.

3.4. 4e Suggested Method. We first seek to find the best
architecture for the deep learning method to fit our data in this
method. First, we put the NAS module initially, and the NAS
algorithm selects the best architecture. In the next step, we train
this architecture with train data and build our deep learning
model. %is model is given in Figure 3 according to our work
training. In the model analysis, we concluded that a complex
model was not required due to the low amount of data. %e
NAS algorithm is given as the bestmodel in the output given in
the dense two-layermodel. Also, ReLUx activator functions are
given for each layer, and a normalization layer is provided to
increase accuracy and prevent overfitting.

3.5. Linear Regression Method as the Second Expert. Since
linear regression methods have high accuracy in regression
problems, the second expert in our ensemble learning

module was the linear regression method. %is method gave
the training data to a linear regression model for training
and used this model for testing. In our method of testing and
predicting data, the general form of work is similar to
Figure 4.

In the ensemble module section, we used the weighted
average of the two sections, deep learning and linear re-
gression, and tested different numbers as weights between
zero and one, which reached the amount of 0.7 and 0.3
(Algorithm 1).

4. Results and Simulations

4.1. Data Collection. Estimating urban traffic is one of the
most critical issues in helping municipalities control traffic
in large cities. For this reason, this issue has been studied in
many articles, and attempts have been made to solve this
issue bymachine learningmethods. In this issue, several data
from the urban traffic flow based on six variables are
available. %ese six variables are as follows: absolute hu-
midity, dew point, visibility, wind speed, cloud height, and
temperature. Also, in the last column, the urban traffic
congestion per day with the conditions of the values of the
above variables is given. %is work has presented a method
based on deep learning and regression that estimates the
urban traffic congestion with six relevant variables. In this
paper, we designed a deep learning model for the urban
traffic control system. %e model predicts traffic congestion,

Layer NLayer N-1 Layer N+1

Filter
Number

Filter
Number

Filter
Height

Filter
Width

Stride
Height

Stride
Width

Filter
Height

Figure 1: NAS method controller.

Table 2: Studies used deep learning for forecasting.

Author Methods Outcome
Zhang
[67] STGI-residual Short-term traffic flow forecasting is the most important

Lu [68] GAM with diffusion convolution Suggest a novel spatial-temporal deep learning network for traffic
forecasting

Zhang
[69] RGCLSTM model %e RGCLSTM network is a more accurate model during rush hour

Cui [36] TGC-LSTM %e proposed model of this research has better interpretability

Diao [70] Dynamic graph convolution neural network
(DGCNN) %e proposed model of this research has 10 to 25% higher accuracy
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and it can prevent heavy traffic. In this work, we used Python
programming to build models and final estimates. Python
libraries have also been used to build deep networks and
regression models, including Keras, NumPy, sklearn, and
scipy.

4.2. Descriptive Statistics of Data. Traffic flow is recorded by
sensors every thirty seconds, and these data are collected in
60minutes. Our database has been collected over thirty
days with different types of variables. %e shape of the
pattern expresses this traffic flow based on the variables and
their changes. %ese variables include available meteoro-
logical information, including absolute humidity, dew
point, visibility, wind speed, cloud height, and temperature.
%e table of detailed statistics of traffic flow, including the
average and standard deviation of variables and data and
the variable of traffic flow forecast, is given. %e amount of
traffic flow per vehicle number is expressed in 10 seconds
(see Table 3).

4.3. 4e Implementation of the Proposed Method. In this
paper, it was assumed that the climatic characteristics are
closely related to the traffic flow.%erefore, we presented a
model based on neural networks and regression, which we
explained in detail in the previous section. %is section
shows the architecture obtained from the method and
compares our method with the famous regression
method. Figure 5 shows the diagram of meteorological
variables.

We used Python 3.6 to implement this project. We used
Google Colaboratory to use the appropriate GPU and
hardware and wrote our code in the Jupyter Notebook. Out
of 400 available data due to lack of data for deep learning,
we used only 50 data for testing. Moreover, in the next step,
we implemented the NAS method. In this method, fol-
lowing our panel data, 30 different models are based on the
available search space such as number of layers, type of
activation function, number of neurons, and presence or
absence of normalization layer, and each model is taught 30
epochs. In this training, out of a total of 350 training data,
20% of the data have been used as validation data to
evaluate the models’ performance. %is model results from
0.0003 in terms of mean absolute error, which is optimal
compared with other methods. Figure 6 is an overview of

the architecture selected by the NAS method for our train
data.

After obtaining the optimal architecture, we trained this
architecture with 250 epochs on all training data and im-
proved the model based on training and testing data (see
Figure 7). We also plotted the corresponding loss and MSE,
which can be seen in the figure. %e training process is such
that the model reduces the error in the MSE criterion with
the progress of the epochs, which shows the correct training
process in deep learning.

Also, our training line is parallel to the axis of the ho-
rizon, which indicates the optimal fit of the model, which
may be overfitting if the training process continues and the
epochs increase. Finally, the loss line for train and test data is
matched, indicating the model’s actual performance on both
categories (see Figure 8).

After assembling the deep learning model with regression
(explained in the previous section), we prepared the general
model to process the test data. We gave the test data to this
model for evaluation.%e amount of data loss in our model is
almost zero. %is trend can be seen in Figure 9, where all the
projected labels are close to the mainline on which the data fit,
indicating the model’s superiority. In this figure, the blue line
is the fitted line on the predicted data, close to the 45-degree
angle, which shows that our targets are predicted with high
accuracy. %e results are also compared with the traffic flow
trend in the figure. According to Figure 10, the closer we are
to the red line, the higher the model’s accuracy. Our model is
almost on the red line. %is figure illustrates the concept that
our model predicts almost all test data with equal accuracy
equal to the data label and that the trend of this line is the
same as that of the actual label line.

Also, the comparison results with the traffic flow trend for
educational data are shown in Figure 11. %e closer we get to
the red line, the more accurate the model is. Our model is
almost entirely on the red line for training data. %is figure

Input: Labeled Data
Main Scope:
Split_train_test ()
NAS_algorithm ()
While (models_count� � 30):
Best_model�NAS_algorithm ()
Train_LinearRegression ()
Make Ensemble Module (deep architecture + linear regression)
predict (test_set)
Output: Prediction for Test Data

ALGORITHM 1: Pseudocode of the presented method.

Table 3: Standard regression coefficients and standard regression
rank coefficients for the cases.

Temp. Cld.
H.

Wnd.
S. Vis. Dew

P.
Abs.
Hum. Trf. F

Mean 1.032 0.204 7.170 23.184 4.662 1.026 3.019
STD 0.539 0.111 3.701 8.074 1.630 0.546 1.142
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shows the concept that our model predicts almost all training
data with equal accuracy equal to the data label, and the trend
of this line is the same as the trend of actual labels. To compare
and evaluate our method, we evaluated the support vector
regressionmethod.We trained this model with the same train
data with which we trained the NAS model.

Furthermore, we validated this model on the same test data
that we used for ourmethod.%e rate of data loss in this model
was higher than in our model. In the figure, it can be seen that
the items predicted by the model on the desired line do not fit
well. In this figure, there are red circles that are 45° away from
our line, which should be the fitted line for the test data. %e
distance from this line to these circles can also be directly
related to the absolute error relation, the average of which was
one of the evaluation points of this project. Figure 11 shows the
diagram for the train data, a model estimate of the training
data. In this method, the red line does not fit well on the blue
line, which is the baseline that should be predicted.

It indicates that the SVRmodel has not been well trained
in our training data. %e results are also compared with the
traffic flow trend for the SVR model. Due to this shape, the
closer we are to the red line, the higher the model’s accuracy.
%is model did not have a reasonable estimate in more
points than our model and was not well placed on the red
line. In this figure, in some parts of themodel, the data values
are predicted to bemore or less than the original value, so the
test data trend line is not well aligned with our prediction
trend line. Figure 12 shows the processing diagram for
training data, which does not match the blue lines to the
orange lines, which shows the weakness of the SVR model in
regression training on training data.

Also, Table 4 compares the amount of MSE obtained
with our proposed method with the SVR method. Our
method can outpace the SVR method in terms of this cri-
terion. %e MSE criterion is calculated by the following
equation:
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MSE �
1
n

􏽘

n

i�1
Yi − 􏽢Yi􏼐 􏼑

2
. (1)

In this regard, the expressions in parentheses are the
predicted values and the central target values for the test
data. Our model has reached 0.00002 in terms of MSE

criteria, which is an absolute advantage over the SVR
method, which in terms of MSE has a value of 0.01033.
Also, random forest regression and MLP methods have
obtained values of 0.00003 and 0.0011 for MSE, respec-
tively, which are overcome by this criterion concerning our
method.
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Figure 9: Dispersion of test data (a) and training (b) in the amount predicted in the proposed method.
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5. Conclusion

%is study presented a method based on ensemble learning to
predict urban traffic congestion based on weather criteria. It is
based on a deep learning method in which we used the NAS
algorithm, which in the output based on heuristic methods
creates an optimal model concerning input data. We had 400
data, which included the characteristics of the day’s weather,
including six features: absolute humidity, dew point, visibility,
wind speed, cloud height, and temperature, which in the final
column is the urban traffic congestion as the target. We
trained the training data with the deep learning model, which
was obtained through the NAS method. %ese data contain
87.5% of our data. In the end, the loss for train and test data in
this model overlapped, which indicates that the network is
completely fitted on the data. In addition to the deep learning
model, we used a linear regression model and combined the
twomodels based on the weighted average, and the prediction
output was based on the ensemble model. %e linear re-
gression model was also trained with train data. Our analysis
was that due to the problems of neural networks for re-
gression problems, combining the deep learning model with a
neural network model increases our accuracy and problem
and reduces the MSE error. One of the best and simplest
regression models was the linear regression model used for
this work and the ensemble learning method.

Moreover, we analyzed them with the results obtained in
the project; this method was more efficient than other re-
gression models. %is method had an error of 0.00002 in
terms of MSE criteria and SVR, random forest, and MLP
methods, which have error values of 0.01033, 0.00003, and
0.0011, respectively. According to the MAE criterion, this
method has a value of 0.0039. %e other methods have
obtained values of 0.0850, 0.0045, and 0.027, respectively,

which show that our proposed model has more minor errors
than other methods that can outpace the other models. %is
issue is defeated with these data. Future studies suggest that
the NAS method can be modified, which can also be op-
timized based on the convolutional method and can also
depict data like a photo and use the images for work. Also,
the combination of deep learning methods and machine
learning is a suitable method that can be used by several
other experts in the work and make predictions. Collecting
more data in this field can be one of the future works of this
project because the data in this project was small, and with
more data, deep learning models work better.

Data Availability

%e data are extracted from reference [70] for traffic flow
prediction in the paper.
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During the operation of modern technical systems, the use of the LSTM model for the prediction of process variable values and
system states is commonly widespread. (e goal of this paper is to expand the application of the LSTM-based models upon
obtaining information based on prediction. In this method, by predicting transition probabilities, the output layer is interpreted as
a probability model by creating a prediction tree of sequences instead of just a single sequence. By further analyzing the prediction
tree, we can take risk considerations into account, extract more complex prediction, and analyze what event trees are yielded from
different input sequences, that is, with a given state or input sequence, the upcoming events and the probability of their occurrence
are considered. In the case of online application, by utilizing a series of input events and the probability trees, it is possible to
predetermine subsequent event sequences. (e applicability and performance of the approach are demonstrated via a dataset in
which the occurrence of events is predetermined, and further datasets are generated with a higher-order decision tree-based
model. (e case studies simply and effectively validate the performance of the created tool as the structure of the generated tree,
and the determined probabilities reflect the original dataset.

1. Introduction

Nowadays, uncovering possible frequent event sequence
scenarios has been a critical task across many disciplines. In
the age of big data, when an immense amount of data is
recorded into logs in the scope of the industry 4.0 trend, it is
important for engineers to acquire as much knowledge
about the industrial processes as possible [1, 2]. By using
frequent pattern mining algorithms on event logs, we are
able to identify sequences that can lead to given system
states. (is particular method has already proved its capa-
bility across numerous applications and industries. Taub
et al. use sequence mining to distinguish efficient and
nonefficient action patterns among their subjects in a game-
based learning environment [3]. A similar frequent pattern
identification method was used to give insight into suc-
cessful learning patterns using Betty’s brain computer-based
learning environment [4]. A universal (language indepen-
dent) algorithm was proposed for linguistical pattern

discovery, where special attention was paid to a clear, easily
understandable output [5]. Kant et al. proposed a new al-
gorithm (MCPRISM) to mine min-closed sequences to
identify comment section spam content on websites [6]. A
new framework called malicious sequential pattern-based
malware detection was developed by using a novel sequential
pattern mining algorithm (MSPE) to recognize new, unseen
malicious executables in computer systems [7]. Weiss uses a
genetic algorithm for analyzing the temporal patterns in the
alarm data of telecommunication systems to identify
equipment failure [8]. Sequential pattern mining has been
also used for event prediction in numerous applications
[9, 10].

Although these examples are perfectly capable of ful-
filling the sequential pattern mining task, traditional algo-
rithms suffer greatly with runtime and accuracy when
dealing with massive datasets [11]. Another drawback of the
frequent pattern mining solutions is that their output data
are proved to be challenging to interpret and
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handle—especially when the number of the mined se-
quences is high—often introducing a new problem to solve
[12]. To represent the yielded information, the frequent
pattern tree proved to be a much more compact and
workable data structure [13].

Machine learning techniques are excellent tools for
processing massive datasets. Learning patterns from ex-
emplary training sequences is a similar task as in the case of
learning languages and the identification of frequent event
sequences, where the use of long-short term memory
(LSTM) yields better results compared to that of traditional
recurrent neural networks (RNNs) [14]. (e reason why
LSTM is suitable for this application is the use of the forget
gate in its cell, which is able to reset the internal state of the
network [15]. (e algorithm known as the seq2seq learning
method was developed in 2014 by Sutskever et al. at Google
for frequent sequence learning using LSTM to improve
machine translation [16]. Ever since this method has been
used in numerous applications. Karatzoglou et al. used it to
improve location-based services by learning human se-
mantic trajectories and better predicting their upcoming
location [17]. (e method’s capabilities have also been
demonstrated in finances by Rebane et al. who analyzed the
performance for cryptocurrency price prediction [18]. A
seq2seq model-based approach was used to improve query
focused summarization performance [19]. Wu et al. de-
scribed a novel method to create, store, and convert logs of
Internet of (ings big data systems to be later processed
through their proposed seq2seq algorithm [20]. (e method
has also been applied in manufacturing systems. Hwang
et al. used the algorithm to predict a furnace temperature
based on other process variables with a very high accuracy
[21]. (e general application of this structure for event
prediction has been described in detail by Dörgő et al.
[22, 23].

Fundamentally, the output of a seq2seq approach is a
single sequence, which consists of the items that have been
found as the most probable at each prediction step. By using
a heuristic search algorithm during inference, further in-
formation can be retained from each prediction step. (is
information can aid us to understand better the black-box
model of the prediction [24].(is optimization is done using
beam search, which retains several best items—the number
usually referred to as beam width. Cohen and Beck studied
the performance degradation in neural sequence models
when an inappropriate beam width is chosen [25]. In recent
years, the use of beam search instead of the traditional
greedy search was favored because it usually provides much
better results, although it is taxing on runtime [26].Li et al.
used a seq2seq model with beam search decoder to realize a
dependency parser with a direct head prediction with
promising performance [27]. Williams et al. proposed the
use of beam search to build an end-to-end speech recog-
nition system, which is capable of adapting the inference
process based on contextual signals at each prediction step
[28]. Several different pruning strategies have been explored
to be used with beam search to improve runtime [29]. A
seq2seq model using the dynamic beam width was applied
by Jahier Pagliari et al. to an embedded translation system in

order to improve its efficiency [30]. A known drawback of
the beam search algorithm is that it produces pretty similar
output sequences in certain use cases. A solution for this
phenomenon was proposed for image captioning [31].

(is paper aims to create own implementation of the
seq2seq learning method with a beam search decoder, which
is referred to as the seq2probTree method later. (is method
will be realized in the Python environment, and it is able to
create a probability tree that describes the alternative net-
work of events based on a given input.(e implemented tool
is capable of displaying the output an easy to interpret,
structured probability tree, thus giving a visualization of the
prediction and aiding the debugging of seq2seq models, as
the fault analysis of deep neural networks is a task with
enormous importance, especially in the case of safety-critical
application [32].

First, in Section 2, the methodology will be explained.
Definitions will be given to the necessary expressions and
the prediction task at hand. (e LSTM deep-learning
model will be described along with the tree creation pro-
cess.(emetrics used for the evaluation will also be defined
in this section. In Section 3, the implementation process
and the used toolboxes will be presented briefly. (en, the
seq2probTree method will be put to the test by applying it
on a first-order Markov chain model and later on a higher-
order tree-based system, where the extent to which the
method is able to reconstruct the tree is checked, and the
necessary comparison score is defined. Finally, the real-life
practical applicability is confirmed by using it on the alarm
logs of a hydrofluoric acid alkylation production unit. Last,
in Section 4, the findings and experiences of using the
developed method will be summarized, and further steps in
the subject will be proposed.

2. Methodology

In this section, the previously defined task will be explained
in detail. (e definition will be given to an event sequence
and how its probability is calculated. (e peculiarity of the
seq2probTree method is explained, creating a whole se-
quence tree instead of only predicting the most likely sce-
nario. Here, in addition to the theory of prediction, its
extension to tree-based event-scenario generation is also
provided. (e metrics used for the evaluation of the pre-
dicted event scenarios are also explained in detail.

2.1. Sequences and the Prediction Task. Industrial processes
frequently generate event logs those are logically consisting
of events (denoted as ei) related to production, safety,
transportation, storage, sales, financial transactions, mar-
keting, etc. An event log defined asDT database is an ordered
list of these events, where the events are arranged according
to their start time in the ascending order.(e DT dataset can
be segmented into sequences (denoted as Φn), which are the
chronologically ordered lists of events Φk: �

e1⇒ e2⇒ · · · ⇒ ek. According to different aspects, this
segmentation can be carried out: causal connection of states,
temporal segmentation, periodicity, etc. (erefore, a
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sequence of k events is referred to as a k-length sequence and
is denoted byΦk. (ese events represent the occurrence of n

different states (type of events) of the set S � s1, s2, . . . , sn􏼈 􏼉.
(e sequence Φk: � e1⇒ e2⇒ · · · ⇒ ek can be divided
chronologically at any part as Φk � (Φk′ ⇒Φk″), where Φk′
and Φk″ are the antecedent and future sequence of states,
respectively (naturally, k � k′ + k″). Hereinafter, the “′” and
“″” symbols denote the past and future sequences or states,
respectively.

As single or multiple connected processes usually gen-
erate the data analyzed here, a causal flow connects the
individual temporal instances of states (regardless of the type
of the dataset, e.g., events, items, transactions, etc.), and the
number of occurrences of different states is not independent
of each other. (erefore, the probability of the occurrence of
the Φk sequence P(e1⇒ e2⇒ e3⇒ · · · ⇒ ek) can be calcu-
lated by the chain rule and the conditional probabilities of
transitions between the events according to the following
equation:

P Φk( 􏼁 � P e1( 􏼁 × P e2 | e1( 􏼁 × P e3|e1⇒ e2( 􏼁 × · · ·

· · · × P ek | e1⇒ e2⇒ · · · ⇒ ek−1( 􏼁.
(1)

(erefore, according to the chain rule, the probability of
a k-length sequence can be calculated as the product of the
conditional probabilities of the step-by-step transition from
the sequence of antecedent events to the present one. A
conditional probability is the ratio of the number of oc-
currences of the more extended sequence and the shorter
one, denoted by the supp value of the sequence, according to
the following equation:

P ek |Φk−1( 􏼁 �
P Φk( 􏼁

P Φk−1( 􏼁
�

supp Φk( 􏼁

supp Φk−1( 􏼁
. (2)

(is probability of transition reflects how confident is
the next state knowing the previous sequence of states in
Φk−1.

2.2. /e Network of Alternative Events: Sequence Trees.
(emethodology where the prediction of the following state
with the highest conditional probability is accepted was
described by Dörgő and Abonyi [22]. However, the un-
derlying processes and, hence, the resultant datasets can be
highly complex. (e ultimate goal of this method is being
able to create an event sequence tree that describes the
possible courses (all highly probableΦk″) of events based on
a given input sequence (Φk′). Figure 1 shows the idea in
detail. (e horizontal axis indicates the time and illustrates
how the possible future scenarios after k′ past events are
ordered in a tree structure. (e red branch of the tree in-
dicates the scenario if the predictions of the highest prob-
ability are accepted in every prediction step, namely, by
using the greedy search algorithm.(e EOS tag indicates the
end-of-sequence prediction.

So far, only the scenario with the highest probability has
been predicted, ignoring the possibility of the occurrence of
a less likely, however, highly informative and essential

subsequence, which can indicate a different scenario of
upcoming events. (e added feature of this method is to
uncover the information that these highly probable se-
quences may yield.

(erefore, accepting that the conditional probability-
based prediction model often predicts several events with
similar probability, here, the implemented beam search
algorithm is described, thus not just the future sequence with
the highest probability is accepted, but a scenario tree is
formalized accepting all the predicted events above a certain
probability threshold (Pthr). (erefore, after the occurrence
of the first k′ events, the prediction of the first future event e1″
is accepted if its confidence of transition is above a specific
Pthr limit as follows:

e1″|P e1″|Φk′
􏼒 􏼓>Pthr􏼚 􏼛. (3)

Applying equation (3) in every prediction step, not a
single future sequence but multiple sequences or possible
future scenarios are predicted as depicted in Figure 1. (us,
as it is described by the prediction task, the P(Φk″ |Φk′

)

conditional probability is to be determined among all
possible future Φk″ sequences.

In order to annotate the scenarios as well, a hierarchical
annotation was introduced in the superscript of the pre-
dicted event: the numbers divided by commas after the “″”
mark indicate the likeliness of the predicted event in the
prediction step as the number in order of the likeliness of the
prediction, where 1 indicates the most likely future state. For
instance, the tag e″

,1,3,1 shows that this is the third predicted
future event (three numbers are present after the “″” mark),
and this was the event with the highest probability for the
first predicted state e″

,1; then accepting this prediction, the
second predicted event has the third highest probability e″

,1,3

and accepting the first two predictions, the third predicted
event had the highest probability in the given prediction
step. Similarly, the e″

,2,1 future state is the prediction with
the second highest probability (e″,2) for the first future event
and accepting this prediction, this is the prediction with the
highest probability in the second prediction step. (erefore,
continuously accepting the most likely predictions, the se-
quence e″

,1⇒ e″
,1,1⇒ e″

,1,1,1⇒ · · · is predicted, highlighted
by the red arrow in Figure 1. However, in this sequence, the
predictions with the highest probability are accepted in every
step, the overall probability of the sequence is not maximal
in every situation, since after the acceptance of a less likely
prediction in a prediction step, the following predicted
events could be of a high probability and then the overall
probability of the occurrence of the sequence can be rela-
tively high (the overall probability of the occurrence of a
sequence is the product of the transition probabilities
according to equation (1)).

By repeating the prediction task at each node, the se-
quence tree explained in Figure 1 may be created. After each
prediction step, by meeting the confidence of all the possible
events to the previously defined Pthr probability limit, we can
make sure that we keep the complexity of the tree as low as
necessary for the given task.
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2.3./eLSTMDeep-learningModel. In the seq2seq machine
learning method, the so-called long-short term memory is
utilized as a recurrent neural network of choice. (is net-
work was specifically developed to deal with the problem of
vanishing gradients with the least possible computational
cost increase [33]. (e LSTM network is well-known for its
capability of classification, processing, and prediction
making on time series data due to its relative insensitivity to
gap length (lag) between discreet events, which property is
welcome in the given use case. (e LSTM structure is
depicted in Figure 2.

(e input of the model: Figure 2 highlights the
structure of the input sequences. First, an end-of-se-
quence (EOS) tag is appended to the end of every
sequence to indicate the end of the event series. (e
implemented EOS tag is added to the end of the se-
quences and handled similarly to all the other events in
the subsequent steps. Moreover, the order of the events
in the input sequence is reversed, since according to
Sutskever et al. [16], the prediction accuracy signifi-
cantly improves when the beginning of the input se-
quence is close to the beginning of the predicted
sequence.
Embedding layer: (e described sequence of input
events needs to be transformed into a mathematically
manageable vector of numerical values. (erefore, first,
the symbols are encoded as one-hot encoded vectors,
oht of binary values of length nd, where nd is the
number of one-hot encoded symbols. In the one-hot
encoded vectors, only one bit related to the encoded
symbol is fired. A detailed explanation and visualiza-
tion of one-hot encoding can be found in [34]. (en,
the embedding layer transforms the one-hot coded
vectors into a lower dimension (ne) of continuous
values using a xt � Wemboht linear transformation.
Note that, in Figure 2, the embedded forms of the EOS
symbol are denoted by the symbol EOS.

Encoder and decoder layers: (e encoder LSTM layer
processes the sequence of one-hot coded and then
embedded symbols. Instead of calculating its output
values, it maps the sequence into its internal states.
(ese internal weights of the encoder layer represent
the state of the process, which generated the events.
(ese weights are used to condition the decoder layer,
which means the transfer of information of that hap-
pened previously in the process and generally means
copying the encoder layer’s weights into the decoder
layer, obtaining the same structure (of nu LSTM units).
(ese weights indicate the prediction required from the
decoder layer. After the input of an (embedded) start-
of-sequence symbol, the decoder layer predicts the next
event of the predicted sequence iteratively, consistently
applying the previously predicted event as the input for
the prediction of the next event. (is procedure is
repeated until an end-of-sequence symbol is predicted
or the maximum sequence length is reached.
Dense layer: After the decoder layer maps the input
event x

k″
″ into a vector of real values h″ represented as

h″ � [h1″, . . . , hnU
″ ], these values are used to calculate

the probabilities of occurrence of the events using the
softmax activation function of the dense layer in
Figure 2,

P e(t+1)″ | xt″􏼐 􏼑 � P e(t+1)″ | ht″􏼐 􏼑 �
exp ht″( 􏼁

Tws,j + bj􏼐 􏼑

􏽐
nd

j�1 exp ht″( 􏼁
Tws,j + bj􏼐 􏼑

,

(4)

where ws,j represents the j-th column vector of the
weight matrix of the output dense layer of the network
Ws, and bj represents the degree of bias. Once the
probability of each state in our dictionary is deter-
mined, all the predictions above the defined threshold
Pthr is accepted as the next event of the related future
scenario,
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Time
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Figure 1: (e predicted scenarios ordered in a tree structure (the EOS tag indicates the end-of-sequence prediction).
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e(t+1)″ | P e(t+1)″ | ht″􏼐 􏼑>Pthr􏽮 􏽯. (5)

2.4. Creation and Traversal of the Probability Trees. Prior to
prediction, the sequence of events that defines the state of the
process is to be transformed to the internal state of the

encoder layer.(en, these internal states of the encoder layer
containing information on the history of the process are
transferred to the decoder layer. (e prediction starts with
the input of a start-of-sequence symbol (marked as StOS in
Figure 2). (e decoder network generates the prediction of
the next event, which is reintroduced into the input of the
decoder network and applied as the input in the next time
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Figure 2: (e illustration of the structure of the sequence-to-sequence event-scenario prediction. (e encoder model maps the states of the
input sequence into a fixed-length vector-based representation. Using these vector-based representations of input events as the initial state,
the decoder model determines the next event. However, using the probabilities calculated by the dense layer, not just the event with the
highest probability is recorded, but event scenarios are predicted using every prediction above a predefined threshold. (e StOS and EOS
tags mark the start-of-sequence and end-of-sequence tags, respectively.
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step. By utilizing the original seq2seq learning method, the
generated events are continuously appended to the predicted
sequence of events. (e feature added by the seq2probTree
method is that after the first prediction step following the
start-of-sequence symbol, we do not simply accept an event
as the next with the highest probability. However, we take
the entire output vector and apply equation (3), thus
pruning the candidates for the next possible event. (en, we
further explore the network of alternative events during
which the probability of each upcoming event is determined
(and stored if that probability is adequate), thereby realizing
the beam search algorithm. (e prediction process is con-
tinued until the layer generates the end-of-sequence symbol
or reaches the previously set limit of the length of the
predicted sequence in the case of every scenario.

(e method results in a probability tree that is explored
and recorded in a depth-first manner (Figure 3). (e re-
source demand of this approach is significantly increased as
it is necessary to store all the internal LSTM states and the
previous prediction’s output for each step—depending on
the original number of the possible events—could be a
memory hog. In addition, an increase in the inference
runtime is expected as the time demand of the depth-first
search algorithm isO(|V| + |E|), whereV and E stand for the
number of vertices and edges in the tree, respectively. (e
pseudocode for the tree traversal and the recursive pre-
diction step is given below.

2.5.EvaluationandMetrics. (e evaluation of the model was
carried out using metrics that measure the potential ap-
plicability of the method. Since the focus is on the devel-
opment of a prediction system that draws attention to the
most possible outcomes of the process, three performance
metrics have been identified for characterizing the sequence
containing the events that are found suitable in every step by
using equation (3). (erefore, for easier notation, we in-
troduce 􏽢Φ, a sequence containing the events with only
adequate prediction probabilities in every step.

First, S1 is the percentage of the 􏽢Φ sequences that include
at least one well-predicted event. For mathematical for-
mulation,Φ is the sequence of events that we aim to predict,
while Φ″ is our prediction. N is the number of sequences in
the analyzed database, the cardinality of a set is marked with
|∗|, while the common elements in two sequences are
marked as their intersection. Mathematically, S1 is expressed
as follows:

S1 �
􏽐

N
n�1 Φn ∩ 􏽢Φn

″
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≥ 1􏼐 􏼑

N
. (6)

Second, S%, a set-based similarity measure that describes
the well-predicted events as a percentage of the length of the
target sequence has been defined. (e events do not have to
be in the order of occurrence, and S% measures how ac-
curately the type of events are predicted,

S% �
􏽐

N
n�1 Φn ∩ 􏽢Φn

″
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌/ Φn

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

N
. (7)

Finally, SED was proposed, which is an edit distance-
based similarity metric that provides the edit distance
between the actual (target) and predicted sequence as a
percentage of the length of the more extended sequence
among them. (e edit distance yields the minimum number
of elements that must be inserted or skipped in the com-
pared sequences in order to be identical. (e edit distance of
two sequences is marked with ED, and equation (8)
mathematically describes the SED edit distance-based simi-
larity metric,

SED �
􏽐

N
n�1 ED Φn, 􏽢Φn

″􏼐 􏼑

N
. (8)

(ese performance metrics are calculated for each se-
quence on the tree, whenever a leaf is found, that is, EOS is
predicted, or the maximum sequence length is reached.
However, in order to make the resulting sequences even
more comparable, their confidence is also calculated.
Confidence for each 􏽢Φ is defined as a product of the supports
of all the containing events in the sequence. (e support of
the event is the probability the LSTM calculated for that
item, given the sequence of the previous events. For the
events in the input sequence, the support is determined as a
value of 1,

confidence � 􏽙
k

i�1
P ei|

􏽢Φi−1􏼐 􏼑. (9)

3. Implementation and Results

In this section, a summary is provided on the imple-
mentation of the proposed method. (en, the used vali-
dation techniques are detailed, and the obtained results are
evaluated. Since the implemented tool is used for diagnostic
purposes, the results should be easily reproducible.(us, the
validation is performed by applying the proposed methods
on examples with different complexities. First, the realized
system is validated on a simple first-order Markov chain
where the method’s capability to reproduce the sequence
tree is examined. (en, to demonstrate the proposed
method’s capability to understand higher-order relation-
ships between events, a more complex benchmark dataset is
generated using a tree-based system. Finally, the method is
tested on a real-life production unit.

3.1. Realization of the seq2probTree Method. (e described
method was implemented in Python using the Spyder 4
Integrated Development Environment in the Anaconda
open-source data science development platform. (is
platform was ideal for the task as most of the necessary
libraries are included by default, thus minimizing the setup
process for development. (e LSTM RNN was implemented
using Keras, a deep-learning application programming in-
terface running on top of the TensorFlow end-to-end open-
source machine learning platform. Keras API is well-known
for its full-fledged documentation and high-quality example
codes, which are usually very well commented for easy
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adaptation. In order to decrease the runtime of the training
process of LSTM, the NVIDIA CUDA®Deep Neural Net-
work (cuDNN) library was utilized. Since Keras is built on
top of Tensorflow, which happened to be a cuDNN
accelerated framework after the initial setup, the time re-
quired by the LSTM training was reduced tenfold.(is speed
increase was provided by an NVIDIA Geforce GTX 1080 Ti
graphics processing unit.

(e probability trees presented in this paper were
generated using the ETE toolkit for Python, which provides a
wide range of tree-handling options and node annotation
features alongside a tree visualization system to output the
resultant trees. (e code of Markov chain models was
created in MathWorks MATLAB environment for the ease
of exporting the simulated data into .xlsx format and

importing it into Python using the pandas library. However,
due to the vast size of the training dataset for the third-order
Markov model, MATLAB’s .m format had to be utilized,
which can be handled by SciPy (conveniently included in
Anaconda).

(e finished implementation consists of two routines.
(e first contains the selection of the desired dataset, the
setup of the LSTM, the training procedure, and the creation
of the training history plots. After the training process has
been completed, the encoder and decoder models are saved,
thus eliminating the necessity of running the model training
with each subsequent session of the application of the tool.
(e second routine consists of loading the LSTMmodels, the
recursive decoding, and all the functions necessary for the
metric calculation and the tree generation and output.

C
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B

E

JIH

D G

MLK

F

Figure 3: Depth-first traversal of a tree structure.

Require: modelLSTM, eventseqinput
Create root node for TreeEvent
Append events in eventseqinput to TreeEvent
inputLSTM � inputConversion (eventseqinput) \(⊳\) Conversion of input to match Encoder Embedding layer format
statesLSTM � encoderLSTM.prediction(inputLSTM)

RecursiveDecoding(inputLSTM, statesLSTM,TreeEvent)

ALGORITHM 1: Preprocessing before prediction.

Require: inputLSTM, statesLSTM, TreeEvent
outputLSTM, statesLSTM � decoderLSTM.prediction(inputLSTM, statesLSTM)

i� 0
While (ere is e″|P(e″)>Pthr in outputLSTM AND i<NThr do
Add e″ to Treeevent
Delete e″ from outputLSTM
if not(e″ is EOSOR sequencelengthMAX reached) then
RecursiveDecoding(inputLSTM + e″, statesLSTM,TreeEvent)

i� i+ 1

ALGORITHM 2: RecursiveDecoding function.
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3.2.Validation onFirst-OrderMarkovModel. In this section,
a brief summary will be given on how the proposed method
has been implemented. For the ease of validation, a simple
Markov chain is used. (e model consists of 12 states that
follow each other in a row as a rule of thumb. (e only 2
exceptions are state 4 and 7, which break this rule. While
transitioning from state 4, there is a probability of 0.35 that
the system will “reset,” thus returning to state 1. If the system
reaches state 7, there is a 30% chance that the system skips
the following 2 states and goes right to 10. (is behavior can
be observed in Figure 4.

(e dataset was established by creating 10000 sequences
utilizing the described Markov chain. Each sequence starts
from a randomly selected system state, and the length is also
randomly determined between 9 and 12. After the gener-
ation of the dataset, the LSTM model was trained by using
the following parameters:

(i) Embedding dimensions� 6
(ii) Latent dimensions� 15
(iii) Batch size� 256
(iv) Epochs� 70

(e training’s accuracy and loss can be observed in
Figure 5. In order to validate the model’s performance, a
cross-check wasmade by feeding each state as an input to the
encoder, thus initializing the internal LSTM states. It is
important to note here that to initialize the encoder for the
validation, not only the state from which the prediction
starts needs to be used as the input but also the previous two
states; as for the model training, each sequence in the da-
tabase was separated after the third state as input and output.
(en, one prediction step is completed, and the output of the
LSTM is recorded. (is is repeated for each state, creating
the validation transition matrix, which is then compared to
the transition matrix of the first-order Markov chain (part
(a) in Figure 4). In Figure 6, each predicted value is illus-
trated in function of the original transition probability. (e
calculated coefficient of determination for this simple ex-
ample is as high as 0.9994.

After the training was completed, the seq2probTree
method was utilized with Pthr � 0.2 and by giving the input
sequence of [1, 2, 3] to the taught LSTM model. (e max-
imum output sequence length was set to 12.

Figure 7 gives visual aid about the metrics placed at each
node on the probability tree, while the acquired results can
be observed in Figure 8. Each node on the tree has at least
three properties: name, support, and confidence (top and
bottom values, respectively). (e EOS nodes also have the
three performance metrics calculated for the given sequence:
S1, S%, and SED, values of which can be found in the right
column in the specified order from top to bottom. For
example, it can be observed from Figure 7 that the seq2-
probTree method predicted state 11 after the subsequence
ending with state 10 with a probability of 0.49. In addition,
the calculated probability of ending the sequence after state
11 is 0.5. We can also see that the confidence of Φk—thus,
the whole sequence ending with EOS—is 0.04. (e S1 value
also shows the highlightedΦk sequence that every entry (1.0)

in the input database starting with the given Φk′ sub-
sequence—in this case [1 2 3]—has at least one state that has
been predicted in Φk″ by the method. S% being 0.68 gives us
the idea that the states predicted in Φk″ occur in 68% of the
database entries starting with [1 2 3]. (e last metric of this
EOS node on the probability tree—SED—shows that the
average edit distance—thus the number of changes that need
to be made to match the sequence—is 4.49, given the
aforementioned Φk′ .

(e properties of the first-order Markov chain are ob-
servable in the results. Both of the distinguished transitions
are identifiable, and the predicted transition probabilities are
within a margin of error of the Markov chains. (e tree also
reflects all the different length variants of each possible
sequences.

3.3. Validation on Higher-Order Tree-Based System. As the
LSTM-based deep-learning networks are explicitly devel-
oped to capture the long-term relationship in datasets, a
higher-order system is used for further evaluation. (e
behavior of the system is based on a probability tree, which
was pseudorandomly generated. Each node on the tree may
have up to three children, with the system stating that it
represents and the probability that state occurs also gen-
erated randomly. (e sum of the probabilities of states
originating from the same node is normalized to 1. (e
depth of the tree was determined randomly between 8 and
9—without considering the root (StOS) and leaf (EOS)
nodes. (e number of applied states is set to 4 to facilitate
easier understanding and reconstruction of the results.
However, at this complexity, it is already a difficult task. (e
states are represented by letters A, B, C, and D. (e com-
plexity of the system can be observed in Figure 9, while the
inspected transition probabilities—thus the highlighted
areas—are visible more transparently in Figures 10–12.

To utilize the seq2probTree method, a training dataset
was created consisting of 10, 000 simulations of the system
starting from the root node and randomly determining the
path—based on the transition probabilities—until a leaf
node is reached. After the given amount of simulations were
concluded, the resultant dataset was copied six times, as
during the training, the sequences are split to input and
target and this position, where the sequences are separated.
as input and target is randomly selected. (e reason for the
six times multiplication is that the position of the cut is
varied between the 1 st and the 6 th state in the sequence
—separating the input and target after the selected state. (e
generated dataset was used for the training of the LSTM
model by using the following parameters:

(i) Embedding dimensions� 2
(ii) Latent dimensions� 15
(iii) Batch size� 64
(iv) Epochs� 25

During the training on the dataset produced by the
simulation of the proposed tree-based system, the ac-
curacy and loss functions were also recorded. (ey can be
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Figure 4: (e transitional probabilities (a) and the directional graph (b) of the first-order Markov chain.
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observed form Figure 13. It is important to note that
during the training, 20% of the dataset was used as
validation data, while dropout was not utilized in the
LSTM layer.

After the training of the LSTM model on the afore-
mentioned dataset, the seq2probTree method was applied
with input sequences leading to the highlighted areas in
Figures 14–16—[A D], [D D], and [B] respectively.

Figure 7: Explanation of the metrics located at the nodes of the probability tree.

Figure 8: Output of the seq2probTree learning method for the first-order Markov model.
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In order to generate the smallest possible trees, con-
sisting of only the states with the highest probability, the Pthr
was set to a higher value of 0.25. In addition, TopNthr
parameter was introduced as the beam strength with a value
of 2, which represents that only the two states with the
highest probabilities are taken into consideration during the
construction of the tree. With the maximal sequence length
set to 9, these measures made sure that the size of the re-
sultant tree is adequate and appropriate for evaluation.

By comparing the acquired probability trees to the tree
that is defining the system’s behaviour, it is observable that
the seq2probTree method based on the LSTM model can
capture the long-term relationship of the states of a system.
Given the training accuracy as 0.86, the acquired results
represent the original probability tree on which the system is
based quite accurately. A few prediction errors are ob-
servable in the results. (ese discrepancies could be
explained by pointing out that the input sequence is

Figure 9: (e state transition probabilities of the full tree-based system. (e complexity of the system is easily observable.
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relatively scarce; thus, shorter patterns with high confidences
can “mislead” the model.

As the seq2probTreemethod is proposed as a tool capable of
online dynamic process supervision, the visual information it
provides is crucial. While understanding the prediction tree
with sparse input is an overwhelming task, as the input sequence
expands with more system states, the less complex the prob-
ability tree structure becomes. Figures 16–21 represent the

method’s visual output, while step-by-step appending the input
sequence starting from [B] to [B A BADD] following themost
probable path shown in Figure 16 (also the path of the sequence
with the lowest SED metric). (e results clearly show how the
complexity of the acquired probability trees decreases by
expanding the input sequences.(e inferred state sequences are
diversified by providing scarce input for the LSTMmodel, and a
few erroneous conclusions are drawn. An excellent example for

Figure 10: (e state transition probabilities of the full tree-based system, assuming [D D] event history.
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this behavior is found in Figure 17, where after the [B A] input
sequence, state A was predicted with a probability that fit Pthr
along with state B, which should have been a sure transition.

To quantify the accuracy of the model for each afore-
mentioned input sequence, an average error has been cal-
culated and may be observable on Table 1. (e error—just

Figure 11: (e state transition probabilities of the full tree-based system, assuming [B] event history.
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like the S metrics—is calculated for each predicted event
sequence on the probability tree by simply counting how
many elements from the end of the sequence are not found
in the probability tree defining the system. (e determined
errors are then averaged out.

One question that arises during the utilization of the
seq2probTree method is regarding the necessary length of
the input sequence, after which the output is considered

reasonably accurate. Table 1 gives us the idea that if the input
sequence is at least four-element long, then the probability
trees generated by the seq2probTree method will show no
discrepancies when compared to the tree on which the
behavior of the system is based. (us, the probability trees
for every possible 4-length input sequence were generated,
and the aAverage errors were calculated. Since the same
accuracy cannot be expected for all the input sequences—for

Figure 12: (e state transition probabilities of the full tree-based system, assuming [A D] event history.
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the sake of comparison—an additional weighting was ap-
plied to the calculated average error.(e weight is calculated
by determining the confidence for each input sequence and
normalizing them based on the highest value. (e resultant
weighted average error values can be observed from Table 2.
Based on the obtained results, it can be stated that after the
4 th input element, the prediction is quite precise for this
example system. More significant discrepancies were ob-
served in low confidence sequences, where even after the
input sequence (several) diversions are possible.

By utilizing the seq2probTree method on this tree-based
system, the capability of the algorithm for predicting higher-
order event relationships has been verified with success. (e
average error value has been introduced to help the eval-
uation of the results when a direct comparison is possible
with an original probability tree.

3.4. Case Study: Alarm Scenarios of a Hydrofluoric Acid Al-
kylation Production Unit. (e proposed method has been
applied to an alarm log of a hydrofluoric acid alkylation
production unit to check the real-life performance. (e
process flow diagram of the technology can be observed in
Figure 22.

(e log used for this experiment was created by the
operation of the production unit over a four-month-long
(121 days) period, where all the incoming alarm and

other events have been recorded. (e unprocessed log
contains precisely 200, 802 entries of which 30, 168
messages are unsuppressed alarm events. 8, 721 of these
are alarms that were considered significant, thus were not
shelved by the operators. (e event sequences for the
input of the tool were created by grouping them based on
a time window while preserving their sequential tem-
poral property. (us, whenever a 600 sec gap is found
after the last event, the two events are not considered
related, and a new sequence is started. By using this
strategy, the significant alarms were separated into 3, 330
sequences. (en, by considering only the event sequences
with a minimum length of two, the number of valuable
sequences got further reduced to 762. It is also important
to note that this event database has a very high unique
state count compared to the previous examples—the
sequences are composed of 354 individual states. Due to
confidentiality reasons, the name (the meaning) of the
alarm tags has been removed.

(en, this sequence database was analyzed for fre-
quent events that start sequences. To carry out the
analysis for this case study, the four most frequent events
were selected to be utilized using the seq2probTree
method. (e name of the selected events and their
number of occurrence as the first in a sequence are
highlighted in Table 3.
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Figure 13: Training statistics on the tree-based system.

Figure 14: Output of the seq2probTree method for the tree-based system with input sequence [A D].
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Figure 15: Output of the seq2probTree method for the tree-based system with input sequence [D D].
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After processing the event log, the seq2probTree method
has been applied to the database. (e training results from
Figure 23 have been acquired by using the following LSTM
and training parameters:

(i) Embedding dimensions� 5
(ii) Latent dimensions� 25
(iii) Batch size� 32
(iv) Epochs� 500

By using the aforementioned events as inputs for the
seq2probTree method, the probability trees in Figures 24–27
have been created. (e parameters of the beam search
algorithm—Pthr and TopNthr—were set as 0.065 and 3,
respectively. Analyzing the trees, it is clear that the seq2-
probTree method is capable of learning and identifying the
possible event scenarios. However, since the dataset is vastly
diverse—especially since the seq2probTree method is also
sequential position-sensitive—the probabilities of the indi-
vidual transitions are pretty low; thus, the shallow Pthr value

is justified. Moving lower with the probability threshold
would have resulted in immense trees; thus, only the most
frequent transitions are displayed in the figures. In Figure 27,
one drawback of the method is also observed: in the longer
sequences, which contain or start with [136711], often a
recurring [361835] is present.(is transition is so prominent
that the LSTM model keeps on predicting it with a high
probability. In these cases, only the defined maximal output
sequence length parameter kept the seq2probTree method
from creating an ever-growing branch on the tree.

Figure 24 illustrates well the different alarm sequences
related to the depropanizer. (e tree is initialized with the
alarmmessage of the depropanizer pressure [136769], which
can be followed by either the level alarm of one of the vessels
of the depropanizer [137161] or an alarm of a pump
[136711]. After the alarm on the depropanizer vessel, the
alarm of the depropanizer pressure [136769] or the
depropanizer feed can come in [353848].

(e alarm sequences in Figure 25 are related to another
scenario of the depropanizer. As can be seen, the alarm

Figure 16: Output of the seq2probTree method for the tree-based system with input sequence [B].
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Figure 17: Output of the seq2probTree method for the tree-based system with input sequence [B A].
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Figure 18: Output of the seq2probTree method for the tree-based system with input sequence [B A B].

Figure 19: Output of the seq2probTree method for the tree-based system with input sequence [B A B A].

Figure 20: Output of the seq2probTree method for the tree-based system with input sequence [B A B A D].

Figure 21: Output of the seq2probTree method for the tree-based system with input sequence [B A B A D D].

Table 1: (e calculated average error values for different input sequences.

Input sequence Average error
A D 3.5
D 2.5625
B 2.1
B A 3.4667
B A B 2.6667
B A B A 0
B A B A D 0
B A B A D D 0
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Table 2: Prediction error statistics with every possible Φ4′ input.

SEQ Conf. Weight Average error Weighted A. E.
B A B A 0.1804 1 0 0
D C A A 0.0687 0.3808 2.8889 1.1001
D C A D 0.0013 0.0074 2.25 0.0166
D C B D 0.005 0.0279 1.8 0.0503
D D D C 0.0398 0.2207 4 0.8828
D D D B 0.0487 0.2698 0 0
D D C D 0.0122 0.0674 3.3333 0.2248
D D C C 0.0984 0.5456 2.5714 1.4031
D D A A 0.0702 0.3889 2.2222 0.8642
D D A B 0.0468 0.2592 4 1.0370
B A B B 0.0396 0.2195 1.8571 0.4077
A D C C 0.1313 0.7277 0 0
A D C D 0.0676 0.3749 0 0
A C D A 0.0879 0.4873 2.25 1.0964
A C A A 0.1032 0.572 2.4444 1.3983
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Figure 22: Process flow diagram of the hydrofluoric acid (HF) alkylation production unit.

Table 3: Occurrence statistics of the frequent sequence starting events in DT.

Event ID No. of occurrences
136711 127
136769 32
137438 31
137272 31
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Figure 23: Training statistics on the log of the HF acid production unit.

Figure 24: Output of the seq2probTree method for the HF production unit with input [136769].

Figure 25: Output of the seq2probTree method for the HF production unit with input [137438].
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message of the temperature alarm of the vessel [137438] can
be followed by the pump alarm [136711] again, or the level
alarm of the same vessel [137161], or another, rare alarm on a
circulation pipeline.

Figure 26 is an excellent example that a problem in the
bottom part of the stripper [137272] can generate a cascade of
alarms on the connected units (pump and level of the vessel).

Similarly, very long alarm cascades of varying proba-
bilities are generated in Figure 27. As we saw, the alarm of

the pump [136711] reoccurs in many sequences, and, not
surprisingly, it can induce the presence of several other
alarms with different scenarios for the order of their
occurrences.

4. Conclusion

By proposing the seq2probTree method, the application of
the seq2seq learning algorithm is expanded by not only

Figure 26: Output of the seq2probTree method for the HF production unit with input [137272].

Figure 27: Output of the seq2probTree method for the HF production unit with input [136711].
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considering the most probable item but also further ex-
ploring the alternative courses of an event sequence using
the beam search algorithm during inference. (is approach
has been realized in Python environment by using state-of-
the-art development tools.

(e capability of the method has been demonstrated to
reproduce the characteristics of a given system by applying it to
a first-order Markov chain model. (e provided transition
probabilities were reasonably identified, but the approach was
also capable of revealing the given unique attributes and quirks
of the examined systems.(e assumption that the seq2probTree
method is capable of exploring higher-order relationships be-
tween events has been demonstrated and validated using a tree-
based system as an example. In addition, the average error
metric has been proposed to aid the user in determining the
length of the input necessary for reliable prediction. Finally, the
applicability of the proposed method was examined on a real-
life practical example, where it produced valuable results even in
the case of a highly diversified system. (e proposed approach
was able to map the typical alarm event scenarios and represent
those in a visually interpretable manner in a hydrofluoric acid
alkylation process.

Based on this evidence, it can be stated that the sequence
trees created by the seq2probTreemethod properly represent
the network of the possible alternate sequence of events.
With this approach, the necessary visual output can be
obtained for understanding and diagnostics of higher-order,
complex systems.

Data Availability

(e benchmark datasets and the code of the developed al-
gorithms will be available on the GitHub profile and the
website of the authors (https://www.abonyilab.com/) after
the publication of the results.

Conflicts of Interest

(e authors declare that they have no conflicts of interest.

Acknowledgments

(is work was supported by the TKP2020-IKA-07 project
financed under the 2020-4.1.1-TKP2020 (ematic Excel-
lence Programme by the National Research, Development
and Innovation Fund of Hungary. Gyula Dörgő was sup-
ported by the doctoral student scholarship program of the
Co-operative Doctoral Program of the Ministry of Inno-
vation and Technology financed from the National Research,
Development, and Innovation Fund. (e authors gratefully
acknowledge the professional support of Ferenc Tandari
who provided invaluable comments on the case study.

References

[1] D. Deitz, W. Irwin, G. Wilson et al., “Automatic linkage of
process event data to a data historian,” US Patent 7,275,062,
2007.

[2] I. W. Wilson and E. R. Heinzelmann, “Sequence of events
recorder facility for an industrial process control environ-
ment,” US Patent 7,840,285, 2010.

[3] M. Taub, R. Azevedo, A. E. Bradbury et al., “Using sequence
mining to reveal the efficiency in scientific reasoning during
STEM learning with a game-based learning environment,”
Learning and Instruction, vol. 54, pp. 93–103, 2018.

[4] J. S. Kinnebrew and G. Biswas, “Identifying learning behaviors
by contextualizing differential sequence mining with action
features and performance evolution,” in Proceedings of the
International Conference on Educational Data Mining (EDM),
Chania, Greece, June 2012.
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Understanding and quantifying the mutual influence between systems remain crucial but challenging tasks in any scientific
enterprise.$e Pearson correlation coefficient, the mutual information, and the information quality ratio are the most widely used
indicators, only the last two being valid for nonlinear interactions. Given their limitations, a new criterion is proposed, the
reciprocal influence criterion, which is very simple conceptually and does not make any assumption about the statistics of the
stochastic variables involved. In addition to being normalised as the information quality ratio, it provides a much better resilience
to noise and much higher stability to the issues related to the determination of the involved probability distribution functions. A
conditional version, to counteract the effects of confounding variables, has also been developed, showing the same advantages
compared to the more traditional indicators. A series of systematic tests with numerical examples is reported, to compare the
properties of the new indicator with the more traditional ones, proving its clear superiority in practically all respects.

1. Determining Statistical
Dependence between Quantities

$e investigation of the reciprocal influence between sys-
tems is a major scientific objective in practically all disci-
plines. Both linear and nonlinear effects can be important,
the latter becoming often dominant in complex phenomena
[1].$e information about systems is typically obtained with
measurements affected by various forms of uncertainties.
$e measurands can therefore be considered as random
variables, and their mutual influence is partly deterministic
and partly probabilistic in nature.

Quantifying the dependence between random variables
is an essential statistical task for both bivariate and multi-
variate data. $e most popular measure of dependence
between two quantities is the Pearson product-moment
correlation coefficient or “Pearson’s correlation coefficient”
(PCC) [2]. To alleviate its limitations (see Section 2), at the
beginning of the last century, various alternative indicators
based on ranked variables were developed, such as the

Spearman ρ or Spearman rank correlation coefficient [3] and
the rank correlation coefficient or Kendall τ [4]. After the
Second World War information theoretic criteria, such as
mutual information, became quite popular [5]. At the dawn
of the new century, a lot of work was devoted to consoli-
dating distance correlation, an indicator that is zero only
when the two variables are not correlated [6]. In the last
years, the advances in genetics have also motivated the
development of various techniques for the analysis of the
dependence between vectors in high dimensions. For this
multivariate inference, very sophisticated approaches have
been proposed, ranging from projection correlation [7] to
Ball covariance [8] and Brownian distance [9]. All these
techniques are based on specific assumptions about the
statistical properties of the vectors of random variables to
consider.$ey are also quite involved, both conceptually and
numerically.

$e indicators proposed in this paper are meant to deal
only with bivariate cases, for which no prior information is
known about the statistics of the data, so fully general
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techniques are required. A conditional version to counteract
the effects of confounding variables has also been developed.
$e indicators are also very simple from the point of view of
the conceptual background, interpretation of the results, and
implementation requirements.

Regarding the structure of the paper, Section 2 intro-
duces the most consolidated indicators, typically used to
assess the dependence between two variables. Section 3
discusses the main rationale behind the proposed alternative
indicator: the reciprocal influence criterion. $e systematic
tests, comparing the properties of RIC with PCC and IQR,
are reported in Sections 4 and 5, for functional and non-
functional dependencies, respectively. $e robustness
against the noise of statistics, different from the Gaussian
and against outliers, is discussed in Section 6. $e condi-
tional version of RIC is introduced in Section 7, before
conclusions are drawn in Section 8.

2. Traditional and Alternative Criteria to
Quantify the
Correlations between Quantities

In order to fully appreciate the potential of the new indi-
cators proposed in the paper, it is worth starting the dis-
cussion with a review of the traditional and alternative tools
most used by practitioners for the analysis of bivariate
dependence. $e linear correlations between two quantities
are typically calculated with the Pearson correlation coef-
ficient (PCC). For a couple of random variables X and Y,
indicating with cov as the covariance and with σ as the
standard deviation, the PCC is calculated as [10]

PCC �
cov(X, Y)

σxσy

. (1)

Even if it is very useful in practice, some limitations of
the PCC, particularly, its vulnerability to noise, are very
often overlooked. In any case, the detection of nonlinear
correlations between two variables is a much more serious
matter. To quantify nonlinear dependencies, historically, the
first techniques developed were based on ranking variables

(see Section 2.1). After the Second World War, indicators
based on the probability distribution function (pdf) of the
data have been developed; particularly, information theo-
retic criteria are popular (Section 2.2). Distance correlation
is a muchmore recent development, first introduced in 2005,
to remedy the problem that the Pearson correlation coef-
ficient can be zero for dependent variables (Section 2.3).

2.1. Rank-Based Criteria. In this paper, the symbol ρS in-
dicates the extension of the Pearson correlation coefficient
introduced by Charles Spearman. Spearman’s ρS is a non-
parametric measure of the statistical dependence between
the rankings of two variables; as such, it quantifies how well
the relationship between two variables can be modelled by a
monotonic function [11]. Spearman’s ρS is calculated as the
Pearson correlation between the rank values of the quantities
involved and assesses how monotonic the relation between
them is (whether linear or not). If there are no repeated data
values, ρS assumes the values +1 or − 1 when the two var-
iables are perfect monotone functions of each other.

To calculate Spearman’s ρS, the raw data Xi and Yi are
converted into ranks first: rankX and rankY; the standard
deviations of these two ranked variables are indicated with
the symbols σrankX

and σrankY
. Spearman’s ρS is then defined

as

ρS �
cov rankx, ranky􏼐 􏼑

σrankx
σranky

. (2)

$e Kendall rank correlation coefficient, named after
Maurice Kendall, was developed at the end of the 30 s, and it
is usually indicated with the Greek letter τ. It is meant to
measure the rank correlation, i.e., the similarity of the or-
dering of the data when ranked. Intuitively, the higher the
Kendall correlation between two variables, the more similar
their rank; the Kendall τ is also normalised in the sense that
it ranges between 1 and − 1 [11].

Mathematically, the Kendall rank correlation coefficient
is calculated as

τ �
(Number of concordant pairs) − (Number of discordant pairs)

n

2
􏼠 􏼡

,
(3)

where the denominator is the binomial coefficient
n

2􏼠 􏼡 � n(n − 1)/2.

2.2. Information 6eoretic Criteria. A widely used indicator
to investigate nonlinear interactions is the mutual infor-
mation, which quantifies the information shared by two

systems. $e Shannon or discrete version is defined as
[12, 13]

MIShan � 􏽘 􏽘 pxylog
pxy

pxpy

􏼠 􏼡􏼠 􏼡, (4)

where px and py are the discrete probabilities of two random
variables X and Y and pxy is their joint probability.
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A differential version of the indicator can be formulated
in terms of the probability densities fx and fy:

fx �
px

Δx
,

fy �
py

Δy
,

fxy �
pxy

ΔxΔy
,

(5)

where Δx and Δy are the dimensions of the bins. $e dif-
ferential mutual information, MIdiff, is defined as

MIDiff � 􏽚 􏽚 fxylog
fxy

fx fy

􏼠 􏼡dx dy􏼠 􏼡. (6)

It can be easily demonstrated that the two relations (4)
and (6) are equivalent; the mutual information is, therefore,
referred to as MI in the rest of the paper. MI has various
positive properties but presents the main limitation of not
being normalised. To obviate this drawback, the mutual
information is typically divided by the joint entropy to
obtain the so-called information quality ratio (IQR) [14]:

IQR �
MI

H(X, Y)
. (7)

$is quantity is normalised in the sense that it assumes
only values between zero and one. It is important to re-
member that, in equation (7), the discrete or Shannon
version of the joint entropy is to be used:

HS,XY � − 􏽘 􏽘 pxylog pxy􏼐 􏼑. (8)

$e Shannon entropy is to be compared with the dif-
ferential one, which can also assume negative values:

HD,XY � − 􏽚 􏽚 fxylog fxy􏼐 􏼑dxdy􏼐 􏼑. (9)

Equation (7) is the commonly accepted version of the
information quality ratio, normally adopted because the
differential version of the joint entropy can be negative, with
the obvious related problems and difficulties.

Unfortunately, mainly due to the denominator, the IQRS
has some limitations, particularly, a lack of robustness to
noise and a strong dependence on the choice of the bins.

2.3. Distance Correlation. $e objective of distance corre-
lation (Dcorr) consists of quantifying the dependence be-
tween two random vectors, which do not need to have
necessarily equal dimension. Dcorr has the clear advantage,
compared to the PCC, that the population distance corre-
lation coefficient assumes a zero value only if the two
random vectors are independent. $erefore, distance cor-
relation is meant to quantify both linear and nonlinear
association between two random variables or random
vectors [5].

$e calculation of Dcorr requires the definition of some
other preliminary quantities. Indicating with (Xk, Yk), k� 1,

2, . . ., n, a sample from a pair of real-valued or vector-valued
random variables (X, Y), the elements of the n by n distance
matrices (aj, k) and (bj, k) are all pairwise distances:

aj,k � Xj − Xk

�����

�����, j, k � 1, 2, . . . , n,

bj,k � Yj − Yk

�����

�����, j, k � 1, 2, . . . , n,
(10)

where || || denotes the Euclidean norm. Defining aj and akas
the jth rowmean and the kth columnmean, respectively, and
with a the grand mean of the first vector mutual distance X
matrix, one can then calculate all doubly centred distances
(with the same notation for the Y vector matrix):

Aj,k � aj,k − aj − ak + a,

Bj,k � bj,k − bj − bk + b.
(11)

$e desired sample distance covariance is then simply
the arithmetic average of the product Aj,kBj,k:

dCov2n(X, Y) ≔
1

n
2 􏽘

n

j�1
􏽘

n

k�1
Aj,k Bj,k. (12)

Indicating with distance variance,

dVar2n(X, X) ≔
1

n
2 􏽘

n

k,l�1
A
2
k,l, (13)

finally, the distance correlation is

dCor(X, Y) ≔
dCov(X, Y)

���������������
dVar(X)dVar(Y)

􏽰 . (14)

$e main properties of dCor are that it assumes values
between 0 and 1, and it is zero only if the two vectors are
independent. $e distance correlation software used in this
work is the one published by Shen Liu [15].

3. TheReciprocal InfluenceCriterion:Rationale

As will be shown in the rest of the paper, all criteria
summarised in the previous section have several drawbacks.
In this work, a new indicator, able to quantify linear and
nonlinear correlations between variables, is introduced. $e
new indicator, based on information theoretic quantities and
named reciprocal influence criterion (RIC), has been
designed to have the following properties.

3.1. Property 1. $e indicator ranges from zero (no corre-
lation) to one (perfectly correlated). $e definition of cor-
relation for this indicator is the following.

Two variables i and j are correlated when the knowledge
of i helps to predict j and vice versa.$e correlation indicator
tends to one when the uncertainty of i (j) known j (i) goes to
zero. Correlation must be equal to zero when the uncertainty
of i (j) does not change when the j (i) is known. Note that, in
this definition, symmetric equations cannot reach the value
of one; as, for example, for the function y � x2, since y is
known, there are two valid values of x (excluded x� 0 and
y� 0).
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3.2. Property 2. $e indicator does not vary as a function of
the binning used for the probability density or distribution
function calculations, i.e.,

ΔNbin

Nbin
≫
ΔRIC
RIC

, (15)

where ΔRIC denotes the difference between the indicator
values calculated with and without the outliers.

3.3. Property 3. $e indicator can be calculated indifferently
for either discrete or continuous random variables.

3.4. Property 4. Small sensitivity to outliers is quantified as
Noutliers

N
≫
ΔRIC
RIC

. (16)

$e formulation of the RIC that ensures the former
properties is

RIC � 1 −
A

Hxy

A
Hx+Hy

� 1 −
A

Hxy

A
Hx+Hy

� 1 −
1

A
MI.

(17)

$e RIC indicator is based on the ratio between the
amount of information (uncertainty) shared by the two
variables with respect to the sum of their individual in-
formation (uncertainty). In some ways, its definition is very
similar to the IQR indicator, with the main difference that
the RIC is based on the exponential of the entropy AH. $is
approach allows obtaining a much more reliable indicator,
which satisfies the aforementioned four desirable properties,
as demonstrated in the following, and presents some ad-
ditional positive qualities, namely, symmetry, asymptotic
consistency, and unbiasedness, which are discussed in
Appendix A.

With regard to the free parameter A, the choice of its
numerical value can be optimised, depending on the nature
of the data and the objectives of the investigation. $e re-
sults, reported in the rest of the paper, have been obtained by
setting A� 10, to maximise the coherence of RIC with PCC
in case of linear correlations; the equations in the following
are also particularised for this numerical value. A detailed
discussion of the RIC behaviour with the parameter A is
provided in Appendix B.

Some of the aforementioned four properties can be
analytically demonstrated. First, property 1 can be proven as
follows. For not correlated variables, Hx + Hy � Hxy and
MI⟶ 0; thus,

lim
MI⟶0

RIC � lim
MI⟶0

1 −
10HD,xy

10HD,x+HD,y
� lim

MI⟶0
1 −

1
10MI � 0.

(18)

In the case of partially correlated quantities, RIC is al-
ways positive, and for high mutual information, it tends to
one. More specifically, it is known that, for high correlation
levels, the joint entropy tends to the lowest entropy of the
two variables (Hxy⟶ min(Hx, Hy)) [16], which means
that MI⟶ max(Hx, Hy). Assuming Hy>Hx, it follows

lim
Hxy⟶ Hx

RIC � lim
Hxy⟶ Hx

1 −
10Hxy

10Hx+Hy
� lim

Hxy⟶ Hx

1

−
10Hx

10Hx+Hy
� lim

Hxy⟶ Hx

1 −
1

10Hy
> 0.

(19)

Property 3 can also be proved. Indeed, writing the RIC
using the differential information theoretic quantities and
remembering that the sum of the entropies is equal to the
sum of the mutual information and the joint entropy, it is
possible to demonstrate that RICD is the same as RICS:

RICD � 1 −
10HD,xy

10HD,x+HD,y
� 1 −

1
10MI

� 1 −
10HS,xy

10HS,x+HS,y
� RICS.

(20)

Moreover, RIC is directly correlated to the mutual in-
formation value; also, property 2 is expected to be satisfied
(and it is validated in Section 4).

In terms of interpretation, RIC remains an information
theoretic indicator, since it relies on the mutual information.
On the contrary, the monotonic transformation of (15)
provides a practically normalised indicator without having
to make recourse to the joint entropy. $e advantages of
such a reformulation will be illustrated in detail, with the
help of numerical tests, in the next sections.

4. The Reciprocal Influence Criterion:
NumericalTests forFunctionalDependencies

In this section, the properties of RIC are investigated with
the help of a series of numerical tests with synthetic data.$e
reference indicators to benchmark the performance of RIC
are the ones reviewed in Section 2, the most used by the
practitioners. Only bivariate dependences due to functional
relations are considered; nonfunctional dependencies are the
subject of Section 4.1. A general overview of the results is

Table 1: $e value of the various indicators for the cases of Figure 1.

y � x y � x2 y � ex y � sin(3x)

Pearson 0.99 0.03 0.93 0.01
Spearman 0.99 0.03 0.98 0.03
Kendall 0.93 0.02 0.90 0.01
Distance correlation 0.99 0.49 0.96 0.35
IQR 0.47 0.35 0.46 0.33
RIC 0.97 0.93 0.96 0.90
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Figure 1: $e main classes of functions tested. (a) Examples of synthetic data. (b) $e numerical values of the indicators.
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provided first and some specific aspects are discussed in
dedicated sections.

4.1. Comparison Overview. A first comparison between the
RIC and the other criteria has been performed for the
functional dependencies linear, quadratic, sinusoidal, and
exponential. $e results for a series of representative cases
are reported in Table 1. A graphical overview is provided in
Figure 1. Random noise of Gaussian distribution, with
standard deviation equal to 10% of the quantity value, has
been added to all variables.

$e values of Table 1 and inspection of Figure 1 reveal
that RIC never performs significantly worse than the other
criteria for linear dependencies. RIC starts outperforming all
other indicators in the case of nonlinear functions. More-
over, as expected, RIC provides much more reliable and
reasonable results whenever the functional dependence is
nonmonotonic and when even the ranked methods fail
miserably. Also, the indicators based on the pdf, IQR, and
distance correlation show significant difficulties to provide
acceptable results for the nonmonotonic dependencies. All
these are general properties not only true for the examples
reported but also confirmed in all cases tested.

4.2. Linear Correlations: Effects of Gaussian Noise and
Binning. $is section, with the help of Figure 2, is simply
aimed at supporting the statement that RIC can reproduce
well the values of the PCC for linear correlations. $e be-
haviour of the other indicators is also shown for com-
pleteness. $e plots of Figure 2 refer to the case of perfect
linear correlation between quantities: y� x. On the x-axis,

the standard deviation of additive noise and zero mean and
sampled randomly from a Gaussian distribution is reported.
$e results are fully general. $e RIC reproduces quite well
the values of the PCC, whereas the IQR is significantly more
vulnerable to both noise and binning. A similar analysis
indicates that RIC is also more robust against the presence of
outliers; indeed, it can tolerate about even one order of
magnitudemore outliers than IQR, confirming that property
4 of Section 3 is satisfied (with 5% of outliers, the average
Pearson coefficient variation is about 10% and the IQR
variation is 12%, while the ΔRIC is 0.7%).

4.3. Nonlinear Correlations: Effects of Gaussian Noise and
Binning. $e competitive advantages of RIC become even
more evident in the case of nonlinear correlations. $ree
exemplificative cases are reported in Figure 3, in which the
proposed new criterion is compared with IQRS. $e func-
tional dependencies reported are y� x2, y� sin (x), and
y� exp (x).

As expected, IQR is much more sensitive to the choice of
the binning and the level of noise. RIC remains stable at a
value very close to 1 for a much wider range of these factors.
Moreover, IQR does not output a value of 1 even for perfect
correlation between the two variables. $is is a consequence
of the denominator not being a normalised quantity. Again,
also in the case of nonlinear correlations, RIC provides much
more consistent results also in the presence of a significant
number of outliers (the comparative resilience is similar to
the case of linear correlations).

$e positive qualities of RIC, compared to PCC and IQR,
are not a negligible matter in practice because, in real-life
applications, the effects of the noise and the uncertainties
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Figure 2: (a) Behavior of PCC, IQR, and RIC with the standard deviation of the additive noise for linear correlations between two variables:
y� x. (b) Behavior of PCC, IQR, and RIC with the standard deviation of the additive noise when varying the binning.
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about the details of the pdfs can have a strong effect on the
conclusions.

It should be noted that, from the analysis performed as a
function of the binning, it is clear that property 2 of Section 3
is satisfied, i.e., ΔNbin/Nbin≫ΔRIC/RIC.

5. The Reciprocal Influence Criterion:
Numerical Tests for
Nonfunctional Dependencies

$e cases treated in this section, to exemplify the properties
of RIC for nonfunctional dependencies (with additive
Gaussian noise of mean equal to zero and standard deviation
equal to 0.1), are shown in Figure 4. $ese types of

dependencies are quite involved and difficult to resolve.$ey
are fully nonlinear and they cannot even be represented by
functions. For all these cases, RIC performs significantly
better than all other indicators. A synthetic overview of the
results is reported in Table 2.

Inspection of Table 2 and Figure 4 reveals that the RIC
criterion is always higher than the others by a factor. A part
of the case of the rhomboid dependence always provides a
value of 0.8 or higher, whereas the other indicators are closer
to zero. $e RIC, therefore, provides a much more reliable
indication that there is a strong correlation between the two
variables involved. Even the two other most sophisticated
criteria, the IQR and distance correlation, perform signifi-
cantly worse for all the examples investigated.
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Figure 3: Behavior of PCC, IQR, and RIC with the standard deviation of the additive noise for various nonlinear dependencies. (a) y� x2.
(b) y� sin (x). (c) y� exp (x).
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6. Robustness to Noise of Different Statistics
and Outliers

$e signals and data acquired in many scientific disciplines
are typically affected by noise. $e assumption of Gaussian

statistics is often justified, but there are also other important
types of noise of great practical and theoretical importance.
Two of the most relevant distributions are certainly the
Poisson and gamma.

Poisson distribution:
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Figure 4: Main examples of the main functional dependencies investigated. (a) Examples of synthetic data. (b) $e numerical values of the
indicators.
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Table 2: $e value of the various indicators for the case of Figure 4.

Circular Double squared Rhombus
Pearson 0.00 0.00 0.03
Spearman 0.00 0.00 0.04
Kendall 0.00 0.00 0.02
Distance correlation 0.19 0.31 0.15
IQR 0.21 0.31 0.05
RIC 0.80 0.89 0.38
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Figure 5: Comparison of RIC and the other criteria for nonlinear correlations, y� 30 sin (3x), in which the signals are affected by additive
noise of different statistics.
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f(x) �
λn

n!
e

− λ
, ∀n ∈ N. (21)

Gamma distribution:

f(x) �
x

k− 1
e

− x/θ

θkΓ(k)
, ∀x> 0, k, θ ∈ N. (22)

Figure 5 reports some comparative examples of the
performance of the various indicators for these two distri-
butions.$e cases reported are full representatives of a series
of systematic tests performed to investigate this point. In
general, as for the Gaussian distribution reported in Figure 5
as a reference, RIC is also much less affected by additive
noise of different distributions.

Another potential source of data contamination, of great
practical relevance, is the presence of outliers. If the user is
aware of the problem and has some prior information about
the statistics of the outliers, some measures to remedy the
situation can be taken before applying the dependence in-
dicators [17, 18]. $ese measures belong to the family of
robust statistics and can be quite effective. On the contrary, it
is not always the case that the practitioner is aware of the
issue and therefore investigating the robustness of the
various dependence criteria to outliers remains a significant
subject. Some representative results of a series of systematic
tests, performed to assess this aspect, are shown in Figure 6
for the main classes of functional dependencies. In these
cases, the outliers are generated as random Gaussian points
with a mean equal to zero and standard deviation
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Figure 6: Robustness of RIC and other criteria against outliers. $e x-axis reports the percentage of outliers generated randomly using a
Gaussian distribution of large standard deviation.
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comparable to the range of the function. As expected, the
most vulnerable indicator is the PCC. $e rank-based cri-
teria and the distance correlation are slightly more insen-
sitive; the outliers must be relatively high both in number
and amplitude to affect the ranking, before they have a
detrimental effect on the values of these indicators. In any
case, even in the presence of outliers, RIC remains the most
robust criterion.

7. The Conditional Version of the Reciprocal
Influence Criterion

In many applications of correlation analysis, one funda-
mental objective consists of determining the mutual influ-
ence between variables in the presence of confounding
factors. It is therefore natural to investigate the potential of a
conditional version of RIC:

RICcond(X, Z|Y) � 1 −
1

10MIcond(X,Z|Y)
. (23)

In the following plots, the performances of RICcond are
compared with the ones of a conditional version of IQR:

IQRcond(X, Z|Y) �
MIcond(X, Z|Y)

HXZ

. (24)

$e plots of Figure 7 report only the cases of nonlinear
correlations (z� x2+ y, z� x3+ y, z� ex + y), but the same
conclusions apply also to linear effects.

In addition, in this application, RIC provides much
better resilience to noise, and it is less dependent on the
choice of the binning to determine the pdfs of the quantities
involved. Moreover, even for very low levels of uncertainty,
in the limit of no noise, it manages to identify more clearly
the mutual correlations actually at play.

8. Discussion and Conclusions

To quantify the mutual influence between quantities, a new
indicator has been introduced, the reciprocal influence
criterion. A conditional version to separate the effects of
confounding factors has also been devised. RIC reproduces
the results of PCC in the case of linear correlations but is
more robust against the influence of additive noise and
outliers. In the case of nonlinear influences, RIC outper-
forms not only the ranked criteria and the distance co-
variance but also the information theoretic indicators such
as the IQR in many respects; it provides more interpretable
results and is more robust against noise and less sensitive to
the choice of the binning of the pdfs involved. All these
competitive advantages can be quite important in practice.

Other aspects, not to be neglected in the perspective of a
wide application of the proposed indicator, are the fact that
RIC is conceptually very simple, easy to implement, and fully
general, in the sense that it does not rely on specific as-
sumptions about the properties of the stochastic variables
involved. In terms of requirements on the data, of course,
enough examples must be available to properly calculate the
pdfs, but again RIC is more parsimonious than the other
indicators, which require estimating the probability distri-
bution functions of the quantities involved.

Regarding future developments, it is planned to inves-
tigate whether alternative versions of the entropy and,
therefore, of the derived quantities, can help improve the
performance of RIC [19–22]. Furthermore, additional for-
mulations, more suited to the investigation of actual causal
relations than simple correlations, are also under consid-
eration [23–26]. In terms of practical applications, some of
the most immediate range from the investigation of syn-
chronization experiments and disruptions in thermonuclear
fusion [27–37] to the refinement of measurement techniques
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Figure 8: Trends of RIC versus the squared Pearson correlation coefficient for various values of A.
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and data analysis methods in earth sciences and plasma
physics [38–40].

Appendix

A. Additional Useful Properties of the
Reciprocal Influence Criterion

$is appendix is devoted to showing how RIC satisfies some
basic properties, which are desirable of any correlation
criterion. $ey are symmetry, asymptotic consistency, and
unbiasedness (independence from offset).

Symmetry: RIC (X, Y) is equal to RIC (Y, X). $is is
obviously true, being the mutual information sym-
metric. Indeed,

RIC(X, Y) � 1 −
1

10MI(X,Y)
� 1 −

1
10MI(Y,X)

� RIC(Y, X).

(A.1)

Asymptotical consistency: this property means basi-
cally that the indicator assumes appropriate values
when the MI decreases toward zero or becomes very
large. Also, in this respect, RIC behaves very satisfac-
torily. $e indicator ranges from 0 to 1 and increases
monotonically with MI, as can be derived directly from
equations (19) and (20).
Independence to offset (unbiased): this additional very
important property assures that a constant offset or bias
in the data does not affect the results and can be written
as RIC (X+ a, Y+ b)�RIC (X, Y) ∀a, b ϵ P. Also, this
property is a direct consequence of the unbiased nature
of the mutual information. Indeed,

RIC(X + a, Y + b) � 1 −
1

10MI(X+a,Y+b)
� 1 −

1
10MI(X,Y)

� RIC(X, Y).

(A.2)

B. The Choice of Parameter A

In general, the RIC indicator is defined as

RIC � 1 −
A

Hxy

A
Hx+Hy

� 1 −
1

A
MI.

(B.1)

In this appendix, the behaviour of RIC with respect to A
is discussed. $e parameter A can indeed be optimised
depending on the situation and the objectives of the analysis.
$is degree of freedom can become handy in various ap-
plications. $e reason why A has been set equal to 10, to
obtain the results presented in his work, is that, for this
choice, RIC produces quite well the trends of the PCC in case
the correlation between the two quantities analysed is linear.
Figure 8 shows how the RIC values vary as a function of the
linear correlations between x and y and A.

For A� 10, RIC varies almost linearly with squared PCC,
and the consistency with this very popular indicator can be
considered a positive quality in most applications.
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Nuclear fusion is the process by which two or more atomic nuclei join together to form a single heavier nucleus. )is is usually
accompanied by the release of large quantities of energy.)is energy could be cheaper, cleaner, and safer than other technology currently
in use. Experiments in nuclear fusion generate a large number of signals that are stored in huge databases. It is impossible to do a
complete analysis of this datamanually, and it is essential to automate this process.)at is whymachine learningmodels have been used
to this end in previous years. In the literature, several popular algorithms can be found to carry out the automatic classification of signals.
Among these, ensemble methods provide a good balance between success rate and internal information about models. Specifically,
AdaBoost algorithm will allow obtaining an explicit set of rules that explains the class for each input data, adding interpretability to the
models. In this paper, an innovative approach to perform an online classification, that is, to identify the discharge before it actually ends,
using interpretablemodels is presented. In order to evaluate and reveal the benefits of rule-basedmodels, an illustrative example has been
implemented to perform an online classification of five different signals of the TJ-II stellarator fusion device located in Madrid, Spain.

1. Introduction

Energy is a crucial element for the subsistence of our modern
civilization. Almost all human activities require energy to
work. )is requirement is increased year after year, espe-
cially due to the growing population, which is estimated by
about 10 billion people in the middle of this century [1].
Nowadays, fossil fuels are the main source of energy because
of their relatively low cost of production and high energetic
capacity. However, they are not a long-term option. Al-
ternatives like renewable energies are increasing their par-
ticipation in modern life. However, the current technology
of renewable sources is still not able to supply all energy
needed [2, 3].

On the contrary nuclear sources can provide great
quantities of energy. Although fusion energy is still devel-
oping, its potential is enormous, even compared with nu-
clear fission. Nuclear fusion is the process by which two or
more atomic nuclei join together to form a single heavier

nucleus. )is is usually accompanied by the release of large
quantities of energy. Fusion is the process that powers active
starts, the hydrogen bomb, and some experimental devices.
Nuclear fusion could be cheaper, cleaner, and safer. Fusion
power would provide much more energy than any other
technology currently in use, and the fuel required for fusion,
mainly deuterium, exits abundantly in the oceans. Fusion
could, in theory, supply all the energy needs of the world for
millions of years [4, 5].

Achieving full control of the energy generated by nuclear
fusion devices involves an analysis over huge databases with
thousands of signals that is impossible to do it manually.
)is amount of data implies performing the analysis (e.g.,
finding significance or regular patterns) in high dimensional
spaces and it is essential to automate the process using
machine learning [6–9]. To this end, we can find several
algorithms in the literature in order to perform pattern
recognition in an automatic way. In the context of the
pattern classification problem, the most popular algorithms
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are Support Vector Machines and Neural Networks; both
have shown high performance in previous applications in
fusion [10–12], but with an important inconvenient: these
algorithms produce black-box models, where it is not
possible to obtain explicitly a simple mathematical rela-
tionship that outputs the classification.

)e aim of this article is to present a new approach that
combines the pattern (waveform) classification online with
internal information about the decision model (i.e., inter-
pretability). In the literature, there are several examples of
using black-box models to automate the classification
problem. )e main reason for this is the high success rates
reported in different topics such as nuclear fusion [12–14].
However, a black-box model does not give us any hint about
the reason for the classification; for example, we are not able
to know what the most important input variable is involved
in the decision.

In this sense, ensemble methods provide a good balance
between success rate and internal information about the
model [15, 16]. Particularly, the AdaBoost algorithm allows
obtaining an explicit set of simple rules that outputs the class
of the signal from the input data [17]. Such property adds
interpretability to the models, which could be useful to
understand the reason for the classification process and,
ultimately, for improving knowledge of the underlying
physical phenomenon. )is fact will allow a much more
precise adjustment of the obtained models.

)e main contributions of this article are as follows: (1)
the waveform classification using ensemble methods gen-
erate rules-based models (if-then rules) that are not black
boxes and could be useful to understand the entire process of
the plasma discharges in nuclear fusion devices and (2) the
classification system of waveform works online, which
implies that we do not need to wait until the discharge
finishes to obtain the class from the input data.

)e rest of the paper is structured as follows: Section 2
introduces some basics aspects of the Nuclear Fusion En-
ergy, the AdaBoost algorithm, and the signals used. Section 3
presents the offline and online approaches to classify the
signals. A brief analysis of the models and features obtained
is also presented. Finally, Section 4 summarizes the main
conclusions.

2. Background

2.1. Nuclear Fusion Energy. In order to reproduce on the
Earth the fusion power, some fusion reaction can be used.
One of the most important is the deuterium-tritium cycle
[18], which release 17.58MeV as follows:

2
1D+

3
1T⟶

4
2He(+3.52MeV)+

1
0n(+14.06MeV). (1)

In a fusion device, the reaction is produced at very high
temperatures, about 150 million degrees Celsius. To this
temperature, the matter inside of fusion devices is found like
plasma, which is a state of matter similar to gas with a
portion of its particles ionized. Magnetic fields are used to
confine plasma in the shape of a torus. )e most common
configurations for magnetic confinement of plasma are

stellarators and tokamaks. Figure 1 shows a simple and
general scheme of the process of generating electrical energy
from the nuclear fusion. )e reactor uses deuterium (D) and
tritium (T) to produce the reaction. )e water is heated by
the energy of the reaction and it feeds a turbine generator
that produces the electricity.

)e International )ermonuclear Experimental Reactor
(ITER) is an international nuclear fusion research and en-
gineering project, which is currently building the world’s
largest and most advanced experimental tokamak nuclear
fusion reactor at the Cadarache (France) [18]. ITER is ex-
pected to demonstrate that more energy is obtained than is
used to initiate the fusion process, something that has not
been achieved by any experimental fusion reactor. After
ITER, the first commercial demonstration fusion power
plant, named DEMO [19], will be intended. Currently, there
are many experimental fusion devices in operation.)e Joint
European Torus (JET) [20] is an experimental tokamak
reactor located in Oxfordshire (UK). It is currently the
largest facility of its kind in operation. TJ-II [21] is a medium
size stellarator located at CIEMAT in Madrid (Spain). DIII-
D is another tokamak machine developed by General
Atomics in San Diego (USA) [22].

Experiments on fusion reactors are carried out by
producing discharges or shot, in which plasma exists inside
the torus. )e duration of the shot is normally tens of
seconds. ITER would keep the shot for about 30 minutes.
During the discharges, many diagnostics around the reactor
acquire data at high sampling frequencies. About 10 GBytes
per discharge can be acquired in JET [20] (ITER could
storage 1 TByte per shot). Bolometry, density, temperature,
and soft X-rays are just some examples of the thousands of
data sets acquired during a discharge. Huge databases, with
an enormous amount of data, are a common situation in
experimental fusion reactors.

However, nowadays only 10% of the generated data is
processed, while the rest is not processed at all. )erefore, in
order to achieve fusion energy as a clean, inexhaustible, safe,
and cheap energy source, the current databases of experi-
mental devices (tokamaks and stellarators) should be ana-
lyzed completely. Performing complete analysis will involve
an optimal operation planning of ITER and, in turn, will be
basic for a successful design of DEMO. For that reason, this
project proposes the use of advanced pattern recognition
and machine learning techniques in order to analyze in a
faster and more efficient way massive fusion databases.

In this paper, the AdaBoost algorithm is used to build a
rule-based model to classify five different waveform classes
of the TJ-II stellarator. )e plasmas in TJ-II are produced
and heated with ECRH (2 gyrotrons, 300 kW each, 53.2GHz,
2nd harmonic, X-mode polarization) and NBI (300 kW)
[21]. Figure 2 shows a view of the TJ-II device.

2.2. AdaBoost Algorithm. )e adaptive Boosting algorithm
(AdaBoost) was proposed by Yoav Freund and Robert
Shapire [17, 24]. AdaBoost is a general method to obtain a
strong classifier (in our case a rule-based model) from a set
of T weak classifiers (also called hypotheses, or rules in our
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case). )is algorithm takes as input a set S � F, y􏼈 􏼉, where F

is a features vector of the signal that is going to be classified,
y is the label of class for each signal (+1 or −1), and m is the
total number of signals. Note that ht is a rule, and T rep-
resents the number of rules that composes the rule-based
model. Algorithm 1 is the pseudocode that shows the
implementation of this algorithm.

)e basic idea of boosting is to select the best weak (and
simple) classifier after each iteration.)e hypothesis selected
is weighted according to its capacity to classify the training
set correctly. Samples that were not correctly classified are
also weighted in order to look for a suitable hypothesis for
them in the next iteration. AdaBoost uses exponential error
loss as an error criterion. )e final model corresponds to a
weighted sum of the selected weak hypotheses. )e most
important issue is that the resulting model is based on if-else
rules, which means that the model is not based on a black-
box type model. )is represents an advantage compared to
other classification algorithms [24].

In this way, AdaBoost can be used in a straight forward
manner with signals. For example, a simple rule could be to
predict a class if the average of the last 30 milliseconds is
greater than a threshold. )us, we can use if-then sentences
such as if (avg (signal)> threshold) then +1, else –1 as a weak
rule ht (as in lines 9 and 10 of the pseudocode above). )e
output of the AdaBoost classifier will be finally the sign of the
weighted sum of T rules (line 18 of the pseudocode) such as

in equation (2). Note that αt corresponds to the importance
or weight of each class:

Class(F) � sign 􏽘
T

t�1
αtht · (F)⎛⎝ ⎞⎠. (2)

)e algorithm can be easily extended for a multiclass
problem (more than two classes) using the approach the one
versus the rest, which implies building a model to classify the
waveforms of a particular class (+1) versus the waveforms
that belong to a different class (−1). )is process is repeated
in order to build one classifier for each class. For example, in
[24], there is a detailed explanation about fundamental
concepts of AdaBoost. In [11, 25], there are good descrip-
tions about implementing classifiers for two or more classes
in nuclear fusion databases combined with other algorithms
(autoencoder and wavelet).

Figure 3 shows an illustrative example of the AdaBoost
algorithm from [26], which is a previous work of the authors.
)ere are seven samples of two classes (red circle and blue
cross) in the upper image. Let us assume that a new sample
located at (3.5; 3.0) has to be classified in one of the two
classes. We can use the seven samples to build (train) a
supervised data-driven model to predict the class of the new
sample by using AdaBoost. )e feature vectors are the re-
spective Cartesian coordinates x1 and x2. After some iter-
ations, the new sample is classified as a cross. )e image

Blanket
Magnet coils

Plasma
heater

Divertor
D, T

Li D
D

He

Turbine
generator

D, T, He
T

T

Figure 1: Electrical energy produced from fusion.

Figure 2: )e TJ-II device [23].
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below shows the result of testing the AdaBoost model for 500
new samples. Interested readers can find more technical
details in the literature.

2.3.TJ-IIWaveforms. )edata generated by the experiments
of the TJ-II device is stored in the relational database called
TJ2RDB. )is database allows searches to find shots with
particular properties and to do scaling studies. More general
information about this database can be found in [27, 28].

To illustrate the complexity of the data used for this
work, we show the waveform of one of the signals involved
in this research. Figure 4 shows the signal ECE7 for 200
shots. As it can be seen, for the same signal, the shape of the
waveform is very different from a shot to another one. )is

implies that the classification of these kinds of signals can be
a difficult task if it is carried out manually.

In order to evaluate and reveal the benefits of this ap-
proach, we have implemented a proof-of-concept using an
illustrative example of the online classification for five dif-
ferent waveforms. )is explanatory classification problem
has been selected because the proposed approach can be
easily compared with other previous works, where black-box
algorithms have been implemented.

Figure 5 shows the temporal evolution of the 5 wave-
forms used to test the proposed approach in this work. From
top to bottom and from left to the right, the waveforms
(classes) are ECE7, GR, GR2, HALFAC3, and IACCEL1.

Table 1 presents a brief description of the selected TJ-II
signals. Note that the selection of other signals might provide

(1) Input: S � (Fi, yi), ∀i � 1 . . . m􏼈 􏼉

(2) #S: Training set example
(3) #D1: Initial weight distribution
(4) #m: Size of the training set
(5) #yi ∈ −1; +1{ }

(6) D1(i) � 1/m, ∀i � 1 . . . m

(7) #T rules that compose the rule-based model
(8) for t:� 1 to T do
(9) #Get weak hypothesis ht: F⟶ −1, +1{ }

(10) ht � GetWeakHypothesis(F, Dt)

(11) et � 􏽐i:ht(Fi)≠yi
Dt(i)

(12) αt � (1/2)ln((1 − et)/et)

(13) #Update Dt distribution
(14) Dt+1(i) � Dt(i)exp(−αtyiht(Fi))/Zt, ∀i � 1, . . . , m

(15) #Zt: Normalization factor Dt+1 is a distribution:
(16) #Zt � 􏽐

m
i�1 Dt(i)exp(−αtyiht(Fi))

(17) end for
(18) return hypothesis combination: C(F) � 􏽐

T
t�1 αtht(F)

(19) end AdaBoost

ALGORITHM 1: AdaBoost algorithm.
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Figure 3: (a) Two classes (training samples). (b) Classification of 500 new samples.
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different results to those presented here, but the approach is
enough general to obtain a classification with similar suc-
cessful rates.

Finally, note that a supervised training scheme requires a
previously labelled data set, and since in this context each
signal is acquired by a separated sensor system, all the labels
are known when data is stored. In a different context, the
labelling process could imply the assistance of many spe-
cialists to obtain such data sets.

3. Waveforms Classification

)e waveform classification is developed using AdaBoost
with two approaches: (1) offline and (2) online. In the offline
approach, the obtained model uses the entire signal to

perform the classification, which involves the classification is
done after the discharge has finished. On the other hand, a
sensitivity analysis was also performed to select a reduced set
of features in order to classify the waveform before it actually
finishes, which could be very interesting for real-time ap-
plications. For comparison purposes, the rule-based model
has been tested with signals used in previous works.

3.1. Offline Classification. For the offline approach, the
AdaBoost algorithm has been implemented to classify the
TJ-II waveforms using all the samples of the discharge. In
this case, 340 waveforms have been used in total (68
waveforms for each class). Each entire waveform is
resampled to 1024 samples to form the feature vector (F) in

0 50 100 150 200 250 300 350
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Figure 4: )e plot depicts amplitude versus time (ms) of the ECE7 signal for 60 random shots.
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Figure 5:)e plot depicts amplitude versus time (ms) of the five TJ-II waveforms classes: (a) ECE7, (b) GR, (c) GR2, (d) HALFAC3, and (e)
IACCEL1 described in Table 1.
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order to feed the AdaBoost algorithm. Finally, AdaBoost will
output a rule-based model (AdaBoost model) that allows
classifying a new waveform. Figure 6 shows the block dia-
gram of the implemented stages.

Table 2 shows three rules (ht) and their associated
weights (αt) of the obtained rule-based model to classify GR
signals (class 2). Note that the features F578 (magnitude of
GR signal at sample 578), F842 (sample 842), and F1024
(sample 1024) are used to perform the classification.

In the case of class 3 (GR2 signal), the classification can
be performed by using only the following rule: if
(F1 <−1.151) then +1 else −1, which implies that using only
the first feature of a discharge (F1), the approach is able to
classify GR2 signals successfully.

In order to evaluate the model, we split the data into two
subsets (cross-validation). )e training stage was carried out
with 60% of the data set (205 waveforms for each of the 5
classes) while 40% of the data set was used for the test stage
(135 waveforms for each class).

Table 3 shows the results of the offline classification of
the 5 types of signals. As it can be seen, the results are
encouraging. All the success rates are above 93%.

)e average success rate of the ensemble model is up to
98%, improving the results of previous works. In [25], a
Wavelet Transform with Support Vector Machines
(WT+ SVM) [25], the results were up to 92%.More recently,
in [11], a Stacked Autoencoder (a type of Neural Network) in
combination with Support Vector Machines (NN+ SVM),
the results were up to 94%.

One interesting thing about the proposed approach is the
ability to see the importance of each feature to perform the
classification. Figure 7 shows the features selected (samples)
by the algorithm to classify the ECE7 signals. )e blue line
represents shot and red circles represent the features used to
classify this signal.

)e size of the circles is proportional to the importance
of the rule (αt) that uses the feature. As it can be seen, the
most important values are located before sample 200, which
implies that some signals could be classified at the beginning
of the discharge; that is, an online classification could be
performed.

Based on the previous results, the idea of online clas-
sification came up. In this way, it is not necessary to wait
until the end of the discharge in order to perform the
classification. )e next section presents the online classifi-
cation algorithm.

3.2. Online Classification. )is approach starts the classifi-
cation at the very beginning of the discharge. First, the signal
is preprocessed in sliding windows obtained by grouping 10

consecutive samples and taking only one representative
sample for each window. In this way, the signal is reduced by
a factor of 10. )en, the feature extraction stage is applied to
obtain some specific characteristics of the signal that helps in
the classification. Figure 8 shows the block diagram of the
online approach.

Figure 9 shows an explanatory diagram of the algorithm.
)e red solid line represents the signal that is being analyzed.
)e blue dashed rectangle represents the sliding window,
which contains the segment of the signal analyzed at the
current iteration.

)en, the four features of this window are obtained:
average value (F1), minimum value (F2), maximum value
(F3), and, finally, slope value (F4), which is calculated by
performing a least squares adjustment. After that, the
AdaBoost model classifies the signal into one of the five
classes. When the result of the AdaBoost is three consecutive
positive values (+1), the signal is classified as this class. In
this example, the signal is classified as HALFAC3 (Class 4) as
is represented by the red dashed rectangle.

Similar to the offline case, we can easily obtain the at-
tributes used by the algorithm to perform the classification.
Table 4 shows the features used for each class. Note that
classes 1, 2, and 5 use only three features.

Table 5 presents the confusion matrix that shows the
results of the online classification of the five classes. Rows
represent the class that is being classified and the columns
represent the predictions of the classification for the actual

Table 1: TJ-II waveforms.

Signal Description Class Samples
ECE7 Electron cyclotron em. 1 500
GR First gyrotron 2 500
GR2 Second gyrotron 3 500
HALFAC3 Hα line intensity 4 500
IACCEL1 Neutral beam injector 5 500

Signal Feature
extraction

AdaBoost
model ClassResampled

signal

Figure 6: Block diagram of the offline application.

Table 2: Example of rules obtained to classify GR signals.

ht αt

if(F578 < 2.127) then + 1 else − 1 0.3726
if(F842 < 2.108) then + 1 else − 1 0.3782
if(F1024 < 0.131) then + 1 else − 1 0.5675

Table 3: Results of the classification of the 5 signals.

Signal Success rate (%)
ECE7 99.18
GR 98.35
GR2 100
HALFAC3 93.83
IACCEL1 100
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signal. As it can be seen, almost all the 27 tested discharges
for each class are correctly classified. )is leads to the fact
that the average success rate is over 99%.

Table 6 shows the time fraction of the discharge required
to perform the online classification of the five classes for 27
randomly selected shots. )e second column is the average

(in percentage) of time fraction for all shots to carry out the
classification. )e third column is the standard deviation of
the time faction (in percentage) needed to make the clas-
sification. )e fourth and fifth are the minimum and
maximum values. As it can be seen, the algorithm takes more
time to classify the class HALFAC3 (0.23%) of the signal,

0 100 200 300 400 500 600
Samples

700 800 900 1000

Sampled signal

Figure 7: Features selected (samples marked as red circles) by the AdaBoost algorithm to perform the classification of ECE7 signals
(Class 1).

Signal

Preprocessing Feature
extraction 

Class

Sliding
window

AdaBoost
model 

Avg, min  
max, slope

Figure 8: Block diagram of the online application of the approach.

t0 1 2

avgF1

minF2

maxF3

slopeF4

ECE7

GR

GR2

HALFAC3

IACCEL1

+1, −1, −1, −1, ...

−1, −1, −1, −1, ...

−1, −1, −1, −1, ...

+1, +1, +1, +1, ...

+1, +1, −1, −1, ...

Features

AdaBoost

Sliding
window

A

Figure 9: Diagram of the method.

Complexity 7



which is a good result because this value is still short. )e
standard deviation is also short, which means that all the
signals are classified with a small initial segment of each
signal. )e minimum value indicates that, for all classes, the
algorithm never classifies a signal before 0.08% of the time.
)emaximum value indicates that the algorithm can classify
all the signals before 1.21% fraction of the entire signals,
which is a very good result.

)e experiments were carried out on a PC with an Intel
Core i7-8750H, 2.2GHz, 16GB of RAM, andUbuntu 18.04.1
LTS operating system. For this configuration, the classifi-
cation process time of each sliding window is less than 10
milliseconds (about 1ms for feature extraction and less than
9ms). Considering the nature of the rule-based model, this
time could be clearly reduced when using embedded
hardware such as field-programmable gate array (FPGA) or
Application-Specific Integrated Circuit (ASIC).

4. Conclusions

)is article proposes two approaches to perform a classifi-
cation of five TJ-II waveforms using the ensemble algorithm
AdaBoost. )e first method is carried out in an offline
manner and the signals are resampled to obtain distinctive
attributes in the feature extraction stage. )ese features are
translated into AdaBoost rules to classify the signals. With
this method, the classifications can achieve high success rates
and the classifiers are built with explicit relationships be-
tween features and rules of the AdaBoost algorithm, which
allows designers to understand better the physical

underlying phenomenon. In the second approach, the
classification is made for performing online classification.
Firstly, the signal is preprocessed in sliding consecutive
windows. )en, the feature extraction stage is performed to
obtain the average, the minimum, the maximum, and the
slope of the signal. )ese features are translated into rules of
the AdaBoost algorithm that is capable of classifying the
signals. )e main advantage of this approach is that we do
not need to wait until the discharge has finished in order to
classify, which means that the classification can be per-
formed online. Almost all the 27 tested discharges for each
class are correctly classified. )e average success rate is over
99%. )e results show that the online classification can be
performed by using only a very small fraction of the
discharge.
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Infiltration is a vital phenomenon in the water cycle, and consequently, estimation of infiltration rate is important for many
hydrologic studies. In the present paper, different data-driven models including Multiple Linear Regression (MLR), Generalized
Reduced Gradient (GRG), two Artificial Intelligence (AI) techniques (Artificial Neural Network (ANN) and Multigene Genetic
Programming (MGGP)), and the hybrid MGGP-GRG have been applied to estimate the infiltration rates. +e estimated in-
filtration rates were compared with those obtained by empirical infiltrationmodels (Horton’s model, Philip’s model, andmodified
Kostiakov’s model) for the published infiltration data. Among the conventional models considered, Philip’s model provided the
best estimates of infiltration rate. It was observed that the application of the hybrid MGGP-GRGmodel and MGGP improved the
estimates of infiltration rates as compared to conventional infiltration model, while ANN provided the best prediction of in-
filtration rates. To be more specific, the application of ANN and the hybrid MGGP-GRG reduced the sum of square of errors by
97.86% and 81.53%, respectively. Finally, based on the comparative analysis, implementation of AI-based models, as a more
accurate alternative, is suggested for estimating infiltration rates in hydrological models.

1. Introduction

Infiltration can be defined as the process by which water
enters the surface of Earth [1]. It leads to the entrance of
water into the soil, thereby catering to groundwater recharge
and subsurface runoff. In essence, the infiltration phe-
nomenon is among the most crucial processes of water cycle.
Furthermore, estimates of infiltration capacity of soil is
required in the design of efficient irrigation systems, esti-
mation of evapotranspiration, groundwater recharge, sur-
face runoff, effective rainfall, crop water requirement, and
transport of chemicals in surface and subsurface water [2].
As a result, modelling and prediction of infiltration rates is
an inevitable part of hydrological modelling. For instance,
Morel-Seytoux [3] reviewed the importance of infiltration in
large-scale hydrologic modelling. Furthermore, Šraj et al. [4]
pointed towards the impact of the estimation of infiltration
rates on the runoff hydrograph, which plays a vital role in

watershed modelling and water management. Similarly,
Wen et al. [5] demonstrated the implication of excessive
infiltration on watershed models. Finally, these studies
demonstrated why an accurate estimation of time-depen-
dent infiltration is important in hydrological modelling.

Owing to the wide applications of the infiltration rate, its
estimation has gained significant attention from researchers.
Over the years, various infiltration models have been pro-
posed by the researchers for the estimation of infiltration
rates.+ey includemodels that have physical, semiempirical,
and even empirical formulations. Despite the development
of several models, no single model exists that outperforms
other ones universally. +e suitability of infiltration model
for a particular site depends on the type of soil and field
conditions [1]. In this regard, many comparative studies
have been conducted to assess the suitability of various
infiltration models for different soil types under varying field
conditions. Mishra et al. [6] conducted one of the most
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comprehensive analyses on suitability of infiltration models
for different soils. Similarly, the methodology used to model
infiltration rate has a significant impact on the estimation of
infiltration. Deep and Das [7] compared various optimi-
zation algorithms to estimate the parameters of infiltration
models. Nonetheless, the application of different optimi-
zation techniques can only move the solution from local
optimum parameters towards global optimum parameters,
while they cannot increase the flexibility of infiltration
models to mimic actual infiltration rates. Haghiabi et al. [8]
employed a dimensionless form of infiltration data to es-
timate infiltration parameters accurately. However, Zakwan
[9] suggested that such transformation may not necessarily
improve the accuracy of infiltration equations. Finally, Chen
et al. [10] utilized genetic algorithm to improve the estimate
of Green-Ampt infiltration model under a rainfall condition.

Recent applications of computational techniques in water
resource engineering have widened the scope further [11–21].
With the advancement in the computational method and
modelling approaches, the application of these approaches
has provided a viable alternative towards the estimation of
infiltration rates also. Kumar and Sihag [22] applied Gene
Expression Programming (GEP) to model infiltration rates.
Moreover, Dewidar et al. [23] proposed the application of
fuzzy logic to estimate the infiltration rates. In addition, Patle
et al. [24] employed a multiple linear regression model to
predict time-dependent infiltration values based on several
soil properties such as bulk density, silt, sand percentage, and
moisture content. Furthermore, Sihag et al. [25] exploited the
support vector machine (SVM) for modelling infiltration
rates in sandy soil. Also, Pahlavan-Rad et al. [26] compared
the performance of Multiple Linear Regression (MLR) and
Random Forest Tree in depicting the spatial variation of
infiltration rates and reported the superiority of Random
Forest Tree over MLR. Recently, Sepahvand et al. [27] utilized
several data-driven models to predict infiltration rates. +eir
investigation revealed the superiority of neural networks over
other data-driven techniques such as model tree, Gaussian
process, and regression analysis. According to the recent
studies, considering time as the exclusive state variable in
empirical models should be revisited in favour of better in-
filtration predictions, while the AI-based models were found
to have a better performance in comparison with the con-
ventional infiltration models. +erefore, despite previous
efforts in improving the estimation of infiltration rates, fur-
ther studies are needed to explore these issues.

+e present study aims to compare the performances of
different infiltration methods. Additionally, it attempts to
assess the capability MGGP and of the novel hybrid MGGP-
GRG to model the infiltration process. In a bid to seek for a
better time-dependent infiltration model, the performances
of theMGGP-basedmodels were compared with those of the
conventional models, regression techniques, and commonly
used neural network.

2. Materials and Methods

2.1.Data. In the present study, the infiltration data reported
by Sihag et al. [28] were utilized. +e data were divided into

training and testing data sets. To be more precise, 75% of the
data were used for training, while the rest of the data were
exploited to test the obtained results. Table 1 summarises the
data sets used in the present paper.

Figure 1 shows the observed infiltration data at the same
time duration. Also, it illustrates that the infiltration rate
may be dependent on other factors (soil properties, such as
bulk density and sand percentage) apart from time. +e
infiltration data set, which was obtained from the literature
[28], belongs to the infiltration observations carried out at
Davood Rashid and Honam regions in Lorestan Province
and the Kelat region in Ilam Province in Western Iran.

2.2. Conventional InfiltrationModels. +ere are a number of
infiltration models available in the literature. Brief de-
scription of some of the commonly used infiltration models
considered in the present study is as follows.

(1) Horton’s Model

Horton [29] proposed an empirical equation, which is
presented in the following equation, for exponential decay of
the infiltration rate after analysing several infiltrometer data
sets:

f � fc + f0 − fc( 􏼁e
− kt

, (1)

where f is the infiltration capacity at any time t from the start;
fc is the final or ultimate infiltration capacity occurring at
t� tc; f0 is the initial infiltration capacity at time t� 0; andK is
Horton’s decay coefficient.

(2) Philip’s Model

Philip [30] proposed an infinite series solution of
Richard’s equation to drive a relationship between the cu-
mulative infiltration (F) and soil properties. It is presented in
the following equation:

F � st
0.5

+ Kt . (2)

By differentiating the above equation, the infiltration rate
may be represented as

f �
1
2

st
− 0.5

+ K . (3)

(3) Modified Kostiakov’s Model

Kostiakov [31] observed the temporal variation of in-
filtration into soil and proposed a time-dependent infil-
tration model, invariantly known as Kostiakov’s model. +e
major limitation of Kostiakov’s model is that it approached
to zero final infiltration rates rather than toward constant
final infiltration rates and infinite infiltration rates at the
start. Smith [32] modified Kostiakov’s [31] equation to in-
clude the constant term fi. +e modified version is shown in
the following equation:

f � (ab)t
b− 1

+ fi. (4)

+e parameters of different infiltration models were
obtained by minimizing the sum of square of errors using a

2 Complexity



nonlinear optimization tool. +us, the objective function
becomes

Min SSE � 􏽘
N

i�1
fobsi

− festi
􏽨 􏽩

2
, (5)

where fobs is the observed infiltration rate and fest is the
estimated infiltration rate at any time t.

2.3. Multiple Linear Regression. MLR has been widely used
in water resource engineering [17, 33]. It has also been
applied to estimate the infiltration rate [25]. In accordance
with MLR, infiltration rate can be expressed as

f � c1t + c2S + c3D + c4, (6)

where c1, c2c3,c4, and c5 are coefficients, f is the infiltration
rate in cm/min; t is time in minutes; S is the percentage of
sand; D is the density in g/cm3.

2.4. Generalized Reduced Gradient (GRG). GRG is a gradi-
ent-based nonlinear optimization technique [34]. Earlier,
Zakwan et al. [1] and Muzzammil et al. [35] suggested that
GRG technique is superior to the conventional graphical
method for estimating infiltration parameters and rating
curve parameters. In accordance with GRG, the infiltration
rate can be expressed as

i � c5t
c6S

c7D
c8 , (7)

where c5,c6, c7 , and c8 are coefficients.
In the present study, GRG solver embedded in Microsoft

Excel was used to estimate the infiltration rate based on
minimizing the sum of square of errors. Detailed

explanation on working of GRG technique is available in the
literature [17, 36].

2.5.ArtificialNeuralNetwork. ANN is one well-documented
AI model. It has been used for solving various problems in
water resources and hydrological modelling [37, 38]. Gen-
erally, ANN has a few layers, whose neurons store data. +e
neurons in each layer (input, hidden, and output layers) are
connected with neurons in the previous and next layers,
whereas there is no connection between neurons in a typical
layer [39]. +e flexible architecture of ANN basically fa-
cilitates the estimation of a relationship between input and
output data [40]. In this study, a feed-forward ANN was
exploited to predict the rate of the infiltration. +e con-
trolling parameters of ANN were set as those used in the
previous studies [41].

2.6. Multigene Genetic Programming. MGGP is a modified
version of genetic programming (GP), which is classified as
an AI technique [42]. Not only does it utilize genetic al-
gorithm as its search engine but also it works as a flexible
estimator without the need to know the shape of a prediction
model under investigation [43]. In essence, MGGP follows a
similar solving approach as GP using a tree-like structure,
while it enables the use of more than one gene, i.e., tree, in
each individual. +is characteristic benefits MGGP in the
light of developing estimation models when the relation
among involved variables is complicated to study. As a
result, a typical MGGP solution consists of a set of equations,
each associated with one gene, which is algebraically sum-
med up using weighting coefficients. +ese coefficients are
calibrated inMGGP, while a term invariantly called as bias is
also added to the final solution. +e terms comprising the

Table 1: Training and testing data used.

Data Count Infiltration rate (cm/min) Sand (%) Density (g/cm3)
Training 116 0.080–1.560 6.00–38 0.08–1.56
Testing 38 0.080–1.480 6.00–38.00 0.08–1.48
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Figure 1: Observed infiltration data.
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final solution of MGGP help in improving its flexibility in
capturing the relationship between input and output data.

In this study, an open-access code of MGGP was
exploited. +is code was adopted form the literature [44],
while it was used in previous studies for other purposes [20].
It minimizes the root mean square of errors between the
estimated and observed values of the normalized infiltration
rates. Additionally, the MGGP parameters were selected
from previous studies [20, 43]. Since each run of MGGPmay
result in a unique equation, more than 100 runs of MGGP
were considered for developing the relation between the
infiltration rates and other variables involved. +e common
number of MGGP runs in the literature is 50 [20, 45], while
the double number of runs, i.e., 100, was taken into account
to make sure that the best relation was achieved.

2.7. Hybrid MGGP-GRG Technique. +e hybrid MGGP-
GRG was first proposed for developing stage-discharge

relationships in the literature [20]. In this technique, MGGP
and GRG are used in two successive steps to find the best-fit
model. Figure 2 depicts the flowchart of the hybrid MGGP-
GRG for estimating infiltration rates. As shown, MGGP is
initially operated to search for the best-fit form of equation
to the data, while the GRG technique is utilized to optimize
the coefficients of the equation obtained by MGGP. Hence,
this hybrid technique not only benefits from the powerful
capability of MGGP for seeking an accurate prediction
model, but also uses GRG to enhance the performance of the
estimation model.

2.8. Performance Evaluation Criteria. +e performance of
infiltration models and soft computing techniques was
compared based on several criteria, which are presented in
the following equations [28, 46]:

normalised rootmean square(NRMSE) �

������������������

􏽐
N
i�1 fobsi

− festi
􏼐 􏼑

2
/N

􏽱

fobsmax
− fobsmin

,

Wilmott Index(WI) �
􏽐

N
i�1 fobsi

− festi
􏼐 􏼑

2

􏽐
N
i�1 fobsi

− f
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + festi
− f

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼒 􏼓
2,

mean absolute square(MAE) �
1
N

􏽘

N

i�1
fobsi

− festi

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

mean absolute relative square(MARE) �
1
N

􏽘

N

i�1

fobsi
− festi

fobsi

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
,

maximumabsolute relative square(MXARE) � max
fobsi

− festi

fobsi

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
􏼠 􏼡, for i � 1, . . . , N

Nash Sutcliffe criterion(NSE) � 1 −
􏽐

N
i�1 fobsi

− festi
􏼐 􏼑

2

􏽐
N
i�1 fobsi

− f􏼐 􏼑
2

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦,

(8)

where fobs is the observed infiltration rate, fobsmax
and fobsmin

are the maximum and minimum observed infiltration rates,
fest is the estimated infiltration rate at any time, and f is the
mean of the observed infiltration capacity. Nash criterion
has been widely used as an indicator for goodness of fit,
while its value ranges from 0.0 to 1.0. +e higher values of
NSE indicate a better agreement between measured and
estimated data. Similarly, WI values close to unity represent
the best-fitted model. However, SSE, NRMSE, MAE, MARE,
and MXARE should be as low as possible for the model with
highest accuracy.

2.9. SensitivityAnalysis. In a bid to determine howmuch the
results achieved by a typical model are sensitive to each input

parameter, a sensitivity analysis can be conducted [47]. In
this study, the parentage of the sensitivity analysis (SA) of
the infiltration rate in respect of each input parameter (time,
sand percentage, and density), which were selected based on
Sihag et al.’s [28] study, is computed using [48]

SAi �
IRmax xi( 􏼁 − IRmin xi( 􏼁

􏽐
N
i�1 IRmax xi( 􏼁 − IRmin xi( 􏼁􏼂 􏼃

× 100, (9)

where IRmax(xi) and IRmin(xi) are the minimum and
maximum infiltration rate determined by considering the
variation of the input parameter (xi) when each one of other
input parameters are set as their average values. +e more
the SA percentage for a specific input variable, the higher the
model is sensitive to that variable.
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2.10. Reliability Analysis. +e reliability analysis is basically
conducted to investigate the overall consistency of a pre-
diction model. For this analysis, the relative error for each
data point is achieved by the estimation model and com-
pared with a threshold. +en, the number of cases, which
have an equal or lower relative error than the threshold
specified, is divided by the total number of points. Finally,
the aforementioned ratio in the percentage would be the
reliability metric, which demonstrates how reliable the
prediction model performs in accordance with the desirable
threshold. In this study, the reliability analysis was carried
out for all methods used for predicting the infiltration rate,
while the threshold was selected to be 20% based on the
literature [49].

3. Results and Discussion

Accurate estimation of infiltration rate plays a vital role in
various aspects of watershed hydrology. +e present work
focuses on improving the estimates of the infiltration rate
through application of different soft computing approaches.
+e infiltration rates estimated by these techniques were
compared with those approximated by the conventional
infiltration models (Horton’s model, modified Kostiakov’s
model, and Philip’s model). In the conventional infiltration
model, the observed infiltration rates and time were used as
input data in accordance to model equations to obtain the
estimated infiltration rate. On the other hand, inMLR, GRG,
ANN, MGGP, and the hybrid MGGP-GRG models, the
observed infiltration rates, time, sand percentage, and
density were used as the input variables to obtain the es-
timated infiltration rates.

3.1. Comparison of the Conventional Infiltration Models.
Table 2 presents the model parameters obtained in the
training phase for the three conventional infiltrationmodels.
For the test phase, these parameters were used to estimate
the infiltration rate based on equations (1), (3), and (4).

+e results of different approaches considered in the
present study were compared with respect to four criteria for
both train and test data. +is comparative analysis is shown
in Table 3. In this comparison, the same data divisions were
considered for all methods. +e metrics used for comparing
different infiltration models are given in Table 3. Based on
Table 3, it may be observed that the performance of Horton’s
model was the worst for both training and testing parts of
data. +e modified Kostiakov’s model improved the esti-
mates of the infiltration rate by almost 4% and 10% as
compared to those of Horton’s model during training and
testing, respectively.+e performances of Philip’s model and
modified Kostiakov’s model were almost comparable.

3.2. Comparison of the Conventional Models with Soft Com-
puting Approaches. A perusal of Table 3 reveals that the
technique used to model infiltration rates influences the
estimates of the infiltration rate considerably. It can be
observed that MLR provides the worst estimates of infil-
tration rates, which may depict the nonlinear nature of the
infiltration process. +e conventional models provide
slightly better predictions of infiltration rates as compared to
those obtained by MLR. Application of GRG solver further
improves the estimate of infiltration as equation (7) involves
a higher nonlinearity and more number of parameters as
compared to equations (1)-(4). Before the application of

Start

Produce an initial population randomly

Apply a regression model to calculate
gene coefficients for each individual 

Create a new generation using genetic operators

Check the fitness function
for each individual?

No

Yes

End

Define an objective function
to optimize the coefficients

of the MGGP model

Run the GRG algorithm
for the defined

optimization problem

The MGGP model is obtained

The MGGP-GRG model is achieved

MGGP

GRG

Figure 2: Flowchart of the hybrid MGGP-GRG for estimating infiltration rates.
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MGGP and the hybrid MGGP-GRG model, the observed
infiltration rates were normalized as
i � (fi − fmin)/(fmax − fmin), where i,fmin, and fmax are
the normalized, minimum, and maximum discharges of the

ith observation. +e normalized infiltration rate obtained
from MGGP and the hybrid MGGP-GRG model are pre-
sented by the following equations, respectively:

i �
0.01731 tanh(psqroot(t))

cos(exp(s))
− 3.651 sin(sin(s + d)) − 0.3395psqroot

psqroot(t)

s + d

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌
−
0.02371 tanh(cos(d))

cos(exp(s))

− 2.778 cos(sin(s + d)) + 4.863,

(10)

i �
0.01723 tanh t

0.4595
􏼐 􏼑

cos(exp(s))
− 3.624 sin(sin(s + d)) − 0.3395psqroot

psqroot(t)

s + d

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌
−
0.02399 tanh(cos(d))

cos(exp(s))

− 2.7507 cos(sin(s + d)) + 4.8255,

(11)

where psqroot(t) �

�
t

√
t> 0

0 t≤ 0􏼨 .

Figures 3–10 present the relative error plots obtained
from different conventional infiltration models and com-
putational techniques during training and testing. +ese
figures also compare different methods based on MARE and
MXARE for both train and test data. Although the relative
error plots of the conventional infiltration models and other
computational techniques (MLR, GRG, MGGP, and the
hybridMGGP-GRG) followed a similar sequence, the nature
of relative error plots of ANN followed a different pattern
during both training and testing. It may also be observed
from Figures 3–10 that the relative errors achieved by ANN
are the least as compared to others. On the other hand,
relative errors obtained by Horton’s infiltration model were
the highest as compared to others. Furthermore, the AI-
based models (ANN, MGGP, and the hybrid MGGP-GRG),
which consider three independent variables (t, s, and d)
instead of one variable (t), achieved much better MARE and

MXARE in comparison with the empirical models during
the training and testing phases. According to Figures 3–10,
ANN and the hybrid MGGP-GRG resulted in the first and
second best MARE and MXARE values, whereas MLR and
Horton’s model yielded to the first and second worst MARE
and MXARE values for the train and test data.

Figures 11 and 12 depict the comparison between the
observed and estimated infiltration rates obtained by the
best-fit model (ANN and the hybrid MGGP-GRG) and the
worst-fit model (Horton’s model). It may be observed from
Figure 11 that the infiltration rates estimated by ANN almost
fit the observed data during training phase. On the other
hand, the infiltration rates predicted by Horton’s model
deviated significantly from the observed data. +e perfor-
mance of the hybrid MGGP-GRG was better than that of
Horton’s model but poorer than that of ANN. During the
testing phase, the estimates of the hybrid MGGP-GRG and
ANN were almost identical as shown in Figure 12. +e

Table 2: Parameters obtained for the conventional infiltration models.

Models Calibrated parameters
Horton Fc (cm/min)� 0.080 f0 (cm/min)� 0.535 k� 0.046
Modified Kostiakov a� 1.699 b� 0.464 fi� 0.081
Philip s (cm/min0.5)� 1.585 K (cm/min)� 0.061 —

Table 3: Comparative statistics for fit of model to the observed infiltration data.

Methods
Training phase Testing phase

SSE
(cm2/min2) NRMSE WI MAE

(cm/min) NSE SSE
(cm2/min2) NRMSE WI MAE

(cm/min) NSE

Conventional
models

Horton 4.645 0.135 0.610 0.123 0.236 1.650 0.149 0.636 0.127 0.319
Modified
Kostiakov 4.485 0.133 0.613 0.118 0.263 1.474 0.141 0.686 0.119 0.392

Philip 4.482 0.133 0.616 0.117 0.263 1.474 0.141 0.687 0.119 0.392
MLR 4.710 0.202 0.136 0.123 0.242 1.668 0.210 0.150 0.128 0.312
GRG 3.943 0.184 0.124 0.104 0.352 0.837 0.148 0.106 0.101 0.655

AI-based models
ANN 0.097 0.020 0.996 0.018 0.984 0.380 0.071 0.954 0.051 0.843
MGGP 0.838 0.057 0.962 0.059 0.862 0.487 0.081 0.938 0.071 0.798

MGGP-GRG 0.836 0.057 0.962 0.059 0.862 0.483 0.081 0.938 0.070 0.801
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Figure 3: Relative error plots for Horton’s model for the training and testing data.
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Figure 4: Relative error plots for modified Kostiakov’s model for the training and testing data.
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Figure 5: Relative error plots for Philip’s model for the training and testing data.

Complexity 7



MARE = 0.556
MXARE = 2.828

–1.5

–1

–0.5

0

0.5

1

1.5

2

2.5

3

3.5

Re
la

tiv
e e

rr
or

 (c
m

/m
in

)

20 40 60 80 1000
Number of data

(a)

MARE = 0.510
MXARE = 2.099

–1

–0.5

0

0.5

1

1.5

2

2.5

Re
la

tiv
e e

rr
or

 (c
m

/m
in

) 

10 20 30 400
Number of data

(b)

Figure 6: Relative error plots for the MLR model for the training and testing data.
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Figure 7: Relative Error plots for the GRG model for the training and testing data.
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Figure 8: Relative error plots for the ANN model for the training and testing data.
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Figure 9: Relative error plots for the MGGP model for the training and testing data.
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Figure 10: Relative error plots for the hybrid MGGP-GRG model for the training and testing data.
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Figure 11: Estimated versus observed infiltration rates during the training phase.
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Figure 12: Estimated versus observed infiltration rates during the testing phase.
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Figure 13: Results of the sensitivity analysis based on (a) ANN and (b) MGGP.
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estimates obtained by Horton’s model during the testing
phase were again significantly different from the corre-
sponding observed values. Hence, Figures 11 and 12 obvi-
ously demonstrate how much the infiltration estimations
can be enhanced by considering other variables involved in
the process in addition to time, while they clearly indicate
the better performances of AI-based models in comparison
with those of the available empirical equations.

Figure 13 depicts the results of the sensitivity analysis,
which was conducted for ANN and MGGP. As shown, time
has the highest SA percentage (SA� 91.98%) for ANN,
which implies that the infiltration rates predicted by ANN
are mostly sensitive to time in comparison with other two
input variables (sand percentage and density). +is
achievement is in agreement with the fact that the empirical
models (such as Horton’s and modified Kostiakov) used for
estimating infiltration rates rely only on time. On the other
hand, MGGP-based model, which yielded a lower accuracy
for predicting infiltration rates than ANN, was found to be
more sensitive to sand percentage than to time.+erefore, as
infiltration rates may be affected by time based on the
physical background of the problem statement, the results of
the sensitivity analysis also indicate that ANN estimated
infiltration rates better than the MGGP-based model.

+e reliability analysis was carried out for the train and
test data separately. +e results of this analysis are presented
in Figure 14. As shown, ANN achieved the highest per-
centages of reliability for both the train and test data.
Furthermore, the reliability percentages obtained by MGGP
and the hybrid MGGP-GRG were higher than those of
empirical model, MLR, and GRG. Finally, the reliability
analysis conducted in this study reveals the improvement
made by the AI models over other data-driven methods
available in the literature for predicting infiltration rates.

+e structure of the equations developed by the conven-
tional infiltration models, MLR and GRG, are known in ad-
vance of applying these methods. On the other hand, ANN,
MGGP, and the hybrid MGGP-GRG are highly nonlinear
techniques with greater degrees of freedom and complexity
and, therefore, provide better estimates of the infiltration rate.

However, more precise results are obtained by ANN, MGGP,
and the hybrid MGGP-GRG at the expense of higher com-
putational efforts. +ese machine learning tools require a
considerable number of runs, unlike the conventional models
andMLR inwhich a single attempt is sufficient for determining
the model output. Based on the comparative analysis con-
ducted in this study, ANN certainly yielded to the best esti-
mates of infiltration rates. However, the estimates obtained
from the hybridMGGP-GRGwere also comparable, especially,
for the test data. Furthermore, unlike ANN, the hybridMGGP-
GRG model provided explicit equations for predicting infil-
tration rates, which can be implemented in a typical hydro-
logical modelling or preferred in practice by engineers, which
may be counted as an advantage of this AI-based technique.

4. Conclusions

In the present study, published infiltration data was used to
assess the performances ofMGGP and the hybridMGGP-GRG
technique in modelling the infiltration rates of soil. +e esti-
mated infiltration rates were compared with those obtained by
the conventional models (Horton’s model, Philip’s model, and
modified Kostiakov’s model). It was observed that application
of the hybridMGGP-GRG andMGGP improved the estimates
of infiltration rates as compared to the conventional infiltration
model by over 80%. On the other hand, ANNprovided the best
estimates of infiltration rates. In addition to the accuracy
improvement, the application of ANN, MGGP, and the hybrid
MGGP-GRG increased the complexity of modelling equations.
Future studies may focus on the comparison of the hybrid
MGGP-based models with the other machine learning ap-
proaches, while applying the explicit infiltration models de-
veloped by either MGGP or the hybrid MGGP-GRG in
hydrological models is anticipated in favor of assessing their
performances in practice.

Data Availability

+e data used in this study are available in the related
literature.
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Data analytics, machine intelligence, and other cognitive algorithms have been employed in predicting various types of diseases in
health care. ,e revolution of artificial neural networks (ANNs) in the medical discipline emerged for data-driven applications,
particularly in the healthcare domain. It ranges from diagnosis of various diseases, medical image processing, decision support
system (DSS), and disease prediction.,e intention of conducting the research is to ascertain the impact of parameters on diabetes
data to predict whether a particular patient has a disease or not. ,is paper develops an improved ANN model trained using an
artificial backpropagation scaled conjugate gradient neural network (ABP-SCGNN) algorithm to predict diabetes effectively. For
validating the performance of the proposed model, we conduct a large set of experiments on a Pima Indian Diabetes (PID) dataset
using accuracy and mean squared error (MSE) as evaluation metrics. We use different number of neurons in the hidden layer,
ranging from 5 to 50, to train the ANN models. ,e experimental results show that the ABP-SCGNN model, containing 20
neurons, attains 93% accuracy on the validation set, which is higher than using the other ANNs models. ,is result confirms the
model’s effectiveness and efficiency in predicting diabetes disease from the required data attributes.

1. Introduction

,e revolution in artificial neural networks (ANNs) within
the medical discipline research domain emerged in data-
driven applications, particularly in the healthcare sector. It
ranges from diagnosis of various kinds of diseases, image-
processing in the medical field, decision support system
(DSS), and disease prediction. Many contemporary ANN
models such as deep learning models, recurrent neural
networks, and genetic algorithms are significant in artificial
intelligence, robotics, image processing, and several other

cutting-edge technologies, especially in the health sector.
ANN is an ideal tool that is used in the identification,
analysis, and prediction of general and health sectors in-
volving in ,rombo-embolic stroke disease, bone densi-
tometry, hepatitis B, and breast cancer [1]. ,is paper
presents the predictive framework for a successful diagnosis
of diabetes using a dataset comprising female patients with
corresponding attributes. It is quite pertinent to mention
that typical regression models have been employed to solve
the problem. Usually, these models’ basis includes inference
of statistical independence and interdependencies of their
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input and output variables and uniformity of continuity and
presence of external variables.

On the other hand, in most applications, these inferences
are often offended or disregarded due to complicated
physiological characteristics. To enhance patients’ diabetes
self-management, research in designing various models is in
progress [2]. However, several models and programs have
been developed to provide medical research benefits; rig-
orous testing of these models is partial and inadequate,
resulting in very hard to perform and difficult to manage.
Here, in this research, a well-organized and refined re-
gression model, i.e., artificial backpropagation scaled con-
jugate gradient neural network (ABP-SCGNN), is proposed
that predicts the underlying disease since ANN has been
employed in medical research and analytical studies [3].
Backpropagation is supervised learning of ANN using
gradient descent. ,e algorithm computes the gradient of
the error function in connection with weights.

Diabetes is one of the diseases that affect problems as-
sociated with the hormone insulin. It may appear when the
human body acts in response, particularly in a negative
manner. Unfortunately, it has obtained the cure for nothing
up till now, but people with diabetes can adopt certain
precautions to manage their disease and enjoy a healthy life.
,is paper focuses on the successful prediction using ANN
in the diagnostic approach by choosing some attributes
carefully. Upon the positive predicted result, people may
consult their doctors for prior precautions treatment.
Typically, suffering from diabetes, patients become the
victims of other serious diseases ranging from heart attack to
kidney failure if not appropriately controlled [4]. In many
countries, a significant cause of cardiovascular disease,
blindness, kidney failure, and lower limb amputation is
diabetes. ,e number of patients with diabetes has been
increasing worldwide, nearly 200 million people are tar-
geted, and more than half of the population was female.
Females can quickly become victims of this disease during
the age range from 25 to 44 and at high risk accordingly.
Several research studies are in progress to predict diabetes
for early diagnoses and cure hence [4, 5].

Such models can be designed and implemented using
ANN that proved to be more helpful, efficient, and effective
in several fields of medicine like analysis, diagnosis, and
prediction and assist not only professionals but also ordinary
people [5]. ANN is a representation of the human neural
system mathematically, demonstrating the strength of
training and generalization. Most of the ANN techniques are
based on nonlinear functions in which the link or association
of input features is either a bit complex or unknown. A series
of nodes also called neurons that form an ANN is organized
in different layers. In a typical statistical model of an ANN,
each neuron is directly connected to the neurons of the other
layers employing some weighted values that illustrate the
strength or power of the connection between them [6, 7].
Each neuron input is affected with the weighted permutation
of several input signals that may contain distinct compu-
tations and finally on the resultant output. ,ese neurons
apply transfer function to the weighted inputs to evaluate the
threshold value. Using the activation function, the message

is sent to the next concerned neuron if the threshold value
exceeds.

Based on the functions of ANNs, it is significant to
understand when it presents prediction, perception clas-
sification, and pattern recognition along with training
accordingly [7]. Despite this, on the other hand, significant
work is carried out towards ANN development for the
applications in medical fields, for example, classifications,
clustering, data optimization, and prediction based on a
given set of inputs. Any ANN model consists of several
components comprising layers, specifically an input layer,
one or more hidden layers, an output layer, several neu-
rons, and their corresponding interaction. Choosing these
features is sensitive as few features result in slow training,
and on the contrary, many features decrease the overall
network processing power. ,ere are different ways to
determine these components, typically the pruning method
and growing method. One can go with many features in the
pruning method and reduce the network size with those not
important components [8]. ,e growing process that was
used in the proposed work adds desire components
gradually. Several algorithms have been applied to perform
various operations on the dataset used in this paper to
select the attributes, processes the data, and predict dia-
betes accordingly. Diagnosis in the medical sector using the
same diabetes dataset utilizing general regression neural
networks (GRNNs), multilayer perceptron (MLP) neural
networks, radial basis function (RBF), and feed-forward
neural networks for comparing the performance of the
MLP was tested for different types of backpropagation
training algorithms [9]. ,e adaptive learning routine has
been employed in [10].

,e rest of the paper is organized as follows. Section 2
presents the previous related work of diabetes prediction.
Section 3 explains the proposed methodology in which the
ABP-SCGNN-based diabetes prediction framework is given
in detail. Experiments and results are introduced in Section
4, and then a conclusion of the study with future work is
shown in Section 5.

2. Literature Review

In 2011, Sapon et al. [1] took 250 diabetes patients who were
both male and female ranging 25–78 years with 27 input
variables to training the network to identify the disease pat-
tern. Among the three algorithms, the Bayesian regulation
algorithm presented the most excellent result in the prediction
of diabetes to Broyden–Fletcher–Goldfarb–Shanno (BFGS)
algorithm and Quasi-Newton and Levenberg–Marquardt al-
gorithms. BFGS Quasi-Newton possesses 0.86714 correlation
coefficients with 578 epochs while Bayesian regulation ac-
quires 0.99579 for 37 epochs only and Levenberg–Marquardt
holds 0.6051 for only five epochs. In [1], the Bayesian regu-
lation algorithm presented a good correlation between esti-
mated targets and actual outputs (i.e., 0.99579) with 88.8%
prediction accuracy that affirms the validation that exhibits the
appropriateness of this algorithm to carry out the successful
diabetes prediction.
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For the sake of dataset classification, in 2012, Choubey
et al. [8] applied a näıve Bayes (NBs) classifier, as well as a
genetic algorithm (GA) with NBs methods to predict dia-
betes in females aged from 21–78 years. ,e total number of
instances was 768. First, using näıve Bayes, the process of
classification has been performed on PIDD, and a genetic
algorithm was used to add and remove attributes from the
dataset. It comparatively decreased the computational cost
as well as time and increased ROC and classification ac-
curacy. ,e result comparison on PIDD regarding accuracy
with ROC, GA, and NB highlights the most accurate result
and better ROC compared with other methods.

In 2003, Kayaer and Yıldırım [9] applied MLP neural
networks, RBF, and GRNNs on the Pima Indians Diabetes
data. ,e Levenberg–Marquardt training algorithm has
demonstrated the best result against the training data. ,e
accuracy of RBF was not better than that of MLP, even
utilizing the all-underlying values. ,e GRNNs attained the
best result using test data (i.e., 80.21%). ,is algorithm
proves to be an excellent and pragmatic selection for the
successful classification of diabetes data.

In 2016, Florez et al. [11] used 700 instances as training
data that were selected randomly using software R to predict
the intensity of diabetes. MSE was 2.952. Next, the higher
risk subgroups of characteristics that lead to diabetes were
obtained. ,e unmodified model is the number of times
pregnant (PRG), plasma concentration in saliva (PLASMA),
BP, body mass index (BODY), and diabetes pedigree
function (PEDIGREE). PRG, PLASMA, BODY, and PED-
IGREE have certain effects on predicting diabetes according
to their coefficient. A large number of variables with a higher
probability of containing diabetes possess the MSE to be
3.21068. ,erefore, the concluding variables include PRG,
PLASMA, BODY, and PEDIGREE.

Iqbal et al. [12] proposed an intelligent system for smart-
cities using clusters and fuzzy inference systems to predict
traffic congestion. ,e solution for traffic congestion is
presented using smart mobile technologies. It motivates the
idea for the prediction of diabetes using computational
intelligence technologies.

Since the proposed framework is based on the ABP-
SCGNN algorithm, the experiment might proceed with a
small number of components, and a decision could be made
on the performance of the learning curve. ,e features of the
network can be concluded upon generating a small error rate
when training complete.

3. Proposed Methodology

People of any age group may become the victim of diabetes.
,e reasons may vary among different age groups, gender,
living style, glucose and insulin level, BP, and so on. At
present, numerous algorithms, such as ANNs, SVM, and
naı̈ve Bayes (NBs) with fuzzy logic (FL), are incorporated for
predicting the diagnosis of diabetes. ,ese algorithms have
their trade-offs regarding their processing time and accuracy
rate, obtaining hidden information from the given data.
Since in complex problem domains, finding an optimum
solution may not require a trivial approach [13–16] and the

proposed framework drawn in the following figure dem-
onstrates the working process of ANN algorithms for pre-
dicting, validating, and systematically testing the network for
the intended purpose to improve the self-reliance and sig-
nificant certainty. Operations and parameters areyielded
during ANN training, and a careful comparison is made on
predicted and obtained values used for ANN optimization.
,e whole course of action is explained in Figure 1
schematically.

According to the framework, the network obtains dataset
that consists of female diabetes patients’ detail for predicting
the disease diagnosis. Since the dataset contains different
attributes/features (glucose, insulin, and BP) relevant to the
patients’ detail, a careful selection of these features must be
performed as some features may contribute to misleading
the result because of noise or null data. Sometimes, the value
range among attributes is high. It is recommended to apply a
formalized process for the sake of minimizing the erroneous
result while finding a relatively improved result [9]. Data
that need to trainmust be preprocessed before the evaluation
process. Network architecture varies from the classifier to
classifier, exhibiting the underlying algorithm parameters
that are dependent on the classifier that is supposed to train
the network. Other diabetes patients can use this network for
predicting the diagnoses of their disease. To end with it, a
general physician of diabetes or doctor of medicine performs
an evaluation and appraisal process on this expected diag-
nosis. A detailed explanation of the proposed framework is
provided as follows.

3.1. Data Collection and Representation. ,e dataset used in
the study is obtained from the National Institute of Diabetes
and Digestive and Kidney Diseases [17]. ,e purpose behind
this is to predict the disease considering some selected di-
agnostic key attributes included in the dataset whether a
person is a diabetes patient or not. ,e dataset contains the
data for female patients only with minimum age 21 years for
the resident of Arizona USA. ,e responder includes a
binary value of either 0 (negative test representing diabetes)
or 1 (positive test representing diabetes). Approximately
35% (268) patients are included in a class containing value 1.
On the other hand, 65% (500) patients are included in
another class containing a value of zero [9]. ,e researchers
have mentioned many vital factors that may vary from
patient to patient for diabetes currently or after a predefined
period [18].

3.2. Feature Selection/Reduction. To diagnose diabetes cor-
rectly, key attributes are normally independent of each other.
Medical experts examine the attributes carefully and decide
if each is required in identifying the viable diagnosis. ,ese
attributes, called features in ANN, may be identified as
diabetes symptoms and another relevant piece of infor-
mation that assists in predicting diabetes. Choubey et al. [8]
used GA for selecting attributes (features) and NBs for
classification on PID dataset.

Since feature selection is a process of identifying the
most relevant features extracted from the complete set, it
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increases the success ratio of predicting the diagnosis of
diabetes patients [8]. Given the fact [18], these features must
be robust and noise-free; hence, a careful selection is made in
choosing these features with the entire dataset. Women may
have diabetes from the sixth month of their pregnancy, and
in addition to it, a certain level of glucose and insulin play a
vital role in the diagnosis of diabetes. Eventually, there are
eight explanatory input variables with one output responder
variable that are included in the selected dataset. Each
variable plays a vital role in diagnosing diabetes individually.
Accumulating their values enables the network to be trained
effectively and perform the diabetes prediction in return.,e
detail of both types of variables is explained in Table 1.

3.3. Preprocessing. Many methods are available to pre-
process the data in the dataset before model evaluation
[19, 20]. ,e preprocessed result must demonstrate the
anticipated output. Learning rate, momentum, and time
were taken; all are obtained in the response to the pre-
processing process. Data must be transformed in the form
of fulfilling the acceptance criterion. Accumulating the
provided values in various features like blood pressure, skin
thickness, insulin, and BMI must map with the outcome
value. ,e diabetes dataset contains 768 instances with 8
input variables that are enough to predict the diabetes
diagnosis using the simulation model. Noisy data have
already been eliminated before receiving the dataset from
the concerned authority [19].

3.4. Neural Network Fitting Process. ,e objective to ac-
cumulate the abovementioned information is to design
such a neural network model that can predict precisely
whether a particular patient possesses diabetes or not. Since
ANN is the combination of many algorithms, some

algorithms are used in the paper to train the network,
obtain the prediction ratio, and given that compare the
mutual results. After choosing the patients’ dataset, the
next step is to segregate the data according to the re-
quirements. In our case, data are needed to be divided into
three main segments as training, validation, and test data.
Training data are presented to the network when the
training session needs to commence while adjusting the
network with an error reference. ,e diabetes dataset
consists of 768 patients, and 70% (approximately 537)
instances are used for training purposes. Multiple pieces of
training may generate different results each time regarding
various conditions as well as data. On the other hand,
validation data need to measure the network generaliza-
tion. When it reaches its optimum level, the validation
process stops. Approximately 115 instances are selected to
perform the validation process to evaluate the training
impact pragmatically. In so far as test data are concerned,
there is no effect or change on training data due to testing
data and after training process. It enhances the indepen-
dent measurement of the desired performance of the un-
derlying network. A set of 115 instances are chosen for
testing purposes, and each algorithm’s overall performance
is observed and recorded accordingly.

3.5. Proposed System Model. ,e ABP-SCGNN method
architecture is segregated into four distinct parts, as depicted
in Figure 2. ,ese include initialization of weight, forward
and backward propagation of error, updating of weight, and
bias. ,e hidden layer consists of a number of neurons, and
every neuron has an activation function as
f(x) � Sigmoid(x). Activation function gets the sum of
weighted input (w11 ∗x1 + w21 ∗x2 + w31 ∗x3 + · · · +

w81 ∗ x8 + 1∗ b) argument as follows:
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Figure 1: ,e proposed framework of diabetes prediction using neural network architecture selection.
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WijXi + b. (1)

Activation function was used to build a nonlinear
transformation that is allocated to correspond nonlinear
proposition or for assessing the complex functions. ,e
inputs of the activation function were calculated by multi-
plying the weight by input and then added bias value. In the
following section, the proposed neural network is explained
how it performed its intended operations. To begin with,
forward propagation is performed. First, backward propa-
gation is made after comparing predicted Y output with
actual output 􏽢Y during the calculation of the gradient error
at the output layer.

A neural network is trained with diabetes datasets by
using the following algorithms:

(1) Multilayer perceptron (MLP)
(2) Bayesian regularized
(3) Scaled conjugate gradient

,e proposed framework contains one input and one
output layer with a single hidden layer containing eight
input features (neurons) that produce one of the two outputs
mentioned in the proposed research methodology. ,e

dataset comprises input and output layers (Xi, Yi), where Xi

is the input layer and Yi is the predicted output. If n is the
total size of the entire set, then

Xn � xi, yi( 􏼁, . . . , xn, yn( 􏼁􏼈 􏼉. (2)

,e parameters of feed-forward are denoted collectively
as θ. Since training a neural network involves the gradient of
the error function E � (X, θ) relevant to the weight wk

ij

(weight at node j in layer lk for node i), biases are bk
i (bias at

node i in layer lk), so as per learning rate, gradient descent
updates the weights at each iteration as follows:

θt � θt − α
zE(X, θ)

zθt

, (3)

where θt represents ANN parameters at iteration t. ,e MSE
in backpropagation is

E(X, θ) �
1
2N

􏽘

N

i�1
(􏽢yi − yi), (4)

where 􏽢yi is the predicted output and yi is the actual output of
the input xi. ,e derivative of f (x) is represented asf(x), and
the derivative of the sigmoid function is σ′(x). b(k/i) (bias) in
layer kth at node ith is included into the weight as wk

oi with an
output ok−1

0 � 1 at node 0 in layer k − 1; hence,
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Figure 2: ,e architecture of the ABP-SCGNN model.

Table 1: ,e input and output variables for the proposed system framework.

S/N Input attributes Description Range values
1 Pregnancies Number of times pregnant 0–17
2 Glucose Plasma glucose concentration 2 hours in an oral glucose tolerance test 0–199
3 Blood pressure Diastolic blood pressure (mm Hg) 0–122
4 Skin thickness Triceps skinfold thickness (ram) 0–99
5 Insulin 2-hour serum insulin (mu U/m1) 0–846
6 BMI Body mass index (weight in kg/(height in m)2) 0–67.1
7 Diabetes pedigree function Diabetes pedigree function 0.078–2.42
8 Age Age (years) 21–81

Output/responder variable
Sr. Input attributes Description Range values
1 Outcome Diabetes, yes or no 01
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⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (6)

Weight and bias values are initialized with random
values as one-time initiation; an updated weight value is used
in subsequent iterations. Equation (6) can be written as
follows:

W
⇀

�

W
⇀

IH

.

W
⇀

HO

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (7)

Equation (7) demonstrates that W
⇀

IH contains the
weight from the input layer to hidden layer where as W

⇀
HO

is the weight representing from hidden layer to output
layer.

W
⇀

IH �

w00 w01 · · · w0m

w00 w11 · · · w1m

⋮

wn,0 wn,1 · · · w0m

w00 w11 · · · ·

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (8)

Equation (8) contains the weights between the input and
hidden layer. It contains n × m elements. Wa,b is the weight
between element.

W
⇀

HO �

wn+1,0 wn+1,1 · · · wn+11,m

wn+1,0 w11 · · · wn+2,m

⋮

wn+k,0 wn+k,1 · · · wn+k,m

w00 w11 · · · .

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (9)

In our case, only one output neuron is used. Equation (9)
can also be written as

W
⇀

HO � wn+1,0 wn+1,1 · · · wn+1,m( 􏼁. (10)

Corresponding to the original formulation Tk−1,

a
k
i � b

k
i + 􏽘

Tk−1

j�1
w

k
jio

k−1
j � 􏽘

Tk−1

j�0
w

k
jio

k−1
j . (11)

,en, the error can be calculated as

E(X, θ) �
1
2N

􏽘

N

i�1
(􏽢yi − yi)

2
. (12)

After taking the derivative of Equation (12),

zE(X, θ)

zw
k
ji

�
1
N

􏽘

N

d�1

z

zw
k
ij

1
2
(􏽢yi − yi)

2
􏼒 􏼓 �

1
N

􏽘

N

d�1

zEd

zw
k
ij

. (13)

,e backpropagation algorithm is concerned with one I/
O pair, and all I/O pairs in X may be produced in merging
each gradient. For derivation, the error function is

E �
1
2
(􏽢y − y)

2
. (14)

3.5.1. Error Function Derivatives. After applying the chain
rule,

zE

zw
k
ji

�
zE

za
k
j

zw a
k
j

zw
k
ij

, (15)

where ak
j treats as activation of node j in layerk.

Here,

δk
j ≡

zE

za
k
j

. (16)

,e second term from the equation for ak
j is as follows:

za
k
j

zw
k
ji

�
z

zw
k
ij

􏽘

Tk−1

i�0
w

k
ljo

k−1
l

⎛⎝ ⎞⎠ � o
k−1
l . (17)

Error function E partial derivative with wk
ij (weight) is as

follows:

zE

za
k
j

� δk
jo

k−1
i . (18)

So, the partial derivative of weight is a product of the
error term φk

j at node j in layer k and the output ok−1
i of node

i in layerk − 1.

3.5.2. ;e Output Layer. Backpropagation characterizes the
value φm

1 , where m is the final layer. Four-layer neural
network possesses m � 3 for the ending layer and m � 2 for
the second to the last layer. Expressing E (error function) in
terms of the value am

1 (since φm
1 is a partial derivative for φm

1 )
gives

E �
1
2
(􏽢y −y))

2
� E

1
2

go a
m
1( 􏼁 −y)( 􏼁

2
. (19)

,en, applying the partial derivative,
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δm
i go a

m
1( 􏼁 − y( 􏼁go

′ a
m
1( 􏼁 � (􏽢y − ty)go

′ a
m
1( 􏼁. (20)

,e partial derivative ofE and the error function ωm
i1 is

zE

zw
m
i1

� δm
1 o

m−1
i � (􏽢y − y)go

′ a
m
1( 􏼁o

m−1
i . (21)

3.5.3. ;e Hidden Layer. ,e hidden layers’ error can be
calculated as follows:

δk
j �

zE

za
k
j

� 􏽘
NTk+1

l�1

zE

za
k+1
j

za
k+1
j

za
k
j

, (22)

where l ranges from rk+1 to the number of nodes.
Error term φk+1

l gives the following equation:

δk
j � 􏽘

Tk+1

l�1
δk+1

l

za
k+1
l

za
k
j

,

a
k+1
l � 􏽘

Tk

j�1
w

k+1
jl g a

k
j􏼐 􏼑,

(23)

remembering the definition of ak+1
l where the g(x) is the

activation function.

za
k+1
l

za
k
j

� w
k+1
jl g′ a

k
j􏼐 􏼑. (24)

As we know that

δk
j � 􏽘

Tk+1

l�1
δk+1

l w
k+1
jl g′ a

k
j􏼐 􏼑 � g′ a

k
j􏼐 􏼑 􏽘

Tk+1

l�1
w

k+1
jl δk+1

l , (25)

the partial derivative of the Eerror function ωk
ij for 1≤ k<m

is

zE

zw
k
ij

� δk
l o

k−1
i � g′ a

k
j􏼐 􏼑o

k−1
i 􏽘

Tk+1

l�1
w

k+1
jl δk+1

l , (26)

zEd

zw
k
ij

� δk
l o

k−1
i . (27)

For the partial derivatives and for the final layer’s error
term,

δm
1 � go
′ a

m
1( 􏼁 􏽢yd − yd( 􏼁,

δm
1 � g′ a

k
j􏼐 􏼑 􏽘

Tk+1

l�1
w

k+1
jl δk+1

l .
(28)

For the hidden layers’ error term,

zE(X, θ)

zw
k
ij

�
1
N

􏽘

N

d�1
·

z

zw
k
ij

1
N

􏽢yd − yd( 􏼁
2

􏼒 􏼓 �
1
N

􏽘

N

d�1
·
zEd

zw
k
ij

.

(29)

For combining the partial derivatives,

Δwk
ij � a

zE(X, θ)

zw
k
ij

. (30)

For updating the weights,

w
k+1
ij � w

k
ij + λΔwk

ij. (31)

3.6. Algorithm of ABP-SGCNN Model. Assume a as the
learning rate and parameter initialization as wk

ij, following
steps are used to keep progress in the proposed algorithm.

3.6.1. Calculate the Forward Phase. For each pair of input
and output (x⇀d, yd), store the results (􏽢yd, ak

j) and (ok
j ) for

each node (j) in layer (k) by proceeding from layer zero,
input layer, to layer (m), the output layer.

3.6.2. Calculate the Backward Phase. For each pair of input
and output (x⇀d,, yd), store the results (zEd/zwk

ij) for each
weight (wk

ij) connecting node(i) in layer (k − 1)) to node (j)

in layer (k) by proceeding from layer(m), the output layer,
to layer (1), the input layer.

Evaluate the error term for the final layer using equation
(2).

Backpropagate the error terms for the hidden layers δk
l ,

working backward from thek � m − 1, by repeatedly using
equation (3).

Evaluate the partial derivatives of the individual error Ed

regarding wk
ij by using equation (1).

3.6.3. Combine the Individual Gradients. Combine the in-
dividual gradients for each input-output pair (zEd/zwk

ij) to
get the total gradient (zE(X, θ)/zwk

ij), for the entire set of
input-output pairs X � (x

⇀
1, y1), . . . , (x

⇀
N, yN)􏽮 􏽯 by using

equation (4) (a simple average of the individual gradients).

3.6.4. Update the Weights. According to the learning rate a

and total gradient (zEd/zwk
ij) and by using equation (5)

(moving in the direction of the negative gradient), the
weights are updated using equation (27).

Using equation (27), weights are updated accordingly.

4. Experimental and Analytical Verification

Probably, it is not likely to achieve the desired result during a
single training iteration. However, sometimes, the model
needs to train several times till it approaches near to the
predicted outcome. After completing thousands of itera-
tions, the measurement and evaluation results of predicting
the diagnosis of diabetes are described in Table 2 for ana-
lysing the actual performance. Taking into account, opti-
mizing the framework along with training the network for
5000 epochs and using 768 instances, the experiment
demonstrates the potential benefit and worth of neural
network algorithms. For all algorithms used in training, the
learning rate was 0.25, and the momentum coefficient was
0.5. During the simulation, a number of neurons that were
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taken in the hidden layer fall in the range 5, 10, 20, 30, 40,
and 50 neurons. Results prove that the value of correlation
coefficient particularly for proposed artificial back propa-
gation scaled conjugate gradient neural network (ABP-
SCGNN) is near to 1 that indicates pretty accuracy based on
the regression accuracy plot among all other algorithms.
Mean squared error (MSE) is calculated on all algorithms.
,e prediction accuracy is calculated with the ratio of the
total number of predictions that are correct to the complete
predictions. ,e proposed algorithm (ABP-SCGNN) pro-
duces more correct predictions with 93% prediction
accuracy.

Figure 3 presents the MSE during the learning process
for the hidden layer using different number of neurons in the
range 5 to 50 which is computed against all algorithms. Table
3 reveals that the MLP algorithm contains 0.0026 using five
neurons at the hidden layer; no doubt by increasing the
number of neurons, i.e., 20 and 40, MSE was approaching
low, but network complexity increased along with de-
creasing MSE rate. ,e Bayesian regularization algorithm
has approximately high MSE, which is the same for a dif-
ferent number of neurons of the hidden layer. On the
contrary, the proposed algorithm, ABP-SCGNN, attains
relatively a lower MSE result when five neurons are used at
the hidden layer, and this result is reduced more upon
increasing the number of neurons, as shown in Figure 4. It
confirms that using 20 neurons gets a lowest MSE and a high
accuracy results. Moreover, the model achieves a regression
accuracy value of 93%, as presented in Figure 3. Conse-
quently, a trade-off between network complexity and per-
formance of themodel is approaching for 20 hidden neurons
in both MSE and accuracy measures.

,e regression accuracy plot in Figure 3 depicts a sig-
nificant correlation of the proposed algorithm between

targets and predicted values that are identified by the dashed
line that exhibits the highest accuracy. ,ree different
numbers of neurons were used in the hidden layer, as
mentioned in Table 2. Prediction accuracy of MLP remains
the same for all neurons used. In the same case with the
Bayesian regularization algorithm, its regression accuracy
result ranges from 70 to 78 using the same number of hidden
neurons taken for the other two algorithms.

Since forward propagation concerns the inference phase
of a feed-forward neural network and the learning phase deals
with the backpropagation neural network, the learning phase
is relatively slower than the inference phase because gradient
descent needs to repeat several times during the whole
process. Using parallel running, the work performance of
underlying algorithms can be efficient. ,e computational
complexity of the feed-forward neural network is calculated
by splitting the computation in the training and inference
phase. As shown in Figure 5, the overall time complexity will
increase with the number of epochs. However, the efficiency
of algorithms remains stable.

,e following equation calculates the factor of com-
plexity (Fc) according to Figure 5.

2∗ it

2∗ (j∗ i + j∗ it)
, (32)

where i is the input layer neurons, j is hidden layer neurons,
and it is the number of iterations.

Likewise,,eMSE time complexity can be calculated for
the same algorithms as follows:

2∗ ((j∗ i + j∗ k)∗ it), (33)

where Tc is time complexity, i is the input layer neurons, j is
hidden layer neurons, and k is the number of iterations.
Figure 5 demonstrates the time complexity based on the

Table 2: ,e performance analysis of the ABP-SCGNN model compared with standard ANNs models using an accuracy measure.

Algorithms
Training accuracy (%) Validation accuracy (%)

5 neurons 20 neurons 40 neurons 5 neurons 20 neurons 40 neurons
Multilayer perceptron 91.6 93.6 94.9 90.8 91.9 93.2
Bayesian regularized 77.5 79.6 81 71 76.5 78.7
Proposed ABP-SCGNN 92.94 94.44 95.71 92.073 92.708 93.34
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5 neurons 20 neurons 40 neurons 5 neurons 20 neurons 40 neurons
Training accuracy (%) Validation accuracy (%)
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Bayesian regularized
Proposed ABP-SCGNN

Figure 3: ,e regression accuracy results of the ABP-SCGNN model at different neurons of hidden layer.
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number of epochs by choosing three configurations of
different neurons, such as 5, 20, and 40, as follows.

Indeed, with the increase in neurons, the success ratio
increases to some extent. However, after examining 20
neurons, the success ratio remains the same in conjunction
with increase in time complexity. Table 4 shows the com-
parison among various neural net algorithms with the
proposed (ABP-SCGNN) algorithm that demonstrates its
highest success ratio, such as 93%. ,e Broyden–
Fletcher–Goldfarb–Shanno (BFGS) algorithm contains an

88.8% success ratio higher than ever used earlier in the
underlying problem. On the other hand, the proposed al-
gorithm shows the best result regarding success ratio and
regression accuracy.

5. Conclusion

Using artificial backpropagation neural network (ABPNN),
a pragmatic framework has been proposed to predict the
diagnosis of diabetes. ,e presented results have been
demonstrated in the paper that it can be viable to model an
adaptive framework using APBNN. Since the applications of
ANN have been organized differently from the classical
approach, the features are provided as input variables rather
than to provide them into the ANN.

,e proposed ABP-SCGNN framework is effective and
efficient, with a 93% success ratio when simulated with a
test PIDD dataset [17]. To check the effective performance
of ANNs and computational analysis, many performance
indicators were calculated. Among these indicators, mean
squared error (MSE) and regression accuracy analysis
were examined anxiously. All neural networks were
trained using 5 to 50 hidden layer neurons with the same

Table 3: ,e performance analysis of the ABP-SCGNN model compared with standard ANNs models using an MSE measure.

Algorithms
Training MSE rate Validation MSE Rate

5 neurons 20 neurons 40 neurons 5 neurons 20 neurons 40 neurons
Multilayer perceptron 2.59E−03 1.99E−03 1.55E−03 2.61E−03 2.29E−03 2.13E−03
Bayesian regularized 4.17E−1 3.8E−1 3.54E−01 4.03E−01 3.96E−01 3.63E−01
Proposed ABP-SCGNN 2.6286−e3 2.3071E−3 1.6265E−3 2.381E−03 2.190E−03 2.054E−03
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2.50E – 01
3.00E – 01
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4.00E – 01
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Training MSE rate Validation MSE rate
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Figure 4: ,e MSE results of the ABP-SCGNN model at different neurons of hidden layer.
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Figure 5: ,e time complexity of the ABP-SCGNN model at
different neurons of hidden layer.

Table 4:,e accuracy results of the ABP-SCGNNmodel compared
with some other models.

Algorithm Accuracy (%)
BFGS [1] 88.8
Genetic algorithm [8] 87
GRNN [9] 80.21
ABP-SCGNN (proposed) 93
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dataset. ,e best result was demonstrated at a hidden layer
containing 20 neurons, specifically at the proposed ABP-
SCGNN. ,e rest of the two algorithms remain with high
MSE at the same 20 hidden layer neurons, whereas the
presented ABP-GCGNN gives attractive results for the
same dataset.

,e experimental results demonstrated that ABP-
SCGNN was the best algorithm that exhibited the highest
prediction result among all algorithms. Since ANN possibly
presents new approaches, strategies, and methodologies to
remove uncertainties and reduce the potential instability of
correlation, the intensity of network performance achieved
using the proposed framework verified that ANN is func-
tionally beneficial for successfully predicting the diagnose of
diabetes with suitable disease input features and a corre-
sponding set of instances.
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