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Sustainable development is the core principle for meeting
human development goals while at the same time sustaining
the ability of systems to produce, extract, process, or man-
ufacture the natural resources and services upon which the
economy and society depend.

Transportation produces water, noise, and air contamina-
tion, being a large contributor to greenhouse gas emissions.
These environmental shortcomings can be mitigated by con-
sidering and integrating sustainable social, environmental,
and economic goals that impact and accelerate green and sup-
portable development. Furthermore, sustainable transporta-
tion can be viewed and integrated as an essential ingredient in
sustainable development strategies. Components for evaluat-
ing transport sustainability include particular transportation
means used for road, water, or air transport; the way they are
organized, the source of energy, and the infrastructure used
to accommodate the transport. In this context, optimization
plays a relevant role. Methods from Operations Research have
been extensively used to successfully deal with many of these
challenges.

This special issue aims at examining the current progress,
challenges, and approaches in transportation to achieve a sus-
tainable development through optimization. Thus, the scope
of this issue covers high-quality original research and review
articles focusing on the use of Operations Research tech-
niques (mathematical programming, metaheuristics, sim-
ulation based approaches, etc.) to deal with transporta-
tion for promoting a sustainable development, mitigating

the negative environmental impacts, and identifying main
opportunities to accelerate the transition to sustainability.

An overview of the topics in the selected articles compos-
ing this special issue is given below.

Sustainable Waste Management Network Design. Designing
a cost-effective waste management supply chain, while con-
sidering sustainability issues such as land-use and public
health impacts, is possible thanks to optimization models,
and particularly to multiobjective approaches.

Transportation Network of Recovering End-of-Life Vehicles.
From the viewpoints of environmental protection and
resource utilization, it is valuable to investigate an effective
strategy through optimization for recycling end-of-life vehi-
cles. Fuzzy and stochastic parameters are keys to model these
uncertain environments.

Electric Vehicle Routing Problems. Due to the challenges
emerging from the integration of electric vehicles in logistics
processes, a review of state-of-the-art Operations Research
solution approaches and procedures for solving the Electric
Vehicle Routing Problem (E-VRP) is useful.

Cruise Control of High-Speed Trains. High-speed train trans-
portation has many more advantages than traditional railway
traffic, such as high speed, large volume, and a safe and
comfortable environment. Acceleration and deceleration also
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have an impact on energy consumption and sustainability, so
an optimized control method is important.

Location of Biogas Plants in Supply Chains. Biogas from
animal manure not only provides energy efficiency but also
minimizes carbon emissions compared to existing biomass
products. Therefore, it is interesting the use of Operations
Research techniques to consider biogas plants and minimize
the total supply costs and carbon emissions.

Bus Crowding and Passenger Flow. Traflic congestion prob-
lems have seriously restricted economic development and
affected people’s daily lives. The improvement of public
transportation should have priority, increasing the service
quality and ameliorating the travel environment. One relief
can be obtained minimizing the impact of the randomness of
passenger flow on the determination of bus crowd coefficient.

Airborne Delay Minimization in Free-Route Airspace. Air-
borne transportation has a relevant economic impact for
international business, trade, and tourism. It involves the
management of a rising number aircrafts requiring safe
separation distances among them. Thus, having decision
support approaches for preventing collisions and managing
conflicts at a pretactical level is necessary and crucial.

Equilibrium and Optimization in a Double-Ended Queueing
System. Taxis service plays a relevant role in sustainable
mobility. In order to make a more efficient use of this
resource, optimal strategies which adjust the arrival rate of
taxis to the passengers demand are necessaries. This problem
can be modelled as a double-ended queueing system.

Transportation Network Reliability under Emergency. Urban
traffic networks are designed to address daily traffic demand.
When an emergency occurs, the existing capacity of the
infrastructure is usually not able to meet the demand of
evacuation. To evaluate the maximum emergency evacuation
demand that can be satisfied by of the network is necessary to
consider its reliability under emergency.

Short-Term Forecast in Rail Transit. The short-term forecast
of rail transit is one of the most essential issues in urban
intelligent transportation system. Combining spatiotemporal
features based on long short-term memory network allow to
propose novel forecast models.

Flow Shop Scheduling Problem. This problem arise in many
manufacturing companies. In the particular case of the
automotive business, the idea is to schedule the jobs with
precedence constraints, release dates and delivery times, in
order to satisfy client demands as soon as possible, i.e.,
minimizing the latest date a client receives its products. This
involves a better development of this industry by Operations
Research techniques.

Tram Schedule and Signal Priority at Intersections. With the
purpose of improving punctuality and reliability in trams,
transit signal priority is used at intersections, which can
extend or insert green phase to trams. Given the fact that

Journal of Advanced Transportation

this may produce delays to crossing vehicles, an integrated
optimization model on tram schedule and signal priority can
balance the delay between trams and other vehicles in order
to minimize person delay.

The guest editors of this special issue hope that the
selected articles will be able to arise the interest of Operations
Research for Transportation and Sustainable Development,
especially in the aforementioned fields.
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This work aims to present a methodology to support a company in the automotive business on scheduling the jobs on its final
processes. These processes are: (i) checking the final product and (ii) loading the dispatch trucks. These activities are usually found
in the outbound area of any manufacturing company. The problem faced is defined as the flow shop problem with precedence
constraints, release dates, and delivery times. The major objective is to minimize the latest date a client receives its products. We
present a time-indexed integer mathematical model to compute feasible solutions for the presented problem. Moreover, we take
advantage of the Lagrangean Relaxation procedure to compute valid lower and upper bounds. The experiments were held based on
the company’s premises. As a conclusion, the results showed that the methodology proposed was able to compute feasible solutions
for all the instances tested. Also, the Lagrangean Relaxation approach was able to calculate better bounds in a shorter computational

time than the Mathematical problem for the more complicated instances.

1. Introduction

Many companies sort their processes in a sequential way.
The sequential standard follows quite well the concept that
each process has its suppliers and clients, which may be
represented by the previous and the successor processes,
respectively.

The problem defined above may be viewed as a flow shop
one [1]. In the flow shop approach, each process may be
viewed as a single or a set of machines. Each machine is
responsible for executing a specific task. Moreover, all the jobs
must follow the same order of machines. So, after a job com-
pletes a task in a machine, it must join the queue at the next
machine. Furthermore, the tasks must be executed under some
constraints such as release dates or resources availability. In
this work, we approach a real-world problem that may be
equivalent to a flow shop problem with precedence constraints,
release dates, and delivery times. The company evaluated in
this work, focuses its activities on the car-assembling business.

We concerned with a part of the company’s processes to carry
out the work. To be precise, we focus on the three final pro-
cesses of the company’s production flow, which are the check-
ing, loading, and dispatching. In addition, we work under a
set of premises. As a result, we state the studied problem as
the flow shop problem with precedence constraints, release
dates, and delivery times with the objective function of min-
imizing the makespan. That problem is defined as a strongly
NP-hard problem [2]. The problem is depicted in Figure 1 and
described as follows.

The observed company acts in the automotive business,
and it is able to produce up to 2.000 products each day. We
highlight that the products are not all the same, because there
may exist differences between them. So, after the manufactur-
ing phases, each product is assigned to a cluster. A cluster is
represented by the letters A, B, and C in Figure 1. One cluster
is set based on the similarities of the products. Also, each clus-
ter must pass a quality control process to avoid sending
poor-quality products to the final clients. The control consists
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FIGURE 1: The processes’ scheme.

of evaluating each product individually. As a result, the oper-
ator receives a list of clusters needed to be checked. Then, each
cluster is schedule and checked one by one. It is noteworthy
to state that the time spent at each cluster may vary according
to the type of the products that compound the cluster, and the
failures that may be found, as well. Usually, the cluster is com-
pounded by a set of products that do not significantly differ
from themselves.

In contrast, some products do differ from themselves, and
that is the reason that justifies the clustering procedure. So,
the company does not mix different products in the same
cluster.

Afterward the checking phase, an established cluster is
fragmented. In other words, the products that compound
that cluster, are placed in a waiting zone and assorted accord-
ing to its destinations. Usually, clients receive products that
belong to a variety of clusters. So, after a truck’s load has
already been completely placed in the waiting area, the dis-
patching truck is authorized to get inside the marquee.
Therefore, a truck is not allowed to get inside before all its
cargo have already been placed in the waiting zone. So, we
can assume that each outgoing truck has a precedent-jobs
list. Then, after the truck arrival, the operators start to load
the truck and conclude their task after an amount of time,
which may vary according to the truck type, the cargo and
the paperwork required. In this work, we assume that there
is one team in charge of loading the trucks. As a result, we
can not assume that more than one truck is loading at the
same time.

Finally, the last process is the Dispatching one. Here the
truck departs from the company towards the client’s location.
We highlight that we did not consider evaluating which route
the truck driver should do, but the average duration to reach
the clients” locations instead.

So, we considered modeling the checking and the loading
process as machines. So, the checking process is defined as the
Machine 1 (M) and the loading process as the Machine 2 (M,).
Moreover, we state the main objective is to minimize the max-
imum date when a client receives its products. As a result, we
decided to model this problem as a two-machine flow shop
scheduling problem. Therefore, we define this problem as the

two-machine flow shop scheduling problem with precedence
constraints, release dates and delivery times.

Also, we modeled it through a time-indexed formulation
which is based on the discretization of the time horizon. This
kind of formulation is known to provide tighter linear relax-
ation bounds. However, the model presents a high number of
variables.

In this work, we face two primary objectives. The first is
to present a suitable model to cope with the flow shop problem
with precedence constraints, release dates and delivery times.
The second goal is to solve the proposed model problem
through an appropriated decomposition method. Here, we
propose an integer linear programming model on time-in-
dexed variables and a Lagrangean Relaxation (LR) approach
to obtain both upper and lower bounds. The sub-gradient
method was chosen to carry out the convergence of the LR.
See [3].

The paper is organized as follows. The mathematical model
section presents the integer linear programming model. The
Lagrangean Relaxation section describes the decomposition
approach. The Computational Results section reports exper-
iments results. Finally, the Conclusions section concludes the

paper.

2. The Mathematical Model

The two-machine flow shop scheduling problem with prece-
dence constraints, release dates and delivery times is set as
(F2|prec, 7}, 4;|D ). In other words, we aim to solve a
scheduling problem, whose target is to minimize the date
when the last product will be delivered to the client. Moreover,
we deal with a set of constraints related to the company’s
machines. These constraints state that the machines are not
allowed to work with more than one job at the same time. Also,
all those jobs must be executed only once. Besides that, there
is a precedence list in order to enable a job to be processed in
machine 2. We present the mathematical model of this for-
mulation next.

The notation was set based on [1]. The term F2 means
that there are two machines in sequence. The terms
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(prec, 1, q;) mean that there are three classes of constraints
applied, Wthh are: the precedence, the release dates and the
delivery times ones, respectively. Finally, the D, term refers
to the objective function of minimizing the latest date a client
receives its products. Moreover, the (F2| prec, 15, q 1D )
can be described as follows. Consider a set J' = {1 ..n} of
jobs to be processed on the first machine M,, which corre-
spond to the clusters to be processed at the first machine.
Likewise, consider a set J* = {1, .., m} of jobs to be processed
on the second machine M,, which correspond to outgoing
trucks to be loaded at the loading process. The processing
time of a job jat a machinei = {1, 2} is denoted by p,;, which
corresponds to the time for processing a cluster at the M,.
The precedence constraints applied imply that to each job
(truck) j € J? is associated a nonempty set S i S J' such
that j can only be processed in M, after all clusters belonging
to §; have been processed in M,. Furthermore, we consider
the dehvery time d, for eachjob j € ] It corresponds to the
time required to deliver the job j € J*toits final client. The
delivery time data refers to the time spent on the road. As a
reference, the reader may consider that the delivery time is
related to the time spent from Spain to another European
country and those in North Africa.

So, the problem consists of finding a sequence of clusters
in J' to be processed in M, and a sequence of the jobs in J* to
be processed in M, to minimize the maximum date when a
client receives its job. In other words, we aim to minimize D, ,
which is equivalent to the latest time that one client receives
its products.

To this aim, we propose a time-indexed model, which is
based on a time-discretization of the planning horizon into a
set T = {0, ..., h} of periods. Time-indexed formulations have
been shown in the literature to be likely to provide better
LP-relaxation bounds than other formulations for scheduling
problems, see [4-6]. Continuing, we define two binary varia-
bles: E (resp. yjt) assumes value 1 ifajob j € J ! (resp. j € 7
starts its processing in M, (resp. M,) in period t € T, and 0
otherwise. Also, the integer variable D, . , which is the maxi-
mum time when the last client receives its products. The inte-
ger linear programming (ILP) formulation proposed for that
version of the (F2|prec, 1, q;D,,,) is presented as follows:

minD_ (1)
h_plj
ijrzl Vie] )
t=0
h—=p;
Y yp=1 Vjel 3)
t=0
h=p,; h=py
Y - ) (t+pe)x, 20 VieJ vkeS, ()
t=0 t=0

>y

jeI' s=max(0;t—p”+1)

xjsﬁl VteT (5)

3
L T=5
M Tz
yi3=1
M, T Iz
x0=1 x=1
Time: 1 2 3 4 5 D
FIGURE 2: Scheduling violating the precedence constraints 4.
t
Z Yis S 1 VteT (6)
j€]2 s:max(O;t—p2J+1)
h=p,;
Dy 2 Y (t+py,+d))y, YjeT 7)
t=0
x, €{0,1} VjeJ,VteT, t<h-p; (8)
yi €40, 1} VjeJ,VteT, t <h-p,, (9)
D, €Z" (10)

The objective function (1) minimizes the time of reception of
the last job, which is equivalent to the biggest value possible
of (t + p,; i +d ) Ve Constraints (2) (resp. (3)) state that each
jobj e J' (resp j € J?) has to be started exactly once at M,

(resp. M,). In other words, one job must not be processed more
than once by either the machines. The precedence constraints
(4) ensure that ajob j € J* cannot be processed at M2 before
all jobs in §; have been completed at M1. Further explanation
could be found in Figure 2. Constraints (5) (resp. (6)) state
that machine M, (resp. M,) can handle at most one job at any
time period. Consequently, the M, and M, are not able to
process more than one job at the same time. The D, value is
established by the constraints (7). As a result, the period a final
product the client is bigger or equal to the sum of its processing
time in Mz( D, j), the delivery time (d;) from the manufacturer
up to the client, and the period when it has been started to be
processed in M,(t). Lastly, constraints (8)-(10) define the
domain of the variables.

3. The Lagrangean Relaxation

The approach proposed to obtain lower and upper bounds
for the (F2|prec, 1, q;|D,,,) is based on applying a
Lagrangean Relaxation (LR) procedure to the previous ILP
model. The precedence constraints (4) that couple the sched-
uling on machines M, and M, are relaxed in the LR approach.
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FIGURE 4: A lower bound solution example. The red triangles represent the release dates for each job. Furthermore, the green triangle represents
the LB value. The figure depicts how the minimum release date (Rd) is computed for each j € J*.

Figure 2 illustrates a scheduling which is not feasible to con-
straints (4). In this example, job 1 (J;;) processed by M,
begins its processing at t =0, so, x,, = 1, and job 2 (J,))
processed by M, begins its processing at t = 1, so, x,; = 1.
Considering S, = {J,,, ],,} as the predecessors of job 1 (J,)
processed by M,, it can only start its processing at t = 4.
However, in this example, J,, begins its processing at t = 3,
¥1; = L, and notatt = 4as expected, violating the precedence
constraints.

LetA, >0,j €] keS » be the Lagrangean multipliers
associated with constraints (4). The La- grangean multipliers
are equivalent to the dual variables associated with each
relaxed constraint placed in the objective function, see [3]. If
ajob is scheduled in M, before one of its predecessor has been

completed, the objective function will be penalised in the
Lagrangean subproblem L(A) as follows:

h—py h=py;
L) = minDy + ). Y Ay ) (E+ py)x = )ty
=0 =0

je 7 keS J

(11)

s.t. (2), (3), (5)-(10).We use the subgradient algorithm to solve

the Lagrangean dual max{L(A) : A > 0}. The resulting model

allows us to decompose the Lagrangean subproblem into one
smaller subproblem L(A), in M,.

First, the subproblem L(A),is the total weighted comple-

tion time scheduling problem on one machine. The comple-

tion of ajob k € J'is weighted by the sum of penalties applied
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FIGURE 5: A scheme of the Lagrangean Relaxation method solved through the subgradient algorithm. The first figure represents a scenario
that the optimal solution was found because the LB and UB achieved the same value. On the contrast, the second figure represents a scenario

that the optimal solution was not found.

TaBLE 1: Summary of the instances structure.

Group n m |Sj | p; d; Identification
5 3-4-5-6-7 U(1, 4) U(1, 10) U(10% 10%) 5—m—4— 1
10 6-8-10-12-14 U(1, 9) U(1, 10) U(10% 10%) 10— m—9-1

1 20 12-16-20-24-28 U(1, 19) U(1, 10) U(10% 10%) 20- m-19-1
40 24-32-40-48-56 u(l, 39) uU(1, 10) U(10% 10%) 40- m-39-1
60 36-48-60-72-84 uU(1, 59) U(1, 10) U(10% 10%) 60-m—59-1
5 3-4-5-6-7 U(l1, 4) U(10, 10%) U(10°, 5000) 5—m—4-2
10 6-8-10-12-14 U(1,9) U(10, 10%) U(10°, 5000) 10-m-9-2

2 20 12-16-20-24-28 uU(l, 19) U(10, 10%) U(10°, 5000) 20-m-19-2
40 24-32-40-48-56 U(l, 39) U(10, 10%) U(10°, 5000) 40-m-39-2
60 36-48-60-72-84 U(l, 59) U(10, 10%) U(10°, 5000) 60-m—59-2

on all jobs to be scheduled on M, which have k among their
predecessors. Setting w; = Yierhes Mo k € J', subproblem
L(A), is written as follows: '

hfplk
L), =min Y wg > (t+ py)xy (12)
keJ! t=0

s.t. (2), (5), and (7). Subproblem L(A), can be solved by the
weighted shortest processing time first rule, in which jobs are
sorted in decreasing order of w; / p,,. The proof is stated in [1].
So, we can infer an UB based on the jobs sequenced on the
M,. It will allow us to calculate the release dates of the jobs on
the M,. We will discuss the UB next.

In order to obtain a valid UB, let x,,, k € J', t € T, be an

optimal solution of subproblem L(A), for a given value of the
Lagrangean multipliers. On the one hand, a schedule on M, such

that the starting time r; of each job j € J* satisfies
rj 2 max {Zi:(f “(t+ py )Xyt is feasible and provides an
upper bound for the (F2|prec, 1, q;|D,,,,,) problem. On the
other hand, the total weighted completion time scheduling prob-
lem on one machine with release dates is NP-Hard [7]. Thus, we
propose a Lagrangean heuristic that consists of solving, for a given
value of the Lagrangean multipliers, subproblem L(A),in M, and
then applying the approximation algorithm proposed by Philipps
et al. [8] to the resulting problem with release dates in M.,

In the first step, the algorithm allows preemption to get an
optimal schedule with the remaining weighted shortest pro-
cessing time first rule. In the second step, jobs are nonpreemp-
tively scheduled in the same order of their completion times.
The algorithm produces, in O(n) time, a nonpreemptive sched-
ule increasing the total weighted completion time by at most
a factor of 2 to a preemptive schedule.
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Then, to complement the subgradient algorithm, we need
to calculate a valid Lower Bound (LB) value. To do so, we aim
to obtain the biggest possible LB value at each iteration of the
subgradient algorithm. In this problem, a LB value may cor-
respond to a relaxation of one of the constraints. In this sense,
the constraints selected to be relaxed were the (6) ones. These
constraints regard to the availability of the M,. In other words,
it means that two or more jobs cannot be processed at the same
time by the M,. Afterward, we need to compute a valid value
of the D__ . The D, can be evaluated as the biggest term of
(t +pyi+d j) Vi J €T 2,1t is computed following a rule we
introduce next.

In order to calculate the date a client will receive its products,
we need first to assign a minimum release date r; value for each
job j € J? which is defined as 7; = Ykes, Pu Then, we add to
that value the respective processing time in the M, (p, ;)- Next,
we sum the delivery time required to deliver the products into
the client’s location (d j). Afterward, we sort the computed values
in decreasing order. As a result, we assign the biggest value
found, to the D, variable. Therefore, the reader may notice that
it is equivalent to the relaxation of the constraints (6). In this
sense, the value computed is a valid LB. The Figures 3 and 4
depict examples of valid UB and LB solutions, respectively.

Therefore, we did not use the complete formulation of the
subproblem L(A) (equation (11)) to execute the LR. We did
not take into account the whole objective function of the
Lagrangean dual to obtain the bounds. Instead, we considered
the sequence calculated on M1. We took advantage of the LR

and the subgradient method structures to obtain valid UB
values, as explained before. Moreover, the LB values were com-
puted following a greedy rule based on the three components:
(i) the minimum release date regarding each job j € 72 (ii)
the processing time in the M2, and (iii) the delivery time.
Afterward, both UB and LB values were introduced to the
subgradient algorithm to pursue its convergence. In this sense,
we may refer to our approach as an adaptation of the LR
method. The Figure 5 illustrates the conditions to the method
that achieves the optimality.

As aresult, the Langrangean Relaxation achieves an opti-
mal solution whenever the computed UB and the LB values
are the same. Consequently, it requires that both bounds con-
verge to an equal value to obtain the optimal solution.

4. Computational Results

We report computational results on random instances, which
are described as follows. The instances are divided into two
groups: (i) short processing time jobs, and (ii) long processing
time jobs. In the first (resp. second) group processing times
are drawn from the uniform distribution between 1 and 10
(resp. 10 and 100). The number # of jobs in J'is set to 5, 10,
20, 40, and 60, and the number m of jobs in J 2 is set to 0.6m,
0.8, n, 1.2n, and 1.4n.

The set S of predecessors of ajob j € J*isa random subset
of J'with cardinality |S j| drawn from the uniform distribution
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TABLE 3: Results obtained with the linear relaxation and the LR on instances of groups 1 and 2. The LB"values refer to the lower bounds pro-
vided by the Lagrangean Relaxation. Likewise, LB values refer to the lower bounds computed by the linear relaxation.

Group 1 instances

Linear relaxation Lagrangean Relaxation

Group 2 instances

Linear relaxation Lagrangean Relaxation

Instance ) . B . Instance . R . .
LB Time (sec) LB (LB*/LB) Time (sec) LB  Time (sec) LB (LB*/LB) Time (sec)

5-3-4-1 788 0 794 1% 0 5-3-4-2 4,620 0 4,630 0% 0
5-4-4-1 666 0 671 1% 0 5-4-4-2 3,139 0 3,322 6% 0
5-5-4-1 840 0 842 0% 0 5-5-4-2 3,144 0 3,322 6% 0
5-6-4-1 795 0 801 1% 0 5-6-4-2 4,824 0 4,840 0% 0
5-7-4-1 895 0 901 1% 0 5-7-4-2 4,903 4 4,954 1% 0
10-6-9-1 932 0 939 1% 0 10-6-9-2 5,092 9 5,221 3% 0
10-8-9-1 966 0 983 2% 0 10-8-9-2 4,228 7 4,289 1% 0
10-10-9-1 985 0 996 1% 0 10-10-9-2 4,815 25 5,080 6% 0
10-12-9-1 995 0 1,001 1% 0 10-12-9-2 4,777 1 4,802 1% 0
10-14-9-1 905 0 906 0% 0 10-14-9-2 5,028 36 5,151 2% 0
20-12-19-1 909 1 926 2% 0 20-12-19-2 5,394 60 5,921 10% 1
20-16-19-1 941 2 954 1% 0 20-16-19-2 5,247 100 5,697 9% 1
20-20-19-1 1,009 4 1,048 4% 0 20-20-19-2 5,393 97 5,726 6% 2
20-24-19-1 1,044 6 1,082 4% 0 20-24-19-2 5,300 207 5,581 5% 2
20-28-19-1 1,046 5 1,100 5% 0 20-28-19-2 5,646 229 6,067 7% 3
40-24-39-1 978 10 1,006 1% 0 40-24-39-2 5,927 231 6,281 6% 6
40-32-39-1 1,066 10 1,144 7% 0 40-32-39-2 5,940 332 6,025 1% 7
40-40-39-1 1,060 15 1,092 3% 1 40-40-39-2 6,211 596 7,729 24% 12
40-48-39-1 1,064 15 1,116 5% 1 40-48-39-2 6,067 719 6,562 8% 15
40-56-39-1 1,045 26 1,069 2% 2 40-56-39-2 6,181 760 7,111 15% 17
60-36-59-1 1,135 28 1,233 9% 2 60-36-59-2 6,546 724 7,349 12% 16
60-48-59-1 1,118 40 1,225 10% 3 60-48-59-2 - 7,200 8,810 -% 34
60-60-59-1 1,173 75 1,268 8% 4 60-60-59-2 - 7,200 7,757 -% 43
60-72-59-1 1,174 100 1,289 10% 5 60-72-59-2 - 7,200 7,715 -% 45
60-84-59-1 1,162 112 1,283 10% 7 60-84-59-2 - 7,200 7,738 -% 61

between 1 and n — 1. In the Tables 1, 2, and 3, an instance is
identified by n — m — np — g, where np is the maximum num-
ber of predecessors a job in J°can have and g is the group.
Regarding the delivery times, the delivery time will be calcu-
lated in terms of the uniform distribution between 100 up to
1000 and from 1000 up to 5000 for elements of the group 1
and 2, respectively. The reader may interpret each slot of time
as 10 minutes in the real world. Moreover, we believe this set
of data represents quite well the processes studied and its var-
iability, as well.

Table 1 summarizes the structure of the generated
instances. The first column shows the group. The second and
third columns show the possible values for the number of jobs
inJ'and J% respectively. The fourth and the fifth columns show
the uniform distribution intervals from which |S| and the
processing times are drawn, respectively. The sixth column
refers to the time spent on the road to deliver the products to
the final clients. The last column shows the identification,
where one instance is generated for each value of m in the
second column.

The experiments were carried out on the Operational
System CentOS 7.x x86_64 with 27 compute nodes, 720 cores
and 7.4 TB of RAM as the maximum capacity. We highlight
that we applied only one node to proceed with the calculations.

As a result, we did not use any parallel approach. Moreover,
the programming languages C and C++ were used with com-
piler GNU GCC, and CPLEX 12.6.8. was used to solve the ILP
models.

We first report the results obtained when trying to solve
the ILP model running CPLEX with a time limit of 7,200 sec-
onds. Table 2 shows results for the instances which CPLEX
obtained lower and upper bounds within the time limit.
Moreover, we introduced the same metrics for the Lagrangean
Relaxation applied for the same instances. The results from
instance group 1 are presented from the first to the ninth col-
umns and for instance group 2 from the tenth to the eighteenth
columns. For each group, we present the instance identifica-
tion, the final upper (UB) and lower (LB) bounds obtained
within the time limit, the percentage gap, and the time in sec-
onds. The linear relaxation bounds are presented in the sub-
sequent tables, along with results for the LR, as well. The
percentage gap is computed as (UB — LB)/UB. The dash sym-
bol “-”in the tables means that a method did not finish within
the time limit.

Regarding the results, the mathematical model is able to
obtain the optimal solution for 16 instances of group 1 and
only 9 instances for group 2. Furthermore, the CPLEX was not
able to provide neither a feasible UB nor a LB for the most
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complicated instances of the Group 2. In contrast, the LR was
able to compute valid bounds for all instances. Indeed, the LB
values were verified to be the same as the optimal solutions in
21 opportunities. Moreover, the GAP values were smaller than
3% in 20 opportunities. To conclude, the maximum time spent
by the LR to complete the method was 61 seconds and it was
observed for the most complicated instance.

Moreover, we present two figures that illustrate the appli-
cation of the subgradient algorithm when solving the
Lagrangean Subproblem. The first figure represents a scenario
that the optimal solution was achieved and the other figure
represents a scenario that the convergence was not achieved,
Figures 6 and 7, respectively.

Then, we report the results obtained with the linear relax-
ation of the ILP model. Also, we present the results based on
the proposed LR. The time limit was set as 7,200 seconds for
both experiments.

Table 3 shows the results for instance of the groups 1 and
2. Results obtained with Linear relaxation are shown from the
second to the third columns and from the eighth to the nineth
columns. Moreover, the LR results are shown from the fourth
to the sixth columns and from tenth to the twelfth columns.
The first column presents the instance, the second column the
linear relaxation solution, and the third column presents the
computational time in seconds. Then, we present the LR lower
bound in the next column, followed by the variance between
both lower bounds found, and finally the computational time
in the LR in seconds. Afterward, the same structure repeats
for instances of the Group 2. The dash symbol -’ in the tables
means that a method did not finish within the time limit.

For both groups of instances, the results show a common
pattern. The LR provided either equal or better LB result than
linear relaxation for all out of the 50 instances. Also, the
CPLEX was not able to compute a valid LB for the most com-
plicated set of instances. As a result, LR outperformed the
linear relaxation for all out of 46 instances. Furthermore, the
LR provided valid LB for the four most complicated instances.
The linear relaxation was not able to compute valid LB for
those instances within 7,200 seconds computing time.

As previously mentioned, instances of group 2 were gen-
erated with longer processing times than those of group 1, c.f,
Table 1. As a result, those instances present a much larger
time- horizon, increasing the number of variables drastically.
This fact has a significant impact on the performance of the
methods.

5. Conclusions

In this work, we considered a two-machine flow shop sched-
uling problem with precedence constraints, release dates and
delivery time. Moreover, the problem’s objective is minimizing
the time a client receives the last job. This problem is the usual
case for many manufacturers’ production procedures, which
must check each product as soon as it is done. By doing so,
the company avoids sending poor-quality products to the final
client.

We also propose an adaptation of the Lagrangean
Relaxation (LR) approach, which presented the best overall

results. On the one hand, the LR has obtained the optimal
solution only in 3 cases out of 50. On the other hand, the LR
outperformed the CPLEX for the most complicated instances.
The LR was able to compute feasible solutions for all instances
within 61 seconds of computing time. Even though the ILP
provided the optimal solution for 26 instances, those optimal
solutions were achieved only for the easier instances.

Therefore, the work presents an alternative way for com-
panies that must schedule its activities in a flow shop fashion.
Besides, the activities described in that work may be adapted
for a range of others scenarios. As a result, the methodology
presented is a contribution to the companies that must sched-
ule their processes, in particular in the outbound area.

As future works, we consider developing a metaheuristic
to provide better UB and LB in order to achieve better solu-
tions for the large instances.
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Modern trams, as a rapidly developed high-volume transport model, have strict requirements on schedule, because the delay will
reduce the attractiveness of public transportation to passengers. To improve punctuality and reliability, Transit Signal Priority (TSP)
has been employed at intersections, which can extend or insert green phase to trams. However, extending or inserting the green
phase for every tram might lead to heavy delays to crossing vehicles. To address this problem, this study developed an integrated
optimization model on tram schedule and signal priority which can balance the delay between trams and other vehicles to minimize
person delay. Three conditional strategies named early green, green extension, and phase insertion are proposed for the signal
priority. Simultaneously, arrival time, departure time of trams at stations, and stop line are optimized as well. The proposed model is
tested with a numerical case and a real-world case at Ningbo tramline in China. The results indicate that the integrated optimization
can reduce the average delay of all passengers on trams and other vehicles, compared to timetable optimization only and TSP only. It
is also found that the proposed model is able to adapt to the fluctuation in the ratio of tram passenger to auto vehicle user, compared
with only minimizing tram passenger delay or auto vehicle user delay.

1. Introduction

Modern trams have been developed rapidly in many cities
across the world. In China, for example, tram services were
provided in 14 cities by the end of 2017, which is 7 times that
in 2010. In most cities, Semi-exclusive rights-of-way (ROW)
have been adopted where trams have an exclusive lane in
the road section and share ROW with other vehicles at the
intersection. Apparently, trams might be interrupted by other
vehicles or by a red signal at intersections.

To reduce the stop of trams at intersections, Transit Signal
Priority (TSP) has been applied, which allows preferential
treatment of transit vehicles at signalized intersections. In
general, TSP can be divided into two main types: passive
priority and active priority. Passive priority is to create a
green wave band for transit vehicles by adjusting the sequence
and shift of signaling phases among successive intersections.
Ideally, trams travelling at the recommended speed can
pass through all intersections without a stop. However, the

practical performance of passive priority might deteriorate
due to interruptions at stations and intersections. For exam-
ple, longer boarding time than the scheduled one will cause
the pre-set green wave to fail, which means that the tram
might hit a red signal if it still travels at the recommended
speed.

Different from the passive priority, active priority can
detect trams and give green phase to trams whenever they are
approaching the intersection. This makes the active priority
less sensitive to the disturbance of tram service. The strategies
of active TSP can be further classified into unconditional
and conditional. Unconditional active TSP, which gives an
absolute priority to trams at intersections, is able to minimize
tram travel time at the expense of imposing heavy delays
to non-priority vehicles at intersections. Although uncon-
ditional TSP always provides transit vehicles with green, it
inevitably causes disturbances to non-priority vehicles. On
the opposite, conditional active TSP only grants priority
based on a set of conditions and rules, such as whether
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FIGURE 1: Benefits of integrating conditional active TSP strategy and tram schedule adjustment.

or not the disturbance to non-priority vehicles exceeds the
threshold value and the transit vehicle is already delayed. In
other words, conditional active TSP considers the trade-oft
between trams and other vehicles. It has been proposed to
minimize the average travel time of each person on trams and
other vehicles at intersections. Compared to unconditional
active TSP, conditional active TSP only has minor impacts on
other vehicles.

In addition to TSP, tram timetable optimization is another
way to reduce the potential stop of trams at intersections.
By adjusting timetable, e.g., the run-time on inter-station
section and the dwell time at stations, trams can be scheduled
to arrive at intersections during a green time. However, in
practice the adjustment range on the timetable is limited.
This is because the minimal run-times and dwell times of
trams are constrained by the speed limits and the numbers
of boarding and alighting passengers. The maximum run-
times and dwell times are also specified to keep a reasonable
service level. Therefore, tram timetable optimization is unable
to ensure all the trams meeting green signal at intersections.
Compared with only optimizing tram timetable or sole TSP,
the integrated optimization on tram timetable and condi-
tional active TSP might further reduce the average travel
time of passengers on both trams and other vehicles. Figure 1
demonstrates the possible benefits of integrated optimization.
Without TSP, as shown in Figure 1(a), the tram, operating
with original timetable, meets red signals at intersections I
and II, which prolongs tram travel time.

With conditional active TSP, as shown in Figure 1(b),
early green and green extension are employed at intersections
I and II respectively, to allow tram meeting green signals

at these two intersections where the traffic volumes of non-
priority vehicles are relatively lower. At intersection III, the
active TSP strategy would not be triggered due to the higher
traffic volume of non-priority vehicles, which indicates that
the tram with original timetable might hit red signals.
Compared to the case (a) with no TSP, the average travel
time of passengers on both trams and other vehicles could
be reduced in case (b) where the conditional active TSP is
applied.

With integrated optimization on conditional active TSP
strategy and tram timetable, only early green is activated
at intersection II as shown in Figure1(c). By prolonging
travel time during station 1 and intersection I, the tram can
avoid red signal at intersection I without TSP, which means
that other non-priority vehicles will not be interrupted.
Meanwhile, the tram does not experience red signal at
intersection III, which is the combined effect of prolonging
the travel time during station 1 and station 2 and extending
dwell time at station 2. In other words, the duration time of
tram waiting at a red light at intersection III is transferred
to the prolonged time during section and the extended dwell
time at station 2. Thus no TSP strategy is required to activate
at intersection III. Therefore, the delays imposed on non-
priority vehicles are smaller than those in case (b) while the
tram travel time remains, which indicates less average travel
time of passengers on both trams and other vehicles.

As discussed above, this integrated optimization model
of conditional active TSP and tram schedule can further
reduce tram stops at intersections than previous studies
which only focus on TSP or tram timetabling. At the same
time, interruptions to other non-priority vehicles can be
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reduced, which means that all passengers on trams and auto
vehicles are considered in the proposed optimization model
to achieve higher operational efficiency of the whole system.

The remainder of this paper is organized as follows. The
literature review of the problem is elaborated in Section 2.
Then the problem has been described in Section 3, which is
followed by the formulation of the integrated optimization
model on conditional active TSP and tram timetable in
Section 4. The methodology to solve the proposed model
is developed in Section 5. Case studies are conducted to
investigate the performance of the proposed method in
Section 6 followed by summarizing the conclusions of this
study in Section 7.

2. Literature Review

TSP allows preferential treatment of transit vehicles at signal-
ized intersections. It gives transit vehicles a little extra green
time or a little less red time at traffic signals to reduce the
time wasted on stop or deceleration [1]. The implementation
of TSP strategies can contribute to lower delays for priority
transit vehicles and auto vehicles that travel in the same
directions [2, 3]. Other potential benefits include improved
transit schedule reliability, increased passenger comfort and
ultimately increased the attractiveness of the transit service
[4-6].

Passive priority strategy and active priority are the two
main types of the TSP strategies [7]. Passive priority is to
create a green wave band for transit vehicles along their trips
by adjusting the sequence and shift of signaling phases among
different intersections [8]. MAXBAND, MULTIBAND and
AM-BAND are the three classical models for signal control
with passive priority. MAXBAND aims to find the optimal
signaling parameters and to maximize the bandwidth of
green wave [9-11]. MULTIBAND is able to expand the
bandwidth of green wave attained by MAXBAND, by relaxing
the constraint of equal width on green wave band at different
sections [12-14]. AM-BAND further releases the symmetrical
constraint on green wave band, which improves the utiliza-
tion of green time and decreases stops and delays of vehicles
at intersections [15]. The practical performance of passive
priority might be deteriorated due to disturbance of tram
service, which is not uncommon in practice.

Different from passive priority, active priority is widely
used because of its flexibility. Active priority strategy grants
green signal to trams by adjusting the start time and/or end
time of the stage or phase giving transit vehicles right away
in each signal cycle [16, 17]. The common strategies to carry
out the active TSP include green extension, early green and
phase insertion [18-20]. Green extension prolongs the green
time when a tram arrives at intersections just behind the
end of a green phase. Early green shortens the time of the
phase ahead of green when a tram arrives at intersections just
before the start of a green phase. Phase insertion denotes that
a special green phase is inserted within the red phase. The
phase insertion is generally adopted when a tram arrives at
intersections at the middle of the red phase [21, 22].

The active priority can be further classified into uncondi-
tional and conditional [23]. Unconditional priority strategies

grant an absolute priority to transit vehicles once they are
detected at the upstream of the intersections. There are no
differential treatments between the type of transit vehicle and
the state of non-priority vehicles [24-27]. Although uncon-
ditional TSP always provides transit vehicles with green
phase and speeds up transit vehicles by guaranteeing no red
signals at intersections, it inevitably causes disturbances to
non-priority vehicles, particularly when the volume of non-
priority vehicles is high [28-30]. Wahlstedt [31] indicated
that TSP results in shorter travel times for buses and longer
travel times for crossing traffic and traffic following the
prioritized buses in one direction. Skabardonis and Christofa
[32] confirmed that, under high traffic volume conditions,
the provision of transit signal priority could deteriorate
the Level of Service (LOS) on cross-streets by up to two
levels.

The conditional priority strategies based on a set of
conditions and rules have also been developed to reduce
disturbances to non-priority vehicles [23]. Conditional TSP
balances the benefits to trams and the disruptions to non-
priority traffic and is only granted for trams if the disruption
is beyond a certain range. Altun and Furth [33] indicated
that, compared to unconditional active TSP, conditional
active TSP resulted in only minor impacts on non-priority
traffic. Furth and Muller [34] proposed a conditional priority
method for buses and the results show that, compared to no
priority, absolute priority caused severe increases in delay,
while conditional priority had almost no impact. Similarly,
Kenny and Amer [35] showed that the proposed conditional
control policy could effectively reduce the transit headway
deviation and causes smaller disturbance to cross street traffic
compared with the existing unconditional transit signal
priority algorithm.

Additionally, tram schedule optimization can also de-
crease stops of trams at intersections. The traditional schedul-
ing problem is to define a series of trips with prescribed
starting and ending times, with the objective of minimizing
costs, including capital costs for required buses and operating
costs based on traveling distance and idle time [36]. The
majority of existing studies focus on railway and subway
system, while scheduling problems in the tram system are
quite limited in the literature. Nachtigall and Voget [37]
developed a timetabling model for the railway system, which
is to minimize the passenger waiting time at stations. Wong
and Ho [38] presented the application of a dynamic pro-
gramming approach, with the aid of an event-based model,
to devise an optimal set of dwell times and run times for
trains under given operational constraints over a regional
level. Niu and Zhou [39] applied a timetable optimization
approach for the urban rail system. The objective was to
minimize passengers waiting time at stops and also reduce
the waiting time passengers who were not able to board their
desired service suffered because of congestions. Robenek et al.
[40] highlighted the consideration of passenger satisfaction
in the design of train timetables. Zhou et al. [41] developed an
integrated optimization model on train control and timetable
to minimize the net energy consumption. However, tram
scheduling problems cannot be solved by these present
models. The reason is that the operating environment of the
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FIGURE 2: Integrated optimization on signal priority and tram scheme.

tram is different from that of the railway and subway system.
Train operation would not be influenced by other traffic along
its rail track, while trams share intersections with other traffic
and tram operations are inevitably affected at the intersec-
tion.

Conditional active TSP and tram schedule adjustments
still have their limitations when they are applied separately.
Therefore by integrating conditional active TSP and tram
schedule adjustment, fewer stops of tram at intersections
than they are applied separately. Recently, Shi et al. [42] have
explored at the planning level the benefits of coordinating
tram movements and signal timings at controlled intersec-
tions. Its objective is to minimize the weighted sum of the
total tram travel time and TSP’S negative impacts on other
traffic. However, Shi et al. [42] applied unconditional TSP and
give trams absolute priority, which means that the negative
impacts on other traffic are not the minimum. The distur-
bances to other traffic can be reduced without sacrificing the
total tram travel time if conditional TSP is applied. Moreover,
Shi et al. [42] only considered tram operations and ignored
the operations of auto vehicles, which cannot maximize the
operational efficiency of the whole intersections.

This paper aims to propose an integrated optimization
model on conditional active TSP and tram schedule adjust-
ments to minimize person delay of the whole system referring
to all trams and non-priority vehicles along intersections.
By applying conditional active TSP, minor impacts are
imposed on other traffic compared to the unconditional one.

Considering each person on trams and auto vehicles rather
than only one transportation mode can contribute to the
higher operational efficiency of the whole intersections. TSP
disturbance is measured as auto vehicle delay caused by TSP
activation, which is more adaptable to changes in signal
timing and traffic volume.

3. Problem Description

With semi-exclusive ROW, trams will not be disturbed at any
road section between successive intersections. They only stop
at the station for passenger boarding and alighting or stop
at intersection stop line to wait for a red signal. Therefore,
stop lines at intersections and stations along the tramline
are considered as the critical nodes (I... e) for TSP strategy
and timetable optimization, as shown in Figure 2. This paper
integrally optimizes TSP strategy at each intersection and
tram schedule along the tramline to minimize average person
delay. The conditional active TSP strategies at intersections,
the signal offsets among different intersections, and tram
schedule are the decision variables to be optimized in the
discussed problem.

The proposed conditional active TSP strategies consist of
three parts: (1) whether TSP measures are activated for the
incoming tram, (2) which specific TSP measure is applied for
the tram, and (3) how long the TSP measure will continue.
These three parts are defined by three variables which are
Ugeor Hgy, and tg,.. The first part is to estimate whether the



Journal of Advanced Transportation 5
TaBLE 1: Decision variables.

td Arrival time of tram m at node e

tﬁe Departure time of tram m from node e

tQS The original green start of lane group j during phase 7 in cycle k at intersection i

tGE The original green end of lane group j during phase 7 in cycle k at intersection i

‘uii 1, if a TSP measure is taken in cycle k at intersection i; 0, otherwise

. 1, if green extension/phase insertion/early green is taken in cycle k at intersection i 0, otherwise
tf{ Extra green time for a TSP action in cycle k at intersection i

th The end time of green extension « in cycle k at intersection i

tiskﬁ The start time of phase insertion f3 in cycle k at intersection i

tiﬁ The end time of phase insertion f3 in cycle k at intersection i

tisky The start time of early green y in cycle k at intersection i

arrival time of the tram is during green phase. If tram arrives
at intersections during green phase, no TSP is activated.
Otherwise, TSP is activated depending on the efficiency of
the whole system. In other words, no TSP is activated even
trams hit red phase at intersections if the activation causes
too much delay to auto vehicles and results in lower efficiency
of the whole system. The second part is to decide whether to
implement green extension, phase insertion, or early green.
The decision is made according to the arrival time of the
tram at intersection. If the tram will arrive at intersection
during the beginning of the red phase, green extension is
applied. If the tram will arrive during the end of the red phase,
early green is applied. If the tram will arrive at the middle of
red phase, phase insertion is applied. In the third part, the
duration of the specific TSP measure is specified based on the
minimal person delay.

The decision variables with respect to tram schedules
could be denoted by tram arrival and departure time at
each node denoted as t?, and tD,. If a tram arrives at
an intersection during a green phase or TSP measures are
activated when a tram hits the red signal at intersections, the
arrival time is equal to the departure time. As for tram 1 in
Figure 2, its arrival time is equal to departure time at node
2 and node e-1. If trams arrive at intersections during red
phase with no TSP measure activation, trams depart from
intersections at the beginning of the next green phase.

The average person delay of the whole system involves
both auto vehicle user delay and tram passenger delay. Auto
vehicle delay is calculated based on a classical vehicle delay
model proposed by the Australian Road Research Board
(ARRB) [43]. The ARRB model is applicable to both under-
saturated and over-saturated conditions [44]. Tram delay is
defined as the difference between the actual travel time and
the minimum travel time, which is the time that trams run
at the highest speed and do not experience any red phase at
intersections.

In order to formulate the integrated optimization of signal
priority and tram schedule, the following assumptions are
made throughout this paper. Tram is the only public transit
mode along the road. All intersections are equipped with TSP
control devices. Similar to the metro timetable optimization
in Niu et al. [39] and Yang et al. [45], only schedules for
trams heading in one direction are considered. For tramlines,

tram headway is rather long and there is little chance
that two trams may meet at the same intersections. Thus
trams in the other direction can be optimized in the same
way.

4. Mathematical Model

4.1. Notations. See Tables 1and 2.

4.2. Objective Function. To improve punctuality and reliabil-
ity of trams, TSP strategies have been employed at intersec-
tions, which might lead to heavy delays to auto vehicles. To
address this problem, tram schedules and TSP strategies are
integrally optimized to balance the delay between trams and
other vehicles. The proposed model aims to increase the effi-
ciency of the whole system considering both tram passengers
and auto vehicle users. Therefore, the weighted average delay
of both auto vehicle users and tram passengers is chosen
as the objective of the proposed model to be minimized, as
shown in Eq. (1). In this study, a higher weight is assigned
to tram passengers. The reason is that public transit should
be granted more priorities to increase the attractiveness to
passengers, thereby reducing traffic congestion.
A"

Yik EuQiBiknj 1 D Etoln,su tﬁi i
min — €))
Zi,k EaQi + Zm,s Eta
The weighted factor # decides the degree of priority
assigned to tram passengers, which should be greater than
one.

4.3. Auto Vehicle Delay. Auto vehicle delay model is the pri-
mary tool to analyze vehicle delay for signalized intersections.
Four auto vehicle delay models are widely used to analyze
vehicle delay for signalized intersections, including the Web-
ster model, the ARRB model, the HCM1985 model, and the
HCM2000 model. Yao et al. [46] analyze the applicability
of four vehicle delay models for signalized intersections and
design experimental environments on the basis of certain
traffic demands and signal control. The results shown that, for
isolated signalized intersections, the ARRB model displays
the best performance in vehicle delay estimation. Thus the
ARRB model is applied to calculate auto vehicle delay in this

paper.
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TaBLE 2: Notations and parameters.

General notations

-~

'NE § ©n

Index of nodes, including stations and intersections

Index of intersections

Index of stations

Index of trams

Index of TSP actions, where green extension, phase insertion and early green are denoted as «, f3, y respectively
Index of approach lane direction, where through, left-turning and right-turning are denoted as z, L7, respectively.

Tram parameters
T

A
tme
D'
me

min

P e,e+1
max

P eet+l

G;nin
6;)13)(
h,
hd
hd

a

t

m
O‘s,s+1
—i

o

S
n

Arrival time of tram m at node e based on the minimal travel time schedule
Departure time of tram m from node e based on the minimal travel time schedule
Minimum running time for each tram from node e to node e+I

Maximum running time for each tram from node e to node e+I

Minimum dwell time for each tram at station s

Maximum dwell time for each tram at station s

Minimum headway between two consecutive trams arrivals at the same station
Minimum headway between two consecutive trams departures at the same station
Minimum headway between a tram departure and another tram arrival at the same station
Load factor of tram m between two consecutive stations

Average load factor of tram m along the tramline

Fixed passenger occupancy of tram m

Weight factor determining tradeoff of person delay between tram and auto vehicles

Signal parameters

k
n

N
Tp=N
Tp=N-1
!
Cik
i
iknj
w
A iknj
w
min
w
6max
(Pmin
Hige

Index of signal cycle at intersection i

Index of phase in cycle k for intersection i

The phase serving tram, which is also called critical phase

L, if phase # is the critical phase N; 0, otherwise

1, if phase 7 is the previous phase before critical phase N; 0, otherwise
The unadjusted cycle length in cycle k at intersection i

The unadjusted green duration of lane group j during phase # in cycle k at intersection i
Green ratio of lane group j during phase # in cycle k at intersection i
Minimum green duration for TSP actions

Maximum green duration for TSP actions

Minimum red time between two green phases in a signal cycle

1, if a TSP action is taken in cycle k at intersection i; 0, otherwise

Traffic parameters

D,

Dik

iknj

q:kn 1j
Aq:/lgn 1j
Xiknj
F iknj
Ciknj
“):Z:j
Qi
Eﬂ

Average vehicle delay of lane group j during phase 7 in cycle k at intersection i
Average vehicle delay in cycle k at intersection i

Original traffic volume of lane group j during phase 7 in cycle k at intersection i
Variation of traffic volume caused by applying TSP strategy

Saturation of lane group j during phase n in cycle k at intersection i

Saturation volume of lane group j during phase # in cycle k at intersection i
Capacity of lane group j during phase # in cycle k at intersection i

1, if tram m arrives at intersection i during phase n in cycle k; 0, otherwise

Auto traffic volume of intersection 7 in cycle k

Passenger occupancy of an auto vehicle

The ARRB model is formulated from Eq. (2) to Eq. (4).
Eq. (2) defines auto vehicle delay of a lane or a lane group.

volume and saturation flow. Eq. (4) describes the saturation
calculation when average overflow queue is approximately

Eq. (3) specifies that flow ratio is calculated based on traffic ~ zero.
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Ck 1—A~k ; CoiXip i 2 12 Xikni — Xoikni
( i n]) iknj*viknj ( X 1) " ( X 1) n M » Xk > Kotk
2(1 = yiy) A Citon T
iknj ] ]
Diknj = ( ) ()
Ci (1 =1
. At Xiknj < Xoiknj
(1 yzkn])
s = Giknj 3)
ni = ——
= Fignj
F, .qg.. .
inknj = 0.67 + M (4)

600

Vehicle delay at one intersection can be calculated by the
aggregated vehicle delay in each lane or lane group, as shown
in Eq. (5).

— Zn ;D iknj"liknj
Dy = w

5
Zn‘j Qiknj ©

Green ratio, capacity, and saturation are all calculated
from green duration, cycle length, traffic volume, and satura-
tion flow. Especially, the value of saturation flow only depends
on intersection infrastructure, which means that the value
of saturation flow in one specific lane is constant. Therefore,
the ARRB model depends on three variables, which are green
duration, cycle length, and traffic volume. Thus auto vehicle
delay of an intersection is simplified as Eq. (6).

zkn] =d, (giknj’ Cik’ Qiknj) (6)

With given green duration, cycle length, and traffic
volume at different intersections, auto vehicle delay of each
intersection can be calculated.

Scenario 1: Green Extension Activation. Eq. (7) to Eq. (10)
describe the change of green duration, cycle length, and traffic
volume when the green extension is activated. Each lane
group j during phase # in cycle k at intersection i is the
calculation object in this paper. The phase served tram is
considered as critical phase, which is denoted as N. Green
extension strategy is applied only when the tram arrives at
intersections during phase N+1, which is the next phase after
the critical phase N.

1, ifn=N
Ty=N = (7)
0, otherwise
! o
Gsknj = Gsknj + Tn=1LskNj ®)
C Csk + tskN] (9)
!
Qknj = Dsknj + Tnm1 Mo (10)

Eq. (7) identifies whether the current phase is in the
critical phase N or not.

Eq. (8) describes the change of green duration when
the green extension is activated. Once the green extension
strategy is activated, green duration of the critical phase N
is extended by t?kNj and green duration of other phases is still
the same.

Eq. (9) describes the change of cycle length when the
green extension is activated. Because the green duration of
critical phase N is increased by t?kNj and other phases keep
the same, the cycle length of cycle k is increased by #5;; as
well.

Eq. (10) describes the change of traffic volume when the
green extension is activated. Green extension strategy leads to
the green duration of phase N increasing. Meanwhile, traffic
volume increases by Aq?kNj.

Above all, auto vehicle delay of one intersection when the
green extension is activated is simplified as Eq. (13).

D‘sxknj =d, (gs,knj + Tyet L Cy + toenio q:knj W

o
+ Tn:lAqskNj)

Scenario 2: Early Green Activation. Eq. (12) to Eq. (15) describe
the change of green duration, cycle length, and traffic volume
when the early green strategy is activated. Early green strategy
is applied only when the tram arrives at intersections during
phase N-1, which is the last phase before the critical phase N.

1, ifn=N-1
TpeN-1 = (12)
! 0, otherwise

!
Ysknj = Gsknj + (Tn:N - Tn:N—l) tZkNj (13)
Cy =Cly (14)
! !
qsknj = qsknj + (Tn:N - Tn:N—l) Aqsknj (15)

Eq. (12) identifies whether the current phase is in the
phase N-1 or not.

Eq. (13) describes the change of green duration when the
early green strategy is activated. Early green is also called red
truncation, which means the red phase is reduced. Once the



early green strategy is activated, the green duration of phase
N-1is shortened by tl’kNj and green duration of other phases
is still the same.

Eq. (14) describes that cycle length does not change when
the early green strategy is activated. The extra green duration
for phase N is at the cost of reducing the green duration of
phase N-1. Thus the cycle length is the same as the original
one.

Eq. (15) describes the change of traffic volume when the
green extension is activated. The green duration of phase
N-1 is shortened by tZkNj and traffic volume is reduced by

Aq?k’N_l’ j+ In terms of the residual phases, traffic volume is
kept the same.

Above all, auto vehicle delay of one intersection when the
early green is activated is simplified as Eq. (16).

Y _ g / y ! I
Dsknj - du (gsknj * (Tn:N - Tn:N—l) tskNj’ Csk’ qsknj
(16)

+ (Tyen = Tuen-1) Aqunj)

Scenario 3: Phase Insertion Activation. Eq. (17) to Eq. (25)
describe the change of green duration, cycle length, and traffic
volume when the phase insertion strategy is activated. Once
phase insertion is active, an extra phase in granted for trams
denoted as N'. The extra phase N' is inserted to another
phase n' according to tram arrival time at intersections.
Phase n” is interrupted and thus divided into two phases n'
and n*. The residual phases do not get any influence which
are denoted as n’.

1, ifn= n°
Tp=n® = (17)
0, otherwise
1, if n=N'
Ty=N! = (18)
0, otherwise
1, ifn= n'
Tp=n! = (19)
0, otherwise
1, ifn= "
Tp=p? = (20)
0, otherwise
_ ! B
Gsknj = Tn=n"Gskn®j T Tn=N! tskNj
GE S
+ To=n! (tsknj - tskNjﬁ) (1)

GE S
+ Tp=r? (tsknj - tSkNjﬁ)

Cy = Clye + tsﬁkN] (22)
Dsknj = Tn= noqskn0 Tu=N' qskNlj
(23)

B B
:"1qskn1j + T”:”quknzj
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B B !
qsknlj + qsknzj < Dsknj (24)

Eq. (17) - (19) identify the category of the current phase.

Eq. (20) describes the change of green duration when the
phase insertion strategy is activated. For unaffected phases,
the green duration is the same as the original ones. For
the extra phase N, the starting time and the end time are

denoted as tkajﬁ and tkajﬁ. Obviously tka = tkajﬁ—tkajﬁ is
the green duration of the extra phase N'. For the two divided
phases, the total green duration of the two phases is still the
same.

Eq. (21) describes the change of cycle length when the
phase insertion strategy is activated. The cycle length is
increased by the green duration of the extra phase N', which
is toenj:

Eq. (22) describes the change of traffic volume when
green extension is activated. For unaffected phases, the traffic
volume is the same as the original one. For extra phase N', the

traffic volume is based on the green duration of phase N'. The
traffic volume during phase N is denoted as Aqf KN For the

two divided phases n' and #?, traffic volume is not the same
as before.

As described in Eq. (24), the sum of traffic volume during
phases n' and #” is smaller than the traffic volume during
the former intact phase n’. Because the continuous traffic
flow is disrupted by the inserted phase, traffic flow is shorten-
ed.

Above all, auto vehicle delay of one intersection when the
phase insertion strategy is activated is simplified as Eq. (25).

=
Dsknj = d; (gsknj’ Csk’ qsknj) (25)

4.4. Constraints

4.4.1. Signal Constraints. Signal constraints deal with signal
variables to address the TSP strategy and the signal timing of
each intersection.

(1) Constraint of Green Extension. Once the green extension
action is activated in cycle k at intersection s, the extended

o
green time is between &7, and &7 .

Auzksixmn = sz] = ‘ulka“ (26)

Green extension action is applied only when trams arrive
during phase N+1.

A

o m.
Hiknj = HikNj * ik N1, (27)

(2) Constraint of Phase Insertion. Once the phase insertion
action is applied in cycle k at intersection s, the green duration

of the insertion phase is between 6mm and Sﬁax

B sB B oB
1k8mln = 1kN] [’t;ké\max (28)
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TABLE 3: Numbers of variables and constraints in the model.

Type Name Theoretical dimension

Continuous variable tﬁw, tﬁe [M] - |E|

w W1 - l11- K]
3 15F 11 - K|
i t?k/}’ tiﬁ’ tisky 1]+ K]

Binary variable ‘Mg(, [/l:;: (W11l - K|
Constraints Constraint (26)-(33) 1] - |K]|
Constraint (34) |M] -S|

Constraint (35) M| -|E-1|

Constraint (36)-(38) IM - 1] - |E|

(3) Constraint of Early Green. Once early green action is
activated in cycle k at intersection s, the advanced green time
is between &7 . and &7

min max*

Y SV y y
HiOmin < tieng < HiOhax (29)

Early green action is applied only when trams arrive
during phase N-1.

b4 _ mA
Hixnj = HikNj * @ik N-1, (30)

(4) The Minimum Time Gap between Two Green Phases. The
starting time of the inserted phase f3 is at least ¢,,;, later than
the ending of the previous green phase.

S GE

tiknig ~ Liknj 2 Pmin (31)

The end time of the inserted phase f is at least ¢,,,;,, earlier
than the start of the next green phase.

E GS
tixnip ~ Likr1,Nj 2 Prmin (32)

(5) Activate a TSP Action One Time in a Cycle. The following
relation holds in practice, which means no more than one TSP
action can be applied in one signal cycle at an intersection.

Yy <1 (33)

4.4.2. Tram Schedule Constraints. Tram schedule constraints
deal with tram variables to address the arrival and departure
time of tram at each station.

(1) Dwell Time. A feasible range for dwell time is enforced as
follows:

0" <ty —th < O (34)

- “ms ms —
(2) Link Travel Time. The travel time between two nodes is

also adjustable:

max A D min
Pee+1 < me+l be < Pee+1 (35)

(3) Headway. The minimum headway between arrivals of
trams m and m+1 at station s is described as follows.
A A
tm+1,s - tms 2 ha (36)
The minimum headway between departures of trams m
and m+1 at station s is described as follows.
Do —tP >h, (37)

m+ls  ‘ms =

t

The minimum headway between the departure of trams
m and the arrival of tram m+I is described as follows.

R e (38)

m+1l,e me —

5. Methodology

5.1. Complexity of Formulation. According to the optimiza-
tion model formulated in Section 4, all the variables can be
classified into two types. The first type refers to continuous
decision variables including arrival time and departure time
of trams, the duration of TSP strategies, and the signal offsets
among different intersections. The second type is binary
decision variables including whether or not TSP measures
are activated for the incoming tram and which specific
TSP measure is applied for the tram. It is obvious that the
formulated model in Section 4 is a non-linear programming
model. The numbers of variables and critical constraints of
the problem are given in Table 3.

The complexity of the formulated model is mainly
affected by the number of trams —M—, the number of inter-
sections —I—, and the number of stations —S—. According
to Table 3, the quantity of model variables is 89 when one
tram passes by one intersection and one station. However,
the total number of variables becomes 89 when another
intersection and another station are taken into account. As
the quantity of variables exponentially increases with the
scale of tramlines, enumeration solution might be unable
to find the optimal solution within limited computing time.
Therefore, GA is adopted to solve the proposed model for its
high efficiency, because the formulated problem turns out to
be a large scale problem in practice.

5.2. The Solution Method. As stated above, the formulated
problem turns out to be a large scale problem that the
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FIGURE 3: Flowchart of GA algorithm.

enumeration solution cannot address it effectively [47].
Therefore an intelligent search algorithm, Genetic Algorithm
(GA), is applied to solve the model. The GA is a powerful
multi-objective evolutionary algorithm which is competent
to quickly find satisfied solutions of large scale problems.
Figure 3 gives the flowchart of employing the GA to solve the
formulated model.

The pseudocode of the GA is presented in Algorithm L.
The inputs include the number of nodes, the distance between
each node and constraints. The output is the solution to the
proposed problem, which consists of arrival and departure
time of trams, unadjusted signal timing, and TSP strategies.
The first step of the proposed GA is chromosome encoding,
as shown in Figure 4. Real-number encoding is used to
represent the chromosomes. The second step is to initialize
populations. Random initialization within a certain range has
been applied, where each chromosome is initialized based on
the constraints of the proposed model to make sure it is a
feasible solution. Thirdly, taking person delay as an objective,
the delay of each chromosome will be calculated. Then
the chromosome with the minimal person delay is selected
into the new population directly, which is called the elite-
preservation strategy. After that, the remaining chromosomes

are input to the process of crossover and mutation. Each
individual is checked again whether they are satisfied with
constraints after crossover and mutation. The individual with
the minimal average person delay is the last generation and
is the attained solution of the proposed model. The evolution
of GA populations stops when the pre-determined maximum
generation is reached.

5.2.1. Chromosome Encoding and Initialization. At the begin-
ning stage of GA, an initial parent population is generated
based on the practical timetable configurations. Real number
coding method is adopted to represent the chromosomes
of individuals. The tramline covers |I| intersections and |S|
stations, which involves |E| critical nodes. There are |M]|
trams scheduled in the given time |K|. Each chromosome can
be mainly divided into two parts: tram schedule and signal
timing, as shown in Figure 4. The length of each gene part is
equal to the quantity of its corresponding variables.

5.2.2. Selection, Crossover, and Mutation. Selection, crosso-
ver, and mutation are the main genetic operators to generate
offspring. In this study, the solutions in the parent population
are selected by spinning the roulette wheel to produce
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(1) Input: Tramline Distance (TD)
(2)
(3)
(4) Constraints (C)

(5) Output: Tram Arrival Time (AT)

(4) newPopulation— @
(5) repeat
(6)

(19) until termination criterion

Quantity of Trams, Intersections and Stations (QM, QI QS)
Quantity of Tram Passengers and Auto Vehicle Users (QTE, QAV)

(6) Tram Departure Time (DT)
(7) Unadjusted Signal Timings (ST)
(8) TSP strategies (TSP)

(3) initialPopulation «—Initialization (TD, QM, QI QS, QTB QAYV; C)

for each individual € initialPopulation do

(7) if fitnessCalculation (individual)=minimum person delay;
(8) newPopulation «— newPopulation U individual;

9) else

(10) currentPopulation «— initialPopulation;

(1) end

(12) end

(13) selectedCouples «— selection (currentPopulation);

(15) crossedCouples «— crossover (selectedCouples);

17) offspring «— mutation (crossedCouples)

(18) newPopulation «—newPopulation U offspring;

ALGORITHM I: A Genetic Algorithm to solve the proposed model.

Gene Number 2|M||E| 2|I||K| |I||K| |I||K| |I||K|
A D A D GS ,GE GS ,GE B B B Yoy Y
Chromosome | 11D+ tmeth, | A E S | et | bt | e |
| | | | | i
| | | | A |
Green Ear Phase |
: : e F— | S
| | | Extension | Green | Insertion |
! ! Timing parameters : ! ! i
! 1< to denote >l & TSPStrategy ————— |
| | signal offsets ' i
i
i i

| < Tram Schedule I Signal Timing i

%
|

FIGURE 4: Chromosome encoding.

offspring. The crossover operator employed in this study
only occurs amongst the same group of genes as illustrated
by the Figure 5. The mutation operator modifies the value
of a randomly designated gene in a chromosome with a
predetermined probability.

6. Case Study

6.1. Numerical Case. Four trams running on a tramline
covering two stations and two intersections, as shown in
Figure 6, are employed here to demonstrate the performance
of the proposed approach. Traffic volume, signal timings, lane
direction, and the number of the lanes of the two intersections
are specified in Table 4.

6.1.1. Performance Comparison with and without Integration.
Figure 7 shows the schedules of four trams during one hour in
detail. When the second tram arrives at intersection I, green

extension strategy is triggered to grant the tram with green
signal. Shown by the third and fourth trams, trams can arrive
at the intersection during green signal, by increasing the
travel time between the stations and the intersections. Thus
it reduces the possibility of triggering TSP strategy, which
causes delay to auto vehicles.

In order to further demonstrate the performance of the
integrated model, the computational results with and without
the integration of conditional active TSP and tram schedule
are compared. In detail, without integration can be divided
into only optimizing tram schedule and only applying TSP
strategy which is subdivided into unconditional TSP and
conditional TSP.

Compared with the integrated model, as shown in
Table 5, only optimizing tram schedule leads to higher tram
passenger delay and person delay. Auto vehicle user delay is
reduced because no TSP is activated. The reduction of auto
vehicle user delay is at the cost of increasing tram passenger
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FIGURE 5: Crossover.
TABLE 4: Traffic volume and signal timings.
Traffic flow Split Traffic flow Split
Intersection (Number of Lane) (Cycle 180 sec) Intersection (Number of Lane) (Cycle 180 sec)
Left Through  Right Left Through Left Through  Right Left Through
South  152(1)  1020(2)  88(1) 25 90 South  148(1)  1084(2)  96(1) 22 90
g North — 147()  1016(2)  44(1) 25 90 g North 153(1)  1096(2)  2(1) 2 90
East  144(1)  5122)  372(2) 23 4 East  148(1)  527(2)  212(2) 23 45
West  142(1)  492(2) 16(1) 23 42 West  146(1)  518(2) 16(1) 23 45
TABLE 5: Performance comparison with and without the integration of the numerical case.
Delay/s (Variation rate/%) Schedule only TSP only Integrated model
unconditional conditional
Tram passenger 60.9 (+95.34%) 0 39.2(+25.58%) 31.2
Auto vehicle user 39.1 (-8.45%) 89.2 (+108.45%) 48.2 (+12.68%) 42.8
Average person 40.7 (+6.25%) 61.1 (+59.38%) 43.7 (+14.06%) 38.3
Weighted average person 45.3 (+28.57%) 59.7 (+69.64%) 39.0 (+10.71%) 35.2

Intersection

Intersection than that of tram passenger at intersection, higher auto

Station J | Station J [ Station vehicle user delay will lead to higher person delay of the whole
system.

F | # F | # :'? When only conditional TSP is applied, in order to trade

: I ( ! ! ( ! off auto vehicle user and tram passengers, trams are not

le38m 1 415m 1, 380m .1 420m always granted priority to pass intersections without stops.

1! P ; 4'! ; As a result, tram passenger delay increases. The integrated

model can further reduce auto vehicle user delay than
conditional TSP because tram can be scheduled to arrive at
intersections during green signals. Thus no TSP is required to
activate and no delay is imposed to auto vehicle. Compared
with unconditional TSP, conditional TSP can greatly reduce

FIGURE 6: The layout of the tramline in the numerical case.

delay. Due to travel time limits between each link, only
adjusting tram schedule is not able to reduce delay for tram
passengers and each person of the whole system.

When unconditional TSP is applied, tram passenger delay
is zero. Although tram passengers do not suffer from any
delay, auto vehicle user delay is extremely high, which due to
unconditional TSP does not take into account the operation
of auto vehicles. When the number of auto vehicles is larger

person delay of the whole system, although it increases tram
passenger delay. Thus, conditional active priority is more
suitable for system optimization.

6.1.2. Comparison between the Enumeration Solution and GA
Solution. In this paper, genetic algorithm (GA) is adopted
to solve the problem. Since GA is an intelligent search
algorithm, the global optimal solution cannot be achieved.
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FIGURE 7: Tram schedule of four trams.
TABLE 6: Performance comparison of GA and enumeration.
Quantity of trams Quantity of nodes Method CPU time (sec) Objectives (sec) Gap (%)
Intersections Stations
) 3 Enumeration 3954 34.7 -
4 GA 2361 35.2 1.4%
4 5 Enumeration 12814 42.3 -
GA 1600 43.0 1.6%
5 7 Enumeration >21600 54.8x -
3 GA 2473 54.6 -0.4%
3 9 Enumeration >21600 70.9x -
GA 3521 70.3 -0.8%
10 1 Enumeration >21600 82.1x% -
1 GA 3864 80.4 -2.1%
1 13 Enumeration >21600 89.6: -
GA 4057 88.5 -1.2%

(The value with # is the current optimal solution in a given CPU time)

In order to testify the accuracy of the proposed GA, com-
pared the proposed GA with enumeration solution. The
pseudocode of the enumeration procedure is presented in
Algorithm 2.

In the enumeration procedure, all possible combinations
of decision variables of the proposed model are listed and
evaluated first, followed by choosing the group of decision
variables which leads to the minimal average person delay
as the optimal solution. In the resubmitted manuscript,
the pseudocode of the enumeration procedure has been
supplemented to explain how it finds the global optimal
solution. In this study, the decision variables of the proposed
model include the signal offsets among all intersections,
tram schedules and TSP strategies. The outer layer of the
enumeration procedure lists all signal offsets among different
intersections without changing the signal cycle length and
green duration. The inner layer of the enumeration proce-
dure then lists all possible groups of tram schedules and
TSP strategies for each signal offset produced in the first
step.

It should be noted that TSP strategies might affect the
departure time of trams at intersections, which is a compo-
nent of tram scheme. As a result, within the inner layer of
the enumeration procedure, the departure time of the first
tram from the first station is enumerated at first, followed by
attaining all possible groups of arrival and departure time of
the first tram at the other stations, considering each possible
TSP strategy at each intersection, each possible inter-station
run-time and station dwell time in their valid ranges. Once all
possible schedules of the first tram are attained, the possible
schedules of the other trams are enumerated one by one
taking into account the valid ranges of tram headways, inter-
station run-time and station dwell time, as well as the TSP
strategies.

As shown in Table 6, when the problem is getting large,
the enumeration is not capable of finding the optimal solution
in a given time. The minor gap between enumeration solution
and GA shows that the proposed GA has a high accuracy. In
the case of 5 nodes including 2 intersections and 3 stations
with 4 trams scheduled, the CPU time of enumeration and
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(1) Input: Quantity of trams (m)

(38) until finding The best solution

(2) Nodes / Intersection / Station (N /I/S)

(3) Arrival / Departure time constraints (AT / DT constraint)
(4) Dwell / Link travel time constraints (DT / LT constraint)
(5) Signal timing constraint (ST constraint)

(6) TSP strategy constraint (TSP constraint)

(7) Output: Solutions; The best solution

(8) repeat

9) for each intersection do

(10) Unadjusted signal timing «— Initialization (ST constraint)
11) end

(12) for each unadjusted signal timing do

13) for each tram do

(14) Arrival time «— Initialization (AT constraint)

(15) for each node N do

(16) if node N € Station

17) Departure time «— Initialization (DT constraint)
(18) else

(19) if Arrival time during Green phase

(20) Departure time = Arrival time

(21) else

(22) TSP strategy «— Initialization (TSP constraint)
(23) for each TSP strategy do

(24) if TSP measure is activated

(25) Departure time = Arrival time

(26) else

27) Departure time = Arrival time + Waiting time
(28) end

(29) end

(30) end

(31) end

(32) end

(33) end

(34) end

(35) Solutions «— {Unadjusted signal timing; Arrival time; Departure time; TSP strategy}
(36) Person delay < Calculation (Solutions)
(37) The best solution «— Minimum (Person delay)

ALGORITHM 2: The enumeration procedure for the numerical case.

GA both is acceptable, and the gap is 1.4%. When the quantity
of nodes and trams becomes larger, especially in the case
of 17 nodes including 8 intersections and 9 stations with
8 trams to schedule, enumeration solution cannot find the
global optimal solution in 6 hours. Obviously the length of
CPU time depends on the combinations of the quantity of
trams and the quantity of nodes. Thus either the quantity of
trams or the quantity of nodes becomes larger and the CPU
time prolongs.

6.2. Case Study in Ningbo Tramline. A section of a tramline in
Ningbo, a city of China, is employed to evaluate the proposed
model. The tramline section consists of 5 stations and 7
intersections. The layout of intersections and stations is given
in Figure 8. The maximum carrying capacity on one tram
is 368 passengers. Taking peak-hours, for example, traffic
volume, original signal timings at different intersections
where the cycle time is 180 s, are presented in Table 7. The

range of dwell time at different stations and the range of travel
time as well as the loading factor of each link are specified in
Table 8.

6.2.1. Performance Comparison by Different Objectives. The
objective of the proposed model is to minimize person delay
of the whole system including tram passengers and auto
vehicle users. In order to further demonstrate the benefit of
minimizing person delay, the computational results of three
different objectives are compared. Beside the proposed objec-
tive, other two objectives are to minimize tram passenger
delay and to minimize auto vehicle user delay.

Compared with the proposed objective, as shown in
Table 9, only minimizing tram passenger delay reduces tram
passenger delay to zero and results in a significant increase in
auto vehicle user delay. When the number of auto vehicles
is larger than that of trams at intersections, auto vehicle
user delay has significant influence on person delay of the
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TaBLE 7: Traffic volume and signal timings at intersections along the Ningbo tramline.

Traffic flow Split Traffic flow Split
Intersection (Number of Lane) (Cycle 180 sec) Intersection (Number of Lane) (Cycle 180 sec)
Left Through  Right Left Through Left Through  Right Left Through
South  152(1)  1020(2)  88(1) 25 90 g5 South  1401)  1008(2)  60(1) 27 90
g North 147(1)  1016(2)  44(1) 25 90 North  142(1)  1024(3)  168(2) 27 90
East  144(1)  5122) 372Q2) 23 42 East  157(1)  470(2)  214(2) 23 40
West  142(1)  492(2) 16(1) 23 42 West  212(2)  468(2) 74(1) 23 40
South  148(1)  1084(2)  96(1) 2 90 South  144(1)  178(2)  362(2) 25 86
g North  153(1)  1096(2) 2(1) 2 90 g¢ North 137()  1032(2)  58(2) 25 86
East  148(1)  527(2)  212(2) 23 45 East  240(2)  408(2)  410(2) 34 35
West  146(1)  518(2) 16(1) 23 45 West  144(1)  412(3) 72(1) 34 35
South  134(1)  1064(2)  24(1) 27 90 South  146(1)  1052(2)  258(1) 26 77
g3 North  146(1)  1004(2)  20(1) 27 90 g; North 141(1)  10032)  82(1) 26 77
East  132(1)  5102)  120(2) 23 40 East  142(1)  522(2)  120(1) 36 41
West  138(1)  512(2)  108(1) 23 40 West  137(1)  514(2)  132(1) 36 41
South  148(1)  1056(2)  60(1) 21 90
g4 North 1391  1096(2)  176(1) 21 90
East  148(1)  482(2)  132(1) 26 43
West  144(1)  512(2) 80(1) 26 43

NN-RL NN-SN NN-HF NN-YX NN-MC NN-SM NN-JS
20m 30m 30m 40m 40m 50m 30m
- <+ -
NBSY _" |<_ ﬂ rYZGYﬂ |¢ ﬂ ‘ YXDD $| ‘ WDGC*I |<_ $| | NNLJ
0 ‘ | | | 800m | | ‘ ‘ 1500m ’ ‘ 2030m | | | ‘ 2700m
290m 670m 1000m 1300m 1800m 2180m 2500m

FIGURE 8: Layout of the Ningbo tramline.

TABLE 8: Tram timetable formulation parameters and loading factors.

Station Range of dwell time [sec] Link Range of travel time [sec] Loading factor
NBSY (10,20) NBSY- YZGY (105,125) 0.7
YZGY (15,25) YZGY- YXDD (101,121) 0.9
YXDD (20,30) YXDD- WDGC (85,105) 0.8
WDGC (20,30) WDGC- NNLJ (99,119) 0.6
NNLJ (10,20)

TABLE 9: Performance comparison by different objectives.

Delay/s (Variation rate/%) Minimizing tram passenger delay Minimizing auto vehicle user delay The proposed model
Tram passenger 0 83 (+93.02%) 43
Auto vehicle user 148 (+108.45%) 48 (-32.39%) 71
Average person 102 (+59.38%) 67 (+4.69%) 64

Weighted average person 95 (+69.64%) 75 (+33.39%) 56
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FIGURE 9: Performance on different ratio of tram passenger to auto
vehicle user with different objectives.

whole system. This leads to person delay of the whole system
which is relatively high due to the high auto vehicle user
delay. When only minimizing auto vehicle user delay, the
interests of auto vehicle passengers will be ensured by less
TSP activated for trams. Thus trams passenger delay increase,
which reduced the attraction of public transportation. Con-
sidering optimizing tram passengers and auto vehicle users
that separately reduced the efficiency of the whole system,
these two stakeholders should be optimized simultaneously.

6.2.2. Performance on Different Ratio of Tram Passenger to
Auto Vehicle User. Figure 9 shows the changes in different
ratio of tram passengers to auto vehicle users with different
objectives. When the ratio varies, weighted person delay
fluctuates greatly with the objectives of only minimizing
tram passengers or only minimizing auto vehicle passengers.
Neither of them can adapt to the situation when the ratio
changes. However, by taking tram passengers and auto vehicle
users as a whole, it can stabilize the weighted person delay and
adapt to changes in different ratio.

In practice, the ratio of tram passenger to auto vehicle
user varies from day to day, especially the changes between
weekdays and weekends, peak hour and non-peak hour. For
example, the number of auto vehicles is larger than that of
trams on weekdays and the number of trams becomes larger
on weekends. If a single type of person is considered for
optimization, such a change cannot be adapted. Therefore, the
proposed model has better applicability.

7. Conclusions

Operating in semi-exclusive ROW, trams may stop at inter-
sections to wait red signals, which results in extra inter-
station run-time or even delays. To improve the tram service

Journal of Advanced Transportation

quality, Transit Signal Priority (TSP) has been applied at inter-
sections by offering extra green phase for trams. However,
providing extra green phase for every tram might lead to
heavy delays to crossing vehicles. To address this problem,
this study developed an integrated optimization model of
tram schedule and signal priority which can balance the delay
between trams and other vehicles to minimize the average
person delay.

Due to the complexity of the problem, the GA is employed
to solve the proposed model. A numerical case is conducted
to testify the computing time and solution optimality of the
proposed GA and the enumeration procedure. The results
show that the enumeration is unable to find the optimal
solution or even a near-optimal solution when the tramline
covers several stations and intersections due to the huge
solution space, while the GA outperforms the enumeration
procedure within the restrained computing time. The case
studies on the Ningbo tramline indicate that the integrated
optimization reduces the average delay of passengers on both
trams and auto vehicles, in comparison with only optimizing
tram timetable or only applying TSP. It is also found that
minimizing the average person delay of the whole system
is able to adapt to the possible fluctuations in the ratio of
tram passengers to auto vehicle users, compared with only
minimizing tram passenger delay or auto vehicle user delay.
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Inefhicient or poorly planned waste management systems are a burden to society and economy. For example, excessively long waste
transportation routes can have a negative impact on a large share of the population. This is exacerbated by the rapid urbanization
happening worldwide and in developing countries. Sustainability issues should be accounted for at every stage of decision making,
from strategic to daily operations. In this paper, we propose a multiobjective optimization model to design a cost-effective waste
management supply chain, while considering sustainability issues such as land-use and public health impacts. The model is applied

to a case study in Pathum Thani (Thailand) to provide managerial insights.

1. Introduction

An unsanitary and inefficient municipal solid waste manage-
ment (MSWM) system has long been a challenging issue to
overcome. An inadequate waste management budget and the
lack of public participation in waste segregation at the source
are among the leading causes for the long-term accumulation
of uncollected and improperly disposed of solid wastes in
developing countries. In urban areas, unsanitary disposal
sites are generally more problematic, considering the limited
land availability and the need to attain adequate waste
disposal capacity to serve a rapidly growing population.
The risk of exposure to contaminants emitted from solid
waste disposal is also more pronounced for urban residents.
First, this is due to the problem of waste disposal capacity
shortage, caused by a lack of land suitable for solid waste
receptacles or a delay in building sufficient capacity. Waste
flows beyond manageable capacity are among the causes
of the uncontrolled release of leachates and gases, which
can lead to the formation of strong unpleasant odors and
spontaneous fires. Second, in an urban context, expanding
the existing disposal facilities or locating new ones has to be
made in the vicinity of densely populated areas. The release
of hazardous constituents from disposal and transport oper-
ations can impose substantial environmental stress on the

surrounding communities, especially for centralized MSWM
systems [1]. The neighboring population has to deal with
the immediate impacts, such as uncleanliness, odors, and
inadequate air quality. The long-term impacts of unsanitary
MSWM practices on the local population include various
health risks [2] and decreased environmental quality [3].

Previous studies highlight the fact that in developing
countries MSWM results in decreasing property values [4]
and imposes an additional financial burden on the local pop-
ulation in terms of higher sanitation fees [5]. Consequently,
a disproportionate environmental impact is an increasingly
important issue in MSWM planning. To resolve this issue,
environmental justice must be added as one of the strategic
goals to be achieved. The principles of environmental justice,
in this case, refer to the idea that all communities must be
protected from excessive or disproportionate environmental
stressors. The level of environmental stressors experienced
by communities needs to be evaluated. Whenever possible,
the capacity of each community to tolerate unfavorable
environmental impacts should be considered.

Aside from disproportionate impacts and justice con-
cerns, the negative externalities of MSWM can also impede
the development of desired social aspects such as strong
community social cohesion and efficient youth development
[6]. The waste management literature [7] also reveals that
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environmental problems of waste management generate a
number of social issues, such as those related to employment
opportunities [8], unsanitary working conditions [9], and
community satisfaction [10]. Attempts to offset these issues
usually require significant spending on improving sanitary
infrastructure and services. Such financial needs can ulti-
mately leave communities with an insufficient sanitary bud-
get and inability to properly collect and dispose of municipal
solid wastes, leading to a vicious cycle of decline in local
public health and environmental conditions. Therefore, a
sustainable MSWN requires that significant economic, envi-
ronmental, and social issues be integrated into the strategic
decision-making processes.

The successful establishment of sustainable MSWM is
dependent on the network design and transportation plan-
ning stage. Environmentally benign site selection requires
a careful land suitability analysis. The potential interac-
tions of disposal sites with local communities and existing
geographical, hydrological, and socioeconomic parameters
need to be taken into account. For example, in Thailand,
there is a rigorous protocol for solid waste disposal site
selection. However, a large number of disposal sites are
still located in environmentally sensitive areas. Due to the
rapid and unplanned urban growth in many cities, some
disposal sites, which were originally in suitable vacant land
areas, are now in close proximity to rapidly urbanizing areas.
Under the current MSWM situation, the number of affected
communities is only expected to rise in the near future. Local
governments will also expend a great deal of effort to cope
with strong public opposition, should any future solid waste
disposal siting or expansion decision be taken. To sum up,
a sustainable MSWM requires the development of network
design approaches to help in resolving the following MSWM
challenges:

(i) finding suitable land for waste disposal,

(ii) public health impacts caused by the operation of
MSWM facilities and waste transport,

(iii) lack of land-use planning for MSWM,

(iv) environmental justice and disproportionate environ-
mental impacts on nearby communities.

The remainder of the paper is organized as follows:
Section 2 provides a review of the relevant literature. Section 3
introduces a mixed-integer multiobjective program to design
a sustainable supply chain for waste management. A case
study in Pathum Thani (Thailand) province is analyzed
in Section 4. Finally, the conclusion and future research
directions are discussed in Section 5.

2. Background

This section provides a literature review to gain an insight into
the research trends in sustainable MSWM design. We focus
on three broad categories: sustainable supply chain network
design (SCND), solid waste management, and environmental
justice. Results are summarized in a Venn diagram in Figure 1.
The diagram reveals that each research field has received
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considerable attention over the years. There are some pairwise
overlaps. However, to the best of our knowledge, no research
paper has studied the problem incorporating the three issues
at the same time.

Despite a growing research interest in sustainable supply
chain management and environmental justice, there is still
limited consideration of environmental justice issues in the
sustainable SCND literature. Past studies combine equality
and justice issues with the environmental and social dimen-
sions. Moura et al. [11] incorporate environmental justice
aspects into a biobjective transportation network design
model while addressing the (three pillars of) sustainability.
Their model uses a restrictive constraint that protects the
surrounding communities from being overly burdened with
noise and air pollution. The motorists cost of increased travel
time due to the congestion effects of the transport network is
regarded as the social impact metric. Constraints are imposed
to achieve a network design with desired environmental
justice levels. There are also previous sustainable SCND
studies that investigate social justice issues. These papers
generally aim to minimize the inequality in accessing public
services and in the quality-of-life improvement opportuni-
ties. An SCND study by Ferguson et al. [12] shows how
to incorporate social equality into a transit service design
problem. They aim to minimize the variation in the level of
access to basic amenities provided by the designed transit
system. Jafari et al. [13] propose a sustainable SCND model for
textile industries, with the aim of promoting social justice by
maximizing the employment level in different geographical
areas. Despite the increased research efforts, there are still
social justice issues that need to be translated into a well-
defined optimization problem. Manaugh et al. [14] point
out social justice issues and measures that can potentially
be incorporated into urban transport planning. These issues
are related to the disproportionate accessibility of transport
service among different groups of people. Oswald Beiler
and Mohammed [15] address many demographic, social-
economic, and location-based factors that can be considered
in developing transportation justice metrics and frameworks.

The topic of solid waste management has been studied
in depth due to the steadily growing urban population
and consequent waste generation. Life-cycle environmental
impacts of various MSWM systems have been explored
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extensively as reviewed by Bernstad Saraiva et al., 2018 [16].
Also, a number of economic, environmental, and social
performance indicators for MSWM have been proposed
by researchers as addressed by Rodrigues et al., 2018 [17].
However, most of sustainable SCND studies are related to
industrial applications. The strategic planning of MSWM
infrastructures and transport network has been confined to
the analysis of infrastructure investment, operating expenses,
and economic viability. For instance, Zhang et al. [18] develop
an optimization model to minimize the costs of inventory,
transportation, and disposal of MSWM. In their study, an
interval programming approach is employed to deal with
uncertainties of MSWM planning parameters. Toso and
Alem [19] propose a deterministic and stochastic capacitated
facility location model to determine the optimal location
planning design for recycling urban solid wastes. Their
model solely focuses on minimizing the overall costs having
budget constraints. Just recently more attention is being given
to MSWM planning problems looking beyond economic
feasibility to add the sustainability perspective. A network
design study by Inghels et al. [20] evaluates the financial
viability of using multimodal transportation to reduce the
carbon emissions and social impact of MSWM. Their model
evaluates the societal cost burden associated with different
transportation modes, measured as the sum of disturbance
effects on nearby residents. The effects include accidents,
noise, air pollution, congestion, and construction of transport
infrastructure. Xu et al. [21] propose a SCND model for the
reverse logistic supply chain of solid wastes. The amount
of carbon emissions created during the transportation of
recyclable e-wastes is used as an environmental metric.

The number of affected people is used to estimate the
negative effects of MSWM facilities on local communities.
According to the research trend, all aspects of sustainability
are currently being addressed in the context of MSWM.
However, as pointed out by Eskandarpour et al. [22], there
is a research need for a broader consideration of social and
environmental impact matrices. Aside from the global warm-
ing potential, the use of other LCA-based environmental
impact indicators needs to be explored. Indicators that have
been used by LCA studies to evaluate the environmental
performance of MSWM systems are summarized in the
review papers by Khandelwal et al. [23] and Yadav and
Samadder [24].

As already pointed out, there is a lack of studies about
how justice affects the sustainability performances of an
MSWM system. The development of MSWM infrastructure
that positively contributes to environmental and social justice
must be based on a careful evaluation of the current stage
of urban development and ongoing injustice issues [25-
27]. There is a difference between social and environmental
justice problems in developed and developing countries.
Developed countries generally experience inequalities for
side effects of urban growth such as air pollution, waste
water, and traffic congestion. In developing countries and
low-density cities, the problems are more related to spatial
inequalities of economic development activities, sanitation
services, and allocation of public resources. As shown in
the case of the Perth Metropolitan area, people living in

the outer suburbs have the least accessibility provided by
car and public transport to job, education, shopping, and
healthcare opportunities [28]. The case of plastic bag waste
in Nairobi, Kenya, is a typical example of environmental
justice issues associated with the disproportionate share of
sanitary services and environmental protection policy [29].
The case study describes how political influences on local
businesses result in unsustainable patterns of production and
consumption of plastic bags, and, thereby, there is a vast
accumulation of solid and plastic wastes in communities with
low socioeconomic status.

In addition to pollution problems, land-use issues are
also critical issues in MSWM planning. Agyeman and Evans
[30] explore urban development initiatives that demonstrate
inherent links between environmental justice and sustain-
ability issues. They point out that solid waste and land-
use planning are common concerns for both environmental
justice and sustainability. A land-use policy should focus
on preventing disproportionate land-use impacts within or
among communities. Without adequate land-use and envi-
ronmental justice policies, solid waste facilities are likely to
be located in poor and minority communities as discovered
by Norton et al. [31] when focusing on North Carolina waste
infrastructure.

This study addresses the three fundamental sustainability
dimensions: environmental, social, and economic, in the
context of MSWM in rapidly urbanized regions. To bridge
the research gap and contribute to the field of sustainable
MSWM, this develops a social impact metric based on
environmental justice and incorporate it into a sustainable
SCND model for MSWM system. Specifically, the issue of
environmental justice related to land-use stress caused by
MSWM facility establishment is considered. The inclusion
of a land-use equality objective is used to obtain a balanced
network design where land-use stress is fairly distributed
across an area. Furthermore, the damage of MSWM to human
health is also introduced as a measure for the environmental
impact of an MSWM system. We use the disability-adjusted
life years (DALYs) metric, according to the life-cycle impact
assessment (LCIA) method. Despite being used by WHO as
a measure of the global burden of disease for many years,
there have been very limited applications of DALYs in both
the supply chain and the waste management literature. Lastly,
facility and transportation costs are taken into account to
evaluate the economic aspects of sustainability.

3. Methodology

3.1 Public Health Impact Assessment. In this study, the public
health impact is defined as the overall mortality and disease
burden of nearby residents caused by MSWM facilities
and waste transport activities. The public health impact is
estimated in units of disability-adjusted life years (DALYs),
which is one of the well-established endpoint LCIA metrics.
DALYs represent the number of years of life lost due to
premature mortality and healthy years of life lost due to
disability [32]. We translate the impact of waste management
operations and waste transportation into DALYs per person



Collection
centers Sorti
orting
% facilities
L ’ transport by
e - l small truck
o, -
% 8
(O &, \g
)
05y “o,
. ‘5. ‘
S [
e, *
U,
o,

Journal of Advanced Transportation

Recycling by
‘?, private companies

NA

transport by
l large truck

it

T,

Incinerators
2
Cog, U
'S¢ oy,

‘;* > o—Landfills

7 s

FIGURE 2: Waste management supply chain.

using the ReCiPe 2008 Endpoint LCIA method [33]. Then,
the total DALYs are obtained by multiplying the individual
impact of exposure by the total number of people living
within the affected area.

3.2. Land-Use Impact Assessment. Processes in MSWM facil-
ities including construction, operation, and closure normally
take place over long timescales. Under traditional centralized
waste systems, the life expectancy of MSWM facilities is
longer, due to the need for larger-sized facilities to cope
with increased waste generation in cities. Communities
surrounding waste facilities have to deal with the long-term
negative external effects of municipal solid waste. Therefore,
the issue of disproportionate environmental burden among
population in certain areas is a pressing concern, especially
for rapidly urbanized cities. From a strategic point of view,
it is important that each administrative area in a city is
not overly burdened by land-use impact or other important
environmental stressors caused by MSWM facilities. The
principle of environmental justice must be adopted at the
early phase of MSWM planning.

In this study, the spatial planning of MSWM infrastruc-
ture uses a land-use equality strategy to mitigate the impact
on local land-use in areas with substantial land-use stress.
The proposed planning approach involves a two-step process.
The first step is to evaluate the current land availability in
each geographical or administrative area within a city. This

step generally requires knowledge of land-use policies and the
use of GIS tools to screen out portions of land which are not
suitable for development. The second step is to calculate the
land-use stress of each administrative area, which is the ratio
ofland-use impact caused by MSWM facilities to the available
land. In our study, the level of land-use impact is calculated
based on the total amount of direct and indirect land-use.
The direct land-use is the actual land area used for facility
establishment. The indirect land-use is estimated by land
occupation LCIA methodology, which assesses the impact
on land quality over a given period. The ReCiPe Midpoint
(H) V1.07/Europe ReCiPe H method is used in our study to
account for the land occupation impact based on the type and
capacity of facilities. Previous attempts to integrate direct and
indirect land-use impacts have been made in LCA studies to
account for the relevant land-use impacts [34, 35].

3.3. Optimization Model for Sustainable MSWM. In this
section, we introduce a mathematical formulation for the
sustainable MSWM problem. The multiobjective mixed-
integer model is a customization of the popular facility
location model. We consider a 3-echelon supply chain, where
solid wastes are gathered in collection centers, then moved
to sorting facilities, and finally sent to either incinerators or
landfills. Figure 2 shows an example of this supply chain.

We assume that decisions can be made on both locations
and sizes of tier 2 and tier 3 of the supply chain (i.e., sorting
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facilities and landfills/incinerators). This directly affects the
capacity of each facility, its land-use, and its impact on
public health. The objective is to identify locations, sizes,
and routes to minimize costs, land-use, and public health
impact. Superscripts S, I, and L are used throughout the
mathematical formulation to refer to sorting, incinerator, and
landfill facilities, respectively.
The model’s notation is given below:

Sets and Indices

(i) I is the set of collection centers, indexed by i

(ii) J is the set of sorting facility locations, indexed by j;
(iif) K is the set of incinerator locations, indexed by k;
(iv) K' is the set of landfill locations, indexed by K

(v) L( j),L(k),L(k’) are the set of available sizes at loca-
tions j, k, and k', indexed by L.

Parameters

(i) tijstjp-tje are the transportation costs on links
@ /), (j, k), and (j, K, respectively;
(ii) cfl, c,{l, c,f,l are the fixed costs to open facilities of size [;
I L
(iii) C]l,Ckl,Ck,l
size [;

(iv) C,J,C jk,Ejk, define the maximum amount of waste
that a single trip can carry over links (i, ), (j, k), and
(js K", respectively;

are the storage capacities of facilities of

v) 0%, 03, 07, are unit operations costs to manage the flow
5 0 0% it operati tst ge thefl
of solid waste, for each facility;
(vi) s?l, sil, si, ; are land-use stress ratios for facilities of size
l;
(vii) D; is the amount of solid waste available at collection
center i;
(viil) pyj> Pjio Pjir are the number of people living nearby
links (i, §), (j, k), and (j, K, respectively;
(ix) P]S‘I’ P p,f,l are the number of people living near a
facility of size I;
x) dj»
portation activities on links (i, j), (j, k), and (j, k'),
respectively;

(xi) dS ﬂ,dkl, di,l are the DALYs per person, due to size |
facility operations.

dj>d o are the DALYs per person, due to trans-

Decision Variables

(1) y]s.l, Yip Vi are binary location variables, equal to 1
when sorting facilities, incinerators, and landfills of
size | are open at their respective locations j, k, and

K
(ii) x;j X j» X j are the number of trips on links
@i, 1), (j, k), and (j, k"), respectively;

(iii) fj» fjr> fjir denote the amount of solid waste trans-
ported on links (4, j), (j, k), and (j, k'), respectively.

The cost function F, is computed as follows.

F. = Z Z le]l"'z zcklykl Z Z Cklykl

JEJ IEL(j) keK leL(k k'eK' leL(k

+ZZ(t +05) i+ ) ) (t+ o) xj )
i€l jeJ Jj€J keK

+Z Z (tjk' +O£/)Xjkl
j€J k'eK!

The overall cost is the sum of the fixed costs to open
sorting facilities, incinerators, and landfills plus the opera-
tional costs of transporting and managing the solid waste flow
across the network.

A second function F, is introduced to measure the
average land-use stress. The function is formally defined as
follows.

E, _z Z lejz+z Z Sklykl Z Z Sk’lyk’l (2)

jeJ IeL(j) keK leL(k k'eK' leL(k")

The function is the sum of all the land-use ratio across
all candidate locations. Parameters s, sy, sy, represent the
ratios for land used and land available. This ratio can be
computed by looking at the entire network or by narrowing
down the focus to smaller districts, to compute the impact of
land-use at a local level.

Finally, a third function F), is used to evaluate the impact
of transportation and facilities on the population’s health. The
function is defined as follows.

F, = z Z P]ld l)/]l + z z Pkl Yk

J€J leL(j) keK leL(k

+ Z Z Pk zd lylf’lz Zpijdijxij 3)

k'eK' leL(k iel jej

. Zijdjkxjk ) > Piwdje

j€J keK j€J K'eK'

The Sustainable Waste Management Network (SWMN)
design model can be formulated as a multiobjective mixed-
integer program.

[SWMN]: min {F.,F,, F,} (4)
st. Zf,.j =D; Viel )

j€J
;fq = k;(fjk Vie] (6)
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2fis X Cayy VieJ (7)
i€l leL(j)

Yfrs Y Cavg VkeK (g
eI 1EL(K)
Dfws Y Coin WK €K'
jeJ leL(k")
fi<Cyx; Viel, je] (10)

fix <Cuxp VjeJ, keK (11)

fjkl < Ek:lxjkr VJ €], keK (12)

Y yy<1 VjeJ (13)
leL(j)
Y yusl VkeK (14)
leL(k)
Y yisl VK eK (5)
leL(k")
T Fito Fi0 20 Vi juk K (16)

Vo Yo Yin € 10,1} Vjik K1 (17)

Xij X jjo> X ji € Z" Vi jk, K (18)

The objective (4) is to minimize the costs, land-use ratios,
and impact of transportation. Constraints (5) state that the
outflow of waste from any given collection center i must
be equal to D;. Equations (6) are flow balance constraints,
enforcing that the inflow at a sorting facility j is entirely
forwarded to incinerators k and landfills k’. Constraints (7)-
(9) are the size-dependent capacity constraints at any facility
of the network. Constraints (10)-(12) are the transportation
capacity limitations. Inequalities (13)-(15) enforce that only
one size can be selected if a facility is open at a given location.
Constraints (16)-(18) define the decision variables’ domains.

3.4. Solution Algorithms. The computational results, dis-
played in Section 4, are obtained from various optimization
models solved under single-objective functions and multiob-
jective functions. We refer to these models using the notation
SWMNY(), where we define inside the brackets the objectives
being optimized together. For example, SWMN(F,, F,,) is the
multiobjective problem optimizing both costs and health
impact whereas SWMN(F,) is the single-objective model
minimizing only the land-use impact. Single-objective mod-
els can be solved with numerical methods such as branch
and bound method. As for multiobjective models, a min-max
approach is implemented to identify solutions that minimize
the deviations from the ideal results. Formally, let F, F., and
F, be the optimal value obtained by solving the respective
single-objective problems. Furthermore, let F/"**, F;"**, and
F"™* upper bounds be set equal to the worst value obtained
by each function across the single-objective problems. We can
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now define the deviation levels between each objective and its
ideal target by normalizing the functions as follows.

S (19)
¢ Fmax _ [
c c
F,-E
G” = Fmax _ E* (20)
u u
F, - F,
oy = —P;”“X—P; (21)

By adding a new continuous decision variable z, we can
formulate a min-max goal attainment on the deviations of
three objectives as follows.

[SWMN (F.,F,,F,)]: min z (22)
st. 0.<z (23)

0,<z (24)

0,<z (25)

(5)-(18) (26)

The objective of min-max SWMN is to minimize the
largest deviation from optimal targets across the three func-
tions considered. The model can be easily modified to target
only two objectives.

4. Case Study

In this section, we apply the proposed SWMN model to a
case study in Pathum Thani province in Thailand. The waste
management system in Thailand is of interest as very little
planning has been used in the past to locate waste facilities.
Nowadays, among a total of 2,490 municipal solid waste
sites, only 499 (20%) adopt safety standards, such as sani-
tary/engineer landfill, controlled dumping, and incineration
with air pollution-controlled system [36]. The rest of the sites
implement unhealthy practices such as open dumping and
incineration without air pollution-controlled system. As a
consequence, the uncontrolled release of leachates and gases
from these dumps is frequent. This is taking a toll on both
environment and society. For example, in 2010 a fire broke
out at the Phraeksa dump site causing hundreds of residents
to flee the area. This incident prompted local governments
across Thailand to reexamine their regulatory approaches in
health and environmental safety.

Pathum Thani is located in the central region of Thailand,
within the Bangkok metropolitan area (Figure 3). It covers
a total area of 1,525.9 km?, organized into 7 districts, 60
subdistricts, and 529 villages. Its population has steadily
increased in the past decade to about 1.2 million. As a result,
the amount of waste generated increased to 0.612 million
tonnes/year [36]. As the province is quite vast, we narrow the
focus to Muang Pathum Thani, Sam Khok, and Lat Lum Kaeo
districts for our case study (Figure 4). Currently, solid wastes
from communities are gathered at collection centers across
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TABLE 1: Safety distance from waste facilities.

Criteria Sorting facility (km) Incinerator (km) Landfill (km)
Residential area 1 2 1
Archaeological heritage site 1 1 1

River 1 1 1

Pond - 0.3 0.3
Main road - 0.3 0.3

Phra Nakhon
Si Ayutthaya

ﬂ Nakhon Nayok

Bangkok

F1GURE 3: Central Thailand.

subdistricts. Wastes at collection centers are transported to
sorting facilities and subsequently sent to either incinerators
or landfills. Recycling is purposely not included in this study
as it is currently done by private companies. The validation of
the proposed model is done by determining the location and
size of sorting and disposal facilities.

4.1. Parameters

Land Availability Assessment and Candidate Locations. In
order to quantify the land available, an initial screening is
necessary to exclude from the analysis places such as rivers,
ponds, main roads, archaeological heritage sites, and residen-
tial areas. We further include a buffering area to guarantee
safe distances between waste sites. As shown in Table 1, the
size of these buffers is set according to the regulation and
guideline of MSWM developed by the Pollution Control
Department (PCD).

A number of polygons are identified by combining
available land with subdistrict boundaries. Based on their
sizes, these polygons are further divided and their centroid
is selected as a facility location. Available land for landfill
siting is shown in Figure 4. Since candidate locations of
the three types of facilities overlap, we further constrain the
mathematical model to avoid colocations.

To ensure environmental justice across the three districts,
we perform the land-use assessment at the subdistrict level.
For any location within a subdistrict, we compute parameters
sfl, sy and s;, as the following ratio.

Direct + Indirect land use, with facility of size I
Total land available in the sub-district

(27)

For each facility, 3 capacity levels are considered: small,
medium, and large. Their direct and indirect land-use are
shown in Table 2. The values are estimated by land occupation
LCIA methodology as previously described in our land-use
impact assessment.

Traveling Distances. All wastes are transported from the col-
lection centers to the sorting facilities using 16-tonne (light)
trucks. From the sorting facilities to both the incinerator
and landfill sites, 32-tonne (heavy) trucks are used. Traveling
distances are estimated using ArcGIS and a digital map of
Pathum Thani. Specifically, having defined the candidate
locations, we use a network analysis tool to determine the
shortest routes.

Public Health Impact Assessment. To measure the public
health impact, this study computes the DALYs for people
affected by the MSWM system. The first step is to estimate
the number of people living near the supply chain. No data
is currently available showing the population distribution at
the household level. ArcGIS is used to count the total number
of residential buildings surrounding the waste transportation
routes and MSWM facilities.

To estimate the damage to public health caused by an
MSWM system, this study adopts the emission-to-exposure
model used by Gouge et al. [37] and Greco et al. [38]. They use
several buffer distances to estimate the health impact caused
by transport pollution. In our study, we set the buffer distance
for transportation routes to 100 m. For MSWM facilities, the
affected areas are assumed to increase with the waste disposal
dimension. Moreover, due to a long history of unsanitary
practices in Thailand, landfills are assumed to have a larger
impact than other MSWM facilities (Table 3).

The estimation of the number of affected people is made
based on the information of the total population living in the
area and the number of residential buildings. The proposed
estimation approach is expected to give a more accurate
estimate of affected people than the previous approach [39].
Varying impact distances, corresponding to different types
and sizes of facilities, are used instead of one single impact
distance. The second step is to multiply the number of affected
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FIGURE 4: Landfill locations.
TABLE 2: Direct and indirect land-use impacts.
Direct land-use (m?) Indirect land-use (%)

Waste facility Small size Medium size Large size Small size Medium size Large size

Sorting facility 4,800 8,000 16,000 6,191 10,780 21,559

Incinerator 8,000 16,000 24,000 11,971 23,941 35,911
Landfill 80,000 160,000 192,000 127,770 255,525 335,295
TABLE 3: Facilities impact on public health.

Facilities Sized Capacity (tonne/day) Affected areas (km) DALYs

Small 50 0.3 0.07

Sorting Facility Medium 100 0.6 0.14

Large 300 1.8 0.28

Small 50 0.5 5.95

Incinerator Medium 100 1 1.9

Large 150 15 17.85

Small 50 3.89

Landfill Medium 100 7.78

Large 150 11.66

people near the transportation routes and MSWM facilities
by the DALYs coefficients, which are summarized in Tables 3
and 4. The number of DALYs is estimated based on a 30-year
operational period, using the ReCiPe 2008 Endpoint LCIA
method [33]. Only local-scale environmental impacts are
taken into account, including human toxicity, photochemical
oxidant formation, PM formation, and ionizing radiation.
The damage due to climate change and ozone depletion is
neglected. Finally, the capacity of waste sites and trucks is
selected from those available in SimaPro 7.3 (LCA software)
which covers a wide range of typical facilities and operations.
The entire dataset can be found in Kachapanya [40].

4.2. Results and Discussion. This section presents the results
from the computational analysis which is carried out on a
Windows 10 machine using an Intel i7-6700HQ processor
with 8 GB of RAM. CPLEX 12.6 optimization studio is used
to solve the mathematical models. The analysis is organized
in two subsections: single-objective and multiobjective opti-
mizations.

The results are interpreted in terms of satisfaction levels
of each objective. A satisfaction level of 100%, indicates that
the objective is equal to its optimal level. Conversely, smaller
satisfaction levels indicate that there is a gap between the
objective and its best achievable target. Formally, these levels
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TABLE 4: Transportation impact on public health.

Fleet types Capacity (ton) Affected areas (km) DALYs Empty load (per km) DALYs full load (per tkm)
Light truck 16 0.1 5.82-1077 5.62-107°
Heavy truck 32 0.1 1.16-10°° 1.12-1077
TABLE 5: Results of single-objective optimization.
e Minimizing Avg. Minimizing Public
Minimizing Cost Land-Use Stress Health Impact
Total fransportation 11,973,205 23,519,346 9,658,807
Total land cost 7,753,691 1,854,007 21,035,012
Total Cost (USD i
otal Cost (USD) Total C‘fgssttrumon 17,114,396 19,456,136 27,692,869
Total operation cost 14,103,023 19,823,517 16,354,068
Total cost 50,944,315 64,653,006 74,740,757
Satisfaction Level 100% 42% 0%
Land-Use Impact Avg. Land-use Stress 0.573 0.028 0.985
Satisfaction Level 43% 100% 0%
Transportation 13,042 47,868 6,214
Public Health Impact Waste Facilities 31,639 10,072 1,010
(DALY) :
Total Public Health 44,681 57940 7224
Impact
Satisfaction Level 26% 0% 100%
Average Satisfaction Level 56% 47% 33%
Computational Time (Sec.) 24 10 13

are obtained from the deviation values introduced in the
methodology section (i.e., 1 —0,,1-0,,and 1 — g;,).

4.2.1. Single-Objective Optimization

Total Cost Optimization (SWMN(F,)). Figure 5(a) shows the
optimal layout of the MSWM system obtained by solving
SWMN(F,). Results show that when cost is the main driver,
the number of facilities is low. Out of 37 candidate locations
for sorting facilities, only 6 are selected. Similarly, only 1
incinerator and 3 landfills are selected. While these facilities
provide sufficient capacity for all subdistrict, they also gener-
ate routes longer than 30 km.

The summary of costs and the average land-use stress
associated with the solution are shown in Table 5 under the
column named “Minimizing Cost”. The construction cost
is the largest cost. As a consequence, landfills are chosen
over incinerators. The cost-optimum of the MSWM layout
is about 50,944,315 US dollars composed of the transporta-
tion (11,973,205 US dollars), land (7,753,691 US dollars),
construction (17,114,396 US dollars), and operational costs
(14,103,023 US dollars). The average land-use stress and public
health impact for this solution are estimated at 0.573 and
44,681 DALYs, respectively. The public health impact is from
transportation (13,042 DALY) and waste facilities (31,639
DALYs). This suggests that although SWMN(F,) achieves
minimum cost, it comes at the expense of public health and
land-use. This is mostly due to disposal sites located close

to the urban areas where waste is generated, resulting in
excessive land-use stress and high public health impact.

Average Land-Use Stress Optimization (SWMN(F,)). Number
and location of facilities obtained by solving SWMN(F,) are
shown in Figure 5(b). Again, the number of open facilities
is relatively small. Four sorting facilities and four incin-
erators are selected. The locations are different, compared
to the SWMN(F,) case. Sorting facilities and incinerators
are located in rural areas, reducing the excessive land-use
stress returned by the cost minimization model. No landfill
is selected. However, displacing facilities away from urban
areas leads to high transportation cost and high public health
impact.

The results of average land-use stress are shown in
Table 5 under the column named “Minimizing Avg. Land-
Use Stress”. The results show that the total cost is 64,653,006
US dollars consisting of transportation cost (24,053,902 US
dollars), land cost (1,896,146 US dollars), construction cost
(19,898,341 US dollars), and disposal cost (20,274,072 US
dollars). The average land-use stress of the MSWM system
drops to 0.028. The public health impact is 57,940 DALYs
(47,868 DALYs from transportation and 10,072 DALYs from
waste facilities).

Public Health Impact Optimization (SWMN(F),)). Solving
SWMN(F,) leads to alayout that is quite different. Most of the
facilities are sparsely located across the region (Figure 5(c)).



10

-l

/

Optimal layout of MSWM system under cost objective

-—-———=—=Transportation routes from collection

center to sorting facility
Transportation routes from sorting
facility to disposal sites

Collection center
Sorting Facility (small &, medium A, Large‘)
Landfill (small @, medium ., Large.)

Incinerator (small =, medium = , Large .)

Journal of Advanced Transportation

Optimal layout of MSWM system under Avg. land use stress objective

-----—-—--——Transportation routes from collection

center to sorting facility
Transportation routes from sorting
facility to disposal sites

Collection center
Sorting Facility (small 4, medium 4 , Large‘)
Landfill (small @ , medium . s Large.)

Incinerator (small =, medium (= , Large .)

1O e

()

(b)

Optimal layout of MSWM system under public health impact objective

1o >

Transportation routes from collection
center to sorting facility
Transportation routes from sorting
facility to disposal sites

Collection center

Sorting Facility (small 4, medium A, Large‘ )
Landfill (small @, medium ., Large')
Incinerator (small @, medium ., Large .)

(©)

FIGURE 5: Optimal layouts of MSWM system under single-objective functions.
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TABLE 6: Results of multiobjective optimization.

Bi-objective Tri-objective

Minimizing Cost,

Minimizing Cost Minimizing Cost Minimizing Avg. Ave. Land Use
and Avg. Land Use and Public Health Land Use Stress & .
. Stress, and Public
Stress Impact and Public Health
Health
Total
. 13,123,748 12,309,316 12,128,780 10,313,519
transportation cost
Total land cost 6,692,561 10,973,973 12,124,521 10,511,253
Total Cost (USD i
otal Cost (USD) - Total “lr(‘)ssttr uction 22,465,381 21,349,224 23,941,083 22,864,008
Total operation
cost 17,448,975 16,729,273 19,823,509 17,268,910
Total cost 59,730,664 61,361,787 68,017,894 60,957,690
Satisfaction Level 63% 56% 28% 58%
Avg. Land-use
Land Use Impact Stress 0.159 0.857 0.242 0.466
Satisfaction Level 86% 13% 78% 54%
Transportation 24,483 17,704 8,997 8,384
Public Health Waste Facilities 31,117 5,050 4,018 1,342
Impact (DALY) ;
Total Public Health 55,600 22,754 13,015 9,726
Impact
Satisfaction Level 5% 69% 89% 95%
Average Satisfaction Level 51% 46% 65% 69%
Computational Time (Sec.) 37 35 33 82

A total of 22 facilities are opened (12 sorting facilities, 5
landfills, and 5 incinerators). Results in Table 5 show that
the optimal public health drops to 7,224 DALYs. The average
land-use stress and total cost increase to 0.985 and 74,740,757
US dollars, respectively. As expected, the land cost (21,035,012
US dollars) and construction cost (27,692,869 US dollars) are
mostly responsible for the cost increment. Clearly, reducing
public health is mostly a consequence of reducing the
transportation routes. This is also evident by looking at the
transportation cost (9,658,807 US dollars) which decreases
considerably. This is achieved by locating a large number of
facilities sparsely across the area. Consequently, the land-use
ratio is bound to worsen dramatically.

To sum up, the transportation cost reaches its minimum
when SWMN(F,) is solved. Its value is 20% smaller than
SWMN(F,). However, the land cost from SWMN(F,) ) is lower
than SWMN(F,) by 76%, and it is lower than SWMN(F,,) by
91%. For the total construction cost, SWMN(F,) is 12% lower
than SWMN(F,) because landfills have lower construction
cost than incinerators, and it is 38% lower than SWMN(F,)
because the number of sorting facilities is smaller. The reason
is that incinerators reduce the amount of land required, and
the cost of land in urban areas is typically more expensive.
The lowest operational cost is from SWMN(F,). Moreover,
focusing on the land-use stress impact, SWMN(F,,) results in
lower values compared to SWMN(F,) and SWMN(F),) (95%
and 97%, respectively). Finally, regarding the public health
impact, the SWMN(F,) result is lower than SWMN(F,) by

approximately 84% and lower than SWMN(F,) by approxi-
mately 88%.

4.2.2. Multiobjective Optimization. The results and the lay-
outs of MSWM networks are shown in Tables 6 and 7 and
Figure 6.

Total Cost and Average Land-Use Stress Optimization
(SWMN(E,, F,)). When the problem is solved minimizing
costs and land-use, sorting facilities and incinerators
are evenly distributed between urban and rural areas.
The landfills are located in rural areas due to larger land
requirements (Figure 6(a)). This scenario shows the tradeoft
between costs and land-use stress. Looking at SWMN(F,),
land-use stress satisfaction increases from 43% to 86% but it
deteriorates the total cost satisfaction level by 37% (Table 6).
Due to the higher potential impact of landfill facilities on the
overall land-use stress, SWMN(E,, F,) reduces the number
of facilities to only one large facility (Table 7). However, to
satisfy the total demand, three large incinerators are built.
Furthermore, the number of sorting facilities increases to 11
(7 small, 1 medium, and 3 large). As expected, this scenario
has high satisfaction levels of cost (63%) and land-use stress
(86%). Nevertheless, the satisfaction level of the public health
objective is extremely low (5%).

Total Cost and the Public Health Impact (SWMN(E,, F,)).
The results of optimizing costs and public health show that
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FIGURE 6: Optimal layouts of MSWM system under multiobjective functions.
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TaBLE 7: Number of facilities in the optimization scenarios.

) Sorting Facility
Scenario

Small size Medium size Large size Small size Medium size Large size Small size Medium size Large size

Incinerator

Landfill Avg. satisfaction

level

Minimizing 1 3 ) 0 0
cost

1 1 0 2 56%

Minimizing
avg. land 2 0 2 1 0
use stress

3 0 0 0 47%

Minimizing

public 5 6 1 3 2
health

impact

0 5 0 0 33%

Minimizing

cost and 7 1 3 0 0
avg. land

use stress

3 0 0 1 51%

Minimizing

cost and

public 3 3 3 0 0
health

impact

2 2 0 1 46%

Minimizing

avg. land

use stress 4 2
and public

health

2 0 0 0 65%

Minimizing

cost, avg.

land use 6 6 0 4 0
stress, and

public

health

1 3 0 0 69%

all facilities are sparsely distributed in urban and rural areas
(Figure 6(b)). This is because the two objectives share the
common goal of reducing the transportation routes so that
both health and costs are reduced. From Table 7, the sorting
facilities are now three for each size. Two large incinerators
are built and three landfills locations are selected (2 small 1
large). The average satisfaction is 46%. The satisfaction level
of cost is 56% while the satisfaction level of public health is
69% (Table 6). This result suggests a clear conflict between
these two objectives, despite the common goal of reducing
transportation routes.

Average Land-Use Stress and Public Health Impact
(SWMN(F,, F,)). Optimizing land-use and health impact
disregarding costs results in selecting only incinerators (1
small, 2 medium, and 2 large) due to their lower land-use
as opposed to landfills (Figure 6(c)). The number of sorting
facilities increases to 11, 5 of which are large, 2 medium, and
4 small. The average satisfaction level is 65% as land-use
stress (78%) and public health impact (89%) simultaneously
reach high levels (Table 6). However, the satisfaction level of
the total cost is reduced dramatically to 28%, suggesting that
this solution is not practical.

Total Cost, Average Land-Use Stress and Public Health Impact
(SWMN(E,, F,, F,)). Previous results have shown that both
single- and biobjective models fail to reach a good compro-
mise. Therefore, the problem is solved minimizing the three
objectives at the same time. This leads to an MSWM system
layout that is well balanced across the region (Figure 6(d)) as
this model mainly chooses small and medium-sized facilities
(Table 7). Normally, it is difficult to obtain solutions with high
satisfaction levels across all conflicting objectives. However,
this scenario gives the highest average satisfaction level
(69%) and offers an effective compromise between the three
objectives as each satisfaction level is above 50%.

5. Concluding Remarks

In this paper, we propose a novel network design optimiza-
tion model for MSWM which accounts for sustainability
in a comprehensive way. Specifically, we incorporate envi-
ronmental and social impact indicators with the economic
objective. A formal methodology is introduced to model
public health and land-use impacts. The first is measured
in terms of DALYs imposed by the waste operations on
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the population living close to the supply chain. To enforce
a fair use across a city’s subdistricts, the land-use metric
is computed as the ratio between used and available land.
The multiobjective formulation is translated into a single-
objective model aiming to minimize the maximum gap of
each objective from its optimal target.

A case study in Pathum Thani (Thailand) is developed
to validate the model while also providing results that can
be of public interest, to increase awareness and engage with
local stakeholders. The single-objective analysis highlights
the fact that focusing only on cost generates a supply chain
which imposes a serious burden on society. In fact, the
resulting land-use and public health metrics are far from
sustainable. However, single-objective models focusing on
public health or land-use are inefficient and they deteriorate
the metrics outside the objective. This further motivates
the multiobjective approach studied in this paper, where
a model is proposed to minimize the deviation of each
criterion from its optimal target. The best tradeoft between
the metrics is indeed achieved when all dimensions are
considered simultaneously.

The scope of this work, together with an increasing push
for a wide-range research focus on sustainability, provides
several interesting further extensions. Integrated modeling
approaches should be developed to simultaneously consider
interrelated supply chain decisions, as demonstrated by Mota
and et al. [41]. To this aim, optimization models can be devel-
oped to incorporate facility location decisions with other
decisions, such as waste collection schemes, transport modes,
and disposal technologies. This will require developing and
solving complex multiobjective location-routing problems.
Another line of research should focus on incorporating
uncertainty into the problem. It is clearly of interest to
investigate the extent to which the problem’s features such
as the amount of waste, the transportation costs, and their
inherent uncertainties can impact sustainability metrics and
costs. Finally, given the complexity of the current model and
its possible extensions, a further research direction should
focus on the development of efficient solution algorithms to
obtain good solutions on large realistic networks.
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With rapid development of technology and improvement of living standards, the per capita holding of automobiles greatly increases,
and the amount of end-of-life vehicles (ELVs) becomes larger and larger such that it is valuable to investigate an effective strategy
for recycling ELV's from the viewpoints of environmental protection and resource utilization. In this paper, an optimization model
with fuzzy and stochastic parameters is built to formulate the transportation planning problems of recycling ELVs in polymorphic
uncertain environment, where the unit processing and transportation costs, the selling price of reused items, and the fixed cost are
all fuzzy, while the demand in secondary market and the production capacity are random owing to features underlying the practical
data. For this complicated polymorphic uncertain optimization model, a unified compromising approach is proposed to hedge the
uncertainty of this model such that some powerful optimization algorithms can be applied to make an optimal recycling plan. Then,
an interactive algorithm is developed to find a compromising solution of the uncertain model. Numerical results show efficiency
of the algorithm and a number of important managerial insights are revealed from the proposed model by scenario analysis and

sensitivity analysis.

1. Introduction

L1. Background. With rapid development of technology and
improvement of living standards, the per capita holding of
automobiles greatly increases. In China, as the largest devel-
oping country with a population of around 1.3 billion, huge
amount of end-of-life vehicles (ELVs) is bringing enormous
pressure on its environment and human life. Actually, the
civilian car ownership in China has reached 137 million in
2013, and has been almost doubling every four years. If the
average lifespan of a car is 8-9 years, then the number of ELVs
will exceed 14 million in 2020 [1]. In the world, it is estimated
that the number of vehicles will rise to 1.85 billion by 2030,
and the scrap generated from the ELVs will be 3.71 billion
tonnes [2]. In an era of resources shortage and environmental
deterioration, recycling the ELVs can give birth to new-style
industry as a typical low-carbon and sustainable production
approach [3, 4].

It is well known that the ELVs contain a great amount
of reusable components and materials such as steel, copper,
rubber, etc. Therefore, recycling the ELV's offer considerable
economic and environmental benefits [5]. This fact has been
paid great attention either by governments, by industry or by
academia. Actually, the European Union (EU) has established
legal regulation that manufacturers are responsible for take-
back of ELVs from end-users, dismantling, shredding, and
recycling of ELVs [6]. Directive 2000/53/EC required that,
no later than 1 January 2015, for all the ELVs, the reuse and
recovery rate shall be increased to a minimum of 95% by an
average weight per vehicle and year. Within the same time
limit, the reuse and recycling rate shall be increased to a
minimum of 85% by an average weight per vehicle and year.
Japan had an ELV recovery rate of 85% in 2002, its attained
target reached 95% by 2015 [7].

In China, a series of relevant policies and regulations
have been issued to improve the management mechanism
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for the ELV recycling industry since 2001. The “automotive
products recycling technology policy” was implemented in
2006, which specifies utilization rate targets of the recyclable
products in China [8]. The established China automotive
material data system (CAMDS) in 2009 has played an impor-
tant role in implementing the automotive products recyclable
rate and the managing the ELVs. Chinese government has
legislated that “yellow label cars” (heavily polluting vehicles)
must be eliminated by 2017 [3]. Automotive components
remanufacturing, as an essential part in automotive life-cycle
development, has become a prominent direction to promote
sustainable planning of automobile industry in China [9].
Actually, these policies are bringing a great of economic and
environmental benefits to China.

1.2. Literature Review. Inrecent years, recovery of used prod-
ucts has become increasingly important owing to economic
reasons and growing environmental or legislative concern
[10]. Particularly, the ELV recycling plays an important role
for sustainable development. For example, each remanufac-
tured engine could save 68-83% of the energy required to
manufacture a new engine, and decrease carbon dioxide
emissions by 73-87%. The coolants and batteries in ELV's can
also be recycled, and it reduces emissions of greenhouse gases
and gases that lead to acidification. The main ingredient of
coolant is Solid CO,, and the electrolyte of lead accumulator
islead accumulator [1]. Recycling metals from the ELV's could
decrease the amounts of resources consumed building new
cars. If all the vehicle materials can be recycled to produce
new vehicles, about 30% of the energy consumption can be
saved [11].

Summarily, the ELVs contain a great quantity of reusable
components and materials such as steel, copper, rubber, plas-
tics, etc. which can be reused or remanufactured. Thus, the
remanufacturing industry of ELVs necessarily has strategic
significance as it better utilizes resources and creates higher
values. Especially, recycling ELV's can play an important role
in realizing the country’s sustainable development goals. In
2003, China has introduced extended producer responsi-
bility (EPR), which requires that any manufacturer should
participate in ELV take-back, dismantling, remanufacturing,
and so on [12]. The “automotive product recycling technol-
ogy policy” in China requires carmakers to improve the
design of vehicles, spare parts, and raw materials, as well as
reduce the use of lead and other environmentally hazardous
substances. Actually, this policy is an encouragement to the
carmakers such that more recycled materials from the ELVs
are used [13].

It is easy to see that recycling the ELVs depends on
establishment of an efficient ELV recycling network, which
not only can reduce the impact on the environment during
the recycling process, but also can facilitate the effective
reuse of recycled resources [14]. Furthermore, construction
of optimization models for production planning problems of
recycling the ELVs is helpful to provide the decision-makers
an optimal plan for the practical operation of the recycling
system [15].

In this connection, Cruz-Rivera et al. developed a reverse
logistics network design for collection of the ELVs in Mexico
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[16]. Demirel et al. proposed a deterministic mixed integer
linear programming (MILP) model for the ELV recycling
network design, where all of the end-users, collection centers,
dismantlers, shredders, landfills, recycling facilities, and sec-
ondary markets are included [6]. On the basis of [6], Demirel
et al. in 2017 developed a closed-loop supply chain for
the ELVs recycling, where some reusable components after
processing are sold to suppliers for remanufacturing [17].
Finally, new vehicles with the remanufactured components
will flow to consumers. Ene et al. considered refurbishment
in ELVs recycling network; the reusable parts must be
refurbished before they could be sold to secondary markets
[18]. Phuc et al. designed inspection centers in the ELV's recy-
cling system; those ELVs passing inspection is repaired in
the repair centers and then is sold to the used vehicle
markets [19]. Additionally, in [2], municipal solid waste
incinerator and advanced thermal treatment measures are
applied to dispose autoshredder residue (ASR) besides land-
filling.

In some of the existing models for recycling the ELVs,
various kinds of uncertainties have also been considered. It
suggests in [20] that uncertainty seems to be the key factor
influencing the management of ELVs. Ozkir et al. stated that
the selling price of products can be described by trapezoidal
fuzzy sets such that both seller’s and buyer’s satisfaction levels
are reflected [21]. In [19], the fixed cost, the transportation
cost and the processing cost were also regarded as trapezoidal
fuzzy sets in a reverse ELV recovery network. In [22], the
capacities of sorting entities for recycling the ELVs were
observed as random parameters, while the procurement
cost, the transportation cost, the processing cost, and the
storage cost were assumed to be interval parameters. In a
global supply chain management model proposed by Wan
et al, the demand of products for retailers is assumed
to be stochastic and depends on the price of products
[23].

Very recently, a polymorphic uncertain equilibrium
model (PUEM) was developed by Wan et al. for the prob-
lem of decentralized supply chain management, where the
demand of consumers was regarded as a continuous ran-
dom variable, and the holding cost of the retailer and the
transaction cost between the manufacturer and retailer were
described by fuzzy sets [24]. Then, for the PUEM, a deter-
ministic equivalent formulation (DEF) was first derived by
compromise programming approach such that the existing
powerful algorithms in the standard smooth optimization
were employed to find an approximate equilibrium point for
the uncertain problem. It is also noted that there are many
different approaches to removing uncertainty in the uncer-
tain model. For example, expectation method was applied
in [19] to deal with the fuzzy objective such that the fuzzy
objective can be converted into a deterministic one. Chance-
constrained programming method was adopted in [22] to
deal with the random constraints.

However, in the existing results for optimizing the system
of recycling the ELVs, there are still some deficiencies, which
can be briefly summarized as follows.

(1) Polymorphic uncertainty is rarely considered in this
special reverse logistics network. Especially, randomness of
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FIGURE 1: Structure of the ELV recovery network.

the demand in the secondary markets of reusable compo-
nents has not been taken account into design of an optimal
ELV recovery network.

(2) To hedge fuzziness of the objective function, the
expectation method is often applied to transform the fuzzy
objective into a deterministic one. Clearly, this method can
not address the feature of variance in a fuzzy set. A more
reasonable method should capture all information in a fuzzy
objective function, which includes the lower and upper
variances of a fuzzy set, as well as its center value.

1.3. Motivation of This Research. From the above literature
review, it is necessary to build a new polymorphic uncer-
tain optimization model for a more efficient system of the
ELV recovery management. In particular, this model should
simultaneously capture fuzziness and randomness of model
parameters in a ELV recovery network design. Then, as done
in [24], a unified compromising programming approach
should be presented to convert the PUOM into a deter-
ministic one such that the existing powerful optimization
algorithms can be applied to find an approximately optimal
strategy for recycling the ELVs.

In this paper, just like the mentioned reasons in [19,
21, 23, 24], we suppose that all of the fixed cost, the unit
transportation cost, the unit processing cost, and the unit
selling price of reused parts are fuzzy model parameters,
and both of the capacity and the demand are regarded to be
random variables. Then, our investigation proceeds along the
following three subsequent steps.

Step 1. In a polymorphic uncertain environment, we con-
struct a new optimization model to formulate the production
planning problems of ELV recovery system.

Step 2. To hedge uncertainty of the model, a unified com-
promising programming approach will be proposed, which
is associated with the following two phases: (1) in the first
phase, the original problem is converted into an auxiliary
crisp multiple-objective mixed integer linear programming
problem; (2) in the second phase, a novel interactive fuzzy
programming approach is proposed to find a preferred
compromising solution through an interaction between the

decision-maker with preference and the rational model
[25].

Step 3. To answer what is the practical significance of the
new model and the developed algorithm in this paper, we
will reveal some important managerial insights from the
proposed model by scenario analysis and sensitivity analysis.

The rest of the paper is organized as follows. Next section
is devoted to the description of problem and construction of
model. In Section 3, an interactive algorithm is developed.
In Section 4, numerical results of case study are reported. In
Section 5, sensitivity analysis is conducted, and some practi-
cal managerial implications are revealed from the constructed
model. Some conclusions and suggestions on future research
are presented in the last section.

2. Problem Description and Formulation

2.1. Problem Description. Similar to the setting in [6], the
network structure of ELV recovery system to be addressed in
this paper is shown in Figure 1.

As shown in Figure 1, the network nodes basically consist
of the ELV sources such as the last owners, insurance compa-
nies and abandoned vehicles, the collection centers, the dis-
mantlers, the shredders, the recycling facilities, the secondary
markets, and the landfills.

Specifically, the process flow of the recycling network
can be stated as follows. All of the ELVs must be treated
in formal dismantling companies. The collection centers or
dismantlers first procure the ELVs from the ELV sources.
Then, the ELVs in the collection centers will all be transported
to the dismantlers. In the dismantlers, it is first required
to remove and store separately the fuel, the motor oil, the
oil from transmission system, the hydraulic oil, the cooling
liquid, the liquid from the brake system, and other liquids and
hazardous substances if any. Subsequently, the components
or materials removed from the scrap car are considered
for reuse and recycling. Reusable ferrous and nonferrous
components are sold to the secondary market, while the
recycling materials, such as batteries, tyres, glass, plastics, and
waste oil, are sold to the recycling factories. The remaining



hulks are shipped to the shredders for further recycling. In
the shredders, some materials can be mechanically recycled
by shredder, air suction, magnetic sorters, and eddy current
sorters. Finally, the hulks are divided into ferrous material,
nonferrous material, and autoshredder residue (ASR). The
sorted metals will be allocated to steel mills or nonferrous
smelteries for further recycling, while ASR will be directly
transported to the landfill.

In the recycling network in [6], all of the end-users,
collection centers, dismantlers, shredders, landfills, recycling
facilities, and secondary markets are the nodes of this
network, and it is assumed that the last owners must return
their vehicles to one of the collection centers or dismantlers.
Different from the network in [6], Figure I indicates that (1)
only ferrous and nonferrous components for reusing are sold
to the secondary markets in our network; (2) there is no need
to build the recycling facilities for processing the battery, tyre,
glass, and plastics; instead, all of them are separately sold to
the existent factories which have equipment for recycling;
(3) our network is more in accordance with the suggested
recycling system in China by [26, 27].

The goal of this paper is to formulate the above recycling
network such that the total recycling cost is minimized, which
is associated with the costs of transportation, processing, dis-
posal, and the fixed opening costs in a multistage production
plan. In order to build an optimization model that is more
realistic than those available in the literature, uncertainty in
recycling system must be incorporated into construction of
model. Actually, due to incompleteness and unavailability
of desired data, it is inappropriate to assume that the fixed
opening cost, the unit transportation cost, the unit processing
cost, the unit selling price of reconditioned parts, the capacity,
and demand are all fixed constants. An acceptable approach
is to describe these parameters by uncertain mathematical
concepts from the theory of stochastic or fuzzy mathematics.
Especially, in this paper, we assume that the fixed opening
cost, the unit transportation cost, the unit processing cost,
and the unit selling price of reconditioned parts are fuzzy sets,
and the capacity levels of dismantlers, shredders, landfills,
and the demand of secondary markets are random variables.

For simplicity, we suppose that the membership function
of the relevant fuzzy sets is subject to possibility distribution
(see Figure 2). Mathematically, any trapezoidal fuzzy number
C is given by a membership function y; : R — [0, 1], where
for any ¢,

0, c<ch,
P
c—c
T P <ec<c™,
M —c
p=(c) =141, M <e<d™, (1)
0
d-c
m2<C<C0,
CO_Cm2
(o
0, c=>c,

cP, ™, ™, and ¢° are given constants. Different values
of ¢, ™, ¢™, and ¢° define various fuzzy sets. From this
viewpoint, any fuzzy number can be denoted by a quaternion
¢ = (cP,c™, ™, c°). For fuzzy number ¢, we call (™ - cP)
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FIGURE 2: The trapezoidal possibility distribution of fuzzy number
c.

its the upper variance, call (¢’ — ¢) its lower variance, and
(™ + ™) the center value.

2.2. Notations. Before construction of model, we first intro-
duce the following notations for readability.

Indexes

i: the labels of ELV sources, i = 1,2,...,1.

j: the labels of collection centers, j = 1,2,...,].

k: the labels of dismantlers, k = 1,2,...,K.

I: the labels of shredders, I = 1,2,..., L.

s: the labels of secondary markets, s = 1,2,...,S.

m: the labels of steel mills, m = 1,2,..., M.

n: the labels of nonferrous smelteries, n = 1,2,..., N.
p: the labels of oil recycling factories, p = 1,2,..., P.
q: the labels of battery recycling factories, q =

1,2,...,Q.
r: the labels of rubber recycling factories, r =
1,2,...,R

v: the labels of glass recycling factories, v = 1,2,..., V.

w: the labels of plastics recycling factories, w =
L,2,...,W.

u: the labels of landfills, u = 1,2,...,U.
t: the processing periods, t = 1,2,...,T.

Parameters

R;: the amount of ELVs returned from ELV source i
in period t (ton).

fri: the fixed opening cost for dismantler k in period
t (yuan).

fs: the fixed opening cost for shredder I in period ¢
(yuan).

pc;,: the unit cost of dismantling at dismantler k in
period ¢ (yuan/ton).

pcy,: the unit cost of shredding at shredder [ in period
t (yuan/ton).

pc,,,: the unit cost of disposal at landfill u in period ¢
(yuan/ton).

5, the unit price of selling of dismantler for ferrous
components for reusing in period t (yuan/ton).
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55+ the unit price of selling of dismantler for nonfer-
rous components for reusing in period t (yuan/ton).

S5, the unit price of selling of dismantler for oil for
recycling in period t (yuan/ton).

Sy the unit price of selling of dismantler for battery
for recycling in period t (yuan/ton).

S, the unit price of selling of dismantler for tyre for
recycling in period t (yuan/ton).

5S¢+ the unit price of selling of dismantler for glass for
recycling in period t (yuan/ton).

5;,: the unit price of selling of dismantler for plastics
for recycling in period t (yuan/ton).

Z,,: the unit price of selling of shredder for ferrous
material for recycling in period t (yuan/ton).

Z,,: the unit price of selling of shredder for nonferrous
material for recycling in period t (yuan/ton).

fzijt: the unit cost of transportation between ELV
source i and collection center j for ELV in period ¢
(yuan/ton-km).

tcy,: the unit cost of transportation between ELV
source i and dismantler k for ELV in period ¢
(yuan/ton-km).

tc ikt the unit cost of transportation between collec-
tion center j and dismantler k for ELV in period ¢
(yuan/ton-km).

tcyy,: the unit cost of transportation between dis-
mantler k and shredder [ for hulk in period ¢
(yuan/ton-km).

tc;,,: the unit cost of transportation between shredder
I'and landfill u for ASR in period ¢ (yuan/ton-km).

d;;: the distance between ELV source i and collection
center j (km).

d;.: the distance between ELV source i and dismantler

k (km).

d . the distance between collection center j and
dismantler k (km).

dy: the distance between dismantler k and shredder /
(km).

d;,: the distance between shredder I and landfill u
(km).

cay: the capacity of collection center j in period ¢
(ton).

cay,: the capacity of dismantler k in period ¢ (ton).
cay,: the capacity of shredder / in period ¢ (ton).
ca,,: the capacity of landfill u in period ¢ (ton).

de,,: the demand of secondary market s for reusable
ferrous components in period ¢ (ton).

de,,: the demand of secondary market s for reusable
nonferrous components in period ¢ (ton).

a: the weight percentage of hulk in ELV.

B,: the weight percentage of reusable ferrous compo-
nents in ELV.

B,: the weight percentage of reusable nonferrous
components in ELV.

B5: the weight percentage of oil in ELV.

B,4: the weight percentage of batteries in ELV.

Bs: the weight percentage of tyres in ELV.

Bs: the weight percentage of glass in ELV.

B, the weight percentage of plastics in ELV.

1: the weight percentage of ASR in hulk.

1, : the weight percentage of ferrous material in hulk.

#,: the weight percentage of nonferrous material in
hulk.

Decision Variables

Bjj,: theamount of ELVs transported from ELV source
i to collection center j in period t.

Cji: the amount of ELVs transported from ELV
source i to dismantler k in period t.

D 4 the amount of ELV's transported from collection
center j to dismantler k in period t.

Ej;: the amount of hulk transported from dismantler
k to shredder [ in period ¢.

Fj,,;: the amount of ASR transported from shredder [
to landfill u in period ¢.

Q1;,: the amount of ferrous components transported
from dismantler k to secondary market s in period t.

Q2,.,: the amount of nonferrous components trans-
kst p

ported from dismantler k to secondary market s in
period t.

Q3y.,;: the amount of oil transported from dismantler
k to oil recycling factory p in period t.

Q4+ the amount of batteries transported from
dismantler k to battery recycling factory g in period
L.

Q5,,,: the amount of tyres transported from disman-
tler k to rubber recycling factory r in period t.

Q6,,,: the amount of glass transported from disman-
tler k to glass recycling factory v in period ¢.

Q7 the amount of plastics transported from dis-
mantler k to plastics recycling factory w in period ¢.

Q8,,,;: the amount of ferrous material transported
from shredder [ to steel mill 71 in period ¢.

Q9,,,;: the amount of nonferrous material transported
from shredder I to nonferrous smeltery # in period ¢.
O, if dismantler k is opened in period t, Oy, = 1;
otherwise, Oy, = 0.
Oy,: if shredder I is opened in period t, O, = 1;
otherwise, O, = 0.



2.3. Construction of Model for the ELV Recycling. We now
formulate the objective function of the ELV recovery system
in a centralized decision-making mode, being referred as to 77.
The objective is to minimize the total cost of recycling system.
It is associated with the fixed opening cost, the transportation
cost, the processing cost, and the revenue from the sale
income of the recycled resources. Therefore, the total cost
function is written as

= FC+PC +TC - RE, )
where the total fixed opening cost is
ERIETD S
the total transportation cost on each arc of the network reads
TC = Z ; Zt:fé,.thijtd,.j + Z ; ;Eiktc,.ktdik
+ ; % 2?5 D e + % ; Zt:fékltEkltdkl
+ ; ; gfé,utplmdlu
+ ; Z gfzkstdks (Qly + Q24yr)
+ 3 e Qkpeddiy
P
+ ; ; gfqutmkqtqu (4)
+ ; Z gfzkﬁ@k,tdk,
¥ ; 2 ngkaémdkv
; Zt:?élthslmtdlm

Z ZElnthlntdln’
not

+ + +
™M -

the total processing cost of dismantlers, shredders, and
landfills is

PC = Z Z Zﬁzktcikt + Z Z ZﬁktD jkt
- P

i k¢t j

LDIDIY TRNED I I Y2 v
1 u t

)

k1t
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and the income from the sale of isolated materials is
RE = Z Z Z (51:QLkst +55,Q24t)
kK st
Y Y5 Q3+ ) Y D 5, Qlyy
k p ¢t k d t
2 55 Qe+ ) Y D 565 (6)
kTt k vt
+ Z Z Z§7tQ7kwt + Z Z Zzthslmt
Kk w ot ;[ om t
+ Z Z ZZZthlnt‘
I oot

Remark 1. Note that, in (3), (4), (5), and (6), the opening cost,
the unit transportation cost, the unit sale prices of all the
reused components from the ELVs, and the unit processing
cost for dismantling, shredding, and disposal at landfill are
all supposed to be fuzzy model parameters. The advantage
of this assumption is that these fuzzy parameters can reflect
uncertain information of cost or revenue which can not be
precisely calculated by statistical (financial) data. Actually, it
is often that depreciation degree of the production tools can
only be described as higher or lower, and market reputation
of the reused products can only be said to be more credible.
A fuzzy set is the most appropriate mathematical concept
to characterize these uncertain language evaluations such as
high, low, and credible.

Next, we present some practical constraints in minimiza-
tion of the total recycling expense.

The first type of constraints is on material flow balance of
network. It reads

YBy+YCy =Ry Viel teT, )
j k

ZBijt = ZDjkt’ Vjel, teT, (8)
7 %

ZEklt =« <zcikt + ZDjkt> >
] 7 ;

9
VkeK, teT,
ZQlkst =B (Zcikt + ZDjkt> ,
s i j (10)
VkeK, teT,
Zszst =P, (Zcikt + ZDjkt> ,
s i j (11)
VkeK, teT,
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ZQ3kpt = s (Zcikt + ZD jkt) ,
i j

P (12)
VkeK, teT,
> Qg = By (Zcikt +YD jkt> ,
1 i j (13)
VkeK, teT,
Y Qe =Bs | D Cite + D Dje |
’ i j (14)
VkeK, teT,
Y Q64 = Bs | D Cite + D Die |5
! i j (15)
VkeK, teT,
ZQ7kwt =B, (Zcikt + ZDjkt> s
Y i j (16)
VkeK, teT,
ZFlut = UzEku, VlieL, teT, 17)
u k
ZQ81mt =M ZEklt’ vl e L’ S T) (18)
m k
ZQ9lnt = UzzEku’ VieL, teT. (19)
u k

The second type of constraints is on capacities of collection
centers, dismantlers, shredders, and landfills. Owing to ran-
domness of capacities, it says that the following stochastic
inequalities should be satisfied:

B, <cay, VjeJ, teT, (20)
i
ZC"’“ + ijkt <Cay O VkeK, teT, 21
i j
Y Eyy<cay-Oy V€L, teT, (22)
k
YFE, <@y, YucU, teT, (23)
1

The third type of constraints is on the limited demands
in secondary markets for the used components. Since the
demands are random, the following stochastic inequalities
hold:

%Qlkst <dey, VseS, teT, (24)

;szst <dey, VseS, teT. (25)

The last type of constraints is on nonnegativity of decision
variables and binary variables:

Bijt> Cike> D jies Epaes Frup Qlises Q2> Q31> Qbiger Qdxrs

Q6kvt’ Q7kwt’ Qslmt’ lent >0, (26)

Vi, j, k1, s,m,n, p,q, 1, v, w, u,t,

OO, €{0,1}, VkeK,leL, teT. (27)
Consequently, we obtain a polymorphic uncertain optimiza-
tion model (PUOM) for the management problem of the ELV
recovery system:

min 7
(28)
subject to  (7) — (27).
Remark 2. Note that in (20)-(23), the capacities for the col-
lection centers, dismantlers, shredders, secondary markets,
and landfill are supposed to be random. This assumption
is based on the given probability distribution inferred from
statistical data of capacity, especially after long-term practical
production. In [20], the capacity of sorting entities for
recycling the ELV's was also assumed to be random.

Remark 3. Compared with the deterministic model built in
[18], PUOM (28) takes into account the fuzziness of cost
and selling price, as well as the randomness of capacity and
demand. Instead of simply describing the unit cost and selling
price by interval parameters as done in [22], we characterize
them by fuzzy sets which can contain more uncertain infor-
mation, especially those perceptual evaluations of decision-
makers in practice. Consequently, the proposed PUOM (28)
in this paper is a polymorphic uncertain programming
problem.

Remark 4. Since any uncertain optimization problem has
no any optimal solution from the viewpoint of standard
optimization theory, we have to make an optimal decision
by a compromising programming approach, as done in [24].
Specifically, chance-constrained and multiobjective opti-
mization approach will be first proposed to transform the
polymorphic uncertain optimization problem into a deter-
ministic equivalent formulation in Section 3.1. Then, an inter-
active algorithm will be developed to find a compromising
solution for the original uncertain optimization model on the
basis of analytic tools and the existing powerful algorithms in
the classical optimization theory.

3. Unified Compromising Programming
Approach and an Interactive Algorithm

In this section, we intend to develop a unified compromising
programming approach to treat the PUOM (28).

Our basic idea can be stated as follows. By chance-
constrained programming approach, we first hedge random-
ness of constraints in PUOM (28) such that the obtained
model is only involved with fuzzy parameters. Then, we con-
struct an auxiliary multiple-objective optimization problem



(MOOP) to convert the fuzzy model into a mixed integer
linear programming model. Finally, we develop an interactive
algorithm to find the compromising solution of the MOOP.

3.1. Unified Compromising Programming Approach. For sim-
plicity of statement, we now only consider a linear stochastic
constraint

alx <b, (29)

where x € R® is a vector of decision variables, a € R® is given
crisp vector of coefficients, and b is a random variable with
probability distribution function F;(-).

Based on the idea of chance-constrained programming
approach, equivalent deterministic formulation of (29) can be
obtained (see, for example, [22-24, 28, 29]). Specifically, for a
given confidence level 1 - § (§ € [0, 1]), (29) is equivalent to
that the following inequality:

Pr (aTx < I;) >1-0 (30)

always holds for any § € [0, 1], where Pr(-) represents the
probability that a stochastic inequality holds. The constraint
(30) can be replaced by

F, (aTx) <94. (31)

Thus, by definition of probability distribution function, (31)
can be approximated by an ordinary crisp constraint:

a'x<E'(5) (32)

for a given violation degree §. Particularly, the random
parameter b is subject to normal distribution, ie, b ~
N ([,tl;, 052 ), where 7 and 0y, are the mean and standard devi-
ation, respectively. Let @(-) express the standard normal

distribution function. Then, (32) reads

a'x <y + ©7(8) - 0. (33)
Let Fg (), Fg, (), Fgq, (), Fg, (), Fg (), and F7, () be
the probability distribution functions of the random variables
Cay, Cayy, Cay, Cay, cﬁzlst, and a/l;zm, respectively. From (32),
it follows that, for a given violation degree §, the constraints
(20)-(25) are replaced by

DBy <FEL (®), Vjel teT (34)

D Cika+ Y Dt < Foy (0)-Opy VKEK, teT, (35
i j

YEu<Fy )0y VIeL teT, (4
k

Y Fu < Fq (), VucU teT, 7
1
Y Q3 <F; (8), VseS teT, 9
k st
YQu <F; (8), VseS teT. (39)
k st
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If all the probability distributions are normal, then from (33),
we know that (20)-(25) can be further rewritten as

-1
2Byt < e, + @7 (8) 0,
i

(40)
Vjie], teT,
Zcikt + ZDjkt < (‘Ma}kt + (D_l (8) . O-Eakt) . Okt’
i ] (41)
VkeK, teT,
> B < (e, + @7 (8) - 0g,) - Op
k (42)
VieL, teT,
ZFlut < ‘Mfaut + q)_l (6) . O-Eaur’
! (43)
YueU, teT,
ZQ3kst Spz T ™ (5) "Ode,?
X (44)
VseS§, teT,
Y Qi < piz, + 07 ) 07,
X (45)

VseS, teT.

We are now in a position to treat the fuzzy objective
function in PUOM (28).

Since it is assumed that all the fuzzy parameters in 77
are subject to trapezoidal membership functions, 77 is a
trapezoidal fuzzy set as a sum of trapezoidal fuzzy ones
(see [25, 30, 31]). Denote @ = (nf,n™,n"™,n°). Instead
of minimizing (n? + 7™ + 2™ + 7°)/4 as in [19, 32,
33], we replace minimization of a fuzzy objective 7 by
minimizing an integrated crisp objective function, defined
by the membership functions of fuzzified 7™ + ™), (7° —
™), and (7™ — 7P) (see model (57). To minimize the total
cost and capture the uncertain (fuzzy) information in the
total cost function, we first need to construct an auxiliary
multiobjective optimization problem as follows:

min  Z; =" +71"™

max Z,=n"-n?

(46)
min  Zy;=n"-na"

st (7)—(19),(26) - (27),(34) - (39),

where
Zy =) 2 (fi + Fi) O+ 2 D (i + fi*) O
kot Tt
+Z 'zt:(tc;.';l
j

1
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+ ey )Blﬁdu + Z Z Z Gt + 6 ) Ciredlig

+ tc;;lci Djkfdjk + Z z z (t G T tckzt ) Exied
kK 1 t

+ tclut ) By, + Z Z Z (PCZ:I + PCZ:Z) Cike
i k t
+2. 2 2 (pey
7kt
+ Pth D + Z Z Z (peg* + pey”) Egay
kK 1t
+ Z Z Z (Pcutl
;u ot
+ Pcmz) Flut
+ Z Z Z ((tegy + toe ) dis
- (S L Sltz)) Qlyy
+ Z Z Z (t kst + tCkst) dks
— (' +857)) Qe
+ ; ; Z’ ((tc;;‘t + tckpt) di,
—(s5' + 57;;2)) Q3ppt
+ ; ; Z ((tc,?;‘t + tc]:';t) dig
— (s + Sy )) Q4
+ 22 2 (e + 167
k Tt
- (5?;1 + 52;2)) Q5pyt
+ Z Z Z (t vt + tckvt) dkv

- (S L 56t2)) Qb

* 22 2 (e
+ tckljt) dkw - (571.‘1 + S;r;z)) Q7kwt

DD OUCHELLE

9
- (Z:nt1 + Z:ntz) Q8lmt
+ 20 ) (e + 1)y,
] n ot
- (Z;rtl1 + Z;rtlz)) Q%>
(47)

S )0 TL (- 7)o
- Zt:( ljt
—tch,) Bydy + ) )Y (v — teh, ) Cadlie

i k t

+
-
-V

- tcjpkt) Djud ji + Z Z Z (tclzrlltl - tclflt) Epdi
© T

~t6f,) Fuedi + ). ) Y (pei = pef,) Cina
ikt
2 2 (par
j okt
- PC;Z) D + Z Z Z (Pcsr?l - Pcﬁ) Ey
k11
+ 22 (v
T w T
- Cft Fu

pex)
+;ZZW%-%J&

t

+ Z Z Z (tcl:z; - tclfst) dis = (52t 52t)) szst)
k St

(SSt - Ssr)) Q5
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+ zk: zv: Z ((tckvt - tclfvt) dkv
- (52? Sgt)) Q6yy
+ zk: ; Z ((tckwt tclfwt) dkw
- (S7t S7t)) Q7w
+ Z 2 2 (e, e )
- (Z;rtll - th)) Q8
+ Z Z Z (( lnt - tclnt) dln
- (ZZt ZZt)) Q9%
(48)
and

Zy=) > (fiu-fi

k t
ZZ( ljt Ijt )Bz]td
]

I3

(o
Z (tcjkt ]kt) D jyd j
t

) O + Z Z (fi - lrtnz)olt
1 t

+
-]

zkt Czktdzk

+ +
“DM =DM
=M

(teqy = tegy;) Exadi

+
~[M]
~M
-

(tcl(;t lut ) Flutdlu

+
-
=[]
-

(et = Pe’) Cire

+
-
-
-M

(P = Pey’) Dje

+
-
M
M

(peg = pei?) Eg

+
~™M
~M
~M

(P, = pCu?) F

+
-
=[]
-

(tc;c)st - tC]::i) dks - ( 1 Sltz)) Qlkst

+
~[M]
¢

.
.

(tc;c)st - tC]::i) dks - (SZt Sth)) szst

Z((tczpt kpt)dkp (5 = Sar” )

+
~[M]
¢

+
~[M]
~[M]

: Q3kpt
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e

=[]

2 ((tely =160 ) g = (5 = 1)) Qb

Z ((tc;c)rt - tCZZ) dkr - (Sgt - 5;’:2)) QSkrt
t

+
~M
™M

Z (tckvt - tckvt dkv (Sgt - Sg;z)) Q6kvt

t

+ Z Z Z (tCkwt kwt) dkw (S;t - S;’:z))
kK w t

' Q7kwt

#0002 (b~ teiys) diy = (23, = 2017°) Q8pe
rm T

#0002 (1, — 1) dy — (23, — 257)) QO
T

(49)

+
~M
™M

Clearly, the first objective in (46) is to minimize the total cost
and the last two objectives are used to capture the uncertain
information in the total cost as much as possible. In addition,
if (34)-(39) in model (46) are replaced by (40)-(45), then we
get a special case of model (46) under assumption of normal
distribution.

Remark 5. With the proposed unified compromising pro-
gramming approach, the randomness of constraints in
PUOM (28) first vanishes by chance-constrained program-
ming method. It is possible that the feasible region of
PUOM (28) is empty if the choice of violation degree &
is very small [24]. In other words, a suitable choice of
violation degree is important to the unified compromising
programming approach, which will be further addressed in
Section 4. It is also noted that the constraint of PUOM (28) is
involved with the inverse of distribution function. So, there
does not exist an explicit expression of such a constraint
in the case that it is difficult to calculate the inverse of
distribution function. Consequently, many powerful algo-
rithms in standard optimization theory can not be applied to
solve PUOM (28). Under assumption of normal distribution,
explicit expressions of the constraints can be obtained (see the
case study in Section 4).

Remark 6. Similar to [25, 31], we construct an auxiliary mul-
tiobjective optimization model (46) to hedge the fuzziness of
the objective function in (28). Intuitively, the reason why we
transform a fuzzy objective function into a three-objective
one is that it can push the trapezoidal possibility distribution
of the fuzzy total cost to the left as far as possible (see
Figure 3).

Actually, the first objective in (46) implies the total
cost, especially the part with degree of membership 1, is to
be minimized by minimizing the center value. The third
objective in (46) can minimize the area of the region (II)
in Figure 3 so as to reduce the risk of higher cost, while the
second objective in (46) can maximize the area of region
(I) in Figure 3 so as to increase the possibility of obtaining
lower cost. Clearly, the crisp model (46) is a deterministic
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0

FIGURE 3: Principle of three-objective optimization approach.

equivalent formulation of the PUOM (28). To the best of our
knowledge, it is the first time that the management problem
of ELV recovery is treated by this approach in a polymorphic
uncertain environment. For example, an expectation method
was recently presented to convert the fuzzy model into a crisp
one in [19].

3.2. Interactive Algorithm. With the preparation in
Section 3.1, we now develop an interactive algorithm to
find a compromising solution of PUOM (28), different from
the hybrid heuristic algorithm developed in [24].

Algorithm 1.
Step 1. Choose an acceptable violation degree & for the

random constraints. Solve the following three mixed integer
linear programming problems (MILP):

min  Z,
(50)
st (7) —(19),(26) - (27),(34) - (39),
max Z,
(51)
st (7) —(19),(26) - (27),(34) - (39),
min  Z,
(52)

s.t. (7)—(19),(26) — (27),(34) - (39).

Denote x'*, x**, and x>* by the optimal solutions of (50), (51),
and (52), respectively. The corresponding optimal values of

the three objective functions are referred to as 7 ) Z;‘, and
Zl3, respectively. Compute

Z! = max {Z1 (xz*) A (x3*)} ,
7, = min {22 (xl*) A (x3*)} , (53)
Z5 = max {Z3 (xl*) A (xz*)}.

Clearly, Zf. and Z{' are the upper and lower bounds of the i-th
objective function, i = 1,2, 3.

Step 2. With Zf. and Z, formulate a trapezoidal membership
function for the objective function Z;. Specifically, we fuzzify

11

ta, (fhz,)
A

v

zhzh ZHZ3)

(a) Membership function for Z,(Z3)

v

Z 7z
(b) Membership function for Z,

FIGURE 4: Fuzzification of the three objective functions.

Z, and Z, and Z; by specifying their membership functions
(also see Figures 4(a) and 4(b)):

1, Z, <7
Z” V4
vz, (Z,) = 7 Z,l, Zi <z, <7v (54)
0, VAR-YAR
0, Zy,< 7
Z, -7
Yz, (2,) = Z’Z‘ Z?’ 7 <z, <7t (55)
1, Z,> 7!
and
1, Zy< 7}
zZ5-Z
bz, (Zs) = 7 Zf, Zi<zy<zyi  (56)
0, Zy 275,
respectively.

Step 3. The decision-maker decides a compensation coefhi-
cient y and a weight 8, for the h-th objective function, h =
1,2,3. Then, an integrated model is defined by

max A(x) =pAy+(1-y Zehyzh (x)

(57)

st Ay < Uz, (x), h=1,2,3,

(7) - (19),(26) - (27),(34) - (39),

where A is an auxiliary variable.
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Input parameters of PUOM (28)

!

Analytically express Model (46) by compromising approach

|

Solve Subproblems (50), (51) and (52) to get Z?, le, ZI; by (53)

|

Use Z}', Z5 and Z} to fuzzify Z, by (54), (55) and (56), h = 1,2, 3

!

Choose a compensation coefficient and three weights to get the integrated Model (57)

!

Solve Model (57) for a given violation degree

!

Is solution of Model (57) satisfactory? }£>

Update compensation coefficient

yes l

Reduce violation degree

l

T‘ Is the feasible region of Model (57) empty? ’

yes l

‘ Output the satisfactory solution ’

FIGURE 5: Logic chat of Algorithm 1.

Step 4. Select a violation degree 8* as small as possible to
ensure solution existence of the deterministic model (57).

Step 5. Solve model (57). Denote x* and A; the optimal
solution of (57). Clearly, corresponding to 8", the satisfaction
degree of the three objective functions at least attains A;.

Step 6. If the decision-maker is satisfied with this current
compromising solution, go to Step 7. Otherwise, update the
value of compensation coefficient by y =: y + Ay, where
1 -y > Ay > 0. Return to Step 5.

Step 7. Choose a smaller 8”. If the feasible region of (57)
is empty for 8", then the algorithm stops and the decision-
maker determines the most satisfactory 8%, x* and A,
amongst all of the previous numerical results. Otherwise,
return to Step 5.

The logic of Algorithm 1 can be demonstrated by the
flowchart in Figure 5.

Remark 7. In Step 2, the three membership functions defined
by (54), (55), and (56) are degenerate trapezoidal functions.

Since our aim is to minimize Z,, smaller values of Z, than
le are always preferable. Thus, it is nature to make the degree

of membership equal to 1 for any value of Z; less than le.
In this case, the left side of the membership function 7 (Z,)
is degenerate. The similar reason can be used to explain the
definitions of yz (Z,) and pz (Z3).

Remark 8. In Step 3, as done in [34], a fuzzy programming
approach is employed to convert a multiobjective optimiza-
tion problem into a single-objective problem such that an
interactive algorithm is developed to find a compromising
solution of the PUOM (28). Clearly, by maximizing the
integrated degree of membership A in model (57), we obtain
a compromising solution such that both the total cost and
its variance (the decision-making risk) become as smaller as
possible. Actually, the first term in the objective function of
model (57) describes the lower bound of the membership
degree of all the three fuzzy objectives; greater lower bound
means higher degree of overall satisfaction, with which the
three objectives are simultaneously improved. The second
term in the objective function of model (57) makes a trade-oft
between the overall satisfaction and the individual one.
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Shaoyang ’

Huaihua
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(a) The map of Hunan province
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« ELV resources

» Collection centers
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« Shredders
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(b) Recovery network of five key cities

FIGURE 6: Recovery network in Hunan province.

Remark 9. In [34], an interactive algorithm was developed to
solve a problem of purchasing, production, and distribution,
which is involved in multiple suppliers, one manufacturer,
and multiple distribution centers. It is shown that this algo-
rithm always generates unbalanced and balanced solutions
based on the decision-maker’s preferences. Similar to [34],
we develop Algorithm 1 to find a compromising solution of
the polymorphic uncertain recycling problems of ELVs in
this paper. Numerical experiments in Sections 4 and 5 will
show that Algorithm I can reveal more valuable managerial
insights from the proposed model (2) than the solution meth-
ods available in the literature. Especially, by our algorithm, we
can show how to choose an optimal compensation coeflicient
and a violation degree (see Section 4).

4. Case Study with Different
Algorithmic Parameters

In this section, we will apply the presented model and
algorithm in Sections 2 and 3 to solve practical ELV recovery
management problems in Hunan, China.

4.1. Case Description. According to [3], China has built a
number of ELV recycling enterprises. In this case study, we
attempt to deal with the end-of-life car recovery management
problem of the five key cities (Changsha, Zhuzhou, Xiangtan,
Hengyang, and Shaoyang) in Hunan (see Figure 6), consid-
ering that the data can be collected completely.

For convenience, the centers of the five cities are regarded
as the ELV sources, and all of the relevant collecting enters,
dismantlers, shredders, landfills, secondary markets, and
recycling factories are distributed in these cities with given
locations (see Figure 6(b) and Tables 1-6). It is noted that, for
some cities, there are more than one dismantler, secondary
market, oil, or glass factory, or there is no any landfill,
secondary market, rubber, or plastics factory in practice.

A part of available data on unit costs of transportation
and processing, selling price and material weight percentages
of ELVs are deregistered from [6] (see Tables 7-11). For
simplifying this case study, we only consider a single-period
recycling problem. Referring to the government data on
scrapped vehicles [12], the amount of ELVs from the five
sources are estimated by

R, = 1073,

R, = 587,

R, =418, (58)
R, = 1087,

Rs = 1077.

The aim of this case study is to answer the following questions:
(1) How to determine an optimal transportation plan for
the ELV recycling network?
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TABLE I: Size of the decision variables.
U S P Q R 14 w M N
6 5 2 2 2 2 2 2 2 2 2
TaBLE 2: Sites of all items.
Changsha Zhuzhou Xiangtan Hengyang Shaoyang
Resource 1 2 3 4 5
Collection center 1 2 3 4 5
Dismantler 1 2,3 4 6 5
Shredder 2 1 3 5 4
Landfill 2 - 1 - -
Secondary market 1,2 - - - -
Steel mill 1,2 - - - -
Non-ferrous smeltery 1 - - 2 -
Oil factory 1,2 - - - -
Battery factory 1 - - 2 -
Rubber factory - 1 - - 2
Glass factory 1,2 - - - -
Plastics factory - - 1 - 2
TaBLE 3: Distance between areas (km).
Resources Collection centers
1 2 3 4 5 1 2 3 4 5
Dismantlers
1 12.8 39.7 40 150.1 186.1 21.8 59.8 46.4 150.9 153.1
2 56.9 11.1 23.7 114.1 178.4 60.2 13.8 36.3 116.4 138.7
3 46.3 5.7 18.5 120.3 177.6 49.8 229 31.9 122.2 139.2
4 126.3 82.9 82.4 44 148.4 124.9 64.8 81.8 48.8 105.1
5 157.3 146 134.1 90.1 28.2 148.8 143.3 121.6 84.3 15.5
6 149.6 118.9 111.5 22.5 93.4 144.2 107.3 103.6 16.6 53.3
Collection centers
1 10 49.8 43.7 147.6 170.2 - - - - -
2 67.4 20.2 27.2 100.7 170.5 - - - - -
3 46.9 26.9 13.4 104.8 146.8 - - - - -
4 152 17 111.4 6.1 109.9 - - - - -
5 148.3 133.6 122.1 75.5 43.5 - - - - -

(2) What are the impacts of violation degree § on the three
objectives Z,, Z,, and Z, for a fixed compensation coefficient
y?

(3) What are the influences of compensation coefficient y
on the least satisfaction degree A,?

4.2. Numerical Solution of the ELV Recycling Model. We
choose the weights of the three objectives 6, = 0.4, 0, =
0.3, and 6; = 0.3, respectively. Then, we solve model (57)
by Algorithm 1. The optimal values of the decision variables
are reported in Table 12 in the case that § = 0.1 and
y = 0.5.

Table 12 indicates the follow-ing:

(1) All the ELVs from the five sources are transported to
collection centers 1, 2, 4, and 5, while the quantities of trans-
portation between the ELV sources and collection centers 3
and 6 are zeros.

(2) The most admissive quantity of ELVs from the ELV
sources is 1935, which is actualized by the first collection
center. The minimal quantity of transportation occurred to
the second collection center (229 units of ELV).

(3) From the optimal results, all the 4242 ELVs are
transported to the collection centers from the ELV sources.
That is to say, there is no direct transportation between the
ELV sources and the dismantlers.

(4) All the ELVs at collection centers 1, 2, 4, and 5 are
transported to Dismantlers 1, 5, and 6.

(5) All the hulks are transported from the dismantlers
to Shredders 2, 3, and 5. Then, from the shredders, the total
2630 tons of ferrous material and 169.68 tons of nonferrous
material are sold to the steel mills and the nonferrous
smelteries, respectively.

(6) The total disposal quantity is 637.3 tons and all the ASR
are disposed in the two landfills.
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TaBLE 4: Continued Table 3.
Shredders Secondary markets
1 2 3 4 5 1 2
Dismantlers
1 123.2 251 39.1 194.6 42.0 10.2 2.3
2 75.3 50.7 33.4 182.8 21.9 39.5 46.7
3 85.8 42.6 27.2 183.0 17.8 28.8 36.1
4 40.4 129.2 87.1 145.2 80.1 111.6 119.8
5 160.2 185.1 128.4 31.7 134.1 155.2 160.8
6 100.7 165.6 110.9 871 110.3 140.1 147.7
Landfills
1 148.7 39.4 59.5 204.0 65.3 - -
2 88.1 50.9 14.4 170.2 4.7 - -
Steel mills
1 117.8 33.0 29.7 185.1 33.8 - -
2 114.7 333 272 184.0 30.8 - -
Non-ferrous smelteries
1 149.4 33.0 65.3 214.1 69.3 - -
2 75.7 156.5 106.2 113.9 102.7 - -
TABLE 5: Continued Table 4.
Oil Battery Rubber Glass Plastics
1 2 1 2 1 2 1 2 1 2
Dismantlers
1 12.8 8.7 6.6 177.7 36.1 200.6 7.6 5.5 43.3 164.6
2 53.4 53.8 42.7 143.54 17.3 191.5 40.6 51.3 29.0 144.2
3 42.8 43.6 32.1 149.3 9.8 191.2 30.1 41.0 24.5 146.3
4 121.9 129.2 115.2 72.9 85.6 157.5 115.3 126.2 81.0 98.2
5 153.6 171.4 157.5 86.9 142.9 39.9 161.9 168.5 128.1 31.5
6 145.1 158.6 143.4 30.7 118.5 100.2 145.7 155.4 107.1 39.8
TABLE 6: Probability distribution of capacity/demand (ton).
aa; ca, ca ca, de,, de,,
N (2000, 50°) N(2000, 50%) N(1500, 45°) N(500,20%) N(200, 10%) N(100, 5%)

TaBLE 7: The fixed opening cost (x10° yuan).
i Ji
(1.235,1.245,1.255,1.26) (4.975,4.99,5.01,5.02)

TaBLE 8: Unit processing cost (yuan/ton).

e,
(440,480,520,550)

pey
(240,260,280,300)

P
(1820,1920,2000,2080)

4.3. Impacts of Violation Degree. It is easy to see that the
feasible region of model (57) is closely related to the violation
degree §. For a smaller violation degree, the feasible region
becomes smaller because a decreasing & implies higher
restriction on capacities or demands. Thus, it is useful to
analyze the impacts of violation degree on the optimal solu-
tion for the presented unified compromising optimization

approach in this paper. For this, we change the violation
degree § with a step length of 0.01.

In Table 13, numerical results are given for different
violation degrees with a fixed y = 0.5.

Table 13 demonstrates the following:

(1) With an increasing violation degree, satisfactory
degree of the solution by the proposed unified compromising
optimization method becomes greater. On the other hand,
from A, > 0.5, it follows that the satisfaction degree of the
compromising method can give a more satisfactory solution
than the expectation method in the literature.

(2) Both of the center value and the lower deviation of
the fuzzy objective function, Z, and Z,, are increasing as
the violation degree takes a smaller value, while the upper
deviation Z, is decreasing.

(3) Since variations of the center value, the lower and
upper deviations, seem to be greater within the same change
of violation degree, it suggests that decision-makers should
choose a violation degree as small as possible in practice,
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TABLE 9: Unit transportation cost of each item (yuan/ton-km).
16t fcy oy tq,
(1.8,1.92,2.02,2.1) (0.7,0.76,0.82,0.86) (0.3,0.37,0.44,0.5) (0.9,0.97,1.04,1.1)
[ Gt ot Gy tG, G E oty
(1.4,1.47,1.54,1.6) (0.6,0.67,0.74,0.8) (0.5,0.57,0.64,0.7) (0.4,0.47,0.54,0.6)
TABLE 10: Unit selling price of each item type (x10’yuan/ton).
Sut Sy Sx Su
(2.1,2.3,2.5,2.65) (10.5,11.3,12.3,13) (3.5,3.7,3.9,4.0) (0.56,0.6,0.64,0.67)
Sst Sot S Zy
(0.14,0.145,0.15,0.155) (0.3,0.4,0.5,0.58) (5,5.6,6.2,6.6) (0.44,0.48,0.52,0.55)
Zy
(1.4,1.47,1.54,1.6)
TABLE 11: Weight percentage of each item.

« B B, B Bs Bs Bs B n M 4v
0.81 0.06 0.04 0.017 0.013 0.03 0.015 0.015 15/81 62/81 4/81
TABLE 12: Numerical solution in the case that § = 0.1 and A = 0.5.

Variable Value Variable Value Variable Value Variable Value
B, 1073 E, 431.2 Q2 774 Q6 29.025
By, 587 Es, 3013 Q3. 32.895 Q7,5 29.025

By, 418 Eq, 125 Q35 6.324 Q7s, 5.58
B,, 1087 Eqs 144.23 Q36,4 32.895 Q7,, 29.025
B, 848 F,, 210.3975 Q4,, 25.155 Q8,, 869.6
Bs, 229 F,, 158.8043 Q4s, 4.836 Q8. 656.4
Dy, 1935 F,, 2670982 Q4 25.155 Qs 1104
D, 229 Ql,, 116.1 Q5,, 58.0 Q9,, 56.1065
D,, 930 Ql,, 22.32 Q5. 1116 Q9;, 423478
D, 143 Ql,, 116.1 Q56 58.05 Q9s, 712262
D, 1005 Q2,, 774 Q6,, 29.025
E, 1136.1 Q2 14.88 Q6 5.58

TaBLE 13: Optimal solutions of different violation degree (y = 0.5).
D A Ao z, z, Z, vZ, vZ, vZ,
0.15 0.58486327 0.5061525 506224571 342850.6 269717.2 - - -
0.14 0.58485733 0.5061454 50622502.3 342849.1 269718.2 45.2 -1.5 1.0
0.13 0.58485261 0.5061407 50622650.9 342848.2 269718.9 14.9 -0.1 0.7
0.12 0.58484835 0.5061360 50622728.4 342847.2 269719.6 58.4 -1.0 0.7
0.11 0.58484195 0.5061289 50622844.6 342845.7 269720.6 106.2 -1.5 1.0
0.10 0.58483555 0.5061218 50622960.9 342844.2 269721.7 116.3 -1.5 11
0.09 0.58482881 0.5061139 50623026.2 342842.6 269722.8 65.3 -1.6 11
0.08 0.58482275 0.5061077 50623193.4 342841.3 269723.7 167.1 -1.3 0.9
0.07 0.58481635 0.5061006 50623309.9 342839.8 269724.8 116.5 -1.5 1.0
0.06 0.58480776 0.5060912 50623475.2 342837.8 269726.1 165.3 -2.0 1.4
0.05 0.58479702 0.5060794 50623681.1 342835.4 2697278 205.9 -2.5 1.7
0.04 0.58478627 0.5060676 50623888.4 342832.9 269729.6 207.3 -2.5 1.7
0.03 0.58477089 0.5060503 50624126.1 342829.3 269732.1 2377 -3.6 2.5
0.02 0.58475481 0.5060323 50624386.1 342825.5 269734.7 260.0 -3.8 2.6
0.01 0.58473918 0.5060109 50624154.1 342821.0 269737.8 -231.9 -4.5 3.1
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TABLE 14: Impacts of different compensation coefficient (8§ = 0.02).

Y A Ao Z, Z, Zs

0.1 0.6477901 0.5051697 50571344.3 342645.3 269860.4
0.2 0.6319046 0.5056313 50605879.4 342741.7 269793.2
0.3 0.6162438 0.5060323 50624386.1 342825.5 269734.7
0.4 0.6004978 0.5059748 50618897.1 342813.5 269743.1
0.5 0.5847548 0.5060323 50624386.1 342825.5 269734.7
0.6 0.5690160 0.5060412 50624749.2 3428274 269733.4
0.7 0.5532663 0.5060345 50624774.6 342826.0 269734.4
0.71 0.5516919 0.5060346 50624774.7 342826.1 269734.3
0.72 0.5502479 0.5156469 52976829.1 344834.1 268333.4
0.73 0.5490104 0.5156425 52976206.2 344833.2 268334.1
0.74 0.5479271 0.5330710 57636118.5 348474.4 265793.9
0.8 0.5444988 0.5330710 57636113.5 348474.3 265793.9
0.9 0.5387847 0.5330708 57636081.8 348474.3 265794.0

provided that the feasible region of model (57) is nonempty.
In other words, one can obtain a better return with the same
violation by this way.

4.4. Impacts of Compensation Coefficient. Since the compen-
sation coefficient (y) reflects importance of the least satisfac-
tion degree in model (57), a suitable choice of compensation
coefficient is necessary to any decision-maker. Actually, a
higher value for y implies that more attention is paid to a
greater lower bound of satisfaction degree, corresponding to
more balanced compromising solutions [25].

We are in a position to study how the compensation
coeflicient affects the satisfaction degree. For this, we solve
model (57) by changing the value of compensation coeflicient
with a step length of 0.01. Additionally, from the results in
Section 4.3, we fix § = 0.02. Numerical results are listed in
Table 14.

From Table 14, it follows that

(1) With an increasing compensation coeflicient, the
value of A, becomes greater, while the value of A becomes
smaller. When y > 0.71, the least satisfaction degree A,
the center value Z,, the upper deviations Z,, and the lower
deviations Z; all generate great changes.

(2) Both of the center value and the upper deviation of
the fuzzy objective function, Z, and Z,, are increasing as
the compensation coefficient takes a greater value, while the
lower deviation Z; is decreasing. This phenomenon implies
that the membership degrees of the three objective functions
not always become larger or smaller simultaneously.

(3) If the decision-maker prefers to a higher satisfaction
degree A, he/she could choose a relatively higher value of
y for an optimal solution. Table 14 shows that there exists a
threshold value (y = 0.74 or so for the given scenario).

5. Sensitivity Analysis of Model Parameters

In this section, by sensitivity analysis of model parameters,
we attempt to reveal some valuable managerial implications
from our model and algorithm. Specifically, we will address
the following issues:

(1) How do the standard deviations (ST) of random
coefficients and the variances of fuzzy coefficients affect the
optimal strategy of the ELV recovery system?

(2) What are the impacts of the above deviations and
variances on the satisfaction degree zz;l Oz, (x), the center
value Z;, and the deviations Z, and Z,?

5.1. Impacts of Fuzzy Cost Coefficients. Since the cost coefli-
cients in model (2) are fuzzy, we conduct sensitivity analysis
by changing the variance of fuzzy sets so as to reveal what are
their impacts on the optimal solution.

A change of cost coefficients often influences enterprise’s
decision. So, an interesting question is to answer whether
there exist some differences among different types of cost
coeflicients or not.

We change the dispersion levels of different fuzzy cost
coefficients in model (2) by a step length of 5% increment.
An addition of 30 scenarios is conducted in order to obtain a
generalization of the proposed model. The 30 scenarios are
the combination of the 10 different levels of the fixed cost,
10 different levels of the transportation cost, and 10 different
levels of the processing cost. Then, we implement Algorithm 1
to solve the corresponding models. Numerical results are
presented in Tables 15, 16, and 17 and in Figure 7.

From Tables 15, 16, and 17 and Figure 7, it is clear that

(i) From Tables 15, 16, and 17, the increment in dispersion
level of fixed and processing cost coefficients causes
a change in choice of opening sites of dismantlers
and shredders. But the increment in dispersion level
of transportation cost coeflicients only influences the
choice of opening sites for the dismantlers. In any
scenario, the number of opening points is not affected
by the dispersion levels of fuzzy cost coefficients.

(ii) A larger dispersion level leads to a lower satisfaction
3 . o

degree thl. Ghﬂz, (x). In Flgl.lre 7('71), it is seen that

the processing cost has obvious influence on the

satisfaction degree, compared with the fixed cost and

the transportation cost in the range of 10%-25%.
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TaBLE 15: Impact of fixed cost coefficients’ variance on choice of opening sites.
Open or not 5% 10% 15% 20% 25% 30% 35% 40% 45% 50%
K1 1 1 1 1 1 1 1 1 1 1
K2 0 0 0 0 0 0 0 0 0 0
K3 1 0 0 0 0 0 0 0 0 0
K4 0 1 1 0 0 0 1 0 0 1
K5 0 1 1 1 1 1 1 1 1 1
Ko6 1 0 0 1 1 1 0 1 1 0
L1 0 0 0 0 0 0 0 0 1 1
L2 1 1 1 1 1 1 1 1 1 1
L3 1 1 1 1 1 1 1 1 0 1
L4 0 0 0 0 0 0 0 0 0 0
L5 1 1 1 1 1 1 1 1 1 0
TABLE 16: Impact of processing cost coefficients’ variance on choice of opening sites.
Open or not 5% 10% 15% 20% 25% 30% 35% 40% 45% 50%
k1 NA 1 1 1 1 0 0 1 1 1
k2 NA 1 0 0 0 1 1 1 1 0
k3 NA 1 0 1 0 1 0 0 0 0
k4 NA 0 1 0 1 1 1 1 0 0
k5 NA 0 1 0 0 0 0 0 0 1
k6 NA 0 0 1 1 0 1 0 1 1
L1 NA 0 0 1 0 1 1 0 0 0
L2 NA 1 0 0 0 0 0 1 1 1
L3 NA 1 1 1 1 1 1 1 1 1
L4 NA 0 1 0 1 0 0 0 0 0
L5 NA 1 1 1 1 1 1 1 1 1
TaBLE 17: Impact of transportation cost coefficients’ variance on choice of opening sites.
Open or not 5% 10% 15% 20% 25% 30% 35% 40% 45% 50%
K1 1 1 1 1 1 1 1 1 1 1
K2 0 1 0 0 1 0 0 1 1 0
K3 1 0 1 1 0 1 1 0 0 1
K4 1 1 1 1 1 1 1 0 0 0
K5 0 0 0 0 0 0 0 0 0 0
K6 0 0 0 0 0 0 0 1 1 1
L1 0 0 0 0 0 0 0 0 0 0
L2 1 1 1 1 1 1 1 1 1 1
L3 1 1 1 1 1 1 1 1 1 1
L4 0 0 0 0 0 0 0 0 0 0
L5 1 1 1 1 1 1 1 1 1 1

Beyond a threshold value (25% or so for the given
scenario), their impacts on the satisfaction degree

ZZZI Ghﬂz, (x) have no sharp distinction.

(iii) From Figures 7(b), 7(c), and 7(d), the increment in

cost dispersion level brings about the increase of the
center value Z, and the deviations Z, and Z;, no
matter it is the fixed cost, the processing cost, or the
transportation cost. The contribution from the pro-
cessing costs is greater than those from the fixed cost

and the transportation cost. Therefore, we suggest that
it is the most important measure to improve the ELV
recovery efficiency by adopting advanced processing
technology and machinery equipment, which can
raise the entire satisfaction degree and reduce the
system cost.

5.2. Impacts of Fuzzy Selling Prices. Since the selling prices in
model (2) are also fuzzy, we similarly conduct the sensitivity
analysis of selling price by changing the variance of fuzzy
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FIGURE 7: Sensitivity of fuzzy cost coefficients’ variance.
TaBLE 18: Impact of nonferrous components’ selling price on choice of opening sites.
Open or not 5% 10% 15% 20% 25% 30% 35% 40% 45% 50%
K1 1 1 1 1 1 1 1 1 1 1
K2 0 0 0 0 0 0 0 0 0 0
K3 0 0 0 0 0 0 0 0 0 0
K4 1 0 0 0 0 0 0 0 1 0
K5 1 1 1 1 1 1 1 1 1 1
K6 0 1 1 1 1 1 1 1 0 1
L1 0 0 0 0 1 1 1 1 0 0
L2 1 1 1 1 1 1 1 0 1 1
L3 0 0 0 0 0 0 0 1 1 1
L4 1 1 1 1 0 0 0 0 0 0
L5 1 1 1 1 1 1 1 1 1 1

sets so as to reveal what are its impacts on the optimal solu-
tion.

By changing the dispersion level of the fuzzy selling prices
in model (2) with a step length of 5% increment, 40 scenarios
are generated, which consist of 10 different levels of the selling
price of ferrous components, 10 different levels of the selling
price of nonferrous components, 10 different levels of the
selling price of ferrous material, and 10 different levels of the
selling price of nonferrous material.

Implement Algorithm 1 to solve the corresponding mod-
els. From the results of numerical experiments, it is found that
only the selling price of ferrous and nonferrous components

generates serious impact on choice of opening sites. For this
reason, we only present the numerical results on fuzzy selling
prices of nonferrous components and ferrous materials in
Tables 18 and 19, while those on the fuzzy selling prices of
ferrous components and nonferrous materials are omitted. In
Figure 8, we further present the impacts of their variances on
ZZ:I Oz, (x), Zy, Z,, and Z3, respectively.
From Tables 18 and 19, and Figure 8, it is easy to see that

(i) Tables 18 and 19 show that the increment in dispersion
level of selling price of nonferrous components and
ferrous material generates a change in choice of
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TABLE 19: Impact of ferrous material’ selling price on choice of opening sites.
Open or not 5% 10% 15% 20% 25% 30% 35% 40% 45% 50%
K1 1 1 1 1 1 1 1 1 1 1
K2 0 0 0 0 0 0 0 0 0 0
K3 0 0 0 0 0 0 0 0 0 0
K4 1 0 1 1 1 0 0 0 1 0
K5 1 1 1 1 1 1 1 1 1 1
K6 0 1 0 0 0 1 1 1 0 1
L1 0 1 0 1 0 1 1 0 1 0
L2 1 1 1 1 0 0 0 1 0 1
L3 0 1 0 1 1 1 1 1 1 1
L4 1 0 1 0 1 0 0 0 0 0
L5 1 0 1 0 1 1 1 1 1 1
7
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FIGURE 8: Sensitivity of selling price’s variance.

opening sites for the dismantlers and shredders. In
any scenario, the number of opening sites is not
affected by the dispersion levels of fuzzy selling
price.

(ii) Larger dispersion level leads to greater satisfaction
3 . o

degree thlehyzh(x). From Figure 8(a), it is clear
that, with increasing variances, the satisfaction degree
22:1 Oz, (x) becomes greater. The selling price of
nonferrous components causes the most obvious
change, followed by ferrous material, ferrous compo-
nents, and nonferrous material. When the increment
reaches 50%, their satisfaction degrees are the same.

(iii) From Figures 8(b), 8(c), and 8(d), an increasing
selling price dispersion level causes a drop of the
center value, Z,, and the variances, Z, and Z;. The
contribution from the selling price of nonferrous
components is greater than those from the others.
When the increment reaches a threshold value (50%
or so for the given scenario), the center values Z,
are the same. Therefore, more satisfactory solutions
may be obtained as the selling price variances of the
nonferrous components or ferrous materials properly
increase.

A comparison between Figures 7 and 8 indicates that
reducing the variances of fuzzy cost coefficients is more
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TaBLE 20: Impact of capacity’s ST in dismantlers.
Open or not 5%-10% 15% 20%-35% 40% 45%-90% 95% 100%
K1 1 1 1 1 1 1 1
K2 0 0 0 0 0 0 0
K3 0 0 0 0 0 0 0
K4 0 1 0 1 0 1 0
K5 1 1 1 1 1 1 1
Ko6 1 0 1 0 1 0 1
TaBLE 21: Impact of capacity’s ST in shredders.
Open or not 5% 10% 15%-60% 65% 70%-95% 100%
K1 1 1 1 1 1 1
K2 0 0 0 0 0 0
K3 0 0 0 0 0 0
K4 0 1 0 1 0 1
K5 1 1 1 1 1 1
K6 1 0 1 0 1 0
TaBLE 22: Impact of capacity’s ST in landfill.

Open or not 5%-40% 45%-55% 60% 65% 70%-75% 80% 85%-90% 95%-100%
K1 1 1 1 1 1 1 1 1

K2 0 0 0 0 0 0 0 0

K3 0 0 0 0 0 0 0 0

K4 0 1 0 1 0 1 0 1

K5 1 1 1 1 1 1 1 1

Ko6 1 0 1 0 1 0 1 0

TaBLE 23: Impact of demand’s ST in secondary markets for ferrous components.

Open or not 5%-25% 30%-70% 75% 80%-85% 90%-100%
K1 1 1 1 1 1
K2 0 0 0 0 0
K3 0 0 0 0 0
K4 0 1 0 1 0
K5 1 1 1 1 1
K6 1 0 1 0 1

effective on increment of satisfaction degree and reduction
of expected total cost than that by increasing the variances
of fuzzy selling prices. Thus, instead of increasing the selling
prices, decision-makers should pay more attention to reduc-
tion of the processing costs, the transportation costs, or the
fixed opening costs.

5.3. Impacts of Randomness. In construction of model, we
have assumed that the capacities and demands in model (2)
are random. Thus, one of our concerns is to test the impact of
their ST on the optimal solution.

By changing the value of ST with a step length of 5%
increment, 120 scenarios are generated. Then, we imple-
ment Algorithm 1 to solve the corresponding models. From
the results of numerical experiments, it is found that the
capacity’s ST in dismantlers, shredders, and landfills and the

demand’s ST in the secondary markets for ferrous compo-
nents have impacts on the choice of opening sites for the
dismantlers, while none of the ST generates serious impact on
the choice of opening sites for the shredders. For this reason,
we only present the numerical results that cause impacts on
the choice of opening sites in Tables 20, 21, 22, and 23, while
the other scenarios are omitted. In Figure 9, we present the
impacts of ST on ZZ:I Oz, (), Zy, Z,, and Zs, respective-
ly.

From Tables 20, 21, 22, and 23 and Figure 9, it is concluded
that

(i) The increment of ST causes two kinds of schemes
for choosing the opening sites of dismantlers. In our
scenario analysis, we should open Dismantlers 1, 5,
and 6 or open Dismantlers 1, 4, and 5 (see Tables 20,
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FIGURE 9: Sensitivity of standard deviation.

21,22,and 23). In any scenario, the number of opening
sites is not affected by ST.

(ii) An increasing ST has almost the same impact on the
satisfaction degree, i.e., ZZ:I 0, vz, (x), but the impact
is extremely small (see Figure 9(a)). Comparatively
speaking, the impact of the capacity’s ST in disman-
tlers is obvious than those in the other nodes.

(iii) The center value Z; and the deviations Z, and Z,
are affected by the increasing ST (see Figures 9(b),
9(c), and 9(d)). However, compared with Figures 7
and 8, it is seen that the impacts caused by ST are quite
smaller than that caused by that of cost coefficients
or selling prices on the center value Z, and the
deviations Z, and Z;. That is to say, uncertainty of
costs may be more critical to the decision-making
than that of demand and capacity if the demands or
the processing capacities are large enough, as shown
in the conducted case study.

6. Conclusions and Directions of
Future Research

In this paper, we have built an optimization model with
fuzzy and stochastic parameters for the production planning
problems of recycling ELVs under polymorphic uncertain
environment by taking into account a number of uncertain
parameters.

For this complicated PUOM, a so-called chance-con-
strained and multiobjective programming method has been
proposed to find a compromising solution for an optimal plan
of recycling ELVs. Scenario analysis and sensitivity analysis
have indicated that the developed algorithm is efficient and
can provide a number of valuable managerial insights from
the PUOM model.

Specifically, main results in this paper include the follow-
ing:

(1) The proposed model and the developed algorithm
in this paper have provided an efficient quantitative
method to find a compromising (optimal) policy for
the practical ELV recovery management problem in
an uncertain environment. In particular, the pro-
posed method can help decision-maker to choose an
optimal number of opening recovery sites, optimal
transportation quantities in the ELV recovery net-
work.

(2) Faced with uncertainty in ELV recovery management,
decision-makers could choose a relatively greater
compensation coefficient to make a greater least satis-
faction degree as they apply the presented model and
algorithm in this paper into the practical decision-
making. Moreover, by our model and algorithm, some
critical threshold values being associated with an
optimal recovery policy can be found out in the
case that the practical recovery environment chan-
ges.
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(3) Variance of fuzzy costs or selling prices may lead
to a change of opening sites for the dismantlers
or shredders. Reducing the variance of processing
costs or increasing the variance of selling prices are
two effective methods to make a larger satisfaction
degree for the ELV recovery system. Reduction of
the costs such as the processing costs and the trans-
portation costs generate more significant impacts on
the optimal recycling policy than the change of the
component selling prices in the secondary markets.

(4) Small changes of demand and capacity would not
generate serious impact on the optimal recovery
policies in the case that the demands or the processing
capacities are large enough. It is suggested that adopt-
ing advanced processing technology and machinery
equipment is the most important measure to improve
the ELV recovery efliciency in this case. That is to say,
fuzziness of costs may be more critical to the decision-
making than randomness of demand and capacity.

For future research, the problem can be extended to
a closed-loop green supply chain system. Especially, if the
deterministic equivalent formulation of the original model is
nonsmooth or is involved with hundreds of integer variables
(the number of dismantlers and shredders), then develop-
ment of heuristic algorithms is necessary since it is an NP-
hard problem.

Additionally, if one considers the games between govern-
ments and recycling enterprises, it is worth further studying
new models from the perspective of game theory, rather than
from the centralized decision-making mode in this paper.
Particularly, in the case that the collection centers and the
processing centers of ELVs seek to maximize their profits as
different agents, it is necessary to construct a new model in
decentralized decision-making mode.
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In order to ensure high-quality and on-time delivery in logistic distribution processes, it is necessary to efficiently manage the
delivery fleet. Nowadays, due to the new policies and regulations related to greenhouse gas emission in the transport sector,
logistic companies are paying higher penalties for each emission gram of CO,/km. With electric vehicle market penetration, many
companies are evaluating the integration of electric vehicles in their fleet, as they do not have local greenhouse gas emissions,
produce minimal noise, and are independent of the fluctuating oil price. The well-researched vehicle routing problem (VRP) is
extended to the electric vehicle routing problem (E-VRP), which takes into account specific characteristics of electric vehicles.
In this paper, a literature review on recent developments regarding the E-VRP is presented. The challenges that emerged with the
integration of electric vehicles in the delivery processes are described, together with electric vehicle characteristics and recent energy
consumption models. Several variants of the E-VRP and related problems are observed. To cope with the new routing challenges in
E-VRP, efficient VRP heuristics and metaheuristics had to be adapted. An overview of the state-of-the-art procedures for solving

the E-VRP and related problems is presented.

1. Introduction

The vehicle routing problem (VRP) is an NP-hard optimiza-
tion problem that aims to determine a set of least-cost deliv-
ery routes from a depot to a set of geographically scattered
customers, subject to side constraints [1]. The problem was
first defined by Dantzig and Ramser [2] as the Truck Dis-
patching Problem. VRP is a generalization of the well-known
traveling salesman problem (TSP), which aims to design one
least-cost route to visit all the customers. The problem has
applications in several real-life optimization problems, which
has led to the definition of many problem variants over the
years: limited vehicle load capacity (capacitated VRP, CVRP),
customer time windows (VRP with time windows, VRPTW),
multiple depots (multidepot VRP, MDVRP), pickup and
delivery (VRP with pickup and delivery, VRPPD), time-
dependent travel time (time-dependent VRP, TD-VRP), het-
erogeneous fleet (mixed fleet VRP, MFVRP), etc. [3, 4].
Due to the complexity of the problem, exact procedures are
only capable of optimally solving small-sized problems: up

to 360 customers for CVRP [5] and 50-100 customers for
VRPTW [6]. Over the years, a vast number of heuristics,
metaheuristics, and hybrid procedures were proposed for
solving different VRP problems.

In the past decade, the European Union (EU) has
announced many new actions and regulations related to
greenhouse gas (GHG) emissions in the transport sector
[7]. External factors and the rise of social and ecological
awareness have prompted green initiatives in many com-
panies. Conventional internal combustion engine vehicles
(ICEVs), which are dependent on limited fossil fuels, severely
pollute the environment, especially in congested urban areas.
According to WEEA [8], the EU intends to decrease GHG
emissions by 20% and 40% by 2020 and 2030, respectively.
Sbihi and Eglese [9] introduced the research field of green
logistics, which deals with the sustainability of delivery
processes by taking into account environmental and social
factors. With the electric vehicle (EV) market penetration,
many logistic companies evaluated the use of the EVs in
their vehicle fleet in order to decrease GHG emissions and,
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therefore, reduce the charges for every emission gram of
CO,/km. EVs have several advantages compared to ICEVs:
(i) they do not have local GHG emissions; (ii) they produce
minimal noise; (iii) they can be powered from renewable
energy sources; and (iv) they are independent of the fluctu-
ating oil price [10, 11]. There are two basic configurations of
EVs: the battery electric vehicle (BEV), which is exclusively
powered from batteries mounted inside the vehicle, and the
hybrid electric vehicle (HEV), which can be powered from
batteries inside the vehicle or by other energy sources, most
commonly internal combustion engine. The plug-in HEV
(PHEV) can be recharged by connecting the plug to the
electric power source. In this paper mostly BEVs for logistic
purposes are considered, where two main problems come to
the fore: limited driving range and the need for additional
recharging infrastructure.

Due to the limited battery capacity, the range that delivery
BEVs can achieve with a fully charged battery is 160-240 km
[12], which is much lower than the 480-650 km range of
ICEVs [13]. To achieve a similar driving range as ICEV's, BEV's
have to visit charging stations (CSs) more frequently. Today,
there is still a lack of CSs in the road network infrastructure,
and their locations and energy demand should be planned
in future infrastructural plans. For an empty BEV to become
operable again, battery energy has to be renewed at a CS.
This can be performed in two ways: (i) by swapping empty
batteries with fully charged ones at Battery Swapping Station
(BSS) or (ii) by charging at CS [14, 15]. The former process
can be performed in a time comparable to the refueling time
of ICEVs. In the latter process BEVs recharge their batteries at
CSs by plugging into the electric power source. The recharge
time depends on the state of charge (SoC) when entering the
CS, the desired SoC level when leaving CS, and the charging
function.

L1 Recent Literature Reviews and Scientific Contribution.
Here we present, to our knowledge, the most recent literature
reviews on the E-VRP and related problems.

Juan et al. [16] presented a review regarding the envi-
ronmental, strategic, and operational challenges of EV inte-
gration in logistics and transportation activities. The authors
performed a comprehensive analysis of environmental chal-
lenges including the transportation impact on the pollution
and EVs possible contribution to the reduction of carbon
emissions. Regarding the strategic challenges, the authors
presented issues related to CSs: battery swap technology,
different charging technologies, CS location problem, limited
number of charges, and charging network; issues related to
the EVs: mixed fleet of ICEVs and EVs, economic challenges
when integrating EVs in a fleet, and routing constraints.
The solution approaches for the E-VRP were presented in
general, as a class of VRP solving procedures. Similarly,
Margaritis et al. [17] presented practical and research chal-
lenges of EVs focusing on battery development, lack of
charger compatibility, systematic energy management, the
lack of optimization procedures that could minimize the
EV routing and scheduling decisions, cooling/heating usage,
financial sources, novel policies, measures for EV deployment
in transport services, etc.
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Montoya [18] researched several variants of the E-VRP:
green VRP (GVRP), E-VRP with partial recharging and
nonlinear charging functions, and the technician routing
problem with a mixed fleet of ICEVs and EVs. For each
problem, effective solving procedures were proposed: multi-
space sampling heuristic, iterated local search enhanced with
heuristic concentration, and two-phase parallel metaheuris-
tic based on solving a set of subproblems and extended set-
covering formulation. The authors also formulated a fixed
route vehicle charging problem (FRVCP) with and without
time windows to optimize the charging decisions for a route
with a fixed customer sequence. The authors did not focus as
much on reviewing the E-VRP literature, especially not on the
procedures for solving the problem. Compared to Montoya
[18], this paper did not focus as much on the FRVCP and
technician routing problem or on detailed procedures used
to solve those problems.

The most recent survey on the E-VRP is presented by
Pelletier et al. [19] and it includes technical background
on EV types and batteries, EV market penetration, EV
competitiveness and incentives, and an overview of the
existing research regarding EVs in transportation science.
The authors provided a comprehensive review on, at the time,
the latest solving procedures for the E-VRP with mixed fleet
and optimal paths and covered several key papers regarding
partial recharges, hybrid vehicles, and different charging
technologies.

In this paper, a survey on the E-VRP is presented,
which includes approaches for solving the E-VRP and related
problems that emerged with BEVs integration in the logistic
processes. The focus is not on the economic and environmen-
tal challenges related to BEVs. Most of the latest literature
reviews were published in 2016; hence, to the best of our
knowledge, there is no published research that summarizes
the state-of-the-art research in the E-VRP field. In this paper
we outline the following contributions:

(i) a review of the recent energy consumption models
that could be used in BEV routing models;

(ii) an updated literature review and a concise table
summary of already reviewed E-VRP variants such
as GVRP, mixed fleet, BSSs, partial recharges, and
different charging technologies;

(iii) a review of the additional emerged E-VRP variants,
which include hybrid vehicles, CS siting, nonlinear
charging function, dynamic traffic conditions and
charging schedule optimization;

(iv) a comprehensive analysis of operation research proce-
dures in the E-VRP, which includes an overview of the
procedures employed for solving various E-VRP vari-
ants, highlighting state-of-the-art procedures, and a
concise table summary of the applied procedures.

1.2. Organization of This Paper. The remainder of this paper
is organized as follows. In Section 2, the E-VRP is described
and the literature review of the basic problem formulation
is presented. In Section 3, basic characteristics and recent
energy consumption models of BEVs are described together
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with the BEV’s application and evaluation in the delivery
processes. In Section 4, variants of the E-VRP are presented
with some related problems from the literature. In Section 5,
approaches for solving E-VRP are presented, which include
state-of-the-art exact, heuristic, metaheuristic, and hybrid
procedures. The conclusion and future research directions are
given in Section 6.

2. Electric Vehicle Routing Problem

With BEV penetration in logistic distribution processes, a
problem of routing a fleet of BEVs has emerged: the E-
VRP. The E-VRP aims to design least-cost BEV routes in
order to serve a set of customers by taking into account
often used constraints: vehicle load capacity, customer time
windows, working hours, etc. [3, 20]. Additionally, BEVs
have the limited driving range which directly corresponds to
more frequent recharging events at CSs. CSs can be built at
separate locations as public CSs or mounted at customers’
locations as private CSs. The time needed to travel to a CS
and the recharging time are important aspects of fleet routing,
especially if customer time windows are taken into account.
To the best of our knowledge, the first research regarding
the routing of an electric fleet was published by Gongalves
et al. [21], with the authors observing VRPPD using a mixed
fleet of EVs and ICEVs. Refueling of the vehicle is performed
at the location where the need for the refueling occurred and
the total refuel time is computed, based on the total distance
traveled by the EV. Conrad and Figliozzi [22] formulated
recharging VRP in which vehicles with limited driving range
are allowed to refuel at customers’ locations during the route
to up to 80% of the vehicle’s battery capacity. The authors
described an application of the model and analyzed the
impact of different driving ranges, fixed charging times, and
time windows on EV routes and solution quality. The results
indicated that customer time windows greatly limit route
distance when recharging time is long and vehicle range
is constrained. Erdogan and Miller-Hooks [23] formulated
GVRP in which a fleet of vehicles is powered by alterna-
tive fuels (alternative fuel vehicle, AFV): biodiesel, ethanol,
hydrogen, methanol, natural gas, electricity, etc. AFVs can
refuel at separately located stations, with fixed refueling
time. The authors did not consider customer time windows
and vehicle load capacity constraints. New problem-specific
instances were developed and two heuristics for solving the
problem were applied. The results showed that the limitation
of driving range severely increased the number of refueling
stations and the total traveled distance in the solution. A
similar problem was researched by Omidvar and Tavakkoli-
Moghaddam [24], in which the authors added vehicle load
constraint, customer time windows, and congestion manage-
ment, as the vehicle can stay at the customer’s location during
the congestion hours. The authors minimized emission and
pollution costs by applying commercial software for solving
small instances and two metaheuristics for solving larger
instances. Schneider et al. [25] published the first research
on routing a BEV fleet by taking into account possible
visits to CSs and charging time dependent on the SoC level
when entering a CS. The problem was formulated as E-VRP

with time windows (E-VRPTW) as they took into account
load, battery, and time window constraints. The authors
formulated E-VRPTW as the mixed integer linear program
(MILP) on the complete directed graph G, where customers
are modeled as graph vertices and paths between customers
are modeled as graph arcs. Here, the basic model formulation
is given. Let V. = {1,...,N} be a set of geographically
scattered customers who need to be served, and let F be a set
of CSs for BEVs. In order to allow multiple visits to the same
CS, a virtual set of CSs F' is defined. Vertices 0 and N + 1
denote the depot, and every route begins with vertex 0 and
ends with vertex N + 1 (V5,1 = V U {0} U {N + 1}). Graph
G is defined as G = (Vy y,, U F', A), where A is set of arcs,
A={(i,j) | i,j € Vo UF', i # j}. Depending on the real-
life constraints, different (4, j) arc values can be interpreted
as distance d;;, travel time f;;, energy consumption e;;, speed
Vjj» cost ¢;;, etc. The binary variable x;; = {0, 1} is equal to 1
it arc (i, j) is traversed in the solution, and 0 otherwise. The
whole MILP program for the E-VRPTW with equations for
load, battery, time windows, flow, and subtour constraints is
presented by Schneider et al. [25].

In the VRP, it is customary for the primary objective
to minimize the total number of vehicles used (1) and then
to minimize the total distance traveled (2) or some other
objective functions [26]. Total vehicle number is a primary
objective as generally greater savings can be achieved with
fewer vehicles (vehicle fixed costs, labor cost, etc.). Such an
objective is contradictory as with fewer vehicles total traveled
distance increases and vice versa. By taking into account the
high purchase cost of BEVs, such a hierarchical objective
seems justifiable in BEV routing applications [25, 27].

min Z Xoj 0

min Z dijx;j 2)

i€V UF',j€Vy, UF i j

Objective functions can be complex with simultaneous mini-
mization of vehicle number, total traveled distance [28], total
travel times [29], total routing cost and planning horizon [11,
27,30, 31], GHG emission [32, 33], energy consumption [34-
36], etc. Total routing costs of BEVs usually consist of BEV
acquisition cost, circulation tax, maintenance, costs related
to the energy consumption (electric energy price), cost of
battery pack renewal after its lifetime, labor costs, etc. Instead
of a single-objective function, some authors use multiobjec-
tive function, i.e., fuel consumption and total driving time
[37], fuel consumption and route cost [38], battery swapping
and charge scheduling [39], etc. An overview of different
objectives in E-VRP is presented in Table 1 in the column
Objective.

3. Battery Electric Vehicles in
Delivery Processes

The major problem that BEVs in delivery processes are
facing is the limited driving range. Grunditz and Thiringer
[101] analyzed over 40 globally available BEVs, which can
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be categorized into small, medium-large, high-performing,
and sports cars. All of the BEV models utilize lithium-based
batteries, especially lithium-ion [102] with battery capacity
and distance varying within the ranges 12-90 kWh and 85-
528 km, respectively. An average medium-sized personal BEV
has a battery capacity of 30 kWh, which is enough to travel
250 km. In the delivery process, mostly light vans and freight
BEVs are used, which have a shorter driving range (160-
240 km) compared to the driving range of ICEVs (480-650
km) [13, 43, 103]. The reason is that the battery has lower
specific energy (130 Wh/kg) than the fossil oil (1233 Wh/kg),
and the amount of energy that can be stored in the battery
is much lower than in the fossil oil. Batteries mounted in
BEVs are mostly the main cause of high acquisition costs
and technical limitations as the battery degrades over time,
resulting in decreased maximal capacity. Pelletier et al. [104]
concluded that the battery should be replaced after five
to ten years or after 1,000 to 2,000 cycles with large SoC
variations. The authors also described factors that influence
such battery degradation: overcharging, overdischarging,
high and low temperatures, high SoC during storage, large
depth of discharge, etc., and they presented battery degra-
dation models that can be used in goods distribution with
BEVs.

3.1. BEV Application. BEVs are more likely to be used on
short distances and/or in urban areas where they are more
effective than ICEVs due to the low driving speed, low
noise production, frequent stops, and financial incentives.
In cases when the average route length is short, such as the
average FedEx route length in the USA, which is 68 km
[12], BEVs can be applied directly and recharging can be
performed on return to the depot. BEVs are already being
applied in such occasions: DHL, UPS, FedEx, and Coca-
Cola [105, 106] use BEVs mostly for last-mile deliveries
as distances are shorter and vehicle loads are lower. Many
companies are performing case studies of integrating BEV's
in their delivery fleet. Lin et al. [60] were debating the use
of BEVs in time-precise deliveries as the long recharging
time at CS causes hard completion of an on-time delivery,
which then significantly increases the overall routing costs.
Davis and Figliozzi [10] and van Duin et al. [43] evaluated
a wide range of scenarios to compare the routing costs of
ICEVs and BEVs. Van Duin et al. [43] concluded that BEVs
have the ability to efficiently perform urban freight transport
and meanwhile to reduce the GHG emissions and noise
nuisance. Davis and Figliozzi [10] reported that BEV's are not
competitive if the solution to the same problem results in a
higher number of BEV's than the number of ICEVs. For BEV's
to be competitive, the authors pointed out a combination
of several key elements: high daily distance (as much as
maximum BEV driving range), low speeds and congestions,
frequent customer stops, the reduction of a BEV’s purchase
cost by tax incentives or technology development, and long
planning horizon. On the other hand, Schiffer et al. [27]
conducted a case study using freight BEVs for deliveries with
a planning horizon of five years and compared the results
to the delivery done by conventional freight trucks. Several
characteristics of the performed case study are important:
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(i) delivery radius up to 190 km from the depot; (ii) CSs
located at customers’ locations, which allows simultaneous
charging while unloading goods; (iii) already existing strong
current at CSs; and (iv) vehicles returning to the depot at least
once a day. Overall, the authors concluded that there is no
operational limitation when using BEVs compared to ICEVs,
as the used number of vehicles and total traveled distance are
competitive, and at the same time, the overall costs are lower
with almost 25% less CO, emission. A year later, Schiffer et
al. [11] repeated the case study with more realistic costs when
a strong current at the CS is not available and concluded
that, with the higher CS investment costs, BEVs are no
longer competitive. To fully assess the integration of BEVs in
logistic processes, the authors pointed out three key elements:
different network structures, future CO, emission policies,
and future technology development (battery capacity and
charging infrastructure).

3.2. Energy Consumption. Due to the low specific energy,
energy consumption should be precisely estimated in order
to achieve a BEV’s maximal driving range and to reduce
the overall routing costs. The energy consumption can be
estimated by simulation models but due to the complexity of
the E-VRP and unknown driving cycles in advance, mostly
macroscopic models with several real-world approximations
are applied in the BEV routing models. In the available
literature, energy consumption is often estimated using lon-
gitudinal dynamics model (LDM). Here, the LDM of Asamer
et al. [107] is presented. Force F needed to accelerate and to
overcome resistances (grade, rolling, and air) is given by (3),
where m is vehicle mass (mostly empty vehicle), a accelera-
tion, v vehicle speed, g gravitational constant, f the inertia
force of vehicle rotating parts (up to 5% of the total vehicle
mass), « road slope, ¢, rolling friction coefficient, ¢, air drag
coefficient, p air density, and A vehicle frontal air surface. If
F > 0, the vehicle is accelerating and power is needed for
the movement of BEV (motor mode); otherwise, if F < 0,
deceleration (braking) or driving downhill is occurring and
energy is returned into the BEV’s battery as the electric engine
has the ability to return the energy (recuperating mode).
By process of recuperation, up to 15% of totally consumed
energy can be returned [51, 108]. Electric power that comes
from the battery is divided into the auxiliary power P, and
mechanical power P,, = Fv. Auxiliary power is spent on
the electronic devices in the vehicle: heating, ventilation,
light, etc., which can shorten the BEV’s range up to 30%
[109]. Battery power P, can be computed by (4), where y,,, is
the transmission coefficient between the electric motor and
drivetrain, p, is the conversion ratio from chemical energy
in the battery to electric energy, and g, is the conversion
ratio from mechanical energy on wheels to chemical energy
stored in the battery. Energy is returned into the battery
only if the force F is lower than zero and speed is higher
than the experimentally determined value v,,;, [107]. Energy
consumption can be computed by the time integration of

(4).
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Goeke and Schneider [30] extended the energy consump-
tion model by taking into account variable vehicle load mass
when delivering goods without acceleration and braking
processes. In the CVRP variants, as customers are being
served, vehicle load is decreasing. The authors concluded that
actual load strongly improves the solution quality, as a large
number of solutions generated without taking into account
load distribution tend to be infeasible due to the violation of
battery capacity or time windows.

Genikomsakis and Mitrentsis [85] presented a more
realistic electric engine model: the load-efficiency curve is
approximated by piecewise function and the normalization
factor is added to take into account the motor size. The
authors used the recuperation energy factor dependent on
the vehicle speed as follows: below v,,;, there is no energy
recuperation, beyond v,,,,, maximum energy is recuperated,
and in between linear interpolation of energy recuperation
is assumed. Therefore, regarding the energy recuperation the
authors observed two cases: (i) when recuperated energy
exceeds the consumption of the auxiliary devices and the
excess of energy is stored into the battery; (ii) when recu-
perated energy is not sufficient to cover the consumption
of the auxiliary devices and thus the energy is drawn from
the battery. The authors compared their model on nine char-
acteristic driving cycles (short/long, congested/uncongested,
highway, etc.) to the FASTSim simulation tool [110], and this
resulted in a relative energy consumption error of up to 4%.
The developed energy consumption model was used to create
adatabase of coeflicients for several key characteristics: motor
type, motor power, battery type, road type, road slope, road
speed limit, etc.

Macrina et al. [99] developed an energy model for
mixed GVRP with partial recharging and time windows.
The authors modeled vehicle speed on arc (i, j) with three
phases h: acceleration (h = 1), constant speed (h = 2),
and deceleration (h = 3), resulting with either triangular
function (1 — 3) or trapezoidal function (1 — 2 —
3). The fuel consumption of ICEV is based on the similar
LDM model, presented by (5) and (6), where u; is the load
(cargo) weight, { fuel-to-air mass ratio, x heating value of
typical diesel fuel, ¢ conversion factor, k engine friction
coefficient, N, radial engine speed, D, engine displacement,
py diesel engine efficiency, py, drivetrain efficiency, and ¢,
travel spent in phase h [40, 111]. For the consumption of BEV,
the authors proposed a similar model to that presented by
(7), where 1}, and 1, are the efficiency of the electric engine
in motor and recuperating mode. The authors compared the
proposed energy consumption model to the basic model,
where energy consumed is proportional to the distance
traveled, and the energy consumption model of Goeke and
Schneider [30], where acceleration and braking processes are
not taken into account. The results showed that, compared
to the proposed energy consumption model, basic energy
consumption model and the model of Goeke and Schneider

13

[30] produce an average relative error of 70% and 4%,
respectively.
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Basso et al. [92] developed an energy consumption model
for two-stage E-VRP (2sEVRP) that includes detailed topog-
raphy and speed profiles. The similar LDM model of Asamer
et al. [107] is applied for computing the energy consumption
on a road segment (link), but with time-dependent speed,
varying mass, constant slope, and link distance. For each link,
similar to Macrina et al. [99], the three or two characteristic
phases of speed curve can be distinguished. In such a way,
acceleration and breaking processes before and after the
intersection are taken into account. As mass changes during
the delivery, the energy consumption is expressed as a linear
function of mass. Then, the shortest energy paths between
all vertices pairs (customers, depot, CSs) without charging
constraint are determined by applying the Bellman-Ford
algorithm [112]. A nominal mass value between the mass of
full and empty vehicle is used in the computation. The exper-
iments showed an average energy estimation error of 2.28%
and improved energy feasibility compared to some of the
previous consumption models. The authors also reported that
the use of average speed consumed at least 24% less energy.

Asamer et al. [107] analyzed the data collected from the
BEV trips in order to determine the dependency between
BEV energy share and average trip speed. Results showed that
on lower speeds v < 30 km/h, most of the energy is spent
on the acceleration and auxiliary devices, while on the higher
speeds v > 80 km/h, approx. 70% of total energy is spent on
overcoming the air drag force. The slope of the terrain in total
energy consumption has the lowest share, and its value is even
decreasing with the increase of average trip speed. The rolling
resistance energy consumption share does not depend on the
average trip speed.

Preis et al. [35] analyzed the energy optimal routing of
BEV, where the routes were designed in different terrain
slopes and battery capacity scenarios. The authors concluded
that energy savings grow linearly with the maximum altitude
difference and that decreasing the battery capacity of BEVs
does not affect the recharging schedule but increases the
total energy consumption. Fiori et al. [113] compared the
power-based consumption model of BEV and ICEV [114].
The authors concluded that BEVs and ICEVs have different
fuel/energy-optimized assignment. The faster routes increase
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the BEV’s energy consumption while the congested and low-
speed arterial routes consume less energy. Masmoudi et
al. [84] compared the realistic energy consumption model
of Genikomsakis and Mitrentsis [85] to the constant con-
sumption model (2375 W/km) on instances for the dial-a-
ride problem with EVs. The authors concluded that using
the realistic model is more efficient with 0.14% difference
between realistic and constant energy consumption from the
best-known solutions (BKS). To emphasize the importance
of the energy consumption model and energy minimiza-
tion, Zhang et al. [36] compared the distance and energy
minimization and concluded that the distance-minimizing
objective consumes 16.44% more energy than the energy-
minimizing objective.

In real-life conditions, speeds on the roads are time-
dependent and can be described as the speed profile over the
observed time period. Speed profile depends on the road type,
driver behavior, traffic (accidents, recurrent congestions),
weather conditions, etc. [115, 116]. A large number of param-
eters make it hard to predict a BEV’s energy consumption in
different traffic scenarios. Therefore, some researchers apply
data-driven approaches to predict the energy consumption
of a BEV. De Cauwer et al. [117] developed a model for BEV
energy consumption by applying multiple linear regression to
real-world measured BEV data. The proposed multiple linear
regression model (MLR) has seven features: distance, speed,
energy consumed by auxiliary devices, positive elevation,
negative elevation, temperature, and kinetic energy change
per unit distance. Results showed that the prediction error
of trip energy consumption is within 25%. De Cauwer et
al. [115] applied a similar MLR model for predicting energy
consumption on road segments, suited for BEV routing. The
authors used a neural network based on the road-traffic
and weather-related features to predict the speed profile of
a road segment. The error prediction of the trips energy
consumption is 12-14%. Lebeau et al. [52] used real-life
data to model the energy consumed and recuperated on
the trip through least square analysis. The used function
depends on the trip duration, measured energy consumption,
temperature, and correction parameter. The R* for the energy
consumption model is 0.93 and 0.77 for the recuperated
energy model. Wu et al. [118] presented an empirical and ana-
lytical method that can estimate a BEV’s instantaneous power
in real time and overall trip energy consumption, with the
average prediction error up to 15.6%. Fiori and Marzano [119]
proposed a backward microscopic power-based LDM energy
consumption model based on the known driving cycle. The
acceleration, speed, and regenerative braking efficiency were
modeled as functions of time. Based on the real driving BEV
data, for each vehicle, six parameters were optimized: three
parameters regarding the drivetrain and battery efficiency,
the parameter for determining when the regenerative braking
is occurring, and two traction power thresholds. The authors
concluded that the proposed model is flexible enough to be
applied to any kind of driving cycle and BEV type with given
kinematic profile and characteristics.

Pelletier et al. [104] presented battery degradation models
that could be used in BEV routing applications, as batteries
are a crucial part of the economic BEV routing. Several
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lithium-ion battery degradation mechanisms with storage
and operating conditions that affect battery lifespan were
described. Barco et al. [42] applied a battery degradation
model based on the temperature, SoC, and depth of discharge
in their airport shuttle service with BEVs. It was observed that
the consideration of the battery degradation model affects the
charging patterns.

4. Variants of the Electric Vehicle
Routing Problem

Many different VRP variants were researched over the years.
With BEV appearance, researchers started to adapt them to
the E-VRP context. Due to the specific characteristics of BEV
routing, some new problem-specific variants emerged. Here,
we present some of the most relevant E-VRP variants and
related problems.

4.1. Energy Shortest Path Problem and the Electric Traveling
Salesman Problem. The energy shortest path problem (E-
SPP) and electric TSP (E-TSP) can be considered as two of
the simplest forms of the E-VRP. In most of the VRP variants,
graph arcs have positive weight values that can represent
distance, travel time, cost, etc. To compute the shortest path
between customers, the most commonly applied algorithms
are Dijkstra, Bellman-Ford, A*, contraction hierarchies, etc.
[108, 120]. By taking into account the recuperated energy of
BEV, some arc weights could have a negative value, which
makes most of the shortest path algorithms inapplicable.
To overcome this problem, Artmeier et al. [108] formalized
energy-efficient routing with rechargeable batteries as a
special case of the constrained SPP (CSPP) in which the
battery charge is limited with its capacity, and there is no
recharging at CS. The authors adapted the Bellman-Ford
shortest path algorithm with time complexity ©(r*) in order
to solve the energy CSPP. To overcome negative graph edges,
Eisner et al. [121] used Johnson’s shifting technique [122]
to transform negative edge cost functions into nonnegative
ones and applied Dijsktras algorithm with time complexity
of O(nlog(n) + m) [123]. Storandt [124] introduced CSPP
for EVs with battery swapping, while Sweda and Klabjan
[125] added recharging events at CSs with a differentiable
charging function. Ziindorf [50] solved the CSPP for BEV
routing with battery constraints, different types of CSs, and
nonlinear charging process. The author developed a charging
function propagating algorithm in order to minimize travel
time and applied CH and A™ algorithms to solve the problem.
Liao et al. [103] considered the BEV’s shortest travel path
problem and presented a dynamic programming algorithm
for solving the problem that runs in O(kn*), where k is the
upper bound on the number of BSSs. More recently, Strehler
et al. [126] observed recharging events in the graph vertices
and arcs for the energy-efficient shortest routes of BEVs and
HEVs, while Zhang et al. [127] dealt with the electric vehicle
route planning with recharging problem (EVRC), which
minimizes the overall travel and charging time and takes into
account CSs’ locations, partial recharging, nonlinear charg-
ing functions, service time duration, and service frequency at
CS.



Journal of Advanced Transportation

As VRP is the generalization of the TSP, the E-VRP is
closely related to the E-TSP, in which a set of customers
has to be served by only one BEV. Roberti and Wen [64]
formulated the E-TSP with time windows (E-TSPTW) as a
compact MILP program with binary variables for recharging
paths with intermediate stops. The authors observed full and
partial recharge policies and applied three-phase heuristic for
solving the problem. The authors solved multiple instances,
among them the 13 E-VRPTW instances of Schneider et al.
[25], which were solved optimally with only one vehicle.
Doppstadt et al. [58] formulated the HEV-TSP with four
working modes of HEV and provided new test instances.
Liao et al. [103] introduced the EV touring problem, as the
generalization of TSP, with the minimization of the total
required time. Two scenarios with battery swap scheme were
observed: the on-site station model, in which each city has
a BSS; the off-site station model, in which BSS is located at
an acceptable distance from the city. The authors proposed
efficient polynomial time algorithms for the problem.

4.2. Heterogeneous or Mixed Vehicle Fleet. In today’s vehicle
fleets, mostly ICEVs are present. Transition to an almost
wholly electric fleet is a very challenging economic task.
Therefore, most companies are gradually integrating BEV's
into their existing ICEV fleet. Routing algorithms have to be
upgraded and adapted for electric fleet characteristics, as on-
time priority is harder to achieve.

Fleet size and mix VRP (FSM-VRP) was first introduced
by Golden et al. [128], where the authors considered routing
a fleet of vehicles with different acquisition costs and the
routing cost is dependent on the vehicle type. Goeke and
Schneider [30] formulated E-VRPTW and mixed fleet (E-
VRPTWME) with equal vehicle load capacities of BEVs
and ICEVs, and equal BEV battery capacities. The authors
compared the percentage share of BEVs to the total trav-
eled distance obtained with three objective functions: total
traveled distance, total costs with battery costs, and total
costs without battery costs. The traveled distance on one
battery pack was assumed to be 241,350 km (150,000 miles)
with the payment of an additional $600 per kWh in case
of replacement. The results showed that the BEV’s share in
total traveled distance increased significantly when battery
costs are not considered, while in the other two scenarios
ICEVs performed most of the deliveries. Hiermann et al.
[31] analyzed a similar problem, the electric fleet size and
mix VRPTW and recharging stations (E-FSMFTW), with
different vehicle load and battery capacities. The authors
showed the overall positive influence of the heterogeneous
vehicle fleet on the generalized total cost function. In most
of the instances, three to four vehicle types are used in the
final solution. A similar analysis on small-sized instances
with different BEVs, ICEVs, and HEVs was undertaken by
Lebeau et al. [52]. The authors defined seven groups of vehicle
types that could be used for the delivery, from small vans and
quadricycles through diesel-only or electric-only groups to a
group of all vehicle types. The results showed the following
aspects of routing: (i) the fleet with different vehicle types
reduced the total routing costs; (ii) in the large van group,
ICEVs outperformed BEVs; and (iii) HEVs showed a great
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application in deliveries solely made by trucks. Sassi etal. [47-
49] also observed a heterogeneous fleet of ICEVs and BEV's
with different load and battery capacities, different operating
costs, time-dependent charges, and the compatibility of BEV's
and chargers at CSs. The authors focused on the procedures
for solving the problem, so they did not offer any compar-
ison between the ICEV and BEV solutions. Hiermann et
al. [96] introduced the Hybrid heterogeneous electric fleet
routing problem with time windows and recharging stations
(HZE-FTW), in which the fleet consists of ICEVs, BEVs,
and PHEVs. The authors compared the overall costs of the
solutions obtained with a homogeneous fleet of ICEVs, BEVs,
and PHEV:s to the optimized solution with a mixed fleet. The
gap for the ICEV fleet is the largest, with an average value of
60% in the extreme case when the fuel cost is the highest. In
contrast, when the electric cost is the highest, the BEV fleet on
average produces a 40% gap, while the PHEV fleet shows the
lowest gap value, up to 25%. The authors pointed out that, in
mixed solutions, BEVs are preferred for clustered instances,
ICEVs for randomly distributed instances, and PHEVs for
randomly clustered and distributed instances. Overall, the
results showed that operational costs can be 7% lower in a
mixed case compared to the homogeneous case.

4.3. Hybrid Vehicles. As compensation for the limited driving
range of BEVs, HEVs, which have both an internal com-
bustion engine and an electric engine, have been developed.
Two main types of HEVs are present on the market: the
series hybrid, in which only the electric motor drives the train
and the internal combustion engine is used to recharge the
battery pack, and the parallel hybrid, which uses both internal
combustion engine and electric engine to drive the train,
where the electric engine is more efficient in stop-and-go
activities and the internal combustion engine is more efficient
athigh speeds. We focus on the PHEV as a version of a parallel
hybrid in which batteries can be recharged by connecting a
plug to the electric power source. The PHEV's have an option
to decide during the route to run on either electric energy
or fossil oil. This enables the visiting of customers far from
the depot with almost no refuel/recharge during the route.
As PHEVs have two engines, their load is heavier compared to
the BEVs and ICEVs, and therefore they have a higher energy
consumption rate. The time spent on the deliveries is shorter,
which makes it easier to achieve time-precise deliveries and to
reduce the costs of recharging, at the expense of higher costs
due to fossil oil consumption.

One of the first papers that dealt with the PHEVSs routing
problem was published by Abdallah [41], where the author
defined the problem as the plug-in hybrid electric VRPTW
(PHEVRPTW). The objective of the proposed problem is
to minimize the routing costs on the internal combustion
engine while satisfying the demand and time window con-
straints. At each customer, the driver can either recharge
the vehicle battery or go to the next open time window
using an internal combustion engine when the electric energy
has been depleted. Doppstadt et al. [58] defined the HEV-
TSP in which the authors observed HEVs that are not plug-
in and can only be charged while driving. Four working
modes were observed, combustion-only mode, electric-only
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mode, charging mode, and boost mode, when the combined
internal combustion engine and electric engine are used.
As the authors assumed that there was not a charge left
from the day before, the initial charging of the battery was
set to zero. The authors presented the positive effects of
using HEVs: (i) compared to the ICEV routes, the overall
costs for the HEV routes in the tested instances reduced up
to 13% and driving time increased up to 11%; (ii) savings
depend highly on the depot location, and not on the limited
battery capacity, which was an a priori assumption. Mancini
[71] introduced hybrid VRP (HVRP), in which PHEVs can
change propulsion mode at any time and the electric engine,
rather than the internal combustion engine, is promoted.
Vincent et al. [76] introduced a similar HVRP problem with
PHEVs and mild-HEVs, which do not have an electric-only
mode of propulsion. The results showed that PHEVs have
a lower average cost per mile in all scenarios compared to
the mild-HEVs and ICEVs. Hiermann et al. [96], in their
H2E-FTW, used the electric motor of the PHEV as priority
mode choice. When a time window of a PHEV route is
violated, the mode could be changed at any time during the
route by exchanging recharging time for the corresponding
amount of fuel at no additional costs. The authors showed the
positive impact of a PHEV fleet compared to ICEV and BEV
fleets, especially for randomly clustered instances. PHEVs are
usually represented with only 20% of the overall number of
vehicles used in the solution due to their higher consumption
and utility costs but, still, they constitute an important part of
the fleet configuration due to their flexibility.

4.4. Partial Recharging. In the beginning, in most of the E-
VRP problems, full recharge was considered when a BEV
visited a CS [25]. This can be time-consuming because,
depending on the SoC level, available charging technology,
and battery capacity, the vehicle can charge from five min-
utes to eight hours [15]. Therefore, in real-life applications,
partial recharging should be taken into account. The battery
should be charged enough to complete the whole route or
to surpass a fear that vehicle range will not be enough to
perform designated tasks, the so-called range anxiety [75].
This particularly has an effect on customers with narrow
time windows, where efficient charge scheduling can enable
the feasibility of the route. On the economic side, significant
savings can be achieved by applying partial recharging as a
minimal amount of energy could be recharged during the
day when electricity cost and energy network load are higher,
and the rest of the energy could be replenished during the
night [46, 47]. In some cases, it is natural to maintain the
energy reserve. This can be done by SoC range limitation,
i.e., [20,95] [42,47,80]. Having an energy reserve seems even
more important if energy consumption and range anxiety are
taken into account because up to 30% of the consumed energy
can be spent on BEV’s auxiliary devices [109]. Limiting SoC
value also helps to preserve the battery as battery capacity
decreases by overcharging and overdischarging [104].
Several papers have analyzed strategies of partial recharg-
ing and formulated the problem as E-VRPTW with partial
recharging (E-VRPTWPR). Bruglieri et al. [29, 51] and
Moghaddam [53] modeled the concept of partial charging in
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E-VRP. Felipe et al. [46], in GRVP with multiple technologies
and partial recharges (GVRP-MTPR), and Keskin and Catay
[28], in E-VRPTWPR, ensured that after every change in
the route configuration, at the previous CS, the BEV is
charged only with the amount of energy sufficient to finish
the segment of the route until the next CS or the depot.
This results in the removal of certain CSs in the route,
compared to full recharge strategy, and the arrival of a vehicle
at the depot with an empty battery. The authors presented
the positive impact of partial recharges on the total costs
and energy savings. A similar procedure was applied by
Sassi et al. [47-49] but with multiple charging technologies,
different charging periods, and BEV chargers compatibility
checks. Schiffer and Walther [73] compared full and partial
recharge by solving small E-VRPTWPR test instances using
commercial software. The authors concluded that, in some
cases, a partial recharging strategy reduces the total traveled
distance and number of visits to CSs. Montoya [18] and
Montoya et al. [72] formulated the FRVCP for BEVs in which,
for a fixed sequence of customers in the route, CS position
and charging amount are optimized. The results on the newly
derived test instances showed that good solutions tend to
exploit partial recharges. A similar procedure was applied by
Keskin and Catay [79], Hiermann et al. [96], Froger et al. [68],
and Schiffer and Walther [88, 89] to enhance the incumbent
best solution by optimizing the charging decisions along the
BEV route with a fixed customer sequence. Desaulniers et al.
[57] presented the effects of partial recharging by optimally
solving E-VRPTW instances containing up to 100 customers.
In a case with a single recharge per route, the partial recharge
reduced the routing costs by 0.97% and the number of
vehicles by 2.25%, while in a case with multiple recharges per
route these values are 1.91% and 3.80%, respectively, with a
significant increase in the average number of recharges per
route.

4.5. Different Charging Technologies. Today, multiple charg-
ing technologies are present: (i) slow, 3 kW (6-8 h); (ii)
fast, 7-43 kW (1-2 h); and (iii) rapid, 50-250 kW (5-30
min) [15, 129]. To better control charging time in the E-
VRP context, the selection of possible charging technology
could also be optimized. This could make some customers
who have narrow time windows more accessible by fast
charging at previous CSs, or if the time windows are long,
an economically better approach could be slow charging.
Such a problem could be extended by taking into account CS
working hours, time-dependent charging costs, the number
of available chargers and their compatibility with BEVs, the
power grid load, the charger power, etc. [46-49, 68, 80, 81, 87].
Felipe et al. [46] analyzed the effect of different charging
technologies on the recharge cost. The authors concluded that
none of the technologies dominated the others. The rapid
and fast charging options provided slightly better results than
the slow charging, but the best results were obtained when
joint technologies were used as the most appropriate one
could be chosen in each case. Catay and Keskin [67] solved
small-sized instances to present the insights of the quick
charge option. The results showed that quick charging might
reduce the fleet size and decrease the cost of energy needed to
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operate BEVs. Keskin and Catay [79] formulated E-VRPTW
and fast charging (E-VRPTW-FC) with partial recharges and
three different charging technologies. The authors provided
MILP formulation and minimized total recharging costs
while operating a minimum number of vehicles. The authors
compared two mixed integer programming (MIP) models:
(i) model 1, in which binary variables are used as decision
variables to choose which charging technology to use; (ii)
model 2, based on the model of Schneider et al. [25] and
Keskin and Catay [28], in which the authors copied each
station vertex three times depending on the charging tech-
nology. The results showed that in all cases model 1 produced
better results with shorter computation time. Testing on
larger instances showed that the fast charging option is more
beneficial when customers have narrow time windows and
that multiple charging technologies improved the overall
results (in 28 of 29 instances), while in the instances with
larger time windows the average improvement was 0.17%.

4.6. Nonlinear Charging Function. In most of the E-VRP
related literature, either linear or constant charging time
is considered. Most of the BEVs have lithium-ion batter-
ies installed, which are often charged in constant-current
constant-voltage (CC-CV) phases: first by constant current
until approx. 80% of the SoC value and then by a constant
voltage. In the CC phase, SoC increases linearly, and in the
CV phase, the current drops exponentially and SoC increases
nonlinearly in time, which prolongs charging time [102,
104]. In only a few reviewed papers the author considered
nonlinear charging process and solved the E-VRP either by
linearization per segments or by estimating charging time
by a data-driven approach [50, 68, 72, 87, 95]. Ziindorf
[50] developed a charging function propagation algorithm
for determining an EV battery-constrained route by taking
into account piecewise linear and concave functions of the
recharging process. Montoya et al. [72] formulated the E-
VRP with nonlinear charging functions (E-VRP-NL) and
presented the MILP formulation. The authors fitted piecewise
linear functions for 11, 22, and 44 kW CSs to the real measured
data. The results showed that neglecting the nonlinear charge
can lead to infeasible or overly expensive solutions: 12% of
the routes in good solutions recharged the battery in the
nonlinear part, after 80% of the SoC value. Froger et al. [95]
proposed two new formulations for the E-VRP-NL: (i) the
improved MILP version of Montoya et al. [72] by arc-based
tracking of the SoC value; (ii) a path-based model without
CS replication, where a sequence of vertices (a path) between
a pair of customers or depots is determined. The second
one yielded much better results with shorter computing
time. Froger et al. [68] explored similar formulations for
the E-VRP-NL with capacitated CSs (E-VRP-NL-C): (i) the
CS replication-based formulation with flow and event-based
formulations for CS capacity constraints; (ii) recharging path-
based formulation.

4.7. BEV Routing and CS Location. Due to the currently low
BEV market share, the number of CSs installed in the road
infrastructure is also relatively low. Therefore, great potential
lies in the simultaneous decision-making of CS locations
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and BEV routes. The classic location routing problem (LRP)
consists of determining the locations of the depots and
vehicle routes supplying customers from these depots [130].
A modification of the LRP that deals with CS facilities is
formulated as electric LRP (E-LRP) [11, 27, 73, 88].

Schiffer et al. [11, 27] presented a case study for solving
ELRPTWPR. It was assumed that CSs can be located at
customers’ locations and that service time can be used
for recharging. Overall, results indicated the viability of
combining CSs siting and BEV routing for specific cases
when a delivery range is not far from the depot. Schiffer
and Walther [73] compared ELRPTWPR and E-VRPTWPR
solutions on down-scaled test instances and concluded that
the ELRPTWPR gives a better solution in all instances. The
reason comes from the fact that BEV can be charged while
serving, which reduces the overall route time, as there is
no travel time wasted on traveling to and from CS. Hof
et al. [69] and Yang and Sun [56] addressed the problem
of E-LRP but with BSSs. Results indicated that decreasing
the construction cost of BSS led to the expected increase
in their number in the solution. Schiffer and Walther [88]
formulated the LRP with intraroute facilities (LRPIF) as a
more general problem, in which intraroute facilities can be
used for refueling, loading, or unloading goods. Sun et al.
[131] proposed a location model for CSs without routing
based on the travel demands of urban residents. For short-
distance travelers, slow CSs are utilized, while for long-
distance travelers, the rapid CSs are considered. The CSs’
locations are determined to maximize coverage and flow
according to the concept of vehicle refueling. In the case
study, the authors pointed out two critical aspects: the BEV
driving range and the budget constraint.

4.8. Battery Swap. Instead of charging at CS, at specially
designed BSS, empty or nearly empty batteries can be
replaced with fully charged ones [14]. The main advantages
of such procedure are the time in which it can be performed
and the ability to recharge when energy network load and
electricity costs are lower, i.e., during the night. A whole
replacement procedure could last less than ten minutes,
which is competitive to the refueling time of ICEVs and much
faster than one of the fastest charging BEV technologies.
The drawbacks of such procedure are the nonstandardized
batteries and their installation in BEVs, which makes it
hard to swap empty batteries with fully charged ones. Adler
and Mirchandani [44] observed the E-VRP with swappable
batteries, already determined BSS’s locations, a fixed number
of batteries per BSS, full recharge of four hours, and a
fixed swapping time of two minutes. Full battery recharge
is considered so it is possible that when the vehicle arrives
at the station, there is no fully charged battery available
and the vehicle has to wait. First, the total routing cost is
minimized and then the battery reservations are made, so that
the vehicle could avoid BSSs without available batteries. Yang
and Sun [56] and Hof et al. [69] simultaneously determined
the locations of BSSs and the vehicle routing plan and
provided different metaheuristics for solving the problem.
Yang and Sun [56] formulated the problem as BSS-EV-LRP
and compared the solutions of the BSS-EV-LRP instances
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to the corresponding best-known CVRP solutions. The total
routing costs for 150 km and 300 km driving ranges increased
to 7% and 3.5%, respectively, and in some cases, there was
no gap between BSS-EV-LRP and CVRP solutions. Hof et al.
[69] on the same problem reported that if construction costs
of BSSs are equal to zero, the BSSs would be constructed in
83% of total available candidate sites.

4.9. Two-Echelon Routing Problem. Breunig et al. [93] pro-
posed the electric two-echelon VRP (E2EVRP), in which
goods are transported in two echelons: (i) in the first echelon,
goods are transported by conventional freight vehicles from
the depot to the satellite facilities; (ii) in the second echelon,
goods are transported from the satellite facilities to the
customers by light BEVs. Two vehicle types are observed in
the problem: ICEV's with higher load capacity located at the
depot and BEVs with lower load capacity located at satellite
facilities. BEV's are used for the last-mile deliveries due to
their lower pollution, noise, and size. The authors formulated
the problem on the multigraph and applied exact proce-
dures on smaller instances to solve the problem optimally
and a metaheuristic procedure on larger newly developed
instances. The results showed that the increase in CS density
p decreased the detour costs following the expression 1/p*2*.
Also, the vehicle range has a great impact on the solution
quality: a range below 70 km produced infeasible solutions
while a range higher than 150 km decreased recharging visits
to almost zero. Jie et al. [97] analyzed a similar problem, the
two-echelon capacitated E-VRP with BSS (2E-EVRP-BSS), in
which, in both echelons, BEVs are used. The BEVs in the first
echelon have higher load and battery capacities than the BEV's
in the second echelon. The authors reported that the battery
driving range is the most important aspect of routing and that
it slightly depends on the number of BSSs used.

4.10. Charging Schedule. Many companies that use BEVs
prefer charging the vehicles at their own facilities in order to
charge the vehicles between the delivery routes and during
specific periods of the day. In such occasions, there are usually
alimited number of chargers at the depot, typically fewer than
the fleet size; therefore, the efficient charging schedule at the
depot has to be determined.

Pelletier et al. [87] considered the electric freight vehicles
charge scheduling problem (EFV-CSP) at the depot for the
BEVs that deliver goods to a set of customers over multiple
days. The authors included multiple charging technologies at
the depot, realistic charging process (piecewise linearization
of nonlinear charging function), time-dependent charging
costs, grid power restriction, battery degradation costs (cyclic
and calendar aging), and facility-related demand (FRD)
charges representing the maximal demand registered over
the billing period. The fixed vehicle routes are known in
advance and the number of charging events in the depot is
limited to avoid impractical solutions of constantly moving a
vehicle from one charger to another. The authors presented
the following aspects of charge scheduling tests conducted
in summer (higher electricity costs) and winter (lower
electricity costs) periods: (i) model tries to keep the SoC
lower when battery degradation costs are included; (ii) in
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summer, vehicles are rarely charged in peak hours, which
results in more vehicle charging simultaneously or the use
of fast chargers that retrieve more power from the grid in
nonpeak hours but incur higher FRD charges; (iii) to avoid
cycling the battery in high SoC, it is preferable to split the long
routes into smaller ones; (iv) fast chargers are heavily used
in a high BEV utilization context; (v) grid power restriction
increases overall energy costs, especially in summer months,
and leads to infeasible solutions, limiting the number of
vehicles simultaneously charging; and (vi) total costs are
always lower with larger batteries, as smaller batteries require
larger discharge cycles.

Barco et al. [34, 42] also analyzed charge scheduling for
assigned routes in an airport shuttle scenario. The authors
defined the set of charging actions (charge profile) over the
determined programming horizon and minimized overall
operating costs. Sassi et al. [47, 49] also dealt with determin-
ing the charging schedule of BEVs at the depot and included
time-dependent charging costs and chargers compatibility
checks with BEVs. Adler and Mirchandani [44] provided an
online routing model of BEVs by taking into account battery
reservations to minimize the average delay of all vehicles
by occasionally detouring them. Wen et al. [65] observed
the service time of CSs, meaning that a CS can be visited
only in some specific time period, usually working hours.
The authors proposed a battery reservation model in order
to charge the reserved battery at the defined time period.
Sweda et al. [75] dealt with the possibility that a CS might
not be available at some point in time and rerouting should be
performed. The problem is formulated as the adaptive routing
and recharging policies for EVs. First, optimal a priori routing
and recharging policies were determined and then heuristic
procedures were applied for the adaptive routing.

4.11. Dynamic Traffic Conditions. Most of the E-VRP research
considers static conditions on the road network. The traffic
states change recurrently, depending on the time of the day,
day of the week, and season, or nonrecurrently when a traffic
incident occurs, such as an accident [132-134]. TD-VRP
routes a fleet of vehicles by taking into account variable travel
time on the road network [135, 136]. Shao et al. [74] observed
BEVs in such time-dependent context in their E-VRP with
charging time and variable travel time (EVRP-CTVTT).
The recharging time is fixed to 30 minutes and batteries
are always charged to full capacity. The authors discretized
one day into two-minute intervals and applied the dynamic
Dijkstra algorithm to find the shortest travel time path when
weights in the graph are not constant. The authors presented
a real-life problem and solved it by applying a genetic
algorithm with a running time of three hours. Omidvar and
Tavakkoli-Moghaddam [24] presented a model for routing
AFVs that aims to avoid routing during congestion hours,
when the pollution costs are high, by waiting at a customer’s
locations. These costs were computed based on the road
speed profile. Mirmohammadi et al. [62] presented MILP
formulation for the periodic green heterogeneous VRP with
time-dependent urban traffic and time windows, which is
green in terms of the emission minimization and not the
utilization of AFVs. The planning horizon is divided into
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several periods, during which static traffic conditions are con-
sidered.

4.12. Related Problems

4.12.1. Route Scheduling and Other Electric Variants. Many
researchers are dealing with the scheduling of bus/taxi routes
that are fixed or could be slightly altered. Li et al. [82]
addressed the mixed bus fleet management problem (MBFM)
composed of electric, diesel, compressed natural gas and
hybrid-diesel buses. The authors maximized the total benefit
of replacement of old vehicles with new ones under budget
constraints while optimizing the route assignment for each
bus during the planning period. Two routing procedures were
developed to solve the recharging problem: single-period
routing and routing across multiple periods of a day. Analysis
of the results on the case study of Hong-Kong showed a cost-
effective scheme of fleet configuration in the following order:
mixed fleet, electric, natural gas, diesel, and then hybrid-
diesel buses. Wen et al. [65] also dealt with the scheduling
of electric buses (electric vehicle scheduling problem, E-VSP)
in order to efficiently serve a set of timetabled bus trips. The
linear partial and full recharge were considered, with the
minimization of bus numbers and the total traveled distance.
Lu et al. [83] addressed the problem of optimal scheduling of
a taxi fleet with mixed BEVs and ICEVs to service advance
reservations. The authors presented a multilayer taxi-flow
time-space network in order to minimize the total operating
fleet cost.

Bruglieri et al. [77] formulated the MILP for a one-way
electric car-sharing problem as the electric vehicle relocation
problem (E-VReP). Relocation of BEVs is performed by
workers who come with bicycles to the pickup points, put the
bicycle into the BEV’s trunk, and drive the BEV to one of the
delivery points. The authors balance a trade-off among the
customers’ satisfaction, the workers” workload balance, and
the car-sharing provider’s objective.

Masmoudi et al. [84] formulated the dial-a-ride problem
with EVs and BSSs (DARP-EV) for customers with special
needs and disabilities. The authors observed a fleet of het-
erogeneous BEVs with equal battery capacity but different
available resources for the customers: handicapped person’s
seat, stretcher, wheelchair, or accompanying person’s seat. The
authors adapted the energy consumption model of Genikom-
sakis and Mitrentsis [85] with constant speed, acceleration,
road slope, and varying mass while loading/unloading pas-
sengers.

Paz et al. [86] addressed the multidepot electric vehicle
location routing problem with time windows (MDEVL-
RPTW) with three variants: (i) with BSS (MDEVLRPTW-
BS); (ii) with partial recharging (MDEVLRPTW-PR) at CSs
that could also be located at customers’ locations; and
(iii) with BSS and partial recharging (MDEVLRPTW-BSPR)
where conventional charging is considered at customers’
locations and battery swap is performed at a separately
located BSSs. Three MIP models were presented for each
case. The authors determined the number and location of
BSSs and/or CSs (without investment costs), the number
and location of the depots, the number of vehicles, and the
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customers’ sequence in route. The proposed model allows
minimizing the number of vehicles given a fixed number of
CSs or BSSs, and vice versa. For the CS, linear recharge is
considered, while the battery swap time is set to 10% of the
corresponding linear recharge time. Results were presented
by solving small instances with a commercial solver. The
results showed that BSPR and PR variants provide better
results than the BS variant and that BSPR tends to act as PR
in most of the instances.

Schiffer and Walther [89] extended the ELRPTWPR
model of Schiffer and Walther [73] with uncertain cus-
tomer patterns related to customers spatial distribution,
demands, and service time windows. The authors formulated
robust ELRPTWPR (RELRPTWPR) as a MILP program.
Five scenarios were observed, which represent customer
profile for five working days. The authors used set-based
uncertainty representation, which is covered within scenarios
that consider customer patterns in daily deliveries. To achieve
a computationally tractable model of robust counterpart
formulation, the adversarial approach was used, which uses
a finite set of scenarios. The robust model was compared
to the deterministic model (selected customer pattern),
median model (average customer pattern), and worst-case
model (worst-case customer pattern), where first the E-
LRP was solved, and then the E-VRP. The deterministic
models produced infeasible solutions in 35-63% of instances
and incurred, on average, 5% higher costs than the robust
approach. Also, the robust approach showed the most homo-
geneous configuration of CSs.

Keskin et al. [80] extended E-VRPTW by considering
waiting times at the CSs and proposed a solution method
for solving small-sized instances. The authors assume single
charger at CS, Poisson arrivals, exponential distribution of
service times, first-in-first-out strategy, and penalties for
late arrivals. The planning horizon is split into morning,
afternoon, evening, and night period. The routing decisions
are determined based on time-dependent waiting times at
CSs.

Kullman et al. [81] introduced E-VRP with public-private
recharge strategy (E-VRP-PP), where demand at public CSs
is unknown. The queuing at CS is modeled as M/M/c
with first-in-first-out strategy, and ¢ represents the number
of identical chargers at CS. The problem is modeled as
a Markov decision process, and an approximate dynamic
programming solution is proposed. The authors extended
the FRVCP formulation of Montoya et al. [72] with time-
dependent waiting times and discrete charging decisions.
Dynamic and static routing policies are proposed, where the
static policies are incorporated as base policies for dynamic
routing. Using dual bound on the optimal policy, the authors
concluded that proposed routing policies are within 4.7%.
The authors pointed out that the use of a public-private
strategy outperformed the use of just private CSs, as overall
savings were 20% higher.

4.12.2. Green and Pollution Routing Problem. The green vehi-
cle routing problem focuses on the reduction of routing pollu-
tion on the environment. The key idea is to promote the use of
sustainable energy sources and minimize overall emissions.
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Regarding the emission of BEV, Alvarez Fernindez [137]
indicated that emission savings of BEVs can be significant,
up to 80% in some scenarios compared to ICEVs. The authors
presented a model for prediction of a BEV’s GHG emissions
linked to a route for each country, according to empirical
measurements and prediction of routes’ energy consumption.

Erdogan and Miller-Hooks [23] first defined the GVRP
with AFVs and full refuel, where also BEVs were included.
Therefore, the E-VRP can be observed as a special case of
the GVRP. The authors provided MILP formulation of the
problem with replication of CSs vertices. Ko¢ and Karaoglan
[59] improved the MILP formulation of Erdogan and Miller-
Hooks [23] by removing dummy vertices that represent
multiple visits to refueling stations. Instead, a binary variable
related to traveling between two vertices by using the station
in between is introduced (arc-duplicating). This formulation
improved the average gap to the optimal integer solution on
all scenarios compared to the model of Erdogan and Miller-
Hooks [23] by 25%. The authors proposed a combination
of exact branch-and-cut procedure and simulated annealing
with several moving strategies to solve the problem. Leggieri
and Haouari [70] formulated the problem as a nonlinear MIP,
which was linearized to derive MILP formulation by applying
a reformulation-linearization technique. The authors used
similar arc-duplicating to that of Ko¢ and Karaoglan [59] but
defined the binary variable as the sum of binary variables for
the direct arc between the customers and binary variables for
the same direct arc but with stations inserted. The proposed
formulation without additional constraints was able to solve
to optimality 975% of test instances, which substantially
outperformed the formulations of Erdogan and Miller-Hooks
[23] and Kog and Karaoglan [59]. In addition, the same
formulation with prepossessing consistently outperformed
the exact branch-and-cut procedure of Ko¢ and Karaoglan
[59]. Andelmin and Bartolini [66] took a different approach
for the exact solving of GVRP based on a set partition-
ing formulation in which columns correspond to feasible
routes. The problem is modeled using a multigraph in which
vertices correspond to customers and each arc represents a
possible sequence of stations visited when traveling between
customers. The authors added weak subset row inequalities,
subset row inequalities, and k-path cuts, with the latter
reported as the crucial part of the algorithm efficiency.
The results showed tight lower bounds and high efficiency
of the algorithm as instances with up to 110 customers
were solved to optimality. Bruglieri et al. [94] presented a
path-based approach for solving the GVRP, based on two
phases. In the first phase, a set of feasible paths is generated,
removing from it all those paths that are dominated. In
the second phase, through MILP formulation, paths are
combined to create routes for the final solution. The authors
compared their results to previously observed research papers
of Erdogan and Miller-Hooks [23], Ko¢ and Karaoglan [59],
Leggieri and Haouari [70], and Andelmin and Bartolini [66].
On small-sized instances, the proposed algorithm produced
optimal solutions with the lowest running time while on
the larger instances it produced 2.3% worse solutions com-
pared to Andelmin and Bartolini [66], but in much less
time.
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Poonthalir and Nadarajan [38] formulated biobjective
fuel efficient GVRP (F-GVRP) with the minimization of
route costs and fuel consumption using goal programming.
The authors analyzed the impact of varying speed on fuel
consumption where speed is modeled using triangular distri-
bution. To efficiently solve the problem, the authors applied
a population-based metaheuristic. The tests were performed
by constraining the route cost of the solution to the BKS of
GVRP and then the fuel minimization was performed. The
authors pointed out that the use of varying speed instead of
constant speed reduced the fuel consumption on average by
20.48%, and in half of the instances it reduced the number
of vehicles. The lower number of vehicles is a consequence
of the lesser amount of time spent at the refueling stations as
less fuel is consumed, so the vehicle can visit more customers.
The authors pointed out that if the route cost constraint was
relaxed, most of the instances might have better route costs
than the BKSs of GVRP. The authors also analyzed the impact
of speed interval size on the fuel consumption and concluded
that fuel consumption and average speed increased with
larger interval size.

Normasari et al. [100] formulated capacitated GVRP
(CGVRP) as a MILP program and solved the problem by
applying a simulated annealing heuristic. Compared to the
GVREP, the results indicated that the number of tours and
total costs for the CGVRP increased by 38.8% and 32.5%,
respectively.

Macrina et al. [33] investigated the green mixed fleet
VRP with partial recharges and time windows (GMFVRP-
PRTW), in which polluting emissions are modeled through
the functions of both traveled distance and vehicle load.
The problem was formulated as a MILP and solved by a
commercial solver for small instances and by an iterative
local search metaheuristic for large instances. The overall
pollution emissions are maintained below the designated
threshold value, to simulate emission limits of freight vehi-
cles. Macrina et al. [99] presented MILP formulation for a
similar GMFVRP-PRTW problem but added more realistic
consumption model presented in Section 3.2, where the
authors considered different charging technologies (single
technology per CS), cost of energy recharged at the depot,
and the fuel cost. A large neighborhood search metaheuristic
is applied to solve the problem.

Koyuncu and Yavuz [98] compared the node- and
arc-duplicating MILP formulation of mixed fleet GVRP
(MGVRP) by taking into account the following: (i) a mixed
fleet of AFVs and ICEVs; (ii) load and time window con-
straints; (iii) internal station visits (at customer) and external
station visit (at separately located stations); (iv) fixed full,
variable full, or variable partial refuel at the station; (v)
site-dependent refueling rate; and (vi) the visit of two or
more consecutive stations being prohibited. In the node-
duplicating formulations [23, 25], each refueling vertex is
replicated at most N times, where N is the number of
customers. In the arc-duplicating formulation, two subsets of
arcs are contained: arcs between customers (direct arcs) and
refueling arcs which contain inserted station between cus-
tomers [70]. In the preprocessing step for both formulations,
unfeasible arcs are removed and tighter lower and upper
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bounds for auxiliary variables and number of vehicles are pre-
sented. On the GVRP test instances of Erdogan and Miller-
Hooks [23], the authors reported that the node- and arc-
duplicating formulations yielded an average optimality gap
of 20.84% and 9.07%, respectively. On the GVRP instances
of Yavuz [138], significant conclusions could not be drawn.

As BEVs have no local emissions, the E-VRP is closely
related to the minimization of GHG emissions, where a
problem-specific GVRP variant called the pollution routing
problem (PRP) was introduced [32, 40]. Bektas and Laporte
[40] formulated the PRP as a nonlinear MIP where the
main objective is the optimization of vehicle speed and
GHG emissions. Demir et al. [32] concluded that speed
optimization improves the PRP solution and minimizes fuel
consumption and driver costs.

It can be noted that several papers are dealing with fuel
consumption and pollution emissions and not AFVs, but the
term green VRP is used to indicate a more ecologically aware
routing problem [62, 139].

4.12.3. More General Formulation of the E-VRP. The E-VRP
can be formulated more generally as the VRP with intermedi-
ate stops (VRPIS), in which the vehicle visits intermediate or
intraroute facilities to replenish/unload the goods or to refuel
[55]. The LRPIF extends the problem in terms of the facilities
location optimization [88]. The service time depends on the
load and fuel level at the arrival at the facility. Schneider
et al. [55] presented the E-VRP with recharging facilities
(EVRPRF) as a special case of VRPIS, where BEVs have
a fixed recharging time and limited vehicle load capacity
without time windows constraints.

4.12.4. Multiobjective Variants. Most of the researchers are
using a single-objective function that represents travel dis-
tance, total costs, energy consumption, total time, etc. The
multiobjective variants are still relatively scarcely applied.
Generally, the solution of the multiobjective problem is not
the optimal solution for all of the objectives, but rather it is
satisfactory in those terms.

Demir et al. [37] introduced the biobjective PRP with
the minimization of fuel consumption and total driving
time. The fuel consumption is based on a model similar
to the one presented by (6) but with constant speed. An
adaptive large neighborhood search was used to generate
nondominated/Pareto optimal solutions while an additional
hybrid procedure was used to obtain the solution to the
biobjective model. The experiments showed that there is
no need to prolong driving time to achieve a significant
reduction in fuel consumption.

The already mentioned F-GVRP of Poonthalir and
Nadarajan [38] (Section 4.12.2) used biobjective minimiza-
tion of route costs and fuel consumption. Wang et al. [91]
considered multiobjective function to determine optimal
BEV routes between origin-destination pairs. Three objec-
tives are minimized: travel time, energy consumption, and
charging cost. Travel time includes driving time, queuing
time, and charging time, while charging cost includes elec-
tricity cost, service cost, and parking fee. The multiobjective
model is transformed into a single objective by applying

21

a fuzzy programming approach for objectives’ membership
functions and fuzzy preference relations to obtain weighting
coefficients of each objective. A genetic algorithm is designed
to obtain an optimal solution. The influences of various
driver trade-offs (weighting conditions) among different
objectives are explored using Pareto curves. It was observed
that driver trade-offs have an effect on the travel times, and
almost no effect on the energy consumption and charging
costs.

Amiri et al. [39] optimized the location of the battery
swapping in the BSSs network and the charging schedule of
depleted batteries. The multiobjective model minimizes three
objectives: battery charging and power loss costs, deviation
from the nominal voltages, and network capacity releasing.
The nondominated sorting genetic algorithm is applied to
solve the problem. The results on the test case showed that
an optimal charging schedule in terms of cost and network
constraints can be achieved. Besides, the electricity load
profile is more leveled.

Bruglieri et al. [77] focused on the E-VReP with three
objectives: minimization of workers used to relocate the
BEVs (service provider objective), maximization of reloca-
tion requests served (users’ objective), and minimization of
the longest routes’ duration (workload balance). The problem
is solved by approximating the Pareto optimal front based on
a two-phase approach: first, feasible solutions are generated
by randomized search heuristics, and in the second phase, to
find a set of nondominated solutions, the MILP formulation
is solved by epsilon constraint programming.

4.13. Summary of the E-VRP Variants. Table1 presents a
summary of the E-VRP variants and related problems in
the available literature. In total, 79 papers were presented in
the table. The problem characteristics are observed in the
following order: vehicle load (cargo) capacity (48), linear
charging/refueling function at station (34), customer time
windows (34), partial recharging strategy (30), fixed refu-
eling/recharging time (19), different charging technologies
at CSs (17), heterogeneous (mixed) fleet (16), energy con-
sumption model (15), BSS (9), nonlinear charging function
(8), dynamic traffic conditions (8), location routing (7),
capacitated stations (6), and HEVs (5). We can point out
that only a few papers are dealing with (i) simultaneous
CS siting and BEV routing (E-LRP) where great savings
can be achieved in companies whose business plans include
CS investments, as E-LRP generally gives better routing
configuration than the E-VRP [73, 88]; (ii) nonlinear charging
function, negligence of which can lead to infeasible solutions
and additional penalty costs [68, 72]; (iii) HEVs (PHEVs) that
have an advantage in several routing scenarios but are being
researched only recently due to the higher complexity of the
problem as HEVs can change their propulsion mode at any
time during the route [96]; (iv) dynamic traffic conditions,
which significantly influence BEVS energy consumption
[74]; (v) different charging technologies at CSs, which could
reduce the overall costs by selecting the best possible charger
option in each occasion [46, 79]; (vi) CS related challenges:
capacitated CS [68, 75, 80], CS reservations [44], and public-
private recharge strategy [81]; and (vii) robust E-VRP variant
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resistant to uncertainties in travel time, service time, and
demand [89].

5. Problem Solving Methods

Since VRP is a well-researched problem, a large number
of procedures for solving the problem have been proposed.
Due to the NP-hardness of the problem and a large number
of customers in real-life problems, most of the procedures
used in real-life applications are heuristics, metaheuristics,
and hybrid combinations. For small-sized problems, a great
number of exact procedures have been proposed. Many of
the VRP procedures in the available literature are with an
adaptation applicable for solving the E-VRP. An overview of
the applied procedures for solving the E-VRP and related
problems is presented in Table 2.

5.1. Feasibility. When creating or modifying a VRP solution,
two types of search procedures regarding the feasibility of
the solution can be observed: allowing only feasible solutions
or acceptance of infeasible solutions. The infeasible solution
means that some customers are served without satisfying all
of the problem constraints. Related, feasible procedures are
searching in the space of feasible solutions, while infeasible
procedures allow searching the space of infeasible solutions,
which broadens the search. In the E-VRP, the feasibility
mostly refers to vehicle load, customer time window, and bat-
tery (energy) constraints. In infeasible procedures, objective
function is often defined with penalization coefficients, which
are updated during the search process. At the beginning of
the search, infeasible solutions are allowed in order to search
a larger solution space. As the search process comes to an
end, penalties for infeasible solutions increase. An example
of such an objective function is given by (8) where f4;,(S)
is the total traveled distance in the solution S; penalties
coeflicients are «, 3, and y; Py;, (S) is a diversification penalty;
and P,;,(S), P,,(S), and Py, (S) are values of constraint
violation, respectively, load capacity, time windows, and
battery capacity [25]. An important part of such a function is
the efficient computation of constraint violations [25, 31, 96,
140].

f (S) = fdist (S) + ‘XPcap (S) + ﬁptw (S) + beatt (S)

+ Pdiv (S)

Several researchers in the E-VRP field are allowing infeasible
solutions during the search [11, 25, 30, 31, 69, 84, 88, 96] while
some others are only allowing feasible solutions [23, 28, 46—
49,52,68,72,79]. For example, in the E-VRPTWPR of Keskin
and Catay [28], the customer is inserted in the solution if
it satisfies the load and partial time window constraints. If
the solution is energy infeasible the CS is inserted to make
the solution completely feasible. If the former one was not
able to produce the energy feasible solution, the procedure
returns to the latest feasible solution. Similarly, Montoya et
al. [63] and Froger et al. [68] address the fuel infeasible route
by solving a CSPP on the auxiliary graph. A list of papers
allowing infeasible or feasible-only solutions is presented in
Table 2 in column NF.

(8)
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5.2. Exact Procedures. Exact procedures are able to find an
optimal solution for a smaller number of customers: up
to 360 customers for CVRP and up to 100 customers for
VRPTW [5, 6]. Some of the most used exact algorithms are
branch-bound-cut-and-price, dynamic programming (DP),
MIP, set partitioning (SP), etc. [1]. In the E-VRP, many
researchers formulate the problem as a MIP and solve the
small instances with commercially available software. Ko¢
and Karaoglan [59] applied the branch-and-cut algorithm
coupled with simulated annealing and four improvement
strategies to solve the GVRP. The authors reported that 22
out of 40 instances were solved to optimality. Hiermann et al.
[31] solved the heterogeneous E-VRP by applying a branch-
and-price algorithm on small instances up to 15 customers
where the pricing problem was solved using a bidirectional
labeling algorithm. The algorithm was able to find an optimal
solution for all of the instances in a couple of minutes, with
only three instances having computation time longer than
five minutes. Desaulniers et al. [57] presented branch-price-
and-cut algorithms for four E-VRPTW variants depending
on the full or partial recharge and on the single or multiple
recharges per route. On the 696 instances with 25, 50, and
100 customers, 98%, 90%, and 27%, respectively, were solved
optimally. Schiffer et al. [11, 27], Schiffer and Walther [88],
and Hiermann et al. [96] applied DP on resource CSPP
(RCSPP) to find the optimal facility route configuration in
order to enhance the solutions produced by metaheuristic,
while Pourazarm et al. [54] applied DP to find the fastest BEV
routes in the single and multivehicle environment. Similarly,
Montoya et al. [63] used pulse algorithm to determine the
optimal placement of refueling facilities in a route with fixed
customers. Similar to the FRVCP formulation of Montoya
[18], Keskin and Catay [79] in their E-VRPTW-FC formulated
the MILP program to optimize charging related decisions in
BEV route with the fixed customer positions. For every Q
iteration, the authors tried to solve this problem exactly by
applying CPLEX solver. Liao etal. [103] applied a branch-and-
bound algorithm to solve the EV touring problem. Montoya
et al. [63, 72] and Hiermann et al. [96] used set partitioning
on the pool of routes to select the best subset of routes guar-
anteeing no overlapping in customers assignments. Froger et
al. [68] used a branch-and-bound algorithm to solve the set
partitioning model and to discard the selection of routes that
are infeasible or for which the total time is underestimated.

5.3. Heuristic Procedures. Heuristic procedures seek to solve
the problem based on the specific knowledge of the problem,
usually suboptimal or close enough to a satisfactory solution.
In the research field of VRP, heuristic procedures can be split
into constructive and improvement heuristics.

5.3.1. Constructive Heuristics. Constructive heuristics are
often used to generate an initial solution by either serial
or parallel route construction. Solutions are constructed in
a greedy way, which often produces solutions of the VRP
that are 10-15% far from an optimal solution [4]. In the E-
VRP, constructive heuristics are modified and adapted to the
BEV characteristics and feasibility checks. Some well-known
general constructive heuristics used in E-VRP are presented.
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The modified savings method of Clarke and Wright (MCWS)
[141] with the insertion of CSs is used to generate an initial
solution of several E-VRP and related problems [23, 32, 52,
69]. The algorithm starts with the creation of back-and-forth
routes for each customer. Next, CSs are inserted in a least-
cost manner, in either feasible or infeasible routes. Then, the
routes that increase the savings the most are merged together
and the procedure is repeated until all customers are served.

The sweep algorithm [142] inserts customers in the active
route in a circular manner, resulting in efficient space divi-
sion. The customers are sorted based on the value of a polar
angle between the depot and randomly chosen point. Then,
customers are inserted in the active route at the position
causing minimal increase until a violation of route constraint,
when usually a new route is opened [25, 56, 97].

Nearest neighbor heuristic (NNH) starts from the depot,
and in each iteration the customer with the least-cost increase
from the previously selected customers is added to the
route. The route is terminated when some/any constraints are
violated and a new route is opened [76].

Route-first cluster-second [143] approach constructs a
giant infeasible TSP tour, usually with NNH, which is then
split into several routes. The split procedure can be solved
as the SPP on the acyclic graph. The procedure generates
energy infeasible solutions, so the CS placement and charging
schedule need to be determined to make the solution energy
feasible [63, 68, 72].

The cluster-first route-second [144] approach divides the
customers into clusters and then each cluster is solved as a
subrouting problem. One example used in GVRP is the den-
sity based clustering algorithm (DBCA) proposed by Erdogan
and Miller-Hooks [23], which determines customer clusters
based on their density, by ensuring that each customer has
at least some predefined number of customers in the € radial
neighborhood. In the second step to obtain the routes, the
MCWS is performed.

Many researchers are adopting some form of the inser-
tion heuristics, which have some characteristics of already
reviewed heuristics. The general idea of the insertion heuris-
tics is to iteratively insert or add customers in available routes.
In each step of the algorithm, an unserved customer together
with a route and its position in the route are determined to
least increase the objective function. This selection can be
deterministic but is often stochastic to select at random one
from k-best inserts to diversify the solution, especially in pop-
ulation metaheuristics. In most feasibility ensured cases when
the energy constraint is violated, a CS is added to the route to
make it energy feasible, and when the other constraints are
violated such as vehicle load capacity or time windows, the
new route is opened, and the procedure is repeated. Examples
of adaptations to the E-VRP are push forward insertion
heuristics (PIH) [41, 145], constructive-k-PseudoGreedy [46],
[28, 30, 31, 33, 36] modified insertion heuristics, and charging
routing heuristic (CRH) [47-49], in which first the charging
scheme at the depot is determined, and then the least-cost
feasible customer insertions are performed.

5.3.2. Improvement Heuristics. Improvement heuristics or
local search (LS) explores the neighborhood of the incumbent
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solution, searching for a better solution. The neighborhood is
explored by applying perturbation moves based on the com-
posite neighborhood operators. The local search stops when
no improving solution can be found in the neighborhood of
the incumbent solution, which is then called local optima. A
great variety of researchers have performed LS procedures
to intensify the search, coupled together with perturbation
moves to escape the local optima. Often, the perturbation
moves are similar to the neighborhood operators used in LS
phase. Most of the classical VRP neighborhood operators [3,
4] are used in the E-VRP, but some additional neighborhood
operators have been developed. Depending on whether the
operators perform on only one route or between the routes,
they can be divided into intraroute and interroute operators.
Here, we present some of the most used LS neighborhood
operators in the E-VRP literature:

(i) 2-Opt [146] replaces two arcs with the two new ones,
with a possibility of route direction reversal.

(ii) 2-Opt™ [147], unlike the 2-Opt operator, avoids the
reversal of a route direction.

(iii) 4-Opt [84, 148] replaces four consecutive arcs with
four new ones.

(iv) Or-Opt [149] replaces three arcs with three new ones
such that a sequence of three vertices is relocated.

(v) Exchange (Swap) [150] exchanges the two vertices in
the solution.

(vi) Facilitylnsertion [55] and StationInsertion [11] opera-
tors insert refueling or loading facility at best position
in between two consecutive facility visits where fuel
or load violation occurred. The similar operator
InsertRemovelf [31] inserts CS into the part of the
route where the violation occurred to make the
route energy feasible and repair violations, but it also
removes redundant CS visits. Schneider et al. [55] also
proposed the facility-related removal and exchange
operators FacilityReplacement and Exchange.

(vii) RechargeRelocation [46] removes all visits to the CSs
and then tries to insert CSs at positions leading to
a better solution. Similarly, the GlobalCharginglm-
provement [72] operator removes all CS visits in the
route, and if the route is energy feasible, it stops;
otherwise, it solves FRVCP to optimize CSs positions
and charging amount.

(viii) Relocate [150] removes one vertex from the solution
and inserts it into another position in the solution.
Felipe et al. [46] proposed a modification of the
relocation operator called Reinsertion, Ry, for solving
GVRP-MTPR. Binary parameters b and u denote
whether the first-improve or best-improve strategy is
used and whether the values of savings are updated or
not. The RemoveTwolnsertOne [84] operator removes
two vertices at random and inserts them one by one
into another vehicle at best possible positions.

(ix) CrossExchange [151] removes n, consecutive vertices
from route r, to route r,, and #n, consecutive vertices
1 2 2
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from route r, to route r, [84]. The RemoveSequence
[84] operator is similar as it removes consecutive
vertices from only one route and inserts it into
another one.

(x) Resize [31], RelocateAndResize [31], y-OptWithMode-
Change [58], and VehicleSwap [96] change the vehicle
type assignment or the propulsion mode in the
heterogeneous E-VRP and HEV routing problems.

(xi) StationInRe [25] inserts and removes CSs from the
solution in so that if an arc to the CS is already in the
solution, it is removed; otherwise it is inserted.

The order of the operators affects both the solution quality
and the execution time. Often, there is a question whether
to make a first better or the best improvement move in the
LS phase [152]. Some E-VRP researchers perform one or the
other, and some combine the two approaches, i.e., best move
of first 100 [11] or first 50 [31].

Neighborhood operators explore only the space of the
immediate vicinity of the current solution, which often leads
to local optima. In order to search a larger solution space,
Shaw [153] proposed the large neighborhood search (LNS)
heuristic, which is based on destroying and repairing the
solution. Heuristic efficiency depends on the implemented
destroy and, especially, repair operators. The main drawback
of the heuristic is the repeated use of the same destroy
and repair operators, which can lead to local optima. A
modification of LNS by Christiaens and Vanden Berghe [154]
is giving state-of-the-art results on a wide range of VRP
variants. In the E-VRP, LNS is successfully implemented by
Sassi et al. [47-49] and Zhang et al. [36], but most often it
still needs some other guiding heuristic to escape the local
optima. Macrina et al. [99] applied an LNS scheme to solve
GMFVRP-PRTW. A list of used destroy and repair operators
in the E-VRP is presented as a part of the adaptive LNS
version in the appendix.

5.3.3. Route or Move Evaluation. Operator evaluation is an
important part that highly affects execution time and has
to be efficiently implemented. For example, in VRPTW), for
most of the basic neighborhood operators, the load capacity
check and time window check can be computed in constant
time O(1), if for each customer endogenous variables, i.e.,
remaining load capacity, latest arrival time, etc., are tracked.
In the E-VRP, there is also a constraint regarding the vehicle
battery capacity (battery feasibility), which also influences the
time window feasibility. Therefore, time window evaluation
is more complex. For example, when the customer is trying
to be inserted into the route, the load and energy check
can be computed in constant time O(1) for most of the
basic neighborhood operators. The endogenous variables for
vertices between the insertion position and next CS have
to be recomputed in order to know the charging time at
next CS. The complexity of such approach is O(B) where
B is the number of customers between the position of the
insertion and next CS. If there is no CS in the second part
of the route, no recalculation is needed. By storing additional
information about the recharging position and its amount
and by the use of general concatenation operators presented
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by Vidal et al. [155], Hiermann et al. [31] reported that all
of the basic neighborhood operators can be evaluated in
O(1). Goeke and Schneider [30], instead of storing additional
information about recharging, used a surrogate cost function
whose evaluation is less demanding. In the search process, the
authors store € best moves in the composite neighborhood
and evaluated either exact or surrogate cost, and at the end
if there is any move with the surrogate cost, its exact cost
is evaluated and the best move is chosen. Hiermann et al.
[96] presented a different approach for H*E-FTW in which
customer sequence without CSs is determined, and then
in the route evaluation part time-consuming CSs insertions
and charging schedule are performed. Whenever the route
needs to be evaluated, the heuristic finds the routing cost by
applying a labeling algorithm to determine CSs placement
and a greedy algorithm to determine charging amount and
running mode of PHEV. As such an evaluation is time-
consuming, the authors performed the following: (i) use
neighborhood restrictions to consider only promising arcs
for each customer vertex; (ii) keep track of move evaluations
in cache memory; and (iii) lower bounds to first evaluate the
move as ICEV in O(1), and then if it improves the objective
function, perform the route evaluation.

5.4. Hybrid Metaheuristic Procedures. Many researchers
employ metaheuristics to continue the exploration after the
first local optima occurrence. Metaheuristics can be defined
as heuristics guiding other heuristics and can be divided
into neighborhood-oriented metaheuristics and population
metaheuristics. Most often, multiple metaheuristics and
heuristics are combined together and adapted to the problem;
therefore, the term hybrid is used in such occasions.

5.4.1.  Neighborhood-Oriented — Metaheuristics. Neighbor-
hood-oriented heuristics iteratively explore the neighbor-
hood of the incumbent solution. Here, we present the most
used neighborhood heuristics in the E-VRP literature.

Simulated annealing (SA) [156] controls the search by
the temperature parameter, which mimics the physical cool-
ing process of the material. Most often, it is used as a
control heuristic for accepting solutions produced by other
heuristics. The probability of accepting solution S,, which
is worse than the current best solution §;, is computed as
eSS ED/T (Boltzmann function [157]), where T is the
temperature parameter. The higher the temperature value, the
higher is the probability of accepting a deteriorating move
to escape the local optima. The procedure starts with high
temperatures at the beginning and then dynamically lowers
the temperature as the search process comes to an end. In the
E-VRP, most often initial temperature is selected such that a
1% worse solution than the initial solution is accepted with a
probability of 0.5 [25, 28, 30, 46].

Tabu search (TS) [158,159] is a well-known metaheuristic,
which uses memory to forbid the exploration of the space
that has already been explored. It escapes the local optima
by accepting a worse solution if it is the best in the explored
space. Arcs that are deleted from the solution are stored in the
tabu-list, which prohibits the reinsertion of the deleted arcs
into a specific part of the solution for a designated number of
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iterations, tabu-tenure. In some implementation cases, when
the new best solution is found, some of the moves and arcs
are lifted and removed from the tabu-list, aspire criterion [25].
In the E-VRP, TS with neighborhood operators is used to
intensify the search [25, 35, 48].

Variable neighborhood search (VNS) [160] is a meta-
heuristic that systematically changes the neighborhood each
time there is no improvement in LS phase. The changes are
based on predefined neighborhood structures. In each step,
the new neighborhood operator is used, which increases
the vicinity from the incumbent solution. The selection of
neighborhood operators and customers can be determinis-
tic (variable neighborhood decent (VND)) or probabilistic.
Schneider et al. [25] successfully adapted it in the E-VRPTW
for diversification of the solution based on the cyclic exchange
moves, resulting in 15 different neighborhood structures. The
VNS in the E-VRP was also combined with exact algorithms
like branch-and-price [51], evolutionary algorithms [84],
deterministic LS operators [64, 72], and adaptive mechanisms
(AVNS) [11, 27, 55, 69].

Iterated local search (ILS) [161] is based on successively
repeating LS on the incumbent solution. When LS ends
up in local optima, perturbation move is applied to escape
from local optima. The perturbation move can be scaled
dynamically to overcome local optima. The effectiveness of
the procedure highly depends on the local search procedures
used. Montoya et al. [72] applied ILS together with VND for
solving E-VRP-NL with perturbation performed by splitting
perturbed giant TSP tour. Macrina et al. [33] used typical ILS
with some of the LS operators used in the perturbation phase
to solve GMFVRP-PRTW. Zhang et al. [36] used ILS and LNS
in an ant colony framework for solving GVRP. The LNS is
used as a perturbation mechanism while the LS is used to
further improve the solution. Sassi et al. [47, 49] also used
a multistart combination of ILS and LNS but without the LS
phase. Sassi et al. [48] applied similar ILS paradigm, but they
called it iterated tabu search (ITS), as they used TS for the
intensification and LNS for the perturbation. A similar ITS
procedure is applied by Doppstadt et al. [58] for the HEV-
TSP.

Adaptive large neighborhood search (ALNS) [162, 163]
is the extension of LNS heuristic in which, throughout
the search process, different procedures for destroying and
repairing the solution are selected in an adaptive manner
based on their past performance. The idea is to have versatile
destroy and repair operators in order to escape the local
optima. For each destroy and repair operator, the adaptive
weight and score are increased in the following order (scores
0, = 03 = 0,): (i) 0, if a new best solution is found; (ii) o,
if the solution is better than the previous one; (iii) o, if the
solution is worse than the previous one but it is accepted due
to the acceptance criteria; and (iv) no increase if the solution
is not accepted. The score of worse solution o, is greater
than the score of better solution o,, to reward unimproved
solutions that diversify the search [28]. For each N iteration,
the weights are updated based on the previous weight values
and new score values. As a great number of the researchers
used ALNS for solving the E-VRP and related problems
(Table 2), a vast number of destroy and repair operators were
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applied. Some of them originated from Pisinger and Ropke
[162] but also some new problem-specific ones regarding the
CS have been developed [28, 30-32, 79, 88]. The description
of the applied destroy and repair operators in E-VRP is
presented in the appendix. Schiffer and Walther [89] applied
a parallel ALNS version of Schiffer and Walther [88] to solve
the RELRPTWPR. The OpenMP was used to solve multiple
scenarios in parallel, where the customer destroy and repair
operators, as well as the LS and DP, are performed in parallel.
The change of facility configuration, adaptive evaluations, and
stopping criterion are not parallelized.

SA is one of the most used metaheuristics for acceptance
criteria, in order to escape the local optima, but some others
can also be applied. Tiwari et al. [164] proposed the Cauchy
function (CA) T/((f(S,) — f(S,))* + T?) for the acceptance
of the solution as it gives more opportunities to escape
from local optima. The record-to-record (RR) principle [165],
which adds negative value to the objective function of the best
solution so far, can also be used to escape the local optima.
Several papers in the E-VRP field applied such heuristics for
solution acceptance [48, 49, 84].

5.4.2. Population Metaheuristics. Population metaheuristics
are based on the natural selection to evolve a population
and survival of the fittest. They have been widely applied
in the VRP field: genetic algorithm [166], path relinking
[167], scatter search [168], ant colony [169], bee colony [170],
particle swarm optimization [171, 172], etc.

Genetic algorithm (GA) consists of a pool of individuals
(VRP solutions) called a population, which goes through
the process of evolution. Such evolution process includes
evaluation of individuals, selection of parents, crossover,
mutation, and a replacement of the old population by a
new one. The important aspects of the algorithm are the
representation of the VRP solution, efficient management
of population diversity, and fitness function to compare
the individuals in the population. For further algorithm
description and application, we refer to Potvin [173]. The
ant colony (AC) algorithm is based on ant behavior when
they search for food. As they search, they leave pheromones,
which accumulate over the most used path, leading to the
optimal path between the food and the nest. AC algorithm
consists of three procedures: pheromone initialization, prob-
ability adjustment, and pheromone update. Particle swarm
optimization (PSO) mimics the behavior of organisms such
as fish schooling or bird flocking. Physical movement of the
individual (particle) in the swarm is tracked and then well-
balanced moves are applied to adapt the individual to the
global and local exploration. Each particle has a position in
the swarm and corresponding velocity in order to optimize
the problem following personal best solution and global best
solution [172].

Barco et al. [34, 42] applied differential evolution to solve
the E-VRP and charge scheduling. The initial individual
represents the valid route assignment and charging profile.
Next, mutation based on OR and XOR operators is performed
on three randomly selected individuals. The crossover is a
random 2-point while the selection chooses between the
target individual and new individual, which is generated
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by the crossover. Alesiani and Maslekar [45] applied GA
for solving a single BEV routing problem. The individual
is represented as a two-dimensional binary array, where
the rows represent the routes and the columns represent
CSs. The initial population contains feasible individuals,
individuals without CSs, and individuals containing battery
CSPP routes. The authors select parents at random or based
on the probability and apply 2-point crossover. Mutation
is applied at random to remove, insert, or exchange CS,
while the LS is performed to improve the solution. Shao et
al. [74] applied GA without detailed description for solv-
ing real-life EVRP-CTVTT instances. The authors encoded
the individual with all visited vertices including customers,
depots, and CSs. The crossover operator tries to create a new
individual that satisfies all the constraints. Also, elitism is
applied to preserve the elite individuals. The authors reported
the average computational time of three hours. A similar
algorithm with the LS after the crossover and mutation is
applied for solving E-VRP by Shao et al. [90] to obtain an
optimal operation scheme including routes, charging plan,
and driving paths. Masliakova [61] applied the GA to find
the optimal placement of CSs for electric bus routes. The
individual is represented as the sequence of CSs and bus
stops visited, and a crossover is implemented as the swap
between the subroutes. Mutation moves the CS to the nearest
bus stop or creates a new bus stop with CS. For the fitness
function, the author used an AC approach, which ranks
the individuals in the population. Joo and Lim [78] used
the AC approach to determine the energy consumption and
speed in energy-efficient BEV routing. Each ant selects the
next vertex with a greedy stochastic search, which combines
heuristic information about energy consumption, speed, and
pheromones. The authors concluded that AC strategy is
suitable for routing BEVs in terms of energy efficiency. An
efficient version of evolutionary algorithm and VNS (EVO-
VNS) is applied by Masmoudi et al. [84] for solving the
DARP-EV. Each population is divided into m groupsin such a
way that each group contains good and bad solutions. Further
on, s solutions from each group are selected in the VNS phase.
If the best solution in the current group is not improved for
three iterations, the crossover between the selected solutions
and the rest of solutions in the group is performed. The rest
of the individuals in the population are generated by applying
destroy-repair procedure with regret heuristic. Poonthalir
and Nadarajan [38] applied particle swarm optimization
with greedy mutation operator and time-varying accelera-
tion coefficient (TVa-PSOGMO) to solve the F-GVRP. Each
particle is encoded as the sequence of customers who are
converted to feasible routes by inserting depots and refueling
stations. Time-varying inertia and acceleration coefficients
are employed to better manage diversification and inten-
sification exploration in the multiobjective environment.
Additionally, to prevent premature convergence, a greedy
mutation operator (GMO) is performed. Hiermann etal. [96]
used hybrid GA (HGA) with LS to obtain good assignment
and routing decisions for H*E-FTW. The authors represented
the solution as a set of vehicle routes and used a biased
fitness function. During the search, the authors maintained
two populations of feasible and infeasible individuals. Parents
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are selected using binary tournament scheme from those two
populations. The recombination is performed on the parent
routes combined in a giant single tour, with an OX crossover
and a split algorithm to obtain a complete solution. The
mutation phase is performed as LNS with destroy and repair
operators similar to ones of Hiermann et al. [31]. In the end,
the solution is improved by the LS procedure.

5.5. Summary of the Applied Procedures. The overview of
the applied procedures in the E-VRP field is presented in
Table 2, where 78 papers are presented. Searching in the space
of infeasible solutions is applied in 17 papers, while the LS
for the intensification is applied in 25 papers. Most of the
researchers do not use any special criteria for accepting the
solution, but 17 papers use SA as acceptance criteria, three
RR and one CA. For the initial solution, mostly some form of
the universal insertion heuristic is applied (18). Then follow
MCWS (11), NNH (7), random (5), split procedure (4), and
sweep (3). Regarding the applied heuristics for solving the
problem, the order is the following: ALNS (14), GA (10), LNS
(7), TS and ITS (6), ILS (6), AC (3), VNS (3), AVNS (2),
VND (2), PSO (1), and differential evolution (1). From all
of the exact procedures, the DP is the most applied one (12)
and then there is the branch-bound-cut-and-price (5). Forty-
three papers use commercially available software like CPLEX
(32), Gurobi (7), MATLAB (2), and XPRESS (2) for solving
either the whole problem or some subproblem during the
search, mostly charging decisions.

We can note that a vast number of researchers use
hybrid heuristics procedures with only a few focusing on the
exact procedures [31, 57]. It can be noted that most of the
procedures that are giving state-of-the-art results are using
exact procedures at some point during the search, usually
for (i) optimal determination of charging visits and charging
amount [79, 88, 96] and (ii) set partitioning over the set of
routes at the end of the search [65, 72, 95, 96].

The ALNS is one of the most applied procedures and
it is giving the BKSs on various problem variants. Among
them, we can point out the following: ALNS of Hiermann
et al. [31] (HPH) and ALNS of Goeke and Schneider [30]
(GS) for heterogeneous fleet, ALNS of Keskin and Catay
[28] (KCI) and ANLS of Keskin and Catay [79] (KC2) for
partial recharges and different charging technologies, and
ALNS of Schiffer and Walther [88] (SW) originally designed
for the LRPIF (ELRPTWPR) which is also giving BKSs on
the E-VRPTW and E-VRPTWPR. Schiffer and Walther [88]
compared their algorithm on the E-VRPTW instances to the
HPH, GS, KCI, and VNS-TS of Schneider et al. [25] (SSG).
The authors found nine BKSs with an average gap of 0.27% to
the previous BKSs and average running time of 3.77 minutes.
On the E-VRPTWPR, compared to the KCl, the authors
found 41 new BKSs. The proposed ALNS of SW is efficiently
parallelized to solve the RELRPTWPR [89].

Most of the population-based metaheuristics are not
efficiently implemented so they are not giving high-quality
solutions. But, the HGA of Hiermann et al. [96] (HHPV)
gives some of the BKSs on the E-VRPTW, E-VRPTWPR,
and H?E-FTW. The authors compared their results on the
E-VRPTW and E-VRPTWPR to the SSG, HPH, GS, and



Journal of Advanced Transportation

KC1. On the E-VRPTW instances, the HHPV found 11 BKSs
with 1.36% increase in the vehicle number, 0.46% distance
gap from the previous BKSs, and an average running time
of 11.59 minutes. On the E-VRPTWPR, the authors found
28 new BKSs. By comparing the results of HHPV and SW
on E-VRPTW, we can conclude that in 20 instances SW
outperformed HHPYV, while in the opposite case the HHPV
was better in 17 instances.

6. Conclusion and Future Research Directions

With the increase in popularity of electric-powered vehicles,
many logistics companies have started to integrate electric
vehicles into their delivery fleets. Routing a fleet of electric
vehicles for delivering goods was formulated as the electric
vehicle routing problem. Besides the often used load (cargo)
capacity and time window constraints, E-VRP routing models
have to account for the limited driving range of BEVs, which
directly corresponds to the more frequent recharging needs
at CS.

In this paper, a literature review on recent developments
in the E-VRP field is presented. We consider BEVs to be
vehicles powered only from batteries mounted inside the
vehicle. A general overview of the BEV’s characteristics for
goods delivery includes the driving range, battery capacity,
application, and case studies. As energy consumption esti-
mation is an important part of BEV routing, we summarized
the recent research on theoretical and data-driven energy
consumption models.

Due to the BEVs specific characteristics, new E-VRP vari-
ants have emerged: a mixed fleet of electric and conventional
vehicles, partial recharging, simultaneous CS siting and BEV
routing, nonlinear charging, different charging technologies,
battery swap technology, hybrid vehicles, green routing, etc.
The development of efficient heuristics was necessary to
find optimal or near-optimal solutions to the new routing
problems. We reviewed the state-of-the-art exact, heuristic,
and hybrid procedures applied for solving various E-VRP
variants. The adaptive large neighborhood search [88] and
hybrid genetic algorithm [96] produced high-quality solu-
tions on various E-VRP variants. Most of the state-of-the-art
procedures use exact algorithms during the search to deter-
mine the optimal placement of CSs and the charging amount.

From the literature review, it can be noted that the electric
vehicle routing research community has grown rapidly in
the last few years and many problem variants have already
been explored. Nevertheless, we can highlight possible future
directions as follows.

By our observation, there is a lack of papers regarding case
studies and application cases, where actual E-VRP models
could be evaluated, and some meaningful insights could be
drawn. Several energy consumption models were reviewed,
but only few are predicting realistic energy consumption at
the road segment level in the road network. Only recently,
have researchers started to integrate a nonlinear charging
process, CS location problem, and hybrid electric vehicles
into the E-VRP models. A few papers addressed the problem
of CS capacity, as a limited number of BEVs can charge
simultaneously at a CS. Several variations were observed:
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waiting times [68, 80, 81], battery reservations [44], and
adaptive routing with uncertainties in CS availability [75,
81]. Furthermore, the following real-life characteristics have
not been sufficiently studied in the E-VRP field: dynamic
traffic conditions [74], uncertainties in demand, travel time,
time windows, service time and charging time [75, 81, 89],
compatibility of BEVs with chargers in CSs [48, 49], and
recharging at public or private CSs [81].

For future research regarding the solution procedures,
we can highlight the following. Although there have been
a couple of exact procedures developed for GVRP, only a
few exact procedures have been proposed for the E-VRP
and its extensions. A great number of researchers applied a
population metaheuristic to solve the problem, but only a
handful of them produced high-quality solutions in reason-
able computation time. To improve the computation time,
parallelized procedures could be used [18, 89]. Furthermore,
more general procedures could be investigated as most of
the state-of-the-art procedures are using complex problem-
specific heuristics.

Appendix
ALNS Destroy and Repair Operators

Here, we present an overview of the used destroy and repair
operators in ALNS metaheuristic for solving EVRP variants
and related problems. We divide the destroy operators in
terms of whether they include customer removal (C), sta-
tion/facility removal (S), or route removal (R).

Destroy operators:

(i) Add, Swap, Drop, SwapPerfect, and SwapPerfectOut
(S) [88, 174] operators change the configuration of
CS in the solution. As the name says, Add, Swap,
and Drop operators add, remove, and exchange the
CSs in the solution. SwapPerfect and SwapPerfectOut
[88] close n arbitrarily or no longer needed CSs and
iteratively open n new ones with the best insertion
strategy.

(ii) BatteryBestUse (C) [97] operator detects the route
with the highest charge level at the return to the depot
and the customers between the depot and last-used
BSS are removed from the solution.

(iii) BSSCostBased (C) [97] operator removes customers
that have high traveling costs of arcs connecting to
the BSS. First, the random BSS is selected, and the
customers with the highest cost are removed from the
solution.

(iv) BSSCustomerRoute and BSSProprotionRoute (R) [97]
operators aim to remove routes that visit more BSSs
and fewer customers (BSSCustomerRoute) and routes
that have a relatively large cost of visiting BSSs
(BSSProprotionRoute).

(v) Cluster (C,S) [30, 163] operator removes clusters of
geographically close vertices. First, a random route is
selected and divided into two clusters. One of the two
clusters is selected at random, and all the vertices in
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the cluster are removed. If more vertices need to be
removed, first the random vertex from the removed
cluster is chosen. Then, the route closest to the chosen
vertex is selected, and the procedure is repeated.

(vi) ExpensiveStation (S) [79] operator removes stations
that incur the biggest costs.

(vii) FullCharge (S) [28] operator removes stations at
which BEVs are fully charged.

(viii) HistoricalKnowledge (C,S) [32, 163] operator remem-
bers the best position cost for each vertex during the
search and then the vertex that has the highest differ-
ence from its best remembered position is removed
from the solution.

(ix) InefficientRouteAndNeighbour (R) [31] operator re-
moves one route based on its average cost per unit
transferred and then the next distance closest route
is selected for removal.

(x) LeastUsedStation (S) [79] operator aims to reduce
frequent visits to CSs. This operator ranks the CSs
in the nondecreasing order of charge amount and
removes the top » of them.

(xi) Neighborhood (C,S) [32] operator removes the ver-
tices that have the highest shares in routes average
distance.

(xii) NodeNeighborhood (C,S) [32] operator randomly
selects a vertex in the solution and removes it and »
vertices in rectangular area around it.

(xiii) Random (C,S) [32] operator randomly removes ver-
tices.

(xiv) RandomRoute and GreedyRoute (R) [28, 32, 174]
operators randomly or greedily remove w routes.
GreedyRoute operator removes routes that have the
lowest number of customers.

(xv) Related, RandomAndRelated, WorstAndRelated [31,
162], and TimeRelated [65] (C) operators remove a
set of customers that are in some sense related. The
first vertex is selected at random or based on the
detour cost, and the next vertices are selected deter-
ministically or by a roulette wheel selection based on
the relatedness measure. The relatedness measure of
Pisinger and Ropke [162] takes into account only the
distance between the vertices, while Hiermann et al.
[31] took into account distance and fractions of time
window violations between the vertices.

(xvi) Remove customer options (C,S) [28]: (i) only customer
removal; (ii) removal of customer with preceding CS;
and (iii) removal of customer with succeeding CS.

(xvii) RequestGraph (C) [163] operator creates the undi-
rected graph where each customer is a vertex and arc
weight corresponds to the number of times the arc
is used in N currently known best solutions. Then,
similar to the Shaw procedure, related customers are
removed from the solution.

(xviii) Shaw (C) [153] operator tries to remove customers
that are similar to each other by taking into account
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geographical distance, demand difference, earliest
start time difference, and assigned route difference.
The first customer is selected at random while the
other customers, instead of a deterministic way, can
be chosen in a probabilistic way from B most similar
customers to the current one [30]. Demir et al.
[32] and Keskin and Catay [28] use ProximityBased,
TimeBased, and DemandBased as a special case of
Shaw removal, where either only distance, time, or
demand is taken into consideration. ProximityBased
operator is used by Hiermann et al. [96] in LNS but it
is called a similar operator.

(xix) SinglePoint, TwoPoint, and Binary (C,S) [56] operators
remove vertices in the BSS service zones. First, the
route is selected at random. In the SinglePoint version,
the first position in the route is selected at random,
and then all the customers between the selected posi-
tion and the depot are removed. The Binary version is
similar to SinglePoint, but the first position is selected
as the middle point in the route. In the TwoPoint
version, two positions are selected at random, and
customers between these positions are removed.

(xx) StationBased (C,S) [56] operator removes all vertices
connected to a randomly selected BSS.

(xxi) StationVicinty (C,S) [30] operator removes customers
and CS in the radial vicinity of the selected CS.

(xxii) Target (R) [31] operator selects a vertex with the high-
est contribution to the total distance of its assigned
route. Then, the routes that are closest to the selected
vertex are removed from the solution.

(xxiii) Worst (C,S) [163] operator removes the solution
vertices that have high costs where cost is com-
puted as routing cost between preceding and suc-
ceeding vertex. Applied examples are WorstDistance
and WorstTime [28, 32] and the operator of Goeke
and Schneider [30] where a more complex objective
function is used. Yang and Sun [56] add a feasibility
measure to the worst selection method in order
to prefer the removal of vertices that improve the
feasibility of a solution.

(xxiv) WorstChargeUsage (S) [28] operator removes stations
at which BEV arrives with a relatively high charge
level.

(xxv) Zone (C,S) [28, 32] operator is based on the removal of
vertices in predefined zones. The whole configuration
region is divided into smaller zones. The operator
at random selects zones and removes customers and
stations from it.

Repair operators:

(i) Greedy (C,S) [162] operator iteratively inserts
removed vertices at the best possible position in
the solution. Modification of Greedy operators are
(i) greedy randomized adaptive search (GRASP)
[175] insertion, which instead of selecting the best
possible insertion selects random insertion from
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(ii)

(iif)

(iv)

a pool of k best insertions (Goeke and Schneider
[30] applied GRASP only on customer vertices); (ii)
GreedyWithNoise [32] operator adds noise to the cost
function in order to diversify the search (similar
to RR acceptance strategy); (iii) AdvanceGreedy
[56] operator adds feasibility value to the cost
function; (iv) SequentialNode [31] operator inserts
vertices based on the removal order followed by
restricted candidate list of five best options; and
(v) SequentialPerturbed [88] operator extends the
SequentialNode operator by perturbing insertion
costs. For the station insertions, Keskin and Catay
[28] detect the first arc in the route that is energy
infeasible and then try one of the following three
operators to insert the station: Greedy inserts the best
station between the detected arc and the previous
customer; GreedyWithCopmarison compares the
Greedy insertions on the detected arc and on the
previous arc and chooses the one that increases the
cost at least; and the Best operator compares the
Greedy insertions on arcs between the detected arc
and the previous CS and chooses the best one.

Regret (C,S) [162] computes the k-regret values for
each removed vertex as a difference between the
insertion cost in the best route and k-best route.
This so-called regret value quantifies the amount of
increase in routing cost if a vertex is inserted in k-
best route and not the first best route, meaning that
these vertices have a lower number of cost-effective
insertions. In EVRP mostly regret-2 and regret-3
heuristics are used. Similar to the greedy case, noise
or feasibility values can be added to the cost function:
RegretWithNoise [32], AdvanceRegret-k [56].

SemiParallelConstruction and SemiParallellnsertion
(C,S) [31] operators work as the initial construction
algorithms and either construct new routes or insert
customers in the existing routes.

TimeBased and ZoneBased (C,S) [28, 32] operators
insert vertices in the best route positions that mini-
mally increase the overall route time. In ZoneBased
case, the vertices can be inserted only within a certain
zone.

Nomenclature
2E-EVRP-BSS: Two-echelon capacitated

electric vehicle routing
problem with battery
swapping stations

2sEVRP: Two-stage electric
vehicle routing problem
AC: Ant colony algorithm
AFV: Alternative fuel vehicle
ALNS: Adaptive large
neighborhood search
BEV: Battery electric vehicle
BKS: Best-known solution
BSS: Battery swap station

BSS-EV-LRP:
CA:

CGVRP:
CRH:

CS:

CSPP:

CVRP:

DARP-EV:

DBCA:

DP:
E-FSMFTW:

E-LRP:

ELRPTWPR:

E-SPP:

E-TSP:

E-TSPTW:

E-VReP:

E-VRP:

E-VRP-NL:

E-VRP-NL-C:

E-VRP-PP:

E-VRPTW:

E-VRPTW-FC:

Electric vehicles battery
swap stations location
routing problem
Cauchy function
Capacitated green
vehicle routing problem
Charge routing heuristic
Charging station
Constrained shortest
path problem
Capacitated vehicle
routing problem
Dial-a-ride problem
with electric vehicles and
battery swapping
stations

Density based clustering
algorithm

Dynamic programming
Electric fleet size and
mix vehicle routing
problem with time
windows and recharging
stations

Electric location routing
problem

Electric location routing
problem with time
windows and partial
recharges

Energy shortest path
problem

Electric traveling
salesman problem
Electric traveling
salesman problem with
time windows

Electric vehicle
relocation problem
Electric vehicle routing
problem

Electric vehicle routing
problem with nonlinear
charging functions
Electric vehicle routing
problem with nonlinear
charging functions and
capacitated CSs

Electric vehicle routing
problem with
public-private
recharging strategy
Electric vehicle routing
problem with time
windows

Electric vehicle routing
problem with time
windows and fast
charging
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E-VRPTW-SE/MF/SP/MP: Electric vehicle routing

E-VRPTWME:

E-VRPTWPR:

E-VSP:
E2EVRP:
EFV-CSP:

EV:
EVESMVRPTW:

EVO-VNS:

EVRC:

EVRP-CTVTT:

EVRPREF:

F-GVRP:

FRD:
FRVCP:

FSM-VRP/MFVRP:

FSMVRPTW:

FSMVRPTW-EV:

GA:
GHG:
GMFVRP-PRTW:

problem with time
windows, S (single
recharge), M (multiple
recharges), F (full
recharge), P (partial
recharge)

Electric vehicle routing
problem with time
windows and mixed fleet
Electric vehicle routing
problem with time
windows with partial
recharging

Electric vehicle
scheduling problem
Electric two-echelon
vehicle routing problem
Electric freight vehicles
charge scheduling
problem

Electric vehicle

Electric vehicle fleet size
and mix vehicle routing
problem with time
windows

Evolutionary variable
neighborhood search
Electric vehicle route
planning with
recharging

Electric vehicle routing
problem with charging
time and variable travel
time

Electric vehicle routing
problem with recharging
facilities

Fuel efficient green
vehicle routing problem
Facility-related demand
Fixed route vehicle
charging problem

Fleet size and mix
vehicle routing problem
Fleet size and mix
vehicle routing problem
with time windows
Fleet size and mix
vehicle routing problem
with time windows for
electric vehicles

Genetic algorithm
Greenhouse gas

Green mixed fleet
vehicle routing problem
with partial battery
recharging and time
windows
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GMO:

GRASP:

GVRP:

GVRP-MTPR:

H2E-FTW:

HDARP:
HEV:
HEV-TSP:

HEVRP-TDMEF:

HGA:
HVRP:
ICEV:
ILS:
ITS:
LDM:
LRP:
LRPIF:
LS:
MBFM:

MCWS:

MDEVLRPTW (BS/PR/BSPR):

MDVRP:

MDVRPI:

Greedy mutation
operator

Greedy randomized
adaptive search
procedure

Green vehicle routing
problem

Green vehicle routing
problem with multiple
technologies and partial
recharges

Hybrid heterogeneous
electric fleet routing
problem with time
windows and recharging
stations

Heterogeneous
dial-a-ride problem
Hybrid electric vehicle
Hybrid electric vehicle
traveling salesman
problem

Heterogenous electric
vehicle routing problem
with time-dependent
charging costs and a
mixed fleet

Hybrid genetic
algorithm

Hybrid vehicle routing
problem

Internal combustion
engine vehicle

Iterated local search
Iterated tabu search
Longitudinal dynamics
model

Location routing
problem

Location routing
problem with intraroute
facilities

Local search

Mixed bus fleet
management problem
Modified Clark and
Wright savings method
Multidepot electric
vehicle location routing
problem with time
windows (battery
swapping/partial
recharging)

Multidepot vehicle
routing problem
Multidepot vehicle
routing problem with
inter-depot routes
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MGVRP:

MILP:

MIP:
MLR:

MTESP:

NNH:

PHEV:

PHEVRPTW:

PIH:

PRP:

PSO:

RCSPP:

RELRPTWPR:

RR:

SA:

SoC:
TD-VRP:

TS:
TSP:

TSPTW:

TVa-PSOGMO:

VND:

VNS:

VRP:
VRP-HFCC:

VRP-MFHEV:

Mixed fleet green vehicle
routing problem

Mixed integer linear
program

Mixed integer program
Multiple linear
regression

Mixed taxi fleet
scheduling problem
Nearest neighbor
heuristic

Plug-in hybrid electric
vehicles

Plug-in hybrid electric
vehicle routing problem
with time windows
Push forward heuristics
Pollution routing
problem

Particle swarm
optimization

Resource constrained
shortest path algorithm
Robust electric location
routing problem with
time windows and
partial recharging
Record-to-record
procedure

Simulated annealing
State of charge
Time-dependent vehicle
routing problem

Tabu search

Traveling salesman
problem

Traveling salesman
problem with time
windows

Particle swarm
optimization with greedy
mutation operator and
time-varying
acceleration coefficient
Variable neighborhood
decent

Variable neighborhood
search

Vehicle routing problem
Vehicle routing problem
with a mixed fleet of
conventional and
heterogenous electric
vehicles including new
constraints

Vehicle routing problem
with mixed fleet of
conventional and
heterogenous electric
vehicles
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VRPIRE: Vehicle routing problem
with intermediate
replenishment facilities

VRPIS:  Vehicle routing problem
with intermediate stops

VRPPD: Vehicle routing problem
with pickup and delivery

VRPTW: Vehicle routing problem
with time windows.
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The cruise control of high-speed trains is challenging due to the presence of time-varying air resistance coefficients and control
constrains. Because the resistance coefficients for high-speed trains are not accurately known and will change with the actual
operating environment, the precision of high speed train model is lower. In order to ensure the safe and effective operation of
the train, the operating conditions of the train must meet the safety constraints. The most traditional cruise control methods
are PID control, model predictive control, and so on, in which the high-speed train model is identified offline. However, the
traditional methods typically suffer from performance degradations in the presence of time-varying resistance coefficients. In
this paper, an adaptive model predictive control (MPC) method is proposed for cruise control of high-speed trains with time-
varying resistance coeflicients. The adaptive MPC is designed by combining an adaptive updating law for estimated parameters
and a multiply constrained MPC for the estimated system. It is proved theoretically that, with the proposed adaptive MPC, the
high-speed trains track the desired speed with ultimately bounded tracking errors, while the estimated parameters are bounded
and the relative spring displacement between the two neighboring cars is stable at the equilibrium state. Simulations results validate

that proposed method is better than the traditional model predictive control.

1. Introduction

In recent years, the high-speed railway transportation has
played a more and more important role in modern society.
High-speed train has many more advantages such as high
speed, large volume, and safe and comfortable environment
than traditional railway traffic. With the speed of the high-
speed trains rising, it is extremely difficult for human drivers
to guarantee the safety of the operation of high-speed trains.
In order to ensure the safe and effective operation of high-
speed trains, the automatic train control (ATC) system is
proposed, which is used to monitor, control, and adjust the
train operations to guarantee safety, punctuality, and comfort
[1-3].

One of the demanding control problems associated with
the automatic train control (ATC) is cruise control problem
in which the speed of the train is automatically controlled to

follow a desired trajectory. The methods proposed for cruise
control of high-speed trains which are developed based on
a motion model obtained from Newtons second law can be
classified into two categories. One is to model the whole train
that consists of multiple cars as a single point mass [4, 5],
while the interaction force between the two cars of the train is
ignored. Considering the relative movement between the two
cars, the other one is to construct the high-speed train model
by a cascade of masses connected by flexible couplers, which
provides much more accuracy in characterizing the dynamics
of the high-speed trains [6, 7].

In the most existing literature of the high-speed train,
the resistance coefficients of train were often assumed to
be constant [8-10]. However, for a high-speed train, the
aerodynamic resistance will change large, when the train is
traveling at high speed. So, the dynamic motion model of the
train is a time-varying model dependent on the operating


http://orcid.org/0000-0001-6269-6929
http://orcid.org/0000-0002-7186-0505
http://orcid.org/0000-0002-5485-2562
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2019/7261726

conditions. The robust adaptive tracking control method
was derived for a multiple-mass-points high-speed train
dynamics model with unknown and time varying resistance
coefficients [11]. Besides, the robust output feedback cruise
control is developed for speed tracking with the unknown
parameters [12]. Moreover, some more complex train operat-
ing conditions are considered in paper [13], and an adaptive
controller is developed to deal with the problem of the
uncertainty of the air resistance coefficients of the piecewise
model. However, the studies of the robust adaptive controller
neglected the state constraints and control input constraints.
The safe speed and the saturation characteristics of traction
and braking units are very important for online operation
of high-speed train. The model predictive control has an
advantage that fully considers the input and state constrains
of the system [14, 15]. However, the influence of time-varying
air resistance parameters on the system model is neglected in
[15], resulting in low system model precision.

Model predictive control cannot only deal with multi-
objective constraint problem, but its dynamic response is
fast [16]. The goal of cruise control of high-speed trains is
to track the desired target speed quickly and accurately, so,
model predictive control is very suitable for the high-speed
train cruise controller. According to the principle of model
predictive control, it is known that model predictive control
requires a prediction model with high precision. The accuracy
of the prediction model determines the performance of the
controller. Therefore, the starting point of this paper is how
to improve the accuracy of the dynamics model of high-
speed. In this paper, a multibody model of the high-speed
train with time-varying air resistance coefficients and control
constraints is considered. The train dynamics model set up
in this paper contains time-varying resistance coeflicients,
and the relative movements among the connected cars of the
train are considered, so the dynamics model in this paper
is more accurate than that in paper [15]. This paper designs
an adaptive model predictive control for cruise control of
high-speed trains. Based on Lyapunov’s stability theory, an
adaptive updating law is given for estimated system model
parameters. The closed-loop system is capable of tracking the
desired speed, and the relative spring displacements between
the two neighbored cars are stable at the equilibrium state.

Compared to the existing work, the proposed adaptive
MPC not only solves the cruise control problem with time-
varying resistance coeflicients but also ensures the train
operations within the range of safety constraints. The model
complexity is equivalent to the traditional model. The main
contributions in this paper can be summarized as follows:

(1) By considering the time-varying air resistance coef-
ficients, this paper firstly constructs a linear multiple-mass-
points dynamical model of high-speed trains with time-
varying resistance coefficients.

(2) In order to improve the accuracy of the constructed
model, an estimated system is proposed based on the pro-
posed model. Then, an adaptive updating law is designed
for time-varying parameters of estimated system. Based on
the estimated system model, an adaptive model predictive
control framework is introduced and the estimated system
model is used as the prediction model. Based on the estimated
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FIGURE 1: The multiple mass-point model structure of high-speed
train.

system prediction model, the control problem can be for-
mulated as an objective optimization problem with multiple
constraints.

(3) According to the practical requirement, the objective
optimization problem with multiple constraints is trans-
formed into the linear quadratic programming problem,
which determines the optimal cruise control for the high-
speed train with time-varying resistance coeflicients and con-
trol constraints to improve the safety and energy efficiency of
the operation of the train.

The rest of this paper is arranged as following. In
Section 2, the linear dynamical model of high-speed train
with time-varying parameters is introduced. In Section 3, an
adaptive model predictive controller is developed for the train
with time-varying parameters to speed tracking. In Section 4,
a simulation study is presented to show the performance of
the proposed method. Finally, some conclusions are given in
Section 5.

2. Dynamic Model of High-Speed Train

In this section, the nonlinear multiple mass point dynamic
model of high-speed trains with time-varying resistance coef-
ficients is established by analyzing their dynamical character-
istics. It is difficult to design the system controller because of
the complex characteristics of the nonlinear model. So, the
linear error dynamic model of high-speed train is constructed
around the equilibrium point.

2.1. The Dynamic Model of the High-Speed Train. Figure 1
presents the multiple mass-point model structure for high-
speed train. A high-speed train contains # cars; these cars are
connected by flexible couplers. In high-speed train operation,
the flexible couplers play an important role in the connected
cars and transmit interaction force between two connected
cars. As the couplers between two adjacent cars are not
perfectly rigid, the function of couplers can be described by a
spring model such that the coupler force is a function of the
relative displacement & between two connected cars.

f@)=kE @

where k is the stiffness coefficient, which is positive. The
running resistance f, of high-speed train consists of the
rolling mechanical resistance and aerodynamic drag, which
is commonly expressed as

f,:c0+c1v+czv2 (2)

where v is the car velocity and ¢, ¢;, and ¢, are the resistance
coeflicients and they are bounded time-varying parameters.
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The parameters change near the nominal value [17]; they
are can be described as ¢y = ¢ + A, ¢ = ¢ + Ac,
and ¢, = ¢ + Ag. ¢, ¢, and ¢ and Ag, Ac, and
Ac, are the nominal value of the resistance coeflicients and
the deviation value near the nominal value, respectively,
where the deviation value is assumed to be time-varying and
bounded, ie., [Aq| < ¢y |A¢| < ¢, and [Ag| < ©,. g
defines the train’s rolling resistance component, ¢; defines the
train’s linear resistance coefficient, and ¢, defines the train’s
nonlinear resistance coefficient. ¢, + ¢ v represents the rolling
mechanical resistance, and ¢,»* denotes the aerodynamic
drag.

The multiple mass-point dynamic equation of a train can
be described as

xi:vi—vi+1, l=1,2,3...,7’l—1

myvy = uy —kxy —my (6 +¢v) - <Zmi> QVT
i=1

(o + 1), )

i=1,23,...,n-1

mivi = ui + k.xi_l - k.xl -

m,v, =u, (t) + kx,_, —m, (c0 +qv+ czvz)

where x;(t) is the relative spring displacement between the
neighboring cars i and i + 1, v;(t) is the speed of i-th car, and
u; represents the traction force provided by i-th car.

It can be seen from ¢,v” that the aerodynamic drag is
proportional to the square of the speed of high-speed train.
When the speed of high-speed train increases, the nonlinear
characteristic between aerodynamic drag and speed becomes
stronger. The nonlinearity of high-speed train model presents
difficulty in solving the optimization problem. It is desirable
to linearize the train dynamical equation to facilitate the
controller design.

Assume that when the velocity of the high-speed train
reaches the desired velocity, the current state of the train is
the equilibrium state. The velocity of a high-speed train at
equilibrium state is denoted as v, = v, = --- =V, = v,
and the relative displacements between neighboring cars are
zero at the equilibrium state, which are given as x; = x, =

-+ X,_1 = 0. Obviously, the acceleration of each car is zero at
the equilibrium state, which is given as v, = v, = --- = ¥,
0, so the traction or braking force u; in the equlhbrium state
can be derived from (3) that

n
— 2
Uy =M +amvy + ¢ <Zmi) Yo

i=1

(4)
u; = cgm; +emyvy, 1=2,3,...,n

So we define the error displacement variable as X; =
X;, the error speed variable as ¥; = v; — v;, and the error
control variable as #I; = u; — u;. According to (3) and (4), the

linearized error dynamic equation around the equilibrium
state is obtained as

~ Vit

=)

xi:

n
myv, = iy — kX, — cvim; — 26v, <Zmi) v

i=1 (5)
my, =u; + kX;_, —kX; —¢qv;ym;, i=2,3...n-1
m, v, =, +kX,_, —cv,m,
. s = s~ 5 T
Choosing x = [X},X,,...,X,_1, Y}, V5, ..., V,] " asthestate

variable and u = [fi,,,,...,7,]" as the control variable, the
error dynamic equation (5) can be written as

X=Apx+ Bpu (6)

0,0, A
where A [A‘x" A”] and B
21 22

To be exact, B, = dlag{l/ml, l/mz,...,l/mn},
(1 -1 0 -0 07
01 -1--00
Ap =
[0 0 O 1 -1
K -
-— 0 0
Kk
= = 0
Ay = " 2
: ™)
k
L mn
i 20,vy (Y, m; ]
_CI_M 0 - - 0
my
0 —, 0 -+ 0
Ay =
0 e 0 —¢ 0
| 0 o 0 cee =y

Then the above continuous time-domain state-space
equation is discretized by the zero-order hold method with
sampling period T; to have the following form:

x(k+1) = Ax (k) + Bu (k) (8)

where A = ¢**" and B = j APTdTBP. This discrete model
is then used in the following controller design in an MPC
framework.

3. Controller Design

As shown in Figure 2, an adaptive MPC controller is proposed
to achieve the closed loop stability and speed tracking
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FIGURE 2: Adaptive model predictive control scheme.

accurately for the high-speed trains. The adaptive model
predictive control scheme mainly consists of three parts: for-
mulation of the optimal control problem, adaptive updating
law design for time-varying parameters of the estimation
model of high-speed train, and MPC design for the estimated
train system.

3.1. Formulation of the Optimal Control Problem. Cruise
control of high-speed train must track the desired velocity
profile quickly so that the train arrives at its destination on
time. With the development of high-speed railway, energy-
saving driving and safe driving are of much concern. So, the
optimization objective function we set up includes energy
consumption, velocity tracking, and the relative displace-
ments between neighboring cars. In this paper, the control
input is used to express energy consumption.

Consequently, the optimization objective function can be

established as follows:
N,-1
J= Y (ulk+i) k) + (x; (k+i) k)’

i=0

©))
+(vk+i)lk —v, (k+i) k)

where k is the current sampling time and N, represents the
predictive horizon for MPC design. v, ((k+i)|k) represents the
reference speed. v((k + i)|k) represents the actual speed and
it denotes the predicted speed value of v at step i. u(k +1)|k =
[y (k) |k, uy(k+ 1)k, ..., un(k+Np— DIk)T represents the con-

trol input and x(k + )|k = (x; (k)|k, x,(k + 1)|k, ..., x,_; (k +
N, - 1)|k) represents the relative displacements between

neighboring cars.

As a practical system, in order to ensure the safe and
efficient operation of high-speed trains, some specific con-
straints must be satisfied as follows.

First, the traction and brake forces are bounded because
of the nature physical characteristics of the traction motor.
Second, the maximum allowable speed of high-speed trains is
affected not only by line conditions and operating conditions,

but also by their physical characteristics. Third, coupler force
must be manipulated to vary in an acceptable range in order
to ensure the trains run safety. In this paper, the coupler
deformation is used to represent intrain forces characteristic.
Then, the constraints can be illustrated by the following
inequality:

ub (k) < u; (k) < u (k)

0<v(k)<vw (10)

max

x (k) < x; (k) < 5 (k)

where ug and u!’ are the lower and upper bounds of the ith
J in this objective function are a general measure of the “cost”
of the train’s operation affected the optimization problem is to
minimize the objective function (9) subject to (10).

3.2. Adaptive Updating Law for Time-Varying Parameters. For
(8), because rank[B, AB... A"'B] = 2n, the pair (A,B) is
controllable. Denoting ® = [A, B], the matrix A contains
time-varying parameters ¢; and c,, so the matrix A is a time
varying matrix. Denoting A = A, + AA, A, is the nominal
matrices and AA is the time-varying matrices which are used
to describe the parameter uncertainties, [AA] < A. So there
exists a conservative bound [|©] < ©.
Design an estimated system for (8)

% (k+1) = Ax (k) + Bu (k) (11)
where A is time-varying estimated parameters for uncertain
constant matrices A; X(k) is the estimated state for the actual
high speed-trains state x(k).

The actual high-speed trains state and the estimated
system state can be rewritten into another forms

x(k+1) = OX (k)
R (12)
%(k+1)=0X (k)
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where ®(k) 2 [A(k),B(k)] and X(k) 2 [x(k)T,uk)]".
Subtracting the above two equations yields

X(k+1)=0x (k) (13)

where®2©-0®and X 2 x - x.
Define a cost function for the estimated error X

J,=x(k+1) % (k+1)

(14)
= (x(k+1)-OX ()" (x (k+1) - OX (K))
Its gradient with respect to ® can be calculated by
— dJ —~ T
VI, (0)=—==-X(k)(x(k+1)-0X (k)
(©)- 2 - —xan -

=X (k) x(k+1)T

Consequently, the updating law for ®(k + 1) can be designed
by

Ok+1)=0 k) -Av] T
R (16)
=0 k) +Ax(k+1) X (k)T

where A > 0 is the updating rate to be assigned. It can
be proved that [18], with the proposed updating law (17),
estimated parameters converge to their actual values, if X (k)
is persistently exciting and satisfies the following constraint:

X (0T X (k) < Z_T“ 17)

where 0 < & < 2, In this brief, (19) is treated as an additional
constraint. To guarantee that ® converges to ® exponentially
fast, a strategy to determine A can be suggested as [19].

3.3. Adaptive MPC Design for the Estimated System. In the
MPC framework, N,, is the predictive horizon and N the
control horizon. The optimization problem is to compute
a trajectory of a future manipulated variable u to optimize
the future behavior of the train. At the sampling time k,
the current state variable X(k) of estimated high-speed trains
system can be measured, and the predicted state variable X(k+
1) can be calculated according to the predictive equations
of the estimated system. The state-space equations of the
estimated system (11) can be given by

Z(k+11]k)=AKk) x (k) + Bu (k)

xk+2lk)=A®k)x(k+1]k)+Bu(k+1|k)

= A’x (k) + ABu (k) + Bu (k + 1)

%(k+N, k) =A(k)x (k) + A" Bu (k)

+ AN ?Bu(k+1) + -+ AN N By (k+ N, + 1)
(18)

Suppose that the output of the estimated system is given
by

y (k) = Cx (k) (19)
where C = [04, 1yxn Ino1)x(n_1)] and the output value of
the estimated system is the predicted speed of the high-
speed trains. From the predicted state variables, the predicted
output variables are by substitution

7 (k +1]k) = CA (k) x (k) + CBu (k)
7 (k+2|k)=CA* (k) x (k+1|k)+CABu (k +11k)
7 (k+3|k) = CA’x (k) + CA*Bu (k)

+ CABu (k + 1) + CBu (k + 2)
(20)

5 (k+N,|k)=CANx (k) + CAN*™ Bu (k)
+CAN ?Bu(k+ 1) +---
+ CAN ™ By (k+ N, +1)
Define Y(k) = [77(k + 1k),5"(k + 2[k),....5"(k +
N, |k)]. According to classical MPC design [18], the predictive

equations for (11) can be written into a compact form

Y (k) = F (k) x (k) + D (k)U (21)

%
where F(k) = { C{& :I and

CANp
CB 0 e 0
CAB CB s 0
(k) = _ . . (22)

CAN™'B CAN»?B ... CAMNrNep

where U = [u!(k),u(k + 1),...,u’(k + N, - 1)]" and the
desired speed signals are given by V, (k) = [VZ(k +1), vrT(k +
2),...,v; (k+ NI

The optimization objective function can be written as

~ T /~
=(Y(k)-V_ (k Y(k)-V (k
J=(Y () -V, () (YK -V, k) .

+UT (k) RU (k)



where R = diag(r)y ., isa diagonal weight matrix withr >
0. To formulate the optimization problem, the cost function
is further calculated by

J=(Fx+®U-V,) (Fx+®U-V,)

+U (k) RU (k)
. (24)
=(Fx-V,) (Fx-V,)+2U0"®" (Fx-V,)

+UT (@@ +R)U

In order to minimize objective function (24) and optimal
control input U(k), we just need the formula related to
U(k). Ultimately, the train operation optimization problem
in the MPC framework, which can be uniformly solved by a
quadratic programming (QP) approach, is given as

J=UTHU +2U" f (25)

where H=®"® + R and f= o (Fx - V.). The formula (17)
can be written as follows:
2-«

A

X (k)T X (k) <

i

x (0T x (k) + u ()T u (k) < Z‘T"‘

) (26)

w () u (k) < Z_T“ —x () x (k)

g

2-«
e (k)1 < \/ xR x (k)
Each u(k+ilk) in the predictive control vector U (k) should
satisty (26). It follows that U should satisty

MU <y, (27)

Ly 0+ 0
where M, = [_}”X’” 0 0] and

mxm

"= I

m

ym(@-@)/A-x W) x®) 11,
[ ] ’ (28)

L,=11,...,1".

To facilitate the MPC design, constraints (10) should be
transformed into a form with respect to predictive control
vector U. The constraints on the amplitude of the control

signals ug(k) < u;(k) < u}'(k) can be formulated as

U
|: I(nNCXnNC) :| U< U(nchl):|
_I(nchnNc)

(29)
L
U(nNCxl)
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where UY and U* are the upper and lower limits of traction or
braking force containing N, upper and lower limit vectors (1"
and u'). The output value of estimated system (21) represents
the speed. So, the speed signals 0 < v;(k) < v, can be
written as

G

(O]

YV - Ex (k)

U<|_. _
Yt - Fx (k)

(30)

where YV and Y are the upper and lower limits of speed
containing N, upper and lower limit vectors (0 and v, ).

The relative displacements constraints between neighbor-
ing cars are included in constraints of the state variable x(k).
Designing a matrix Z for obtaining the relative displace-
ments, it is constructed as Z = [I,_1yx(n-1) On1)xn]- Because
of the relationship x;(k) = Zx(k), the predicted x;(k) within
the control horizon N, can be obtained as

X, (k) = F, (k) x (k) + ®, (k) U (31)

where X;(k) = [x;(k + 11k)7, x,(k + 21k)7, ..., x;(k + N_|k)T]"
and

[ ZA
ZA?
Fx (k) = >
| ZANr
(32)
[ ZB 0 0
ZAB ZB .- 0
D, (k) =
| ZANr™t ZANe 2B ... ZANNep

Consequently, the relative displacements constraints
xﬁ(k) < x;(k) < x(k) can be defined as

O]

X

<U< (33)

O]

XY - Fox (k):|
X} — Fox (k)

X
where X and X/ are the upper and lower limits of rela-
tive displacements between neighboring cars containing N,
upper and lower limit vectors (x; and x}').

Combining constraints (27), (29), (30), and (33) yield
constraints for MPC design, and the constraints in this
optimization problem can be eventually constructed as

MU <y (34)
M, n
TinexNg) Yoo
~LinNexnNe) Utne)
where M = o andy = | ¥U-EBx(k)
-o YE-Fx(k)
O, X,Y-F, x(k)

s X -Fx(k)
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3.4. Adaptive MPC Algorithm. The proposed adaptive MPC
algorithm can be summarized as follows:

(1) Select a positive A according to [19]; the predictive
horizon and the control horizon satisfy N, = N, = N.

(2) Calculate optimal U(k). With the linear state-space
equations (11), the optimization problem is to minimize (25)
subject to (19) and (34). This is an optimization problem
with a quadratic objective function, which can be uniformly
solved by a QP approach [20]. The standard quadratic
programming problem has been extensively studied in the
literature [21, 22]; this is a field of study in its own right;
it requires a considerable effort to completely understand
the relevant theory and algorithms. Optimization Toolbox
in MATLAB provides functions for finding parameters
that minimize or maximize objectives while satisfying
constraints. The toolbox includes solvers for linear
programming (LP), mixed-integer linear programming
(MILP), quadratic programming (QP), nonlinear
programming (NLP), constrained linear least squares,
nonlinear least squares, and nonlinear equations. If the
optimal control problem can be transformed into a quadratic
programming problem, the quadratic programming
problem can be solved by MATLAB quadprog toolbox
more easily. The instructions for the toolbox can be found
at https://www.mathworks.com/help/optim/quadratic-
programming.html.

(3) Find u(k) by using receding horizon scheme: u(k) =
[Lyusm> 05 - - - 0]U (k).

(4) Update the estimated parameters A(k +1) by using the
adaptive updating law (16).

(5) Make k = k + 1, and update system states, inputs
and outputs with control u(k), and state-space equations (11).
Repeat steps (1)-(4).

4. Simulation and Discussion

A simulation study on a high-speed train is presented to
demonstrate the effectiveness of the proposed adaptive MPC
algorithm. The simulation in this paper is to solve the
optimization problem of model prediction with quadprog
toolbox of MATLAB simulation software version 2016b
under the system environment of Windows 10 operating
system. The parameters of the train model are from the CRH-
3 high speed train in China, which are given in Table 1. This
paper investigates the advantages of using MPC to optimize
the train’s performance by comparing its performance under
different prediction horizons. The variables N, and N, are set
to be equal in order to investigate the prediction’s impacts on
the performance of the high-speed train.

4.1. Simulation Parameter Selecting. In order to evaluate the
performance of the controller, the desired velocity curve
including accelerating, decelerating, velocity step increase,
velocity step decrease, and constantvelocity stages, the speed
command of high-speed train is given in Table 2. Here we
focus on the dynamic characteristic and performance of the
high-speed train in the cruise phases. The considered time
horizon is T = 1200s. In this scenario, we choose the

7
TABLE 1: Parameters of the CRH-3 high-speed train.
Symbol Value Unit
m, 475 t
I 7.75%x 107 Nkg™
o 228 % 107" Ns(mkg)™
o 1.66 x 107° st(mzkg)_1
k 1x10* kNm™
TaBLE 2: Speed Command of high-speed train.

Phase Time(s) Velocity(m/s)
acceleration 0—100 0— 40
cruise 100 — 400 40
acceleration 400 — 450 40-70
cruise 450 — 850 70
deceleration 850 — 900 70-50
cruise 900 — 1200 50

number of trains as n = 4, and the train is comprised of all
locomotives. The predictive horizon and the control horizon
are given by Np = 10 and N, = 10. A = 0.0l and R =
diag(0.1) are assigned. Additionally, the control input u; is
subjected to the constraints —30kN < u; < 30kN, the coupler
deformation is subjected to the constraints —0.02 < x; < 0.02
and the bounded of the deviation value near the nominal
value ¢, = 0.01, ¢, = 0.00035, and ¢, = 0.000008.

4.2. Simulation Results. Figure 3 shows the velocity curve for
each car, where the abscissa is the simulation time and the
ordinate is the velocity of the vehicle. From the figure, we can
see that the running speed of each car almost stays the same
whether in the accelerating phase or in the decelerating phase,
and each car can track the reference speed well during the
operation time. From ¢t = 0s to t = 100s, each car operate
at an 0.4m/s” acceleration. When t = 100s, the actual speeds
of each car of the high-speed train are closed to the reference
speed 40m/s. From t = 400s to t = 450s, the high-speed train
is running with 0.6mm/s> acceleration, From the zoomed-in
figure, we can see that the each car moves with the almost
same velocity, and the speed error is negligible. From t = 440s
tot = 460s, the speed of each car gradually achieved stability,
and the velocity of each car is the same as the reference
velocity basically. Based on the above simulation analysis, we
can make a conclusion that the high speed train can track
the target speed quickly and maintain a small steady-state
tracking error, which verifies the effectiveness of proposed
control method.

y is output of (8), and we define estimated output errors
y = y — ¥, which is shown in Figure 4. From the figure,
we can see that the estimated output errors converge to zeros
during the operation time, which verifies the accuracy of the
estimation model is proved.

The curves for the tracking and braking forces of each car
in the cruise phases are plotted in Figure 5, and the dashed
line is the upper bound of traction or the lower bound of
brake force. From t = 0s to t = 100s, in order to keep
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FIGURE 4: Estimated output errors.

the acceleration constant, the tracking forces of high-speed
train increase rapidly, because the train’s resistance increases
with speed. At ¢t = 400s, the high-speed train reaches its
maximum speed and the maximum tracking force of each
car of the train are 30kN. From t = 850s to t = 900s,
the braking forces of high-speed train increase rapidly, and
maintain about 20s to decrease to the desired velocity. From
Figure 5, we can observe that control outputs for each car of
the high speed train are almost the same. Based on the above
simulation analysis, we can make a conclusion that each

F1GURE 5: The force output of each car.

car of the high-speed train can regulate the tracking force
and braking force quickly based on actual speed commands
and the magnitude of the tracking force and braking force
is in the picture satisfies the constraints, which verifies the
effectiveness of proposed control method.

The curves of relative spring displacements between the
two neighboring cars are plotted in Figure 6, which shows
that, under adaptive model predictive cruise control, the
relative spring displacements between the two neighboring
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FIGURE 6: The coupler deformation between neighboring cars.
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cars converge to the zero point. During the train operation
stage, the relative spring displacements change in a small
range, which ensures the safety and comfort of the operating
of high-speed train. Additionally, from the figure, we can
find that the change of relative displacement is within the
constraint range in the acceleration and deceleration stages,
and the change of relative displacement is 0 at the equilibrium
state.

The norm of estimation errors is defined by tr(®7®), and
the variation of estimated parameters are defined by A®(k +
1) = O(k + 1) — O(k). Because the estimated parameter
© is a bounded matrix, the estimation error is a bounded
matrix. Figure 7 shows the norm of estimation errors, which
is bounded. The variation of estimated parameters is shown
in Figure 8; from the figure, we can see that the variation of
estimated parameters converges to 0 at around t = 100s.

4.3. Further Discussions. In this subsection, we further
discuss the performance of the proposed adaptive model
predictive controller in terms of superiority and computation
efficiency.
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FIGURE 8: The variation of estimated parameters.

4.3.1. Superiority. In order to verify the superiority of the
method proposed in this paper, we make a simulation
comparison with the method in literature [15]; the system in
[15] is a nonadaptive control system; it does not consider the
impact of model parameter changes on the system model.
The parameters of controller are the same of adaptive control
system and nonadaptive control system. The purpose of
this paper is to improve the accuracy of the prediction
model, so that high-speed trains can follow the desired
target speed quickly and accurately. The velocity prediction
error represents the difference between the predicted model’s
velocity and the expected velocity; the smaller the error, the
higher the accuracy of the prediction model. The velocity
error of each car is plotted in the following figures. Figures
9(a) and 9(b) show the simulation results under adaptive
control system and nonadaptive control system, respectively.
From Figure 9(a), the car of four locomotives can track the
reference velocity accurately. The maximum velocity error is
no more than 2m/s. From the zoomed in figure, there is little
difference in the tracking velocity error of each car, because
the parameters of each car are same. This paper’s goal is to
make sure that each car tracks the reference velocity very well
with the coupling force in mind. The method of [15] presents
poor control performance when the parameters of the model
are uncertain; the maximum velocity error is about 8/s and
the velocity of each car has severe chattering; this control per-
formance is not conducive to the safe operation of the train.
The coupler force of each car is plotted in Figure 10.
Figures 10(a) and 10(b) show the simulation results under
adaptive control system and nonadaptive control system,
respectively. The coupler can be damaged by too much force
and excessive coupler force is not conducive to the safe
operation of trains.so, when high-speed trains are running;
the less coupling force between vehicles, the better. From
Figure 10(a), the coupler of each car is very small; from the
zoomed in Figure 10(a), the coupling force is no more than
2KN. The method of [15] presents poor control performance,
and the coupler of each car is very powerful. This control per-
formance is very unfavorable to the safe operation of the train.

4.3.2. Computational Cost. In this subsection, by considering
the different prediction horizons, this paper considers the
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computation complexity of the adaptive model predictive
control with different prediction horizons. Within different
prediction horizons, the adaptive MPC and the traditional
MPC are respectively implemented on (8). The simulations
are carried out under Windows 10 operating system with Intel
Core i5-4460 CPU, 8GB RAM on a notebook computer. The
computation time is shown in Table 3. It can be seen that the
running time of our proposed adaptive MPC is less than the
traditional MPC and the computational time of the algorithm
will increase with the increase of the predicted horizons from
Table 3.

5. Conclusion

In this paper, the optimal cruise control of high-speed trains
with time-varying air resistance coefficients and control

TaBLE 3: Computation time of adaptive MPC and traditional MPC.

Algorithm N,=4 N,=6 N, =10
Adaptive MPC 9.12s 10.45s 11.96s
Traditional MPC 10.08s 11.06s 13.29s

constraints is investigated. The control objective is accurate
speed tracking control with minimum energy consumption
and safe relative displacement between two neighbored cars.
First, a multiple-mass-point model of high-speed trains is
built. By considering multiple constraints and performance
metrics, an adaptive MPC method is proposed to design the
cruise control controller. In order to improve the accuracy
of the method, a dynamic estimated system model of high-
speed trains with time-varying parameters is proposed. Also,
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an adaptive updating law for estimated system parameters
by the Lyapunov stability theory is designed. Then the
optimization objective and operation constraints are ana-
lyzed in detail. In addition, the cruising control problem is
transformed into a constrained finite-time optimal control
problem with aquadratic objective function, which can be
uniformly solved by a quadratic programming approach.
Using the method in this paper, the high-speed trains track
the desired speed quickly and precisely, and the relative spring
displacement between the two neighbored cars is stable at the
equilibrium state. Performance of the closed-loop system is
substantiated by simulation results.

Data Availability

The simulation result data used to support the findings of
this study have been deposited in the https://github.com/
xuxiaokangl123/Adaptive-Model-Predictive-Control-for-
Cruise-Control-of-High-Speed-Trains-with-Time-varying-
Paramete.git. The simulation result data includes the velocity
curve data, the force output of each car data, the coupler
deformation between neighboring car data and norm of
estimation errors, and the variation of estimated parameters
data. Everyone can download it through the internet.
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Faced with increasing concerns over the negative environmental impact due to human and industrial activities, biomass industry
practitioners and policy makers have great interest in green supply chains to reduce carbon emissions from supply chain activities.
There are many studies which model the biomass supply chain and its environmental impact. However, animal waste sourced biogas
supply chain has not received much attention in the literature. Biogas from animal manure not only provides energy efficiency, but
also minimizes carbon emissions compared to existing biomass products. Therefore, this study proposes a mixed integer linear
program that minimizes total supply costs and carbon emissions from an animal waste sourced biogas supply chain while it also
incorporates carbon price in the model to see the impact of a carbon policy on tactical and strategic supply chain decisions. To
validate the model proposed, a case study of North Dakota is adopted where there is a high potential for a biogas plant to be
developed. The results of our optimization experiment indicate that supply chain performance in terms of both costs and emissions

is very sensitive to a carbon pricing mechanism.

1. Introduction

Biomethane is formed in nature by the biological degradation
of biodegradable organic material such as biowaste, sludge,
manure, and agroresidues under anaerobic conditions. The
main components of biogas are methane and carbon dioxide
which can be captured and used to generate energy in the
form of heat and electricity. They can also be used as vehicle
tuel in either a compressed or liquefied form and as power
for fuel cell vehicles [1]. According to US Energy Information
Administration (EIA), biogas could displace about 5 % and
56% of natural gas consumption in the electric power and
transportation sectors, respectively. There were 242 operating
anaerobic digestions (ADS) on livestock farms in the US
in 2016, producing about 981 million kilowatt-hours (kWh)
of energy [2]. There is growing interest in installing ADSs
converting daily manure of beef cattle, cows, hogs and
poultry, and other animals to biogas due to both its economic
and environmental benefit. Biogas produced from ADSs is

considered methane neutral process because it has potential
to capture methane that escapes into the atmosphere.

Required by the RFS2, developing a financially feasible
and environmentally sustainable bioenergy supply chain
across diverse feedstock harvesting, collection, storage, pro-
duction, and transportation is challenging [3]. Strategic,
tactical, and operational level decisions related to location,
capacity, logistic issues, transportation networks, feed stock
acquisition, and distribution of biomass or biofuel must be
made for efficient and effective optimal network configu-
ration [4, 5]. Traditional supply chain network design has
focused on cost efficiency, but recent regulatory mandates
require federal, states, and local authorities to expand their
objectives beyond just economic metrics. Now, environmen-
tal performance consideration, such as carbon reduction and
waste minimization, needs to be part of the project [6].

It is recognized that renewable energy is already playing a
great role in reducing emissions in the energy sector in the US
and many other countries. Fossil fuel-fired power plants are
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the largest source of emissions accounting for 31 percent of
US greenhouse gas emissions. Interest in imposing a carbon
tax on carbon emissions seems to be on the rise in the US,
among decision makers [7], in order to increase the cost of
energy produced from fossil fuels [3]. A national carbon tax
of $40 per metric ton is expected to be raised at a rate of 5.6
percent per year and about $2.5 trillion in revenue would be
yield over a 10-year period. It would also cut US emissions
by 8 percent by 2021, as well as hike gasoline and electricity
prices [8].

Motivated by the evolving regulatory climate change
pressures in the United States, this paper develops an opti-
mization model and consider the strategic decisions of the
number and location of biogas plants, as well as the tactical
optimization of its capacity and the biogas production in
order to explore how the bioenergy industry can manage
its supply chain under the two carbon regulatory schemes,
including carbon pricing and carbon trading mechanisms,
which are two popular environmental regulatory policy
schemes that have been widely implemented in different
nations [9, 10]. This study provides not only practical impli-
cations associated with the modeling effort but also research
implications including discussion of additional outcomes and
further development. A new approach in the biogas supply
chain system is also required to face ever-changing energy
markets because uncertainties in climate change calculation
continue to pose some of the most challenging aspects in
designing sustainable bioenergy supply chains [11]. In this
regard, Mixed Integer Linear Programming (MILP) is an
effective optimization tool, which captures the impact of
different scenarios of emission price and caps on the biogas
supply chain and provides optimal strategies in designing and
planning for practitioners and policy makers. The proposed
biogas supply chain model contributes to the sustainable
biogas plant location modeling literature through helping
organizations, policymakers, and scholars evaluate the tacti-
cal and operational biogas supply chain planning.

The remainder of the paper is organized as follows:
Section 2 reviews the literature on carbon regulatory schemes
and biomass supply chains; Section 3 presents the problem
statement and optimization model that is proposed in this
research; Section 4 describes a case study; Section 5 presents
the results and the discussion of research findings and
potential implications for policy makers. The paper concludes
by providing a summary with future research directions in
Section 6.

2. Carbon Regulation in the US and
Biomass Supply Chain

It is recognized that renewable energy is already playing a
great role in reducing emissions in the energy sector in the
US and many other countries. Fossil fuel-fired power plants
are the largest source of emissions accounting for 31 percent of
US greenhouse gas emissions. Interest in imposing a carbon
tax on carbon emissions seems to be on the rise in the US,
among decision makers [7], in order to increase the cost of
energy produced from fossil fuels [3]. A national carbon tax
of $40 per metric ton is expected to be raised at a rate of 5.6
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percent per year and about $2.5 trillion in revenue would be
yield over a 10-year period. It would also cut US emissions
by 8 percent by 2021, as well as hike gasoline and electricity
prices [12].

There are significant efforts to design carbon tax and
carbon cap-and-trade programs to mitigate climate change
in other countries. The carbon trading scheme, also known
as a cap-and-trade mechanism, is one of the significant
policies for carbon emission mitigation [9]. It sets a fixed
maximum level of carbon emissions, a cap, to achieve
a reduction in emissions. Firms generating more emis-
sions than the allocated allowance either pay a fine or
purchase emissions allowance off the market from those
firms which generated less than their allocated allowance
[10]. Government regulations, community norms, and con-
sumer expectations have all caused organizations to expand
their focus beyond the economic aspect of supply chains
(13].

In the last decades, researchers have been interested in
deciding the location of biomass facility [6, 14-18]. Many
efforts have been made to quantitatively consider biomass
supply chain network design and management practices [14-
18]. The objective considered takes into account economic
and environmental aspects. The economic aspect identifies
the cost-effective manner that minimizes the total supply
chain costs regarding the number, capacity and location of
biorefinery facilities, and flow of biomass [19] or maximizes
the net profit [20].

On the other hand, improved life cycle performance is
required to achieve sustainable biofuel supply chains that
integrate environmental aspects. One of the challenges would
be how to minimize the carbon footprint to maintain a
low environmental impact. Recently, a number of authors
have presented research on supply chain optimization of
biomass that considers financial objectives as well as the
environmental impact [21-23]. Different aspects such as
potential GHG savings and impact of carbon tax and carbon
trading on economic and environmental performance were
also analyzed [24]. It was found that implementing a carbon
emissions scheme was cost-effective that minimizes GHG
emissions by promoting competitive advantage in biofuel
technologies [25]. However, most of these studies focused on
the biomass to biofuel supply chain.

Determining the optimal biogas plant location is a chal-
lenging task. Several studies related to biogas plants addressed
some importance factors that influence the location decisions
that includes but not limited to the current situation, potential
biogas production, and biogas utilization [26-28], strategic
and tactical decision level in biogas industry’s supply chain
management [4, 29], or the sustainable biogas plant location
planning [30]. Mixed integer programming (MIP) and MILP
are used extensively in the existing body of literature for
strategic or tactical planning of biogas supply chains [15, 16,
31]. However, spatial distribution of supply and demand has
a great influence on the design of biogas supply network [32]
and optimal facility location highly affects the transportation
cost. Therefore, another commonly used approach to the
biofuel supply chain problem is application of geographic
information system (GIS) based models, which can help to
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determine the most appropriate facility location in a specific
area [1].

We address the problem of facility location in biogas
supply chain that use animal manure from dairy farms,
simultaneously deciding the optimal capacity of the plant
at each location and the amount of animal manure to be
transported from the daily farms to the biogas plant and the
amount of carbon emissions from the biogas supply chain
including acquisition, transportation, and production. Most
of the previous studies formulated effective green supply
chain design, while modeling efforts related to green supply
chain design, which consider animal waste under a carbon
policy strategy, are not well established in the literature.
Considering these facts and research gaps, this study develops
a MILP model to determine the optimal configuration of
animal waste-based biogas supply chain along with the
associated operational decisions that minimizes its economic
and environmental performance under carbon policies.

Several factors are considered in the model: location of
the manure resource, land use suitability for potential biogas
plant location, practical constraints on our ability to harness
it, and economic and environmental considerations with
several restrictions [11]. We used this optimization model to
solve a problem with real data from North Dakota in USA by
integrating with GIS for spatial and network analysis.

3. Problem Statement and
Mathematical Model

A mathematical model for biogas supply chain design under
carbon policy is developed using a MILP. Biomass in the form
of animal manure is considered as feedstock in the model.
This biomass will then be shipped to energy conversion
plants for anaerobic digestions (ADs), where the biomass
is converted into biogas. Geography and distance can be
important factors because biomass to energy schemes are
highly geographically dependent due to the fact that manure
supply and biogas demand are often widely dispersed. Thus,
finding suitable locations for biogas plants, which minimize
transportation distances and total supply chain costs, as well
as associated carbon emissions is a key issue for sustainable
biogas production. One way to serve multiple farms or
ranches is to develop centralized or regional ADs, in which
case it is important to decide optimal capacity of ADs and
locations. The proposed model also considers the carbon
pricing and trading scheme. Therefore, the biogas project
either incurs costs if the carbon cap that is assigned is lower
than the carbon emissions or gains revenues by selling excess
carbon credits. The following supply chain inputs, decisions,
and assumptions are made for the model.

Inputs

(i) The annual amount of cattle manure and annual
natural gas demand. Only natural gas consumption
by the electric power sector in North Dakota in 2016
is loaded into the model, because natural gas con-
sumption by vehicle fuel is unknown [33]. Upstream
leg of the supply chain is considered and downstream

actors are not considered as the output from the plant
is injected directly into the natural gas pipeline [29].

(ii) The distance between each node in the supply chain
is determined by GIS.

(iii) Costs for acquiring animal manure, transporting it,
and producing biogas.

(iv) Carbon price and cap.

(v) GHG emissions associated with acquiring manure,
transporting manure and biogas, and producing bio-
gas.

Decisions

(i) Locations of biogas plants.
(ii) Capacity levels for the biogas plants.

(iii) Amount of biomass to be transported from the
feedstock region to the biogas plant.

(iv) Biogas production volume of each plant.

(v) Amount of carbon emissions for the entire supply
chain including acquisition, transportation, and pro-
duction.

Assumptions

(i) A refinery will not be shut down once it opens.

(ii) Truck is the only mode for transporting manure and
biogas.

All notation used in the model formulation is summa-
rized in Table 1 and a complete model formulation is pre-
sented in (1)-(15). The function Z, represents the total supply
chain cost that includes the acquisition costs, investment
costs including lifetime operation and maintenance costs,
production costs, transportation costs of manure, penalty
cost for shortage of biogas, and carbon credit generated from
methane offset.
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where the transportation costs of manure are quantity, travel
distance, and truck capacity dependent; therefore, (2) indi-
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The objective function Z, represents the overall supply
chain carbon emissions from acquisition, production, and
transportation.
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Given Z, and Z,, the minimization of the overall supply
chain cost when operating under a carbon pricing scheme
or carbon trading scheme can be formulated in (4) and (5),
respectively [10]:

Carbon pricing scheme: Minimize Z, + aZ, (4)

Carbon trading scheme:

©)
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Equation (4) charges a carbon price of « corresponding
to the amount of emissions generated in a carbon pricing
situation. By adding a carbon cap in (5), in a carbon
trading environment, a plant which generates more emissions
than its allocated allowance (Z, > CO;“P ) can purchase
additional allowance or permits off the market at a price of .
Plants generating fewer emissions than the allowed emission
allowance (Z, < CO5™) can sell their surplus to those who
may be exceeding their allocated limits. In the latter case,
(Z, < COS*) would be a negative number turning carbon
trading into a source of income that might help reduce the
overall supply chain costs.
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TABLE 1: Notations used in model development.

Sets
I set of ranch, indexed by (i=1,2,.. .,I)
I set of potential biogas plant location, indexed by (j=
12,...])
K set of biogas plant capacity level, indexed by
(k=1,2,...,K)
Parameters
a; maximum available animal manure
C;q average acquisition cost of cattle manure
C]P " unit cost of biogas production at plant j ($/m?)
ij transport cost per ton-mile from cattle farm i to plant j
¢! tons per truck load
c truck hauling cost per loaded mile
B average wet or dry content of manure (%)
. truck loading and unloading cost of ($/tons) manure
& investment cost of the plant at location j with plant
] capacity level k
com annual operational and maintenance cost of the plant at
] location j with plant capacity level k
v lifetime of biogas plant (years)
A penalty cost for unmet demand
d,«j road distance (miles) between ranch i and plant j
CO™ maximum amount (tons) of carbon dioxide that can be
2 emitted
P annual production capacity for biogas plant size k
o CO, factor (CO,-eq. ton/dry ton) for animal manure
! acquisition
ot CO, factor (CO,-eq. ton-mile/truckload) for
transportation
ef ' CO, factor (CO,-eq. m*/dry ton) for biogas production
& amount (tons) of CO, at location j with plant capacity
J level k
eTof ! amount of offset methane at location j
lo? average expected cost of carbon price in $/ton CO,
9 conversion efficiency to produce biogas from cattle
manure (m’/dry ton)
m* annual natural gas demand
Decision Variables
X.. amount of cattle manure transported to plant j from
Y cattle farm i
QI; amount of biogas converted in plant j at size k
7k 1if biogas plant with size k is built,
] 0 otherwise
S]; size of a biogas plant, if any, to be built at site k

COy amount of CO, that is emitted in supply chain

The objective functions in (4) and (5) are subject to the
constraints (6) to (15). Constraints (6) limit the amount of
animal manure procured to the amount that is available
annually in each manure producing location. Constraints (7)
are flow conservation constraints at the biogas plants, which
state that the amount of converted animal manure equals the
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biogas produced by relating it to conversion rates at plants.
Constraints (8) are logical constraints, stating that there is no
flow through biogas plants unless one is open. Constraints (9)
ensure that a maximum of one size can be chosen for each
plant. Constraints (10) ensure that the amount of biomass
that can be processed at a biogas plant is limited by the
plant capacity. Constraints (11) allow biogas produced at
each plant which is equal to the biogas demand. Constraints
(12) calculate the carbon dioxide emissions across the whole
supply chain. Constraints (13)-(15) enforce nonnegativity and
binary restrictions on the decision variables.

4. A Case Study: Potential Biogas Production
in North Dakota

North Dakota (ND) has few anaerobic digestion facilities,
although it is a significant livestock producer (ND is ranked
16™ in the United States in cattle). Currently ND has only
four operational biogas systems, and they involve water
resource recovery and landfill. However, it is expected that
there will be more than 39 new biogas plants based on ND’s
available resources. Upon the biogas installment, there could
be enough electricity to generate 52.7 million kWh of power
from biogas based natural gas enough to fuel 7,651 vehicles
[34].

4.1. Cattle Manure Resource. A diverse set of animal waste
feedstock resources are available in North Dakota for biogas
production. Cattle waste is considered in this study due to its
high potential for cattle manure production. Cattle are not
uniformly distributed in the state; therefore cattle manure
production amounts vary among regions. All cattle feedlots
and inventories are collected through the ND State Feedlot
Database from the Dickinson Research Extension Center
[35]. Annual cattle manure is estimated by converting 1 head
of cattle = 0.025 tons of manure/day [36] and multiplying by
365 and percentage of average wet or dry content of manure.
This study considers the moisture content of manure and
its effect on the biogas supply chain decisions. According to
an expert in agricultural engineering at North Dakota State
University, the moisture content of manure comprises a large
portion of biomass (e.g., 30-85% on a wet basis, moisture
content of cattle manure is 85%) and is a significant factor,
especially for planning plant capacity and transportation.
Figure 1(b) shows the geographic distribution of the cattle
feedlots and quantity of solid cattle manure for each feedlot.
The annual amount of cattle manure and locations has been
generated using GIS. A cattle manure acquisition cost of
$10/ton is used [37].

4.2. Potential Biogas Plants. Twenty-two potential biogas
sites were identified by performing a land use suitability anal-
ysis, considering the various factors and criteria in Figure 1(c).
Table 2 presents the social, geographic, and land use criteria
that were used to identify their potentially suitable sites for
ADSs in ND. The default values of the criteria are based on
literatures, as well as some assumptions. All criteria employ
GIS analysis, such as creating buffer from lines (road, railway,

and gas grid) or point feature (urban), and clipping polygons
(park and water area). Social factors include public areas
that are defined as urban, geographic factor such as water
(river and aquifer surface area), Bureau of Land Management
(BLM), forest service, national park, and wildlife, and land
use factor such as road and railway, gas grid, and well and rig
[8, 38]. The criteria for wells and rigs are assumed because
no studies have been found that studied suitability analysis of
biogas plant within an oil producing area. This assumption
can be reconsidered later by consulting considering expert
opinion or actual survey.

This study considers that each plant could have one of
four sizes, according to the amount of cattle manure pro-
cessed and amount of natural gas produced. The four types
of biogas plant are named very small, medium, large, and
very large [30]. In our model, we assumed that the four types
of plant have different values for the initial investment and
maintenance cost. The initial investment cost and life time
maintenance cost of a biogas plant are subject to economies
of scale. This work considered that annual operation and
maintenance costs of a biogas plant represents on average
2% of the investment cost. Operation and maintenance costs
were calculated for a plant with a life time of 20 years [30].
The biogas production cost of $4 per m® is used [39] with
conversion efficiency of 23m>/ton [40].

4.3. Transportation Data. In this study, road transportation
networks, including local, rural, urban, and highway, are
used to estimate the cost of transporting cattle manure (see
Figure 1(a)). The shortest path based on Dijkstra’s algorithm
between each node is generated using the O-D cost matrix
application in ArcGIS. The hauling cost per loaded mile for
cattle manure is $4/mile, the cost of loading and unloading a
truck is $5/ton, and tons per truck load is 25 tons. Therefore,
transport cost per ton mile is $4 per mile/25 tons according
to Oklahoma State University [37].

4.4. Environmental Impact Assessment. In terms of envi-
ronmental impact analysis, the emission rate associated
with biogas production, including feedstock acquisition,
transportation, and production, is obtained from existing
literature. The final CO,-eq value is found to be 0.008ton
CO,-eq/ton of manure for acquisition [41], 0.002 ton CO,-
eq/ ton manure for transportation [42], and 0.08 ton CO,-
eq/ m’ for biogas production [42]. The main components of
biogas are carbon dioxide and methane; specifically, biogas is
60 to 70 percent methane and 30 to 40 percent carbon dioxide
(CO,) with a low amount of other gases including nitrogen,
hydrogen, and hydrogen sulphide. The following calculations
were developed based on study from our sources and the
rules of arithmetic. According to Abdeshahian et al. [40],
a 1 ton of manure will produce 23 m® of biogas. Therefore,
(15) converts this figure to amount of CH, produced per ton
of manure using the EPA’s estimate that 60% of the biogas
from anaerobic digestion is methane [43]. Then, calculate
the equivalent amount of CO, by assuming that 1 ton of
methane is equivalent to 21 tons of carbon dioxide. Thus,
multiplying the tons of methane produced per ton of manure
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FIGURE 1: Geographic distribution of animal manure feedstock resource and potential biogas plants in North Dakota.

TABLE 2: Factor and criteria to select candidate biogas plant.

Factor Criteria

Roads and railway

Water (river and aquifer surface)
Bureau of Land Management (BLM)
Gas grid

Forest service

Tribal land

National park

Wildlife

Wells and rigs

Urban

To exclude area which contain or are less than 200m away from major, county and rail network
To exclude area which contain or are less than 150m away from water line

To exclude area which contain or are less than 1km away from BLM surface land

To include area within 2km of gas pipeline

To exclude area which contain or are less than 200m away from

To exclude area which contain or are less than 200m away from

To exclude area which contain or are less than 200m away from

To exclude area which contain or are less than 150m away from wildlife area

To exclude area which contain or are less than 200m away from oil well and rig

To exclude area which contain or are less than 2km away

by twenty-one should provide a reasonable estimate of the
amount of carbon dioxide equivalent gas (methane offset,

e;nof 4 ). Captured methane qualifies as a carbon offset, which

can be a source of carbon credits (e;"of ! «).

21 tons of CO,
1 ton CH, (16)

23 m’
M = 0.6 x =
] 1 ton of manure

x tons of manure converted into biogas

The carbon price () used in this case study is $40/ton
of carbon-equivalent emissions [12]. Environmental Protec-
tion Agency (EPA) indicated that 45% reduction in CO2
emissions from the 2005 level by 2030 will be achieved in

North Dakota by replacing power plants with nonemitting
generation resources. Using this rule, we set the initial carbon
cap as 21 million metric tons of carbon emissions.

5. Results and Discussion

From Table 3, the cost-only and emission-only optimiza-
tion scenarios without considering carbon price show what
happens at the two extremes. From the analysis, it shows
that the cost-only optimization (Z,) and emissions-only
optimization (Z,) are two conflicting objectives. When cost-
only optimization model is solved, a minimum supply chain
cost of $310,015,893 occurs which is $60,25,757 less than when
compared to the emission-only optimization. The reverse
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FIGURE 2: Cost increase and emission reduction performance.

situation occurs in the emission-only optimization scenario
where the minimum carbon emission of 2,245,564 tons emits
at the maximum cost is incurred. The results clearly indicate
that, without a carbon pricing mechanism in place, the supply
chain could be less costly to manage. We also observe the
number of total ADs opened and their size and amount
of biogas produced for each optimization scenario. Table 4
shows that the number of ADs opened increases in the
emission-only optimization, which may stem from the fact
that the model assigns more ADs to minimize the emis-
sions. Also, the average size of ADs eventually decreases for
emission-only optimization as the assigned demand decrease;
therefore less product is allocated to the ADs.

Figure 2 illustrates the supply chain cost and emission
reduction performance over the range of the carbon prices
when a carbon trading scheme is in place. The y-axis values
in figure 2 represent the supply chain cost percentage increase
and emission percentage reduction at each carbon price
when compared to the $0 price. This perspective allows for
evaluating the schemes’ effectiveness over a range of carbon
prices. Figure 2 shows that the supply chain cost increases
steadily and relatively linearly, as the carbon price increases.
However, the curve eventually flattens since, given the supply
chain structure, there exist no more operational changes
which impact emissions. As can be seen there is a rapid
decrease in carbon emissions that occurs at the very low
carbon prices of $0-$40 per ton. Interestingly, after this point,
a slight emission reduction occurs until carbon prices reach
$60 per ton. The next significant improvement in emission
reductions occurs at a carbon price of over $60 per ton and
continues to improve until carbon prices reach $80 per ton.
Increasing the carbon price provides strong motivation to
reduce emission level, and, as a result, reduces system costs
by the sale of offset emission credits.

Figure 3 shows the cost of carbon purchased and sold at
different levels of carbon cap. At a higher cap, the firm will
sell less carbon and purchase more carbon. This indicates
that a change in the carbon cap will have a greater impact
on the amount of carbon sold and purchased. One primary
and broad-based policy question is to determine the carbon
price at which the maximum environmental performance
can be achieved, without substantial negative impacts on the
economy and competitive position of the biogas industry.
Therefore, from this analysis the price range of $60-$70
appears to be the most effective and efficient option in terms

7
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FIGURE 3: Carbon bought and sold with carbon cap variations.
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FIGURE 4: Number of plants opened with carbon price variations.

of emissions generation and cost escalation in our model.
Within this range, a dollar increase in supply chain costs has
the greatest positive impact on carbon pollution reduction.

Table 5 reports capacities of the plants and amounts of
biogas production in each county when carbon prices vary.
The results suggest that Bowman and Foster are the counties
in which the largest plant is constructed at carbon price of
$0. On the other hand, when carbon price increased by $40,
Stutsman may be the county with the largest plant. Under cap
and trade, the number of biogas plants is only determined
by the carbon price. For a fixed carbon cap, the number of
biogas plants and their relative sizes are highly dependent
on carbon prices. As seen in Figures 4 and 5, the number
of biogas plants opened increases in order to minimize the
carbon emission due to transportation. Also, the average size
of the biogas plants will eventually decrease as less cattle
manure is allocated to each biogas plant.

Figure 6 shows the geographical location of biogas plants
in ND for the different carbon effect. The locations of
biogas plants and their different optimal capacity levels are
presented. As previously mentioned, having no carbon regu-
latory scheme in place (i.e., a carbon price of $0) results in 9
biogas plants being opened as the base scenario. Introducing
a carbon price at the current national level of $40 per ton
results in more biogas plants being opened. When carbon
price increases to $100, the model opens 17 biogas plants in
ND. An increase in the number of plants allows a reduction
in transportation and emission costs, thus putting greater
emphasis on more efficient and environmentally friendly
transport and location decisions. It seems that the model
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TABLE 3: Numerical results for the optimizations.

Cost-only optimization (Z,)

Emission-only optimization (Z,)

Total SC costs Total Emissions Total SC costs Total Emissions
($) (tons) ($) (tons)
Transportation 12,859,893 647,880 9,124,530 405,444
Acquisition 8,000,000 584,000 7,160,000 522,680
Production 1,656,000 1,472,000 1,482,120 1,317,440
Investment 287,500,000 - 352,500,000 -
Total 310,015,893 2,703,880 370,266,650 2,245,564
TaBLE 4: Number of ADs opened and their relative size variation.
Cost-only optimization (Z,) Emission-only optimization (Z,)
Number of ADs 9 20
Total ADs Size (ton) 690,000 716,000
Average ADs Size (ton) 76,666 35,800

N o
(==
oS o
oS o
S o

Average capacity (ton)

$0 $40 $50 $60 $70 $80 $90
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$100
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FIGURE 5: Average size of plants with carbon price variations.

locates biogas plant near the county that produces the largest
amount of cattle manure. It can be concluded from the
results that the location sites and plant capacities are highly
dependent on per unit transportation cost for manure.

5.1. Sensitivity Analysis. In our model, we perform sensitivity
analysis to identify the factors that are significant to the
biogas supply chain, especially focusing on cost of biogas
by comparing current carbon adjusted cost of natural gas.
Thus, we measure cost of biogas delivered by dividing total
supply chain cost by total amount of biogas produced in
North Dakota as shown in Figure 7. This analysis also shows
to determine the indifference point of carbon price at which
unit cost of biogas and natural gas becomes equal. The cost of
natural gas was calculated under carbon tax that is provided
by Hafstead and Picciano [44]. The level of carbon price is
varied from $0/ton of carbon-equivalent emission to $100/
ton of carbon-equivalent emissions. Figure 7 indicates that
the carbon price significantly impacts on the unit cost of
biogas. Low level of carbon price results in lower cost of
biogas and high level of carbon price results in higher cost of
biogas. However, as carbon price increases the cost of biogas
becomes higher than the cost of natural gas. The indifference

point is achieved once carbon price exceeds $160/ton of
carbon-equivalent emissions means that biogas production
at current carbon price up to $159/ton is beneficial. This
may stem from the penalty generated from the plants which
emitted more emissions than its allocated carbon emission
allowance.

In order to understand the increase in the cost of biogas
as carbon price increases, we used break-even analysis to see
the relationship between carbon price and the conversion
efficiency, as well as natural gas demand and cattle manure
acquisition cost. Figure 8 presents the break-even point for
natural gas for different values of carbon price and rate of
biogas production. The current conversion rate from animal
manure to biogas production is relatively low; one ton of
manure produces only 23 m’ of biogas. In the baseline
case, the conversion efficiency of biogas was 23 m® per ton
of manure. The conversion efficiency rate increases up to
188 m’ per ton of manure from baseline, because it was
the maximum conversion efficiency level that would have
impact on number of biogas plant and capacity level. It was
assumed that there is no cost with improvement of conversion
efficiency. When conversion efficiency is fixed, the cost of
biogas increases as carbon price increases. When carbon
price remains the same, the cost of biogas decreases as the
conversion efficiency increases, meaning that the cost of
biogas is higher with less efficient technology is employed
and a higher carbon price is applied. The increase in the cost
of biogas (as the conversion rate increases) is mainly due to
the increase in transportation distance and processing costs.
Technological improvement of biogas conversion is necessary
in order to locate fewer biogas plants that process cattle
manure and serve the demand area. Increasing the number of
biogas plants will decrease the cost of transportation and the
cost of processing additional manure while reducing carbon
emissions as carbon price increases. From the analysis results,
there is a tradeoff between carbon emission and the supply
chain costs.

The change in the cost of biogas at different levels of
demand and carbon prices was also investigated; see Figure 9.
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TABLE 5: Total manure processing and biogas production in each county at carbon price of $0 and carbon price of $40.

Total .
Biogas
Carbon manure .
County . . production
price capacity (m3 Iy)
(ty) y
Bowman $0 100,000 2,300,000
$40 70,000 1,610,000
Stutsman $0 70,000 1,610,000
$40 140,000 3,220,000
Sargent $0 . .
$40 70,000 1,610,000
Foster $0 100,000 2,300,000
$40 100,000 2,300,000
Stark,Morton,McLean, Emmons, Cass, Hettinger $0 70,000 1,610,000
$40 70,000 1,610,000
Carbon price =$0 Carbon price =$40

0 20 40 80 120 160

Biogas plant size (tons)

@ 2000
10000
A 70000

@ 100000

|:| County

[ Miles

Carbon price =$100

FIGURE 6: Impact of carbon price on biogas plant locations and sizes.

This result presents the impact that an increase of manure
supply and carbon price on cost of biogas. These experiments
were inspired by the natural gas consumption trend in the
United State in that natural gas consumption is expected to
increase about 11% by 2040 from the 2016 level of natural

gas consumption [45]. Results show that when demand is
fixed, the cost of biogas increases as carbon prices increase.
It was found that the cost of biogas increases at the highest
demand and at the highest carbon price. For example, the cost
of biogas increases from $1.42 to $1.89 at carbon price of $0
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and $6.98 to $7.81 at carbon price of $100. These results may
stem from long-haul shipments that occur in high demand
and locating small number of biogas plants.

In Figure 10, the impact of manure acquisition cost on
unit cost of biogas was analyzed by increasing or decreasing
unit cost of manure acquisition by 3% [46] as well as
the relationship between carbon price and cost of manure
acquisition. The results show that the cost of biogas is highly
dependent on manure acquisition cost. Without carbon price
being added, the unit cost of biogas is decreased by 1.8% and
increased by 2.5% from base case scenario. It is also found
that the unit cost of biogas increases linearly as carbon price
increases. The finding indicates that overall supply chain cost
of biomass related to biomass acquisition will be reduced with
improved collecting and process technology. Also, short-term
biomass prices are driven by the cost of the raw material,
while long-term bioenergy prices are driven by fossil fuel
prices. Large scale animal manure supply is also affected by
an initial cost of raw material and fertilizer price. Thus, the
unit cost of cattle manure acquisition is highly sensitive to
fertilizer price.

This study further evaluates the impact of critical param-
eters on system design and cost. The effects of wet and
dry content of manure are analyzed with two carbon price
scenarios by assigning weight for each type of manure. The
result of sensitivity analysis of wet versus dry manure content
is presented in Table 6. The results indicate that wet and dry
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content of manure and carbon price have significant impacts
on the total supply chain costs, carbon credit, and cost of
biogas. Wet manure AD is a bit more expensive than dry ADs
in terms of acquisition, transportation, and production. Cow
manure is about 85% dry basis which resulted in more supply
availability that reduces the overall supply chain cost. There
is a dramatic change in the number of biogas plants while the
average capacity of plants remains the same. The biogas plant
size of 70,000 tons remains optimal when the carbon price
increase $0 to current level of carbon price.

6. Summary and Conclusion

Siting biogas plant that processes animal manure is a rela-
tively unexplored field from a renewable energy supply chain
point of view. In this study, we address greening the biomass
supply chain for animal manure through consideration of the
carbon effect along the SC and carbon strategy to provide
tactical and strategic SC decisions.

This study contributes to the current literature in several
ways. It proposes a mathematical model for design and
management of a biomass to biogas supply chain, includ-
ing anaerobic digestion as a source of renewable energy
production. This study also contributes to the related body
of knowledge by considering mainly waste biomass in the
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TABLE 6: Impact of wet versus dry manure content.

Types of manure Wet basis

Dry basis

Scenario Carbon price at $0

Carbon price at $40

Carbon price at $0 Carbon price at $40

Total cost

(in $m)
Acquisition cost
(in $m)
Investment cost
(in $m)
Production cost
(in $m)
Transport cost
(in $m)
Emission cost
(in $m)

Carbon credit
(in $m)

Cost of biogas
($/cu.ft.)

Number of plants 1

464.5

7.7

385.0

70.8 70.8

0.9

- 114.9

- 8925.8

Average capacity

70,000
(tons)

579.2

385.0

0.88 1.07

70,000

455 348.1

1.0 0.7

35.0 52.5

9.2 1.8

0.3 0.3

- 61.0

- 231.8

9.02 10.58
2 3

70,000 70,000

supply chain design model, while most of the studies focus
on energy crops as a source of biomass. Therefore, waste
management issues are handled by incorporating carbon
policy into the bioenergy facility location problem with due
consideration accorded to both monetary and environmental
factors.

To validate the proposed model, computational experi-
ments were performed on a case study using North Dakota,
which is one of the significant cattle manure producers in
the US. The experimental analysis shows that the biogas
industry tends to reduce their carbon emissions significantly
with introduction of a carbon price by locating less bio-
gas plant to minimize the emissions from transportation
and production. From sensitivity analysis, cost of biogas,
size of biogas plant, and location were very responsive to
different carbon prices, advanced conversion technological
efficiencies, types of manure, and manure acquisition cost.
This model can help supply chain practitioners devise and
implement a strategy based on future expectations of a carbon
policy. This model was developed mainly to determine the
impact of carbon policies on biogas plant location problem.
For future work, developing dedicated transportation mode,
tradeoft between logistics costs of manure loss and collection
of manure and the cost of transport that address vertical
and horizontal relationship in supply chain management
would be key area to improve the comprehensive nature of
the model [47]. The proposed model can also be further
improved by modeling animal waste with other biomass
commodities (wood, industrial waste, crops, etc.) or using
a multiple objective optimization of supply chain costs and
social impact with a more comprehensive life cycle assess-
ment.
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To improve bus passengers’ degree of comfort, it is necessary to determine the real-time crowd coefficient in the bus. With this
concern, this paper employed the RBF Neural Networks approach to predict the number of passengers in the bus based on historical
data. To minimize the impact of the randomness of passenger flow on the determination of bus crowd coefficient, a cloud model-
based bus crowd coefficient identification method was proposed. This paper first selected the performance measurements for
determining bus crowd coeflicient and calculated the digital characteristics of the cloud model based on the boundary values
of the selected performance measures under six Levels-of-Service (LOSs). Then the subclouds obtained under the six LOSs were
synthesized into a standard cloud. According to the predicted number of passengers in the bus, the passenger density and loading
frequency were calculated, which were imported into the cloud generator to set up the bus crowd coefficient identification model. By
calculating the crowd degrees of identification cloud and template cloud at each site, this paper determined the crowed coefficient
of each bus station. Finally, this paper took the bus line No. 10 in Dalian city as case study to verify the proposed model. It was
found that the crowd coeflicients of the selected route ranged from 60.265 to 109.825, and the corresponding LOSs ranged between
C and F. The method of discriminating bus crowding coeflicient can not only effectively determine the congestion coefficient, but
also effectively avoid the fuzziness and randomness of the crowding coeflicient judgment in the bus, which has strong theoretical

and practical significance.

1. Introduction

With the development of urbanization and the rapid growth
of urban population, traffic congestion problems have seri-
ously restricted the nation’s economic development and
affected people’s daily lives. In the process of development, we
should give priority to the development of public transporta-
tion and improve the service quality and travel environment
of public transportation. Developing public transportation
vigorously is an important way to alleviate road traffic conges-
tion [1]. At present, we usually use standing-passenger density
and loading frequency to judge the bus congestion coefhi-
cient in the domestic and foreign countries. The standing-
passenger density can not only affect the passengers’ stress,
but also seriously affect the personal safety of the passengers

in the bus if the standing-passenger density exceeds the
normal values. Lu et al. [2] analyzed the crowded people and
found that, in the case of high standing-passenger density,
there is a large squeeze force between the passenger and
the passenger. In addition, the accumulation and spread of
the force ar prone to causing traffic accidents. Ran et al. 3]
explored the population density and found that the limit
of the density of the Chinese population was 9 m™* when
the crowded accident occurred according to the individual
physiological size. Liu et al. [4] analyzed the various warning
indicators and optimized the population density as warning
indicator of the degree of crowding in the bus. At last, she
proposed the recommended value of the population density
according to different situations. Chen et al. [5] used survey,
simulation, and other means to select passenger flow density
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as a parameter indicator and passenger flow as a weight
to construct a passenger flow congestion index suitable for
assessing the degree of congestion, and the congestion index
is at [0, 1]. He et al. [6] proposed the fact that the congestion
degree is the time characteristic of pedestrians gathering in
response to passenger evacuation and can respond to the
comfort during passenger evacuation, which is determined
by the number of passengers per unit area. Jiang et al.
[7] used the standing-passenger density to describe the
congestion degree and adopted the RP_SP method to estab-
lish a crowding degree grading system based on standing-
passenger density. Xu [8] used the service level based on
personal space demand to measure the congestion level
of pedestrian facilities and established a crowd perception
function based on neuron model. At last the paper proposed
a congestion perception information representation method
based on spatial environment information representation.
In addition, some scholars used image processing technol-
ogy for passenger flow statistics and the method had also
achieved certain development. In 2008, in order to achieve
passenger area detection function, Yu et al. [9] proposed a
new foreground/background edge model (FBEM) detection
method, which traversed all the pixels in the video image
and counted statistics and learning to obtain the background
area and foreground area within the image. In 2014, Tian
[10] used the background difference algorithm and the closed
contour fitting moving target detection algorithm in the
video detection process to extract the passenger contour by
using the morphological processing method, and she also
used the head and shoulder classifier to count the passenger
movement direction trajectory to realize the passenger detec-
tion function. In 2010, Chen [11] performed passenger edge
detection in the RGB color space and then used the Hough
transform to calibrate the passenger's head area. Finally, the
MeanShift's target tracking was used to complete the bus
passenger movement target count. In 2013, Hou [12] extracted
the passenger's head area by using information such as Hough
circle detection and confidence gray interval and combined
with the CamShift target tracking algorithm predicted by
Kalman filtering. At the same time, the images collected by
the upper and lower door cameras are analyzed to calculate
the passengers.

Some scholars employed video image processing tech-
nology to count the number of people in the bus, and they
have achieved certain achievements. For instance, Mukherjee
et al. [13] used the Hough circle to extract the passenger's
head geometry and count the passengers by the number of
blocks that match the set feature. In 2012, Garcia-Bunster
et al. [14] corrected the viewing angle of the image and
combined it with the standard linear regression model and
linear discriminant parameters to find the mapping between
the optimal area measurement and the count. Finally, they
applied this method to queued passenger counts. In 2013,
Daley et al. [15] used the infrared light of the appropriate
wavelength to detect the passenger situation in the seating
area and the passage area of the vehicle and realized the
counting function of the passengers in the bus according to
the geometric distribution of the vehicle and the passenger.
Mudoi et al. [16] used the background difference method to
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extract the target region in the video image, and combined
with the neural network algorithm. They used the neural
network algorithm to train the results to identify the object
in the color and shape characteristics of the target. In 2013,
Miklasz et al. [17] used facial recognition algorithm combined
with passenger flow optical analysis technology to realize
the statistics of passenger flow technology in the car, and
the results in the experiment proved that the method has
very high statistical accuracy. In 2000, Feng et al. proposed
Discrete Representation Method (DRM), which is to analyze
the sequence of object trigger points by analyzing discrete
targets and object centerlines. This method solved the prob-
lem of overlapping objects in passenger counting research
[18]. In 2008, Yahiaoui et al. simulated the stereo surveillance
video sequence on the bus and the algorithm achieved 99%
accuracy by passenger counting experiment [19].

The above research mainly determines the bus crowding
coeflicient from the two aspects, namely, standing-passenger
density and the actual number of people in the bus. The
discriminant index is single and has certain fuzziness and
randomness. In view of this, this paper proposes a method for
judging the bus crowding coeflicient based on passenger flow
data by using the cloud model. And this method combines the
standing-passenger density and loading frequency to identify
the crowding coefficient. The method of cloud model can not
only avoid fuzziness and randomness of traditional method
but also has a strong practical effect.

The remainder of this paper is organized as follows:
Section 2 discusses the model to predict the number of
passengers in the bus at each bus station. Section 3 introduces
the method of bus crowding coefficient based on passenger
flow forecast. In this part, we introduced the cloud model
to discriminate bus crowding coefficient. Section 4 provides
an experimental evaluation of the proposed enhancements.
Finally, conclusions of this research are presented in Sec-
tion 5.

2. Model Development

2.1. Prediction of Passenger Flow Based on RBF Neural Net-
work. 'The training method of RBF neural network is simple
and efficient. Besides, it has good function approximation
ability, classification learning ability, and high convergence
speed. The RBF neural network can deal with various
intrinsic and difficult to analyze complex system regularity
problems. Compared with traditional prediction methods,
the use of RBF neural network for passenger flow prediction
has the following advantages.

(1) Self-Learning Ability. The RBF neural network can adapt to
the randomness and nonlinearity of passenger flow changes
between stations on public transport lines through continu-
ous training of data. And it has strong nonlinear processing
ability. It also makes up for the shortcomings of traditional
forecasting methods in solving nonlinear and time-varying
problems.

(2) Adaptive and Self-Organizing Ability. The RBF neural net-
work can automatically adjust network parameters according
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to input and output samples, and it establishes a good
input-output mapping relationship to achieve the prediction
function.

(3) Fault Tolerance and Self-Repairing Ability. The RBF neural
network can give correct answers to incomplete information
and the system can still be in good condition when some
internal faults occur. Therefore, when forecasting the number
of passengers in a bus, it only provides the data of passenger
flow on and off the bus to train the neural network. And
the information of the distribution matrix is obtained and
stored in the network. The actual situation can be predicted
accurately without relying on the determined distribution
matrix.

(i) Algorithm Design. This paper uses a three-layer neural
network to predict the number of passengers in the bus. It
surveyed the number of people in the bus on No. 10 in Dalian
City from Monday to Friday in three weeks. Specific steps are
described as follows.

Step 1. Collect historical passenger flow data via the Infor-
mation Collection System. Then, we selected the number
of passengers in the bus under normal operating condi-
tions as the sample data. The data were divided into two
subdatasets: training dataset and prediction dataset. The
number of people in early rush hour in previous two
weeks was trained as training dataset, and the prediction
dataset was the number in early rush hour on the third
Friday.

Step 2. To avoid the potential prediction errors that might be
caused by the sample size of the collect datasets, the original
data need to be normalized prior to prediction.

Step 3. Construct the passenger flow prediction model. The
historical data of number of passengers in the bus, under
various weather conditions, holidays, and weeks are selected
as input variables to train the neural network and construct a
predictive model.

Step 4. Apply the trained neural network model to predict
the number of passengers in the bus at a certain time in the
future.

Step e. Analyze prediction errors.

(ii) Evaluation Indicators. In order to evaluate the predict
results of bus passenger traffic, this paper introduced a
predictive result evaluation index. Specifically, predication
errors were calculated by comparing the difference between
the predicted value Y, and the actual value Y,,,; There are
four indicators for verifying the difference. Among them, the
mean average error represents the deviation level between the
predicted value and the actual value, and the smaller the error
value is, the closer the predicted value is to the true value.
The mean average relative error is a commonly used indicator
for evaluating prediction results. When mean average relative
error is between 20% and 50%, the prediction result is proved
to be feasible.

3
(a) Mean Average Error
1 n
MAE = ;z |Ysim - Yreall (1)
i=1
(b) Mean Square Error
n 2
MSE = \/Zi_l (Ysim - Yreal) 2)
n
(c) Mean Average Relative Error
1¢ |Ysim B Yreal|
MARE=-) —/——— 3
I’l; Yreal ( )
(d) Mean Square Relative Error
2
MSRE = \/Z?_l ((Ysim - Yreal) /Yreal) (4)
n

3. Determination of Bus Crowding Coefficient

3.1. Measurement of Passengers’ Crowding Coefficient. The
purpose of determining the crowding coeflicient in the
bus is to timely and reliably identify the passenger crowd
in the bus, so as eflicient measures could be applied to
reduce the potential safety hazards to passengers and improve
passengers’ comfort. It has been a common practice that
existing research methods use fuzziness and randomness for
dividing the crowding states in buses. Therefore, it is of great
significance to use a reasonable method to divide the crowded
state in the bus. In this paper, the standing-passenger density
and loading frequency were used to determine the crowding
factor in the bus, as shown in Tables 1 and 2.

It can be seen from Tables 1 and 2 that when the service
level in the bus is between A and C, the passengers can
move freely in the bus and there is a large comfortable space
without crowding. When the service level is worse than E,
there is obvious crowd in the bus. Under this situation, it
is necessary for the bus dispatchers to take corresponding
countermeasures to reduce the crowdedness in the bus,
such as the shuttle buses. Therefore, this paper uses the
aforementioned service indicators (i.e., standing-passenger
density and loading frequency) to determine the degree of
crowdedness in the bus

3.2. Method for Determining Bus Crowding Coefficient. In
order to overcome the fuzziness and randomness of discrim-
inating bus crowding coeflicient, this paper uses the cloud
model to judge the crowding coefficient in the bus. The cloud
model [21] combines the fuzziness in fuzzy theory with the
randomness in probability statistics and it was first proposed
by Academician De Yi Li and applied to the field of artificial
intelligence [22]. Because the cloud model can overcome the
fuzziness and randomness very well, the discriminant of the
traffic flow state also has time-varying, discrete, fuzzy, and
nonlinear. So it is also meaningful to apply the cloud model
in the traffic field. The cloud model is used to determine the
congestion coefficient in the bus, which further expands the
application of the cloud model in the transportation field.
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TaBLE 1: Passenger standing density evaluation standards.

Standing-passenger density

Service level Comfort level 2 Description
(people/m™)
A Very Comfortable 3 Satisfy the passengers psycholog}c.al co_mfort requirements and the
comfort space is just in contact.
B Comfortable 5 Passerllgers can move slightly in t}.le vehlcle.to meet body comfort
requirements and the passenger's body will come into contact.
Passenger's body can maintain a standing position, and the
C Generally Crowded 6 passengers can be in contact with each other without squeezing,
which can satisfy the basic space.
D Crowded ” Passenger's body remains squ.eezed and have a sense of crowding, but
there is no safety issue.
E Very Crowded 75 Passengers squeeze each other and feel uncomfortable. They may
cause safety problems.
Passengers need to break through the seat area and squeeze into the
F Unbearable 9 seat area. It is extremely crowded and unbearable. In addition,
boarding and alighting bus become difficult. It is an extreme situation.
TaBLE 2: Classification of crowding service quality [20].
QOS Loading Frequency Description
A 0~0.5 Passengers can randomly choose seats
B 0.5~0.8 Passengers can appropriately choose seats.
C 0.8~1.0 All passengers have seats but they are less selective
D 10~1.25 They are 20% passengers need to stand, but passengers still have
o personal space
E 1.25~15 There are only 1/3 passengers need t.o stand, some of them have contact,
and there is pressure.
F >1.5 Passengers are obviously crowded and have a strong sense of oppression
TaBLE 3: Definition of the digital eigenvalues of the cloud. —(x - Ex)*
p(x) = exp ————— )
Eigenvalues Definition 2(En')
Ex The central value of the spatial distribution of
cloud drops So the distribution of x on the domain U is called a normal
En Fuzzy measure of qualitative concept cloud [24]. The implementation algorithm of the forward
He Uncertainty measure of entropy normal cloud generator is described as follows [25].

3.3. The Process of Establishing Cloud Model
(1) Definition of Cloud Model

Definition 1. Set U as a quantitative domain and express
by an exact numerical value. Set C as a qualitative concept
and C € U. If the quantitative value x€U, x is a random
implementation of C, and the certainty of x to C is a random
number u(x) : U — [0,1],Vx € U,x — u(x) with a
stable tendency. Then the distribution of x on the domain
C is defined as cloud, and each x is a cloud drop [23]. The
digital characteristics of the cloud are usually embodied in
three aspects, namely, expected value, entropy, and hyper-
entropy, respectively. The specific definitions are shown in
Table 3.

Definition 2. If x satisfies x~NORM (Ex, En’), En’ ~ NORM
(En, He?) and the certainty of x to C satisfies

Step a. Generate a normal random number En; with En as
the expectation and He? as the variance.

Step b. Generate a normal random number x; with Ex as the
expectation and En;’ as the variance.

Step c. Calculate p;(x) = exp(—(x; — Ex)Z/Z(En,-')Z).
Steps (a) to step (c) are iterated until predetermined n
cloud drops are produced.

Definition 3. There are n subclouds with the same properties
in the domain.

There are n subclouds with the same properties in the
domain, namely, C,(Ex,,En,,He,),C,(Ex,, En,,He,),...
C,(Ex,, En,, He,). Then the process of subcloud synthesis
of the parent cloud is represented by “°o” [15], namely,
C=C,C,0---C,. If each subcloud has a certain weight, a
formula for the expected value, entropy, and hyperentropy of
the parent cloud is
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TABLE 4: Index of each indicator.

Service level A B C D E F

Standing-passenger density (passenger /m”) 3 4 5 6 7

Boarding frequency 0.5 0.8 1.0 1.25 L5

Y, (En X Ex; X w,)

E =
FT TN (Bn v )
n
En=Y (Enxw), (©)
i=1
He = Yiii (En; x He; x w;)

Z:’:I (En; x w;)

(2) Select Metrics. According to Tables 1 and 2, this paper
selected standing-passenger density and boarding frequency
as indicators for judging the crowd coefficient in the bus. In
order to reduce the singularity of the evaluation index, the
same weight was given to each indicator when determining
the crowd coefficient in the bus, that is, w, = w, = 1/2, as
shown in Table 4.

(3) Determine the Digital Characteristics of the Cloud. Assume
that the threshold vector of a metricis X = (x;, x,, X3, X4, Xs5),
because it needs to be implemented in the same domain
when synthesizing with the cloud model. When solving the
digital features of the cloud, the index value needs to be
standardized, and the interval is [0, 1].

The standardized treatment formula for the larger the
better indicator is

xj — min {x]}

x; = (j=123,45) (7)

max {xj} — min {xj}

The standardized treatment formula for the smaller the
better indicator is

max {x;} - x;

max {xj} — min {xj}

xt = (j=12,3,45) (8)
where max{xj} and min{xj} are the maximum and

minimum values of the j threshold, respectively, and x; is

the normalized value of x .

In addition, the service levels A and F are represented
by a half-liter normal cloud and a semifalling normal cloud,
respectively. Their numerical characteristics are Ex,, and
Ex,, and the entropies are En,; and En,. The calculation
formulas are described as follows:

Ex, = x|,

En,, = En,,

Ex, = x5, 9)
Enys = En,s

He =0.01

The service levels B, C, D, and E are represented by a full
normal cloud, and the eigenvalue calculation formula is

* *
(xj—l tX; )

Exxj = 2
(x;_l - x;‘) (10)
En,; = S , (j=2,3,4,5)
He =0.01

(4) Establish an Identified Cloud Model. The specific process
is interpreted as follows.

Step a. Enter the digital characteristics of the service levels
of the passengers occupying space indicators in the bus and
combining with the forward normal cloud generator algo-
rithm. This paper employed MATLAB software to establish
a forward normal cloud generator CG,; with metrics.

Step b. The actual values of collected number of passengers
in the bus were normalized and recorded as r'. For the index
values, if r is smaller than the min{rj}, the normalized result
is 0; if r is greater than max{rj}, the normalized result is 1.

Step c. Substitute 7’ into the forward normal cloud generator
CG,,, CG,,, CG,5, CG,,, CG,5, and CG,¢. The output values
Uris Bra> Hrs> Uyas Pyss and p,¢ of each cloud generator indicate
the extent to which the input parameter ' belongs to R ;- Since
the output value has a certain randomness, the output value
t,j needs to be normalized to obtain the weight wg; of R;.

_ /’lrj
Wpj = 25 (1)

j=1 Hrj

(5) Calculate Similarity of Identified Cloud and Standard
Cloud. Similarity refers to the degree of membership f; of the
cloud drops x; (i = 1,2,...,N) generated by the identified
cloud U’ and each standard cloud U;. The calculation process
is listed as follows.

Step a. In identified cloud U, generate a normal random

number with En as the expected value and He’ as the
variance, namely, En; = NORM (En, He?).

Step b. In identified cloud U, generate a normal random
number with Ex as the expected value and En,2 as the variance,
namely, x; = NORM(EXx, Enz).

Step ¢. In standard cloud Uj,
number with En; as the expected value and He? as the
variance, namely, En; = NORM(Enj, He?).

generate a normal random



TaBLE 5: Congestion range corresponding to the six service levels.

Service Level Congestion y

(A) Very Comfortable y <30
(B) Comfortable 30 <y <50
(C) Generally Crowded 50 <y <70
(D) Crowded 70 <y <90
(E) Severely Crowded 90 <y <110
(F) Unbearable y > 110

Step d. Calculate the membership of a' service level, namely,
By = exp(—(x; — Ex;)*/2En}?).

Step e. Iterate Steps a-d until the required cloud drops N are
generated.

Step f. The similarity between the identified cloud U’ and the
each standard cloud is

1N
%zﬁg% (12)

Step g. Normalize j to get the degree to which the identified
cloud belongs to the j'" service level, namely,

9;

A. =
Y

(13)

The more the cloud drops x; generated by the identified
cloud U’ fall within the range of a standard cloud Uj, the
larger the §; value as well as the A; value. This situation

indicates that the closer the identified state is to the £ service
level.

(6) Determination of Bus Crowding Coefficient. This paper
uses the maximum value determination method to determine
the crowd level in the bus. This method determines the
service level corresponding to the state to be recognized
in the vehicle by using the maximum degree of possibility.
It is difficult to judge the degree of crowding in the bus
by this method. The in-vehicle environment with different
crowding levels directly affects the behavior of passengers in
the bus. Therefore, this paper introduces the crowdedness
of passengers in the bus. The calculation formula is as
follows:

6
y=DA;xE (14)
j=1

In the formula, the values of & ; represent different
crowd coefficients of the service levels, and the crowd
coeflicients of between A and F were set to 20, 40, 60, 80,
100, and 120, respectively. The larger the congestion y in
the bus, the more crowded the lower service level in the
bus.

The crowd range corresponding to the six service levels is

shown in Table 5.
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4., Case Study

This research selected the Dalian Bus Line No. 10 as a case
study to verify the accuracy of the proposed model. The
Dalian Bus Line No. 10 is a regular bus route. Typically, there
are 40 seats on a bus; in addition to these fixed seats, the total
effective standing area in the bus is about 6m?, making the
total capacity up to about 100 passenger per vehicle. This route
starts from Shahekou Railway Station to Lily Villa, with a total
mileage of 16_km and the regular operation hours from 6:00
to 21:00. There are 29 stations for the inbound direction (i.e.,
from Shahekou Railway Station to Lily Villa) and 27 stations
for the outbound direction (i.e., from Lily Villa to Shahekou
Railway Station). Among them, it was found that stations 4,
7,10, 11, and 15 were the most passenger intensive stations.
A manual survey about the number of passengers getting on
and off the bus at each station was conducted in the morning
peak hours (i.e., 7:00 to 8:00).

4.1. Passenger Flow Forecast in the Bus. This paper investi-
gated the passenger flow of bus line No. 10 during a working
day morning peak hours. The data are shown in Figure 1
(inbound direction) and Figure 2 (outbound direction).

To use the RBF neural network algorithm for predicting
the number of passengers in the bus, a prerequisite step is to
normalize the data, described as follows:

X = X
Y= (ymax_ymin)x % + Ymin (15)

max min

where x and y represent the values before and after
normalization, respectively; min and max represent the min-
imum and maximum values in the sample data, respectively.
The normalized data are shown in Table 6.

The number of passengers in the bus was predicted by the
RBF neural network algorithm, as shown in Figure 3.

Then, the predicted number of passengers was compared
with the actual data; the following criteria, including MAE,
MSE, MARE, and MSRE (see (1) to (4)), were employed for
identifying the differences, as shown in Table 7.

By analyzing the evaluation results, it was found that the
MAE=2.206 and MARE=0.249, indicating that the predic-
tions were closed to field data.

4.2. Determination of Bus Crowding Coefficient Based on
Cloud Model. According to (7) to (10), the subclouds of each
evaluation indicator in the bus were calculated, as shown in
Table 8.

The numerical characteristics of the standard cloud in the
bus are calculated using (6), as shown in Table 9.

Based on the algorithm of the forward cloud generator
that generated 5000 cloud drops and using MATLAB as
simulation software, the standard cloud pattern formed is
shown in Figure 4. In the figure, the green dots represent LOS
A and the red dots represent LOS-E

This section selected a section of the bus route (bus
stations 8 to 15) to demonstrate how to convert the pre-
dicted number of passengers boarding at a bus station to a
corresponding boarding frequency as well as the in-vehicle
standing-passenger density, as shown in Table 10.
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FIGURE 2: Boarding and alighting data of outbound direction.

The data presented in Table 10 were imported into
(12) to (14) to calculate the similarity, possible degree, and
congestion degree of the selected bus stations, as shown in
Table 11.

Eventually, this paper combined with the implementation
algorithm of the forward normal cloud generator based on
5000 cloud drops. The identified cloud patterns of each site
are shown in Figure 5.

Based on the estimated congestion degrees, the service
levels of this bus line at each station were determined, as
shown in Figure 6.

Through simulation, it is found that using the cloud
model algorithm to determine the crowding coefficient in the
bus is a feasible method. According to the estimated conges-
tion degree values presented in Table 8 and the determined
service levels of the bus in Figure 6, it can be concluded that
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FIGURE 4: The standard cloud map of the bus.

the crowding level in the bus increases from Gaizhou Street
to Zhilin Park, with the service level deteriorated from LOS-C
to LOS-F. From Zhiyuan Park to Software Park, the crowding
level in the bus has been decreased, and the service level
changed from LOS-F to LOS-C.

5. Conclusion

(1) This paper employed the cloud model to combine the
standing-passenger density with the loading frequency to
determine the crowed coefficient. The method realized the
change of the crowed coefficient from qualitative analysis to
quantitative analysis.

(2) The cloud model can overcome the singularity of the
index and ambiguity of the congestion state division, and it
has certain adaptability in the congestion state division.

(3) Future research needs to make further exploration.
It needs to cover a boarder range of bus routes that

have different route lengths, numbers of stations, passenger
demand levels, and vehicle capacities. In addition, it is neces-
sary for future research to develop algorithms for applying
the estimated crowding coefficient to the optimization of
bus scheduling. According to the different congestion levels
of bus stations, it is a new direction for future research to
reasonably control the departure interval of vehicles and
improve the service levels in the bus during peak hours.

Data Availability

The data used to support the findings of this study are
included within the article. The data are shown in Figures 1
and 2. No external data were used to support this study.
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FIGURE 6: Division of service level within the bus.
TABLE 7: Performance evaluation results.

Evaluation Method MAE MSE MARE MSRE
Results 2.206 3.118 0.249 0.421
TaBLE 8: In-vehicle congestion coefficient evaluation index cloud.
indicator 1 LOS Ex En He indicator 2 LOS Ex En He

A 1 0.042 0.010 A 0.050 0.010
B 0.875 0.042 0.010 B 0.85 0.050 0.010
Standing-passenger Density c 0.625 0.042 0.010 Loading Frequency c 0.6 0.033 0.010
D 0.375 0.042 0.010 D 0.375 0.042 0.010
E 0.125 0.042 0.010 E 0.125 0.042 0.010
F 0 0.042 0.010 F 0.042 0.010
TABLE 9: In-vehicle evaluation index standard cloud.
LOS Ex En He
A 1 0.046 0.010
B 0.861 0.046 0.010
C 0.614 0.0375 0.010
D 0.375 0.042 0.010
E 0.125 0.042 0.010
F 0 0.042 0.010

TABLE 10: The load factor and standing-passenger density corresponding to the predicted number of people.

Station number Station name Loading Frequency Standing-passenger Density
8 Gaizhou Street 1.3 2

9 Jiaotong University 1.25 17

10 Yellow River Bridge 1.525 35

11 Cooked food station 2.0 6.7

12 Water purification plant 1.975 6.5

13 Zhilin park 1.95 6.3

14 Gaojiacun 1.975 6.5

15 Software Park Road 1.25 1.7

TaBLE 11: Similarity, possibility degree, and crowding degree of the selected bus stations.

I%I?f;jlitrion Similarity Possible Degree C]goevgfei:g
8 [0.00,0.00, 0.4284, 0.0065, 0.00, 0.00] [0.00,0.00,0.985,0.0148,0.00, 0.000] 60.2645
9 [0.00,0.0011,0.6578,0.00, 0.00, 0.00] [0.00,0.0017,0.9979, 0.00, 0.00, 0.00] 59.9761
10 [0.00, 0.00,0.0079, 0.3895,0.00, 0.00] [0.00, 0.00, 0.0200, 0.9800, 0.00, 0.00] 79.6019
1 [0.00, 0.00, 0.00, 0.00, 0.2721,0.5259] [0.00, 0.00, 0.00, 0.00, 0.3410, 0.6590] 113.18
12 [0.00, 0.00, 0.00, 0.00, 0.3937,0.4005] [0.00, 0.00, 0.00, 0.00, 0.4957, 0.5043] 110.059
13 [0.00, 0.00, 0.00, 0.00, 0.3951,0.3978] [0.00,0.00, 0.00, 0.00, 0.4983,0.5017] 110.034
14 [0.00, 0.00, 0.00, 0.00, 0.4043,0.3904] [0.00,0.00, 0.00, 0.00, 0.5088,0.4912] 109.825
15 [0.00,0.000,0.6631, 0.000, 0.00, 0.00] [0.00,0.0014,0.9981, 0.00, 0.00, 0.00] 59.9800
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This study proposes a two-step solution approach for aircraft conflict resolution and fuel consumption due to resolution maneuver
occurring in free-route airspace. This model aims to provide a mathematical basis for a decision-support system that is used during
the pretactical conflict resolution in air traffic management. Mathematical model of the first step presents alternative entry points
on both sides of existing sector entry points to minimize delays by directing aircraft to the most convenient entry points. The second
step suggests a vector deflection maneuver to minimize extra fuel consumption caused by conflict resolution. GAMS/CPLEX solver
is used to solve the first step of the model but the solution is not produced in a reasonable time. To obtain feasible solutions,
genetic algorithm and tabu search algorithms are implemented in the first step. Small size test problems are generated to evaluate
the metaheuristic algorithms, and results are compared with GAMS/CPLEX solver solutions. According to this comparison, both
metaheuristics algorithms produce near optimal solutions in a reasonably short time. The proposed approach has made significant

improvements for airborne delays and extra fuel consumption caused by aircraft conflicts resolution in large-scaled airspaces.

1. Introduction

Air transportation has evolved to be a global industry with
its large-scaled, complex, and rapidly growing nature. It has
a unique impact on commercial and economic growth not
only because it provides rapid world-wide transportation
critical for international business, trade, and tourism, but also
because it facilitates regional economic and social growth.
Airlines carried around 4.1 billion passengers with revenue
passenger kilometers over 7.7 trillion as well as 6 trillion-
US$-value of cargo in 2017 [1]. The total air traffic passenger
demand has doubled in the last fifteen years, and 4.4% average
annual growth is expected over the next twenty years [2]. This
rapid growth in the demand overwhelms the current airspace
capacities of air traffic management (ATM) system which is
responsible for safe, efficient, and economic operations of
flights within this global network. This imbalance between
the capacity and demand leads to more airborne delays
and congestions inducing increased operational costs, envi-
ronmental impacts, customer dissatisfaction, and air traffic

controllers workload. Therefore, the improvement of the
current airspace capacities is addressed as a critical issue for
the sustainable growth of the industry in ICAO’s long-term
Global Air Navigation Plan [3] as well as European Union’s
Single European Sky ATM Research (SESAR) objectives
[4].

Free-routing of aircraft is one of the effective methods to
enhance airspace capacities as well as efficiency of flight oper-
ations based on the use of user-preferred trajectories. Free-
route airspace (FRA) allows airlines to freely plan their flights
between a defined entry and exit points without reference to
the current air traffic service route networks while flights still
oblige to follow the instructions of air traffic controllers [5].
Despite its advantages, FRA increases the traffic complexity
and conflict detection due to the increase in the number of
intersection points; therefore, the entire airspace becomes a
potential “hot spot” [6]. Pretactical conflict detection and
resolution (CDR) using improved decision-support systems
can be one of the alternatives to handle this traffic complexity
efficiently within FRAs.


http://orcid.org/0000-0002-6580-2894
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2019/4805613

Aircraft operating in the same airspace should maintain
predefined safe separation distances between each other.
These minimum separation distances are accepted as 5 nau-
tical miles horizontally and 1000 feet vertically for en-route
airspace. If air traffic controllers detect any loss of separation,
they apply suitable conflict resolution maneuvers to aircraft
in order to prevent any risk of collision. There are three
main resolution maneuvers used for the collision avoidance
between aircraft pairs: heading change, airspeed change, and
flight level change. While heading and speed change maneu-
vers involve the adjustment of the direction or the magnitude
of the airspeed vector in the horizontal plane, flight level
change deals with climbing or descending aircraft in the
vertical plane. Conflict resolution (CR) problem involves the
search of one (or combination) of these maneuvers to ensure
safe separation between aircraft. Numerous studies have
proposed different mathematical models and approaches for
CR problems, and detailed reviews were provided by Kuchar
and Yang [7] and Martin-Campo [8]. Rodionova and Sridhar
[9] classified these approaches as tactical (performed within
30 minutes prior to the conflict), pretactical (performed up to
2 hours prior to the conflict), and strategic (performed more
than 2 hours prior to the conflict) CR problems.

This study addresses pretactical CR between aircraft
pairs in the horizontal plane using heading change maneu-
vers within the time period of 20 to 60 minutes prior to
the potential conflicts within the FRA. The model focuses
on deterministic aircraft motion. A two-step approach is
developed to minimize total airborne delay and extra fuel
consumption per aircraft due to the required heading change
resolution maneuver, respectively. The first step presents a
mixed-integer linear optimization model along with two
metaheuristics: genetic algorithms and tabu search, while the
second step uses a nonlinear programming (NLP) model.
Mixed-integer programming has been extensively applied
to aircraft CDR problems. Pallottino et al. [10] developed
two different mixed-integer linear models using either air-
speed change or heading change resolution maneuvers.
Christodoulou and Costoulakis [11] proposed a mixed-
integer linear model combining these two resolution maneu-
vers for small-scale problems. Vela et al. [12, 13] presented
mixed-integer linear models to minimize fuel burn using
combined airspeed and altitude change resolutions and air-
speed and heading angle change resolutions, respectively.
Alonso-Ayuso et al. [14] introduced a mixed 0-1 linear
optimization model resolving conflicts and returning aircraft
to their original routes via airspeed and altitude changes.
Later on Alonso-Ayuso et al. [15] also proposed two MILP
models using just altitude change and combined altitude and
airspeed changes. Cafieri and Durand [16] proposed a MINLP
formulation allowing aircraft to change their airspeeds to
avoid conflicts. Omer [17] formulated a MILP model using
both airspeed and heading change based on space discretiza-
tion of aircraft trajectories. Cafieri and Rey [18] proposed
a MINLP model that adapts speed adjustment method to
maximize the largest conflict free aircraft set. Besides these
exact solution models, metaheuristics approaches such as
genetic algorithm [19], ant colony optimization [20, 21], and
particle swarm optimization [22] were presented to obtain
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good and feasible solutions in a short time; nonetheless they
cannot guarantee globally optimal solution.

This study presents an alternative approach for pretactical
CR based on flexible airspace entry point assignment which
basically attempts to resolve conflict with no airborne delay
by changing conflict geometries in the first step. The proposed
approach ensures the safe separation using space discretiza-
tion technique which allows us to focus on the critical
points including entry, exit, and route intersection points
instead of searching the whole airspace. The model checks all
possible pairwise conflicts on trailing, crossing, merging, and
diverging routes using these critical points. If any airborne
delay is required to resolve aircraft conflicts, the second step
searches a feasible vector deflection model corresponding to
the airborne delay with minimum total fuel consumption
per each aircraft before entering to the airspace. The vector
deflection maneuver is a nonlinear model which includes
the effects of bank angle changes as well as aerodynamic
and propulsive characteristics on fuel consumption rate. The
model determines bank angle, deflection angle, and vector
maneuver distance within the lower and upper bounds to
provide fuel optimal vector maneuver for the given airborne
delay. The proposed two-step model aims to provide a
mathematical basis for a decision-support system that can
be used during pretactical control of flights in air traffic
management and, therefore, metaheuristics are implemented
to the first step of the model to obtain good and feasible
solutions in a reasonable time.

2. Problem Statement

An airspace is any volume of the earth’s atmosphere of defined
dimensions which accommodates flights with or without
air traffic control services. Airspaces can be classified as
controlled, uncontrolled, and special airspaces according to
air traffic services provided and flight requirements. Flight
operations taking place in controlled airspaces receive air
traffic control services according to the airspace types such
as airport zones (CTR), terminal control areas (TMA), and
en-route airspaces [23]. En-route airspaces cover the largest
portion of the controlled airspace where flights in the climb,
cruise, and descend phases are monitored and controlled by
the relevant Area Control Center (ACC). The conventional
en-route airspaces include a network of fixed waypoints and
routes which aircraft have to follow during their flights. FRA,
on the other hand, allows aircraft to choose their routes
freely between the predefined airspace entry and exit points.
Figure 1 presents a generic FRA with predefined boundaries,
entry points (i.e., EP),EP,,...,EP,), and exit points (i.e.,
XP,, XP,,..., XP).

2.1. Flexible Entry Point Approach for FRA. This study adopts
a flexible entry point approach which suggests adding two
alternative entry points on both sides of the existing entry
points with a certain distance (i.e., 10 NM), while preserving
the existing boundaries and existing entry and exit points of
FRA (Figure 2). Each existing entry point with its alternatives
forms an entry area (i.e., EA,EA,,...,EA j). This approach,
therefore, enables aircraft to avoid all potential pairwise
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x EP,

FIGURE 1: A generic free-route airspace (FRA) configuration.

conflicts prior to entering airspace by assigning them appro-
priate entry points within the entry areas. The flexible entry
point assignment resolves pairwise aircraft conflicts through
change of route intersection geometry which alters minimum
separation time between aircraft pairs. A suitable entry point
assighment combination ensures the reduction of airborne
delays required for conflict resolution between aircraft pairs.

Two different types of conflicts can emerge between
aircraft during their flight within the described airspace in the
horizontal plane: crossing conflicts and trailing conflicts (Fig-
ure 3). The crossing conflicts are checked for three different
intersection geometries: conflicts in intersecting, converging,
and diverging routes (Figures 3(a)-3(c)) to calculate the
minimum separation time between aircraft that fly over the
same conflict points.

Each conflict point requires a specific time separation
between aircraft pairs depending on aircraft speeds and
encounter geometry. This time separation is described by [24]
as follows.

Ty = —F—2—\(V, Vi) =2V,Vy 0,
1 ‘/l‘/l’ |51n (0”,)| \/( 1) + ( 1 ) 171 COS( 1 ) (1)
In (1), D,;, is the minimum separation distance, V; and Vs are

airspeeds of leading and trailing aircraft, respectively, and 9;;
is the route crossing angle. In order to ensure safe separation
between aircraft, one aircraft should be delayed by T;; prior
to airspace entry point (pretactical level). Airspeeds V; and V;

are assumed to be optimal (best range) airspeeds at the given
flight level and they depend on aircraft performance category
(APC). In this study, aircraft are classified into three different
performance categories: regional jet (R]), narrow-body jet
(NB), and wide-body jet (WB). Trailing conflicts may occur
between aircraft flying on the same routes. No overtaking
is allowed within the airspace; therefore the separation is
maintained by delaying trailing aircraft in pretactical level.
Aircraft are assumed to fly with optimal cruise airspeeds at
the given flight level.

2.2. Vector Deflection Maneuver. A vector deflection maneu-
ver is proposed to resolve aircraft conflicts in pretactical
level (Figure 4). The maneuver consists of two phases: steady
coordinated turns and steady straight flights with zero bank
angle in the horizontal plane. The vector maneuver uses
deflection angle (y;), bank angle (¢,), and maneuver distance
(I;) as decision variables. Other variables such as turning
radius (r;), distance traveled along the arc (g;), projected arc
distance on the undeflected route (b,), and deflected straight
route (l;;) are calculated based on these decision variables
which are limited in the model with upper and lower values
due to operational constraints. Bank angle variations for
vectored and nonvectored aircraft are presented in Figure 5.
Aircraft fuel consumption for a given airspeed during the
cruise operation depends on distance traveled and propulsive
characteristics of aircraft. Turning maneuvers, on the other
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FIGURE 2: The flexible entry point airspace geometry.
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FIGURE 3: Conflict geometries: crossing conflicts (a) in intersecting routes, (b) converging routes, and (c) diverging routes and (d) trailing
conflict in the same route.
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FIGURE 5: Bank angle variation of vectored and nonvectored aircraft along their flight paths.

hand, create extra fuel burnt not only due to the extended
flight path but also due to the increase in the bank angle
which results in higher load factors. The proposed model
takes bank angle effects into consideration while calculating
the fuel consumption. The extra fuel burnt per aircraft along
the deflected flight path can be described as follows.

lUf = FCt L 4ai + FCnb . ZZdi - FCud o li (2)

While the first two terms in (2) correspond to the amount
of fuel burnt along the deflected flight path including total
distance traveled along arcs and deflected straight routes,
the latter corresponds to the amount of fuel burnt along
vector maneuver distance. Therefore, FC,,, and FC,; are fuel
consumption rates per unit distance during the straight level
flight. For the given aircraft performance category, airspeed,
and flight level, these values are constant such that

Pcnb = FCud = Xvo* (3)

FC, is the fuel consumption rate per unit distance during
the coordinated turn and it can be expressed in terms of a

third order polynomial of bank angle using curving fitting
technique such that

FCi=Xoot Xop i+ X2 ® ¢i2 T X3 ® ¢i3- (4)

In (3) and (4), X,0> Xv1> Xv2> @and 3 are regression coeffi-
cients found in kg/NM for the performance category v at the
given altitude.

3. Mathematical Model

Figure 6 presents the general methodology of the proposed
two-step solution approach for minimum airborne delay
and extra fuel consumption due to vector deflection maneu-
vers. In order to evaluate the proposed flexible entry point
approach, a baseline case representing fixed entry point FRA
is generated as the reference. Estimated time of arrivals
(ETA), aircraft performance category (APC), and airspace
exit points (XP) of each flight are generated randomly as
inputs for both cases. A predefined entry point is provided
for each flight in the baseline case while flexible entry point
approach assigns each flight to the most suitable entry point
within the predefined entry area. In the baseline case, the
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FIGURE 6: Flow diagram of the two-step model.

total and individual airborne delays are estimated based on
first come first served (FCES) discipline. Flexible entry point
assignment also obtains the total and individual airborne
delays as well as entry point assignment vector using genetic
algorithms (GA) and tabu search (TS) metaheuristics. Upon
the estimation of airborne delays, minimum fuel consump-
tion per aircraft is estimated using vector deflection model
for both cases.

3.1. First Step: Entry Point Assignment Model. In this section
entry point assignment model is presented. The aim is to
assign each aircraft to the most suitable entry point according
to their entry area to avoid conflict when aircraft is entering
into the sector. The main idea of avoiding conflicts is changing
conflict geometries just by adjusting entry point. The model
seeks for the most appropriate entry point assignment for
aircraft, and if it is necessary, the model imposes airborne
delay to aircraft. The following assumptions are imposed on
the model in addition to the ones described in Section 2.1:

(1) Each aircraft should be assigned to an entry point
within its predefined entry area.

(2) Adjacent entry points in the same entry area are
located 10 NM apart.

(3) Airspeed and altitude of each aircraft are constant
during their flight within the FRA.

Therefore, sets, parameters, variables, objective function, and
constraints are given as follows:

Sets

I: Set of aircraft i,i;,i, € I

J: Set of entry areas j, € |

K: Set of entry points k, k,, k, € K

L: Set of exit points [, 1,1, € L

V: Set of aircraft performance category v, v, v, €

N: Set of intersection points 1, € N.
Parameters

M: Big number enough

D,,;,: Minimum separation distance between aircraft
g;: Scheduled airspace entry time of aircraft i

t;: Performance category of aircraft i

r;: Entry area of aircraft i

e;: Exit point of aircraft i

bg;: Entry point of aircraft i for baseline scenario

h,: Airspeed of performance category v

dy.,: Distance between entry point k and intersection
point n
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tdy;: Distance between entry point k and exit point /

sreq, , - Separation time on intersection point n
between aircraft performance category v,and v,

treq; «., ,.;: Separation time at exit point / between
1727172

aircraft flying from entry point k,and k, with perfor-
mance category v;and v,

breq,,, ., Separation time at entry point k between
aircraft flying to exit point /,and [, with performance
category v,and v,

uj: 0-1 parameter that is one if entry point k is in
entry area j; otherwise, it is zero

Oy1n: 0-1 parameter that is one if an aircraft flies from
entry point k to exit point / via intersection point n;
otherwise, it is zero.

Variables

qix: Actual entry time of aircraft i at entry point k

w;: Airborne delay of aircraft i

min Zwi

Pirn: Fly over time of aircraft i from entry point k at
intersection point n

¢yt Fly over time of aircraft i from entry point k at
exit point i
ey;;,: 0-1 variable that is 1 if aircraft i, flies over

intersection point before aircraft i;; otherwise, it is
Zero

by ;,: 0-1 variable that is 1 if aircraft i, enters and

leaves the airspace before aircraft i;; otherwise, it is
Zero

by ;,» 0-1 variable that is 1 if aircraft i, exits the
airspace before aircraft i,; otherwise, it is zero

by; ; » 0-1 variable that is 1 if aircraft i, enters the
airspace before aircraft i,; otherwise, it is zero
Xj.: 0-1variable that is 1if aircraft i is assigned to entry

point k; otherwise, it is zero.

The first step of mathematical formulation is as follows.

. (5)
1
Subject to Z xp=1 Vi,jlj=r 6)
kluj=1
kluj=1k=bg (i)
Qi = gi tw; Vi k (8)
_ % i k _
L Vi,k,n,v|v=t 9)
v
TD
Gkl = ik + h—kl Vl, k, l, v | V= ti (10)
v
qizk_qilk > ;lmn —(z—xilk—xizk)‘M—bl (11,12)‘M Vll,lz,k,v | 5] + Iy, V= til’ eil =e,~2 (11)
14
Qik — Qi 2 ;;'”” - (2 — Xk~ xizk) eM—b (1—iiy)e M Viyiypkv|ij#iy v= ti, e =e; (12)
v
Cizkl - Cilkl > ];nm - (2 - xilk - x,-zk) M- bl (11,12) M v11,12, k; V,l | 3] + 1, V= tiz’ eil = Eiz (13)
v
Cilkl_cizkl > ];nm —(Z—x,-lk—x,-zk)-M—bl (1—11,12)‘M v11,12,k,V,l| 1 ilz, V:til’ eil :Eiz (14)
v
Qik — Dik = breqy; , 1 — (2 ~ Xk~ xizk) oM —by(iy,iy) e M )
15
Vi, iy, I, by kv, vy |y #1y, vy = i, vy =t, ¢ #e€, I, = € > L= e
Qik — ik 2 breqy ., — (2 - Xk~ xizk) e M—-b;y(1-ipiy) e M
(16)

Vipiy b kv vy iy #i5 vi=t, vy =t, ¢ #¢., =€, L =¢
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Ciokyl = Civkyl 2 P71 ke yy vt — (2 ~Xik, T xizkz) e M=b,(i)iy) e M

Cirkeyl ~ Cigleyl Z TG ey 1 — (2 ~Xik, T xizkz) e M—-b,(1-ipiy) e M

Piyion = Pikyn 2 ST€4,, 0~ (2 Xk, ~ xisz) *M—e (iiy) e M

Vipip by ki kg vis vy iy #0y, v =1, vy =t , ¢ #e, ki#ky, Li=e, L=e, 0p1,=1 0, =1

Dikyn — pizkzn > sreq, v, ~ (2 - Xk, T xizkz) M —e; (1 — iy, 12) oM

17)
Vipipkpky, Lv iy #iy vi=t, va=t, ¢ =¢., ky#ky, [=¢;

(18)
Vipipkpky Lv iy #iy vi=t, va=t, ¢ =¢., ky#ky, [=¢;

(19)

(20)

Vipip by ki kg vis vy iy #0y, vi =1, vy =t , ¢ #e, ky#ky, Li=e, L=e, 01,=1 0, =1

The objective function (5) of the model is to mini-
mize the total airborne delay. Constraint set (6) ensures
that every aircraft is assigned to one entry point which
belongs to its entry area. Constraint set (7) ensures that
every aircraft is assigned to its own baseline entry point.
Constraint sets (8), (9), and (10) calculate the flyover time
at the entry point, intersection point, and exit point of
the airspace, respectively. Constraint sets (11), (12), (13),
and (14) maintain the required separation time between
all aircraft pairs for trailing conflicts. Constraint sets (15)
and (16) maintain the required separation time between all
aircraft pairs for conflicts in diverging routes. Constraint sets
(17) and (18) maintain the required separation time for all
conflicts in converging routes. Constraint sets (19) and (20)
maintain the required separation time between all aircraft
pairs for conflicts in intersecting routes. Therefore all possible
conflicts between all aircraft pair combinations within the
airspace are controlled by the model using the provided
constraints.

3.2. Second Step: Vector Deflection Model. Although the first
step calculates the minimum airborne delay to resolve con-
flicts, it does not specify which maneuver to be implemented
to aircraft in order to avoid conflicts. The entry point assign-
ment is capable of resolving many potential conflicts without
requiring extra resolution maneuvers. In case of a necessity
of an airborne delay, the proposed vector deflection model in
Section 2.2 can be applied to aircraft prior to their entrance
to the airspace. Certainly, there are infinitely many vector
deflection maneuvers which can resolve the conflict for the
given airborne delay. In this step, the model searches vector
deflection resolutions with minimum fuel consumption per
aircraft under given constraints as described in Section 2.2.
The following assumptions are imposed on the model in
addition to the ones described in Section 2.2:

(1) Weight of all aircraft is constant during their vector
deflection maneuver.

(2) Airspeed and altitude of each aircraft are constant
during the vector deflection maneuver.

(3) Bank angle changes are done instantly during the
coordinated turning maneuvers.

(4) Standard atmospheric conditions are valid.

(5) Wind speed and acceleration are zero.

The second step of mathematical formulation is as follows.
Sets

I: Set of aircraft i, € I

V: Set of aircraft performance category v, € V.
Parameters

g: gravitational acceleration

t;: Performance category of aircraft i

dx;: Extra distance flown due to airborne delay i
hy: Airspeed of performance category v

Xv.o: Fuel consumption coefficient with no bank angle
for aircraft performance category v

Xv.1: Fuel consumption coefficient with first order
bank angle for aircraft performance category v

Xy.2: Fuel consumption coefficient with second order
bank angle for aircraft performance category v

X3¢ Fuel consumption coefficient with third order
bank angle for aircraft performance category v.

Variables

R;: Turn radius of aircraft i

y;: Deflection angle of aircraft i
¢;: Bank angle of aircraft i

I;: Maneuver distance of aircraft i

a;: Arc distance traveled by aircraft i during turning
maneuver

b.: Total distance traveled by aircraft i projected on
the undeflected route during turning maneuver

1;;: Distance traveled by aircraft i along the deflected
route with no bank

f1.+ Fuel consumption of aircraft i during turning
i
maneuver
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TaBLE 1: Cruise airspeed and fuel consumption rates of aircraft performance categories at 33000 feet.

Aircraft Performance Category Airspeed, h, (knots)

Fuel Consumption

Regression Coefficients

(kg/NM)
Xvo Xvi Xv2 Xv3
Regional jet, R] (v=1) 388 1.284 0.9147 0.05794 4.243
Narrow-body jet, NB (v=2) 426 1.371 0.9771 0.06189 5.282
Wide-body jet, WB (v=3) 482 6.416 4.572 0.2896 17.09

f,: Fuel consumption of aircraft i along the deflected
route with no bank

f3,+ Fuel consumption of aircraft i along the unde-
flected route.

Objective
min ) FC, 4a; + FC,, « 25— FC,y *; 1)
Subject to r; = h—vz Vi,2v|v=t; (22)
" ogetan(d) '
a; =1y Vi (23)
l,-b )

= e cos(9) Vi (24)
b, = er;esin(y;) Vi (25)
4a;+ 2l -l —dx; =0 Vi (26)
4b; <1, Vi (27)
FC, = (Xv,o X1 it X2 ® ¢i2 T X3 ® ¢i3)

(28)

Vi,v|v=t

FCpp, = (o) Vivlv=t (29)
FCu, = (to)  VisvIv=t; (30)
0=y, < g Vi (31)
0<¢ < % Vi (32)
0<1,<40 Vi (33)

The objective function of the second model (21) is to
minimize total extra fuel consumption. Constraint set (22)
calculates the turn radius for each aircraft. Constraint sets
(23)-(25) calculate the distance traveled along the arc (g;),
deflected straight route (I;;), and projected arc distance (b,)
on the undeflected route, respectively. Constraint set (26)
guarantees that the distance traveled during vector deflection
maneuver satisfies the required airborne delay. Constraint set
(27) ensures that the sum of arc distances projected on unde-
flected route cannot be longer than vector maneuver distance.

While constraint set (28) estimates fuel consumption rates
per unit distance during the coordinated turns, constraint sets
(29)-(30) provide fuel consumption rates per unit distance
during straight level flights along deflected and undeflected
flight paths. Table 1 presents the cruise airspeed and fuel
consumption rates per unit distance estimated based on the
values provided in BADA [25] for each aircraft performance
category at 33000 feet (FL330).

4. Metaheuristic Algorithms

Metaheuristic algorithms are an effective way of using trial
and error methods to produce acceptable solutions to a
complex problem. The complexity of the problems makes it
difficult to evaluate all possible solutions. These algorithms
aim to obtain good solution within an acceptable period of
time, but they do not guarantee achieving the global optimum
result. In this study, genetic algorithms and tabu search are
proposed to solve the mathematical model presented in the
first step.

4.1. The Proposed Genetic Algorithm. The entry point assign-
ment model is a complex model so it is difficult to solve this
problem by MIP solver within the reasonable time period.
Thus, we present a genetic algorithm to deal with this prob-
lem. Genetic algorithms (GA) are search algorithms based on
Darwin’s theory of evolution and described by John Holland
[26]. Genetic algorithms try to achieve the best solution by
imitating natural selection. In genetic algorithms, each chro-
mosome represents a solution and multiple chromosomes
come together to form a population. Chromosomes pass their
selection, crossing, and mutation steps to transfer their genes
to the next generation. Highly compatible chromosomes are
more likely to transfer genes to subsequent generations.

4.1.1. Chromosomes Structure and Initial Population. Chro-
mosomes come from genes, and each gene refers to entry
point for each aircraft. An example of chromosomes structure
for six aircraft and twelve entry points can be seen in Table 2.
Each gene belongs to only one aircraft and each aircraft is
assigned to one entry point according to its entry area. During
the process of obtaining initial population, each aircraft is
assigned to an entry point randomly according to its entry
area; therefore, infeasible gene structures can be prevented.

4.1.2. Fitness Function. According to entry point assignment,
fitness function of all chromosomes is calculated. The algo-
rithm checks for any conflicts between each aircraft pair. If
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TaBLE 2: Chromosomes structure.
Aircraft1 Aircraft 2 Aircraft 3 Aircraft 4 Aircraft 5 Aircraft 6
EP11 EP7 EP 4 EP2 EP9 EP6
Aircraft 1 Aircraft 2 Aircraft 3 Aircraft 4 Aircraft 5 Aircraft 6
Parentl
EP11 EP7 EP 2 EP9 EP 6
Random 0.3 0.6 0.7 0.9 0.45
Value
Aircraft 1 Aircraft 2 Aircraft 3 Aircraft 4 Aircraft 5 Aircraft 6
Parent2
EP12 EP5 EP1 EP 10 EP 4
Aircraft 1 Aircraft 2 Aircraft 3 Aircraft 4 Aircraft 5 Aircraft 6
Offspring 1
EP11 EP5 EP1 EP 10 EP6
Aircraft 1 Aircraft 2 Aircraft 3 Aircraft 4 Aircraft 5 Aircraft 6
Offspring 2
EP12 EP7 EP 2 EP9 EP 4

FIGURE 7: An example of uniform crossover operator.

there is a conflict, the algorithm randomly decides which
aircraft should be delayed. For this process, genetic algorithm
generates a random number ranging from 0 to 1 for both
aircraft, and the aircraft having the lower value is imposed
to delay. This method allows different solutions in the search
space to be reached. Finally, the total airborne delay of each
chromosome is calculated.

4.1.3. Selection Process and Elitism. The selection process is a
critical step to determine population diversity and selection
bias that affect performance of GA significantly. If the selec-
tion pressure increases, the population diversity decreases.
In the opposite case, if diversity increases in the population,
good solutions are beginning to decrease. Keeping these two
factors in balance is an important step for GA’s success [27]. In
this study, the selection is performed using the roulette wheel
method that allows chromosomes with good adaptability to
transmit more genes to the next generation. Elitism is used
to reduce genetic drift by copying the best chromosomes into
future generations in the final step.

4.1.4. Crossover. The crossover operator allows for the gen-
eration of new individuals as a result of mutual exchange of
the genes of the chromosomes which will be crossed after
the selection. With this method, some features of previous
generations can be transferred to the new generation. The
success of the crossover process depends on the proper
coding of the chromosomes according to the probing. In
this study, new chromosomes are produced through the use
of reciprocal displacement of genes belonging to the same
aircraft between selected chromosome pairs. This process is
included in the literature as uniform crossover (Figure 7). In
the crossover process, a value between 0 and 1 is produced
randomly for each pair of genes, and if this value is greater
than 0.5, the displacement takes place between the gene pairs.

4.1.5. Mutation and Elitism. The mutation operator modifies
one or more gene values randomly to increase the diver-
sity of the solution. Furthermore, the mutation operator
enables genetic algorithms to converge a feasible solution
more rapidly. As a result of the mutation process, a new
chromosome structure is obtained by replacing the selected
genes with another entry point in its entry region (Figure 8).

4.2. The Proposed Tabu Search. The tabu search (TS) algo-
rithm was developed by Glover in 1986 [28]. The TS algorithm
is an intuitive method that finds the best value by moving
away from the local optimum. TS algorithm, which can be
used to solve many different problems, has a flexible structure
to produce the best or nearest solutions. By using the memory
structure, some solutions are banned from being produced
over a certain number of iterations. These solutions are added
to tabu list and called “tabu”. The primary task of tabu list is
to ensure that the algorithm achieves the overall best value
by avoiding local best values. In some cases, if a tabu move
solution gives a better solution than the best found so far, this
solution is no longer classified as tabu. By this way, the TS
algorithm helps to improve the harmonization value by using
aspiration criterion.

4.2.1. Initial Solution. The TS algorithm first needs an initial
solution to start searching for a solution. Generating a good
initial solution significantly improves the success of the
algorithm. In this study, baseline airspace entry points are
chosen as the initial solution (Table 3).

4.2.2. Neighborhood Structure. Generating neighborhood
solutions helps to improve the existing solution by changing
airspace entry points randomly within the entry area for
selected aircraft. Generation process is shown in Table 4.
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Aircraft 1 Aircraft 2 Aircraft 3 Aircraft 4 Aircraft 5 Aircraft 6
Individual
EP11 EP7 EP 4 EP2 EP9 EP 6
Aircraft 1 Airc}aft 2 Aircraft 3 Aircraft 4 Aircraft 5 Aircraft 6
Offspring
EP11 EP 8 EP 4 EP2 EP9 EP 6
FIGURE 8: An example of mutation operator.
TABLE 3: Initial solution representation.
Aircraft1 Aircraft 2 Aircraft 3 Aircraft 4 Aircraft 5 Aircraft 6
EP11 EP5 EP5 EP2 EP 8 EP 11
TABLE 4: Generating neighborhood.
. . Aircraft 1 Aircraft 2 Aircraft 3 Aircraft 4 Aircraft 5 Aircraft 6
Existing Solution
EPI1 EP 8 EP5 EP 2 EP 8 EP5
Neighborhood Solution 1 Aircraft 1 Aircraft 2 Aircraft 3 Aircraft 4 Aircraft 5 Aircraft 6
EP11 EP7 EP5 EP2 EP 8 EP5
Neighborhood Solution 2 Aircraft 1 Aircraft 2 Aircraft 3 Aircraft 4 Aircraft 5 Aircraft 6
EPI1 EP 8 EP5 EP3 EP 8 EP 4
TABLE 5: Tabu list demonstration.
Aircraft Entry Points
1 2 3 4 5 6 7 8 9 10 11 12
1 0 0 0 0 0 0 0 0 0 0 2 0
2 0 0 0 0 0 0 3 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 0 0 0
5 0 0 0 0 0 0 1 0 0 0 0 0
6 0 0 0 0 0 0 0 0 0 0 0 0

Table 4 shows how we obtain two neighborhood solu-
tions. To achieve this process, the second and fourth aircraft
are randomly selected, and two different neighbor solutions
are produced in addition to the existing solution. In the
first neighboring solution, the entry point of the second
aircraft is changed randomly while the entry point of the
fourth aircraft remains the same. Similarly, in the second
neighboring solution, the entry point of the fourth aircraft is
changed randomly while the entry point of the second aircraft
remains the same in the second neighboring solution.

4.2.3. Short-Term Memory. Tabu list allows the search for the
different points in the solution space by banning searched
solutions for a certain number of iterations. The number
of iterations specifies the length of the tabu list. Tabu
list does not interfere to produce neighborhood solution
production. However, after the fitness values are calculated,
the solutions on the tabu list are called tabu and removed
from neighboring solutions. This process is performed using
short-term memory [28]. Both the aspiration criterion and
the short-term memory structure are used in this study. Tabu
list demonstration is shown in Table 5.

In Table 5, tabu length size is chosen as three. To explain
the use of tabu list, an example of tabu list structure is given.

The entry point 7 for the second aircraft will be kept on the
tabu list for three iterations. It is also forbidden to assign the
first aircraft on the list to the entry point 11 and the fifth
aircraft to the entry point 7. The number of entry points
kept on the list varies according to the length of the tabu
list.

5. Computational Results

The proposed GA and TS metaheuristics are developed
to solve more complex airspace structures of which
GAMS/CPLEX solver cannot reach a solution within
reasonable time period. A set of small-sized test problems
are generated in order to evaluate these metaheuristics. For
all test problems, total airborne delays are calculated using
GAMS/CPLEX solver, GA, and TS algorithm. The selected
parameters of metaheuristics are presented in Table 6. These
parameters are determined experimentally. The solution
time of the all approaches is set to 900 seconds in order to
provide a feasible solution in pretactical time window. A
computer with 2.3 GHz Intel Core i7 processor and 16 GB
RAM is used in all computations.

Thirty test problems are generated for 180 nm” en-route
airspace (as presented in Figure 2) at FL330 with three
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TABLE 6: The parameters of metaheuristics.
Genetic Algorithm Tabu Search Algorithm
Population Size 50 Neighborhood Solution Size 9
Selection Process Roulette
Crossover Rate 0.8 Tabu List Size 7
Mutation Rate 0.1
Number of Generation 200 Number of Generation 1110
EA,
EP, />
EP, !‘A\'_ -
EPy/\ 5
7z
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FIGURE 9: Complex airspace structure.

combinations of 12 routes between four entry areas with 3
entry points and 4 exit points. The numbers of the intersec-
tion points for these airspace configurations (i.e., I, II, and III)
are 27, 36, and 45, respectively. Hourly traffic flow entering
to the airspace is set to 20 aircraft in three different per-
formance categories: regional jets, narrow-body aircraft, and
wide-body aircraft. Estimated times of arrival (ETA) based
on exponential distribution, aircraft performance categories
(APC), entry areas (EA), and exit points (XP) are generated
as input parameters using MATLAB. Entry points for the
baseline scenario are chosen as the mid-points of each entry
area (i.e., EP, for EA,, EP; for EA,, EP, for EA,, and EP,;
for EA,). The results of GAMS/CPLEX, GA, and TS are pre-
sented for 30 test problems in Table 7. While GAMS/CPLEX
results include the values of objective function (z) and
CPU time, GA and TS results contain the average and
minimum objective function values of three runs for each test
problem as well as their average CPU times. The minimum
airborne delays found using GA and TS are equal to those
of GAMS/CPLEX solver solutions for each test problem.
These results demonstrate that the proposed metaheuristics
can achieve optimal solutions of GAMS/CPLEX for all test
problems.

The complex route network for the generic airspace
includes all possible 48 route combinations between the
existing entry and exit points (Figure 9). The length of each
route is shown in Table 8. In order to test this complex
network, two different traffic flow rates are selected as 20 and

25 aircraft per hour. For each traffic flow rate thirty different
scenarios are generated.

5.1. Results of Flexible Entry Point Assignment Model. Table 9
provides a comparison of the results found for baseline
case of fixed entry points and flexible entry point approach
for all scenarios. While baseline results include the values
of objective function (z) calculated via using FCFS model
in MATLAB, flexible entry point results present the total
airborne delays found by using GA and TS as the minimum
of three separate runs.

No airborne delays occur in three scenarios (i.e., 6, 20,
and 30) with the traffic flow of 20 aircraft per hour for the
baseline case. While GA and TS find the same values in
25 scenarios for this traffic flow rate, GA achieved slightly
better values than TS in two scenarios (i.e., 14 and 25). When
the traffic flow rate is increased to 25 aircraft per hour, GA
and TS find the same total airborne delay in 23 scenarios.
GA provides better solutions in the remaining scenarios. The
average results are demonstrated in Figure 10.

Figure 10 shows that the baseline average delay time for
20 aircraft decreases from 127.2 seconds to 8.4 seconds for GA
and 8.6 seconds for TS. The percentages of recovery for GA
and TS are 93.4% and 93.3%, respectively. For the 25 aircraft,
the average delay in the baseline case is reduced from 193.1
seconds to 21.4 seconds for GA and to 23.2 seconds for TS.
The recovery percentages for GA and TS are 88.9% and 88%,
respectively. Both algorithms have yielded successful results.
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TaBLE 7: Test problem results using GAMS/CPLEX, GA, and TS.

Test Problems GAMS/CPLEX TS GA

Z (sec.) t(sec.) Zyve * (S€C.) Zin (S€C.) Tog(sec) Z,,.(sec.) Zin(S€C.) Tog(sec)
1 0 11 0.0 0 2.8 0.0 0 0.7
2 0 112 0.0 0 0.3 0.0 0 0.7
3 0 109 0.0 0 6.0 0.0 0 21
4 2 110 2.0 2 67.7 2.0 2 108.6
5 0 13 0.0 0 18.4 17 0 41.9
6 18 114 18.0 18 675 18.0 18 112.6
7 0 113 0.0 0 44 0.0 0 1.0
8 0 114 0.0 0 0.4 0.0 0 0.8
9 34 113 55.0 34 732 34.0 34 124.3
10 2 114 227 2 75.8 247 2 122.5
11 0 144 0.3 0 40.8 0.0 0 3.8
12 0 151 0.0 0 2.8 0.0 0 1.8
13 0 149 0.0 0 4.0 0.0 0 31
14 0 150 0.0 0 23 0.0 0 13
15 24 148 24.0 24 947 26.0 24 154.1
16 10 148 10.7 10 88.6 10.0 10 148.9
17 4 149 4.0 4 82.4 6.7 4 131.8
18 5 150 77 5 955 73 5 153.4
19 10 148 133 10 14.1 233 10 180.2
20 3 152 3.0 3 97.7 6.0 3 148.4
21 0 190 0.0 0 20.1 0.0 0 8.3
22 17 187 17.0 17 109.4 17.0 17 192.0
23 0 188 13 0 66.2 0.0 0 25.0
24 0 191 0.0 0 46 0.0 0 12
25 38 190 38.0 38 92.2 38.0 38 165.9
26 1 191 1.0 1 108.6 10 1 1870
27 0 189 0.0 0 1.0 0.0 0 1.0
28 0 186 0.0 0 14 0.0 0 1.0
29 12 190 12.0 12 103.7 12.0 12 183.9
30 10 187 10.0 10 102.8 10.0 10 174.8

TaBLE 8: Routes distances in complex airspace.
Entry Points Route Distances (nm)
XP1 XP2 XP3 XP4

1 180.0 189.7 216.3 2475
2 180.2 186.8 210.9 240.8
3 1811 184.3 205.9 234.3
4 186.8 180.2 193.1 216.3
5 189.7 180.0 189.7 210.9
6 193.1 180.2 186.8 205.9
7 205.9 184.3 181.1 193.1
8 210.9 186.8 180.2 189.7
9 216.3 189.7 180.0 186.8
10 234.3 201.2 182.4 181.1
11 240.8 205.9 184.3 180.2
12 2475 210.9 186.8 180.0
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TaBLE 9: The airborne delays (sec.) and CPU times (sec.) of the all scenarios with 20 and 25 aircraft per hour.

. 20 Aircraft 25 Aircraft
Scenario Number
Baseline GA tort TS tort Baseline GA tort TS tort
1 94 0 14.7 0 22.0 242 26 252.4 26 254.6
2 284 3 173.8 3 171.6 195 17 231.6 17 246.0
3 271 1 173.5 1 157.0 13 0 5.7 0 41
4 86 0 4.4 0 21.8 412 61 325.9 84 3374
5 36 0 10.9 0 19.1 18 0 5.1 0 5.6
6 0 0 43 0 0.5 91 27 254.7 27 258.8
7 29 0 4.5 0 5.1 305 21 244.9 21 251.9
8 352 36 158.3 36 163.5 247 28 283.6 28 280.4
9 41 0 59 0 51 122 11 228.3 11 223.6
10 59 0 4.4 10.7 7 0 5.6 0 33
11 39 0 4.4 0 5.6 162 0 8.7 0 50.1
12 65 14 171.5 14 159.4 180 23 276.6 23 274.3
13 291 32 172.2 32 175.0 110 25 236.9 25 224.0
14 265 21 161.4 22 166.4 512 121 372.4 129 3474
15 312 2 175.9 2 170.4 206 34 316.7 34 314.8
16 46 0 6.9 11.2 221 23 240.6 23 252.6
17 81 0 4.4 3.7 319 62 301.5 70 305.5
18 301 20 148.3 20 141.3 83 0 6.3 0 42.8
19 61 18 149.0 18 149.7 266 27 3273 33 325.7
20 0 0 4.6 0 0.5 419 0 33.7 6 267.9
21 230 35 181.0 35 164.3 119 0 7.9 0 74.0
22 61 0 5.7 0 6.8 143 25 219.1 25 212.2
23 5 0 5.6 0 4.6 32 0 12.5 0 17.4
24 26 0 5.8 0 2.2 194 0 11.8 0 26.4
25 289 38 171.7 43 149.1 94 12 258.4 14 258.7
26 49 5 180.9 5 155.7 146 0 6.2 0 15.3
27 141 20 168.7 20 162.1 498 48 335.2 50 307.6
28 113 4 1375 4 130.4 278 50 287.8 50 2721
29 189 2 157.9 2 160.9 3 0 5.9 0 2.8
30 0 0 4.5 0 0.5 157 0 19.0 0 35.4
= 250- 5.2. Results of Vector Deflection Model. Table 10 presents
2 the total fuel consumption for each scenario due to vector
F200 o 193 maneuvers based on the total airborne delay calculated in the
a first step of the model. Similar to Table 9, the baseline case
% 150 1272 represents the results found for fixed entry point configura-
£ tion based on FCFS discipline, while GA and TS columns
ﬁ 100 provide the results of flexible entry point approach for all
%“ 5. S scenarios calculated in GAMS/CONOPT solver and each
Z o 214 232 scenario is estimated in less than 10 seconds.
0 .- The fuel consumption results based on GA and TS
20 aircraft 25 aircraft airborne delays are the same or very close to each other in
= GA all scenarios for the traffic flow rate of 20 aircraft per hour.
- ;:seline GA-based results, on the other hand, are better than TS-based

FIGURE 10: The average airborne delay for two different aircraft flow
rates.

The results show that airborne delays due to conflicts can be
reduced significantly using flexible entry point assignment.

results in five scenarios and worse than TS-based results in
one scenario. The fuel consumption averages are presented in
Figure 11.

Aircraft vector deflection model is implemented in both
baseline and metaheuristics-based airborne delays. The base-
line, GA-based, and TS-based fuel consumption averages are
found to be 201.4, 9.3, and 9.4 kg, respectively for 20 aircraft
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TaBLE 10: The delayed aircraft vector deflection model fuel consumption (kg).

Scenario Number 20 Aircraft 25 Aircraft

Baseline GA-based TS-based Baseline GA-based TS-based
1 182.28 0 0 439.03 11.9 11.9
2 638.64 1.9 1.9 354.47 10.7 10.7
3 170.69 0.6 0.6 8.23 0 0
4 53.12 0 0 384.05 91 105.5
5 16.78 0 0 11.41 0 0
6 0 0 0 152.33 17 17
7 18.3 0 0 452.02 24.6 24.6
8 403.88 83.6 83.6 211.66 31.4 31.4
9 95.19 0 0 127.42 5.4 5.4
10 64.43 0 0 16.42 0 0
11 90.57 0 0 331.98 0 0
12 103.62 20.9 20.9 170.02 12.58 12.58
13 473.5 20.1 20.1 197.55 15.7 15.7
14 498.86 152 153 699.73 138 158.9
15 568.93 71 71 235.45 50.4 50.4
16 106.74 0 0 439.81 14.5 14.5
17 50.96 0 0 430.29 32.4 35.8
18 618.74 12.6 12.6 86.38 0 0
19 39.42 8.3 8.3 36717 40.9 55.01
20 0 0 0 270.53 0 0
21 444.4 25.2 25.2 260.96 0
22 141.64 0 0 198.04 15.7 15.7
23 11.76 0 0 74.39 0 0
24 60.5 0 0 398.77 0 0
25 276.37 479 49.3 105.24 16.2 8.8
26 66.59 12.5 12.5 188.11 0 0
27 146.51 9.3 9.3 564.78 89.8 94.4
28 261.83 9.4 9.4 600.61 115.6 115.6
29 437.79 4.7 4.7 7.09 0 0
30 0 0 0 249.33 0 0

per hour, while for the 25 aircraft, the baseline, GA-based,
and TS-based fuel consumption averages are found to be
267.7,24.5, and 26.1kg, respectively. The flexible entry point
assignment obtained from GA and TS reduces the extra
fuel consumption considerably. This is mainly because this
approach resolves most of the possible conflicts via switching
the entry points rather than implementing vector maneu-
vers. Therefore, both the number of aircraft conflicts and
the required average airborne delays for conflict resolution
are reduced significantly. The vector maneuvers are only
implemented to fewer number of aircraft than those of the
baseline scenarios. Reduced airborne delay leads to less extra
fuel consumption caused by vector maneuvers.

6. Conclusion

The proposed two-step approach provided aircraft conflict
resolutions with minimum airborne delay through flexible
entry point assignment using GA and TS metaheuristics and
offered vector deflection maneuvers with minimum extra fuel

consumption for delayed aircraft within FRA using NLP. The
optimal solutions in both steps are obtained in reasonable
times for a wide range of scenarios including test problems
and more complex and realistic airspace routes structures.
The proposed approach can be a good candidate for a
decision-support system for effective conflict management
in pretactical level. Through the entry point assignment and
vector resolution advisories, air traffic controller’s occupancy
time can be reduced dramatically. It increases the airspace
capacity through the reduction of airborne delays as well.
The economic and environmental efficiency of the flight
operations can be further enhanced through reduction of
extra fuel consumption. The proposed vector deflection
model also enables air traffic controller to choose limit values
of maneuvering distance, bank angle, and deflection angle
constraints. In future studies, the problem can be formulated
as a multiobjective mathematical model that aims to find
optimal airborne delay and fuel consumption simultaneously.
Aircraft conflict resolution can also be extended to airspeed
and altitude change maneuvers and, therefore, the model can
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FIGURE 11: The average extra fuel consumption rates.

be applied to terminal airspaces. Inclusion of uncertainties
such as wind variations in this approach can be a useful
extension for tactical CD&R at low level en-route and
terminal airspaces.

Data Availability

The aircraft input parameters (ETA, APC, EA, EP, and XP)
are randomly generated in MATLAB, and the data used to
support the findings of this study are available from the
corresponding author upon request.
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In this paper, we consider a double-ended queueing system which is a passenger-taxi service system. In our model, we also
consider the dynamic taxi control policy which means that the manager adjusts the arrival rate of taxis according to the taxi stand
congestion. Under three different information levels, we study the equilibrium strategies as well as socially optimal strategies for
arriving passengers by a reward-cost structure. Furthermore, we present several numerical experiments to analyze the relationship
between the equilibrium and socially optimal strategies and demonstrate the effect of different information levels as well as several

parameters on social benefit.

1. Introduction

The taxi service is an important component in the com-
prehensive transportation hubs. However, many travelers
encounter such a situation that there are no taxis in the
taxi stand during peak hour and there are many taxis in
the taxi stand during the nonpeak hour. In order to make
more efficient use of the taxi resource, we consider optimiza-
tion problems in the passenger-taxi service system under
dynamic taxi control. The passenger-taxi service system
can be described as a double-ended queue: a queue for
passengers, a queue for taxis. Clearly, the two queues cannot
exist at the same time. In this paper, we will give some efficient
strategies to ensure passengers’ and taxis’ utilities and reduce
the taxi stand congestion.

Kendall [1] first studied the double-ended queue. The
passenger-taxi service system was introduced as an example.
Dobbie [2] found transient behavior under the nonhomo-
geneous Poisson arrival of passengers and taxis. Giveen [3]
showed the asymptotic behavior of the double-ended queue-
ing system under when the mean rates of arrival of passengers
and taxis vary. Kashyap [4, 5] considered a double-ended
queue with limited waiting space for taxis and for passengers.
He studied the expected queue lengths of taxis and passengers

under the general arrival of passengers and the Poisson arrival
of taxis. Wong, Wong, Bell, and Yang [6] adopted an absorb-
ing Markov chain to model the searching process of taxi
movements and proposed a useful formulation for describing
the urban taxi services in a network. Conolly, Parthasarathy,
and Selvaraju [7] studied double-ended queues with an impa-
tient server or customers. Crescenzo, Giorno, Kumar, and
Nobile [8] discussed a double-ended queue with catastrophes
and repairs and obtained both the transient and steady-
state probability distributions. Moreover, the double-ended
queue can be applied to many other areas, for example,
computer science, perishable inventory system, and organ
allocation system. Zenios [9] illustrated a double-ended
matching problem between several classes of organs and
patients who would renege due to death. Wong, Szeto, and
Wong [10] adopted the sequential logit approach to modeling
bilevel decisions of vacant taxi drivers in customer-search.
However, the above references discussed the performance
measures of the double-ended queue. In this paper, we study
the strategic behaviors of the passengers.

The study of queueing systems with strategic behavior
of customers was first done by Naor [11], who analyzed the
strategic behavior of customers under an observable queue
by a linear reward-cost structure. Edelson and Hildebrand
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[12] investigated the same problem following with Naor
(1969). However, in this model, arriving customers do not
know the queue length before his decision. Yang, Leung,
Wong, and Bell [13] presented an equilibrium model for
the problem of bilateral searching and meeting between
taxis and passengers in a general network. Burnetas and
Economou [14] discussed strategic behavior in a single server
Markovian queue with setup times. Burnetas, Economou,
and Vasiliadis [15] studied strategic customer behavior in a
queueing system with delayed observations. Guo and Hassin
[16] illustrated strategic behavior of customers and social
optimization in Markovian vacation queues. Wang, Zhang,
and Huang [17] considered strategic behavior of customers
and social optimization in a constant retrial queue with
the N-policy. The optimization problems of passenger-taxi
service system under strategic behavior of passengers were
first considered by Shi and Lian [18] who studied the arriv-
ing passengers’ equilibrium strategies and socially optimal
strategies under a limited waiting space of taxis and the same
taxis’ arrival rate. Shi and Lian [19] discussed a double-ended
queueing system with limited waiting space for arriving taxis
and arriving passengers. A passenger-taxi service system
with a gated policy was considered by Wang, Wang, and
Zhang [20] who studied the arriving passengers’ equilibrium
strategies and socially optimal strategies in fully observable,
almost unobservable and fully unobservable cases, while they
considered the model with same arrival rate of taxis. In order
to balance the relationship between long passenger delays
and high taxi’s company costs, we consider a passenger-taxi
service system with dynamic taxi control. The taxi control is
to improve the arrival rate of taxis when the queue length
of passengers is large so as to reduce delays and decrease it
at times of increased queue length of taxis so as to reduce
the costs of taxis’ derivers. In this model, we study the
(Nash) equilibrium strategies and socially optimal strategies
of arriving passengers. Our model will improve the social
benefit in the observable case and unobservable case if the
waiting space of taxis is large enough, compared with the
results in [18].

In the passenger-taxi service system with dynamic taxi
control, arriving passengers decide whether to join the taxi
stand or balk based on a linear reward-cost structure. We dis-
cuss the equilibrium strategies and socially optimal strategies
under three different information levels: (1) fully observable
case: the arriving passengers are noticed the number of pas-
sengers and taxis in the taxi stand; (2) almost unobservable
case: the arriving passengers are only informed of the state
of taxis; (3) fully unobservable case: the arriving passengers
are not informed of the number of passengers or taxis in
the taxi stand. The passenger’s strategic behavior is under
two different types: “selfishly optimal” and “socially optimal”.
“Selfishly optimal” is the strategy under (Nash) equilibrium
conditions. “Socially optimal” is the strategy to maximize the
social benefit. The contribution of the present paper is as
follows: (1) study the passenger’s selfishly optimal threshold
and socially optimal threshold in fully observable case; (2)
obtain the selfishly optimal joining probabilities and socially
optimal joining probabilities in the almost unobservable
case; (3) investigate the selfishly optimal joining probabilities
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and social benefit function in the fully unobservable case;
(4) present several numerical experiments to analyze the
relationship between the equilibrium and socially optimal
strategies and demonstrate the effect of different information
levels as well as several parameters on social benefit.

The rest of the paper is organized as follows. In Section 2,
we describe precisely the passenger-taxi service system. Sec-
tions 3, 4, and 5 discuss the equilibrium strategies and socially
optimal strategies of passengers in three different information
levels. In Section 6, we present some numerical examples to
show how different information levels and parameters impact
passenger’s strategic behavior and social benefit. Section 7
concludes the paper with a summary.

2. Model Description

In this paper, we consider a passenger-taxi service system
which is a double-ended queueing system. Now we give a
precise description of the model. Passengers (one to four
passengers traveling together and will arrive at the same
destination can be seen as one passenger) arrive according
to a Poisson process with rate A,. Taxis arrive according to
a Poisson process. The arrive rate sets to A, whenever the
number of passengers in the system equals to 0 and sets
to A, otherwise, where A, < A,. Passengers and taxis are
served according to first-in-first-out discipline and leave the
taxi stand at once if a taxi takes one passenger. In the taxi
stand, the taxis’ capacity is N which means that a taxi cannot
join the taxi stand if there are N taxis waiting for passengers.
The passengers can join the taxi stand without any limit. Let
N(t) represent the queue length of passengers or taxis in
taxi stand in time t. If N(t) > 0, it shows that passengers
are waiting for taxis. If N(t) = 0, it shows that the system
is empty. If N(t) < 0, it shows that taxis waiting for new
passengers. Obviously, we know that {N(t),t > 0} is a one-
dimensional continuous time Markov chain with state space
% = {-N,-N + 1,---,-1,0,1,---}. The state transition
diagram is shown in Figure L.

We assume that every joining passenger incurs a waiting
cost C, per unit time of waiting in the passenger queue, pays
a taxi fare of p;, and obtains a reward of R after arriving at his
definition. Let C, be the waiting cost of a taxi per unit time.
Finally, we assume that joining passengers are not allowed to
retrial and renege.

3. Almost Unobservable Case

In this section, we consider the almost unobservable case
where an arriving passenger is only informed the state of
taxis. If the number of taxis is more than zero, an arriving
passenger will take a taxi immediately, to join the taxi stand
without a doubt. But if the number of taxis equals 0, the
passenger is not informed the number of passengers. The
joining probability of an arriving passenger is q,, and the
balking probability is 1 — g,,,. The state transition diagram
is shown in Figure 2. For stability, let py = A, /A, p; = A, /A5,
and p; ; = A14,,/A, < 1.

Let 7" = lim, _, P(N(t) = i), (i € F) be the steady-
state probability of state i in the almost unobservable case. We
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FIGURE 1: State transition diagram for the passenger-taxi service system.
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FIGURE 2: State transition diagram for the almost unobservable case.

can obtain the stationary distribution by solving the balance
equations.

Proposition 1. The stationary distribution in the almost unob-
servable case is given by

.- (1 B pO) (1 B PI,Z) . a)
Nl AP

N+i 1- 1-
n?u: pO ( pO)( PI,Z) , —N+1SiS0; (2)

l1-pp— Pt + Pé\rpl,z

i _ PP (L= p) (1 pis)

; , i>1. (3)
1 l1-pp— Pé\m + Pé\]Pl,z

Proof. The balance equations can be written as follows:

au  _ au
MTZN = Aoty

A +Ag) ™ =A™ + Ay, —-N+1<i<l;
(4)
(Ao +A1qa) 71" = Mmly + Apms
(A + A 1qg,) ™ = Mg + Ayl iz L

Therefore, by the normalization condition, we obtain (1), (2),
and (3). O

By (1), (2), and (3), we can get the expected queue length
of passengers EL ,,,; and expected queue length of taxis EL ,,,,
respectively,

o0
_ ._au
ELyy = Y it}

i=0

N )
_ po P12 (1= po) .
(1= pip) (1= piy = p™ + py'pr2)
0
IELuuZ = Z (1) ﬂ?u
-N
(6)

N_po(l—PéV)]_

_ 1-pis [
1_P1,2—P§+1+P(I)\IP1,2 1-py

3
Ay
The effective arrival rate of passengers is
-1 (o)
/\c = Al Z 7_[;414 + Alquuzﬂ?u
j=—N j=0
N N (7)
_ M (1 ~Po ) (1- Pl,z) + A qaupy (1= pp)
1-p,— po Py P
The effective arrival rate of taxis is
0 00
* au au
Ar=2y Y A+, ) af
j=—N+1 j=1
(8)

3 Ay (1 - Pé\r) (1-pip) + /\lqaupé\r (1-pp)
L=pp— Pyt + Pévpl,z
Therefore, by Little’s law, we obtain the expected waiting time

of a joining passenger EW,,,, and the expected waiting time
of a taxi EW,,,,, respectively

EL
[EWaul = sz; (9)
EL
EW,,, = Afj“z. (10)
T

3.1. Equilibrium Strategies of Passengers. Now we consider
the equilibrium strategy of an arriving passenger in almost
unobservable case. We first consider the average waiting time
of a joining passenger; see the below proposition.

Proposition 2. When the queue length of taxis in the taxi
stand is zero, the expected waiting time for a joining passenger
is
B 1

A (1= p12)
Proof. By Little’s law and (5), we get the expected waiting time
of a joining passenger

W (q | N () 20) 1)

(Z(ﬁo jﬂj) / (/\1‘1)
Lo

_ v

Ay (1~ P1,2).

W(qu | N(t)20)=

(12)



Therefore, the utility of an arriving passenger is

1
Uau(qau|N(t)20):R_pl_ClA (l_p ) (13)
2 1,2

An equilibrium strategy for an arriving passenger who
decides whether to join or balk is represented by g%, which is
the joining probability for an arriving passenger and 1 — g5,
is the balking probability. g°, is also called selfishly optimal
joining probability.

Theorem 3. In the almost unobservable case, the equilibrium
strategy for an arriving passenger is given by

e
quu

0, ifR<p1+C1/\i;
2

if p+C ! <R<p +C ! )
[ TS K= T
b A b "L (1-p)

L, ifR>p1+Clm,
2 1

where g, = (A,(R = p;) = C)/(R= p)A,.

Proof. By Proposition 2, we have

1 !

A (1-pip) )
= —/\1
(A, (1~ P1,2))2 ’

so that Wc’(%u | N(t) = 0) > 0; therefore, W.(q,, | N(t) > 0)
is increasing for g, € [0, 1].

IfR < p;+C,(1/A;),thenU_ (q,, | N(t) > 0) < 0forq,, €
[0, 1]. Therefore, the best choice for an arriving passenger is
balking, so that g7, = 0.

IfR> p; +C,(1/A,(1 = p;)), then U.(q,, | N(t) =2 0) >0
for q,, € [0, 1], so that an arriving passenger’s best choice is
Qoo = 1.

Since U.(q,, | N(t) = 0) is a decreasing function for
qaw € [0,1], so that there exists a unique solution of the
equation U,(¢%;) = 0 within (0, 1) for p; + C,(1/A,) < R <
p1 + Ci(1/A,(1 = p)). O

W, (44 | N (£) 20) = (
(15)

3.2. Socially Optimal Strategies of Passengers. Now, we con-
sider the socially optimal strategy of an arriving passenger.
By (5), (6), (7), and (8), we obtain the social benefit S, in the
almost unobservable case

Sau (qau) = A: (R P - C1 [EWaul)

+Ar(p - CEW,,,) =R

(1) (0 pra) + Mt (=)

1-p,— Pé\m + Pé\rpl,z

1
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. Py P12 (1= py) B
(1- P1,2) (1- P12~ Pyt + Pé\]pl,z)
N po(l—pév)]‘

1=py

G

) L-pi [
l1-pp— Pé\m + Pé\rpl,z
(16)

We investigate the socially optimal strategy which is
represented by g, to maximize social benefit in almost
unobservable case.

Theorem 4. S,,(q,,) is a concave function in q,, € [0,1]
and reaches maximum at q,,, = min((dS,,,(qa,.)/90.,)|
0;1).

Qo=

Proof. To simplify, let C = C,[N — p,(1 —pév)/(l —po)1(1/(1-
Po))- Therefore,

Sau (qau) = AZR
(2 neoa),
L=py 1-po 1=po 7)

N

1_

_~ pra(1-pp) 2 +c] o
(1 —Po)(l —Pl,z)

The first derivative of S,,(q,,,) is

dSuu (qau) _ plpé\l (nau )2
- -N
Ao, (1- Pl,z)2

R( Ay
1=py

At A (1 —Pé\l)> Lo PP o
1= py 1=p, 1(1—P1,z)2
_ﬂ&]z PPy (n_au)Z |:R< Ay
L-p, | (1-pp,)° N 1= py
N+1 _ N
- )‘1260/)0 - b El_ POPO )>(1 ~p12) +Cip iz

C
+C(1- Pl,z)2 - (1 - Piz) HTLII]

oy

2
= ——— (%

) (1- P1,2)

N
HR( Ay _A2P(§V+1_A1(1_PO)>+C

L=py 1-po 1=p,

1— N
e Po] 2

1— 1,2
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A N+1 /\ 1- N A N+1 A 1-— N
—2P1,2<R< Ay hpy 1( p0)> A:4<R< Ay hpy 1( pO) +C
L=py 1-po 1=po L=py 1-p 1=p,
h) N+1 A (1= N 1- N 1- N+1
+C>+<R< LR S p°)> -C1p§+4ci( )l 2p° )>4cf (19)
l=py 1-po 1= py (1-py)
N+l N\2
+C-c—L >] .M,
Lo (1-p)’
(18)
Since we have
R(A2/ (1= po) = ap™'/ (1= py) =1 (1= ') /(1= py)) + C + VA4 . (20)

R(Ay/ (1= po) = Aapy ™ /(1= po) = A1 (1= pg") [ (1 = o)) +C+ C, (1= p3") / (1 = py))

Therefore, we know that dS,,(q,,)/dq,, is a decreasing
function at q,, € [0,1]. Hence, we obtain the maximum of

Sau(Qau) in q;u = Inin((dsau(qau)/Qau)|q,m:q;4 =0,1). O

4, Fully Observable Case

We first consider the fully observable case in which arriving
passengers are informed both the number of passengers and
taxis in taxi stand. In this case, we consider the equilibrium
strategies and socially optimal strategies for arriving passen-
gers.

4.1. Equilibrium Strategies of Passengers. In fully observable
case, the equilibrium joining strategy of an arriving passenger
who decides whether to join the taxi stand or balk is
represented by threshold type that is an arriving passenger
will join the taxi stand if the queue length of passengers is
less than threshold and balking otherwise. If there exists a
threshold n” such that the passengers will join the taxi stand
if N(t) < n° and balk otherwise, then »° is called selfishly
optimal threshold. The value of n° is given by the following
Theorem 5.

Theorem 5. In the fully observable passenger-taxi system,
there exists a unique selfishly optimal threshold

o= |

which is the equilibrium strategy of an arriving passenger.

(21)

Proof. By the passenger’s utility, n° should satisfy the follow-
ing conditions:
0
R-p, -C, ;— > 0;
: (22)

41

R-p -C 1
2

<0.

4.2. Socially Optimal Strategies of Passengers. Then we con-
sider the socially optimal strategy for an arriving passenger.
That is specified by threshold which means that there exists a
unique 7n* (is called socially optimal threshold) such that the
social benefit reaches maximum. Clearly, we know that the
system follows a one-dimensional continuous time Markov
chain with state space FO = {-N,-N +1,---,-1,0,--- ,n},
where 7 is the passenger buffer size. The transition rate
diagram is shown in Figure 3. For simplicity, let p, = A,/A,
and p, = A,;/A,. Let m; be the stationary distribution of
state k € F° in the fully observable case. We can obtain the
stationary distribution by solving the balance equations.

Proposition 6. The stationary distribution in the fully observ-
able case is as follows:

(1-po)(1-py)

TT_N = 5
-t ppy e e g !
o P (1= po) (- py)
B e R e e N S M i
. (23)
-N+1<i<0
o o P (1=po) (1= py)
B e R e A R M B
1<i<n

By the same method of (16), we obtain the social benefit
function:

Sob (I’l) = /\c (R P - Cl IEWobc)
+ AT (Pl - CZ[EWobt) = )LCR
- CIELobc - C2|ELobt

1
= N+l _ N ntl , N+t1_ntl R’\l(1

L-pi+pipy = o PoPr TP Pi
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FIGURE 3: State transition diagram for the fully observable case.

—ptppy —po PPl Ry R —Cip (1

o) |2 —c2<1—p1>(N

1-p
_Po(l_Pé\r))]
1=py )

(24)

where EW,,. and EW,,, represent the expected waiting
time of passengers and taxis respectively, EL . and EL
represent the mean queue length of passengers and taxis
respectively, and A, = A, represents the effective arrival rate
of passengers or taxis.

By definition of the socially optimal threshold, we know
that n* should follow the below two inequalities:

Sop (1) =Sy (n" +1) > 0
(25)
S (1) ~ 830 (1" 1) 2.0

By calculation, we have the following inequalities which are
equal to the condition (25)

n(1-ptpipe —pp ) (1-p1)
N n* M
- 1-py) (1-p") <
po'er (1= po) (1= 1) Corn
< +1)(1-ptppy —po ) (1=p)

e (1= po) (1-p1),

(26)

where
M =RA (1=p +pipy = p0 ) (1= p1)°
27)
Po(1 _Pé\l) (
+Copy (1-p,)° [N— Ik
Po
Let

fe) =x(1-p+ppy —po ) (1-p1)

—popr(1=py) (1=p}).

(28)

In the following proposition, we study the monotonicity of
the function f(x) for x > 1.

Proposition 7. If p, < 1, f(x) is an increasing function in
x> 11Ifp, > land p; # 1, f(x) is a decreasing function in
x2>1.

Proof. The first order derivative of f(x) is

d
g(p) = J;ix)

=(L-ptppy - )1 -p)

(29)

+po (1= po) i logpi.

The second order derivative of f(x) is

& f (%) .
;xz - pé\l (1-pp) P1Jrl (logp1)2 > 0. (30)

The first order derivative of g(p, ) is

dg (p,)
— = ==2(1-p) +p" (1=p) + 5 (o~ 1)
P1
x (31)
+(x+1)py (1= py) pi logpy
+pp (1-p1) i
(DIf0< p, < py <land1 < p; < py, by (31), we have
dg (p,)
— - <2(-p)+py (1=p) +pg (1= py)
P
+py (1= po) = po (1= o) (32)

= (1_P1)(_2+2P(I)V)
+(1=po)py (p5 1) <0.

Therefore, g(p,) is a decreasing function for p; € (0,1) U
(1, 00). Then,

daf (x)
1) =
9= =1 - (33)
Hence,
M >0, Vp €(0,1)
dx
p (34)
and % <0, Vp, e(l,00).
(2)Ifpy > 1and 0 < p; < 1, we have
dg (p1)
— > 20 (1-p) -2(1-py)
P1 (35)

=2(1-p)(py - 1) >0.
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Therefore, g(p,) is an increasing function for p; € (0, 1) and
Po € (1,00). Then,

df (x)
1 = — = 0.
g (1) o (36)
Thus,
df (x)
7 <0 Vpe (0,1). (37)

By (34) and (37), for x > 1, we obtain that f(x) is an
increasing function, when p, < 1 and f(x) is a decreasing
function when p, > 1 and p; # 1. O

Let

n (L=pi+ppy —py ) (1-py)

38)
N M (

- 1-py) (1-p") = =—.

Po Pi ( PO)( P1 ) Cipy

In the following theorem, we consider the socially optimal
strategy which is specified by the socially optimal threshold
n" such that the social benefit reaches maximum.

Theorem 8. In fully observable case, the socially optimal
strategy is given as follows:

(1) If p, = 1 or py = 1, there is no solution to (38).
(2) For p, € (0,1),

(a) if f(1) > M/C, p,, there is no solution to (38).

(b) if f(1) < M/C,p,, there exists a unique solution
n* >1of (38).

(c) if f(1) = M/C, p,, there exists a unique solution
n" =1o0f(38).

(3) For p, € (1,00),

(a) if f(1) < M/C,p,, there is no solution to (38).

(b) if f(1) > M/C, p,, there exists a unique solution
n" > 10f (38).

(c) if f(1) = M/C, p,, there exists a unique solution
n" =10f (38).

5. Fully Unobservable Case

Now we consider fully unobservable case where arriving
passengers are not informed the number of passengers or
taxis, but they know the arrival rates of passengers and taxis.
The joining probability of an arriving passenger is g and the
balking probability is 1 — g. The state transition diagram is
shown in Figure 4. Let p, ;, = A,g/A, and py;, = A,q/A,.
Suppose the system is stable, so that p; ; = A,g/A, < 1.

Let nif “ be the steady-state probability of state i in the fully

unobservable case. In the following proposition, we obtain
the stationary distribution by balance equations.

Al‘]@ﬁl Aig Mg Aiq Qﬁq ﬂfl Aiq
: %o P Ao: Ao : 1 P Tz: A,

FIGURE 4: State transition diagram for the fully unobservable case.

Proposition 9. The stationary distribution in fully unobserv-
able case is given by

7_[{1;\12 (1_P0,1)(1_P1,1) . (39)

N+1 N’
L=pii=pPo1 +PL1POL

fu Pé?rfri (1 - Po,l) (1 - P1,1)

I —
N+1 N’
L=piy=poy +PriPos

i -N<i<O0 (40)

- pO,lpll,l (1- Po,l) (1- Pl,l)
L l-pa— et ey

By the same method, we obtain the expected queue length

of passengers EL f,; and the expected queue length of taxis
EL f,,, respectively:

N
. u
EL ;= ) im,

i=0

i>1. (41)

N (42)
_ P1,1Po,1 (1-po1) )
(1- Pl,l) (1 ~Pr1- Pé\,ll+1 + P1,1P(§Y1)
0
ELpp= Y (-i)m"
i=—N
(43)

(N P0»1(1 _pé?rl) 1-pis
- - 1— 1- — N+l N
Po,1 P11~ Po1 T PL1Po

Obviously, the effective arrival rate of passengers is A,q. Let
the effective arrival rate of taxis be a. Then

0 0
a= Z )Lorrifu + Z)Lzrrifu =19 (44)
i=-N+1 i=1
The expected waiting time of a passenger EW,;(¢) and the
expected waiting time of a taxi EW/,,(q) are, respectively,

EL )
[Equl (q) = A
14 (45)
EL
and EWy,, (q) = v

5.1. Equilibrium Strategies of Passengers. We now consider the
equilibrium strategy of an arriving passenger. By (45), we get
the utility of passengers

Ur, (q) = R—p; —CEW,, (9). (46)

The equilibrium strategy of an arriving passenger is specified
by the joining probability, denoted by g, such that a passenger
will choose to take a taxi with probability g, and balk with
probability 1 — g,.



Theorem 10. In the unobservable queue case, the equilibrium
strategy for each passenger is as follows:

0, if R<py
qe= q:’

1, if R>p +C,
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pipo (1-po)

if p<R<p +C

M =p)(1=p = p +pipy’) (47)

pipo (1= py)

where q; is the unique solution of equation U ,,(q;) = 0.

Proof. By (45), we know that Wy, (q) is an increasing function
for q € [0,1]; thus, Uy,(q) is a decreasing function for g €
[0,1].

IfR < p;, Up(q) < 0, then the best response for an
passenger is balking, so that g, = 0.

IfR > pi+Cy(pypy (1-po) /A, (1=p)(1=pi=py " +p1 pg))s
Ufu(q) > 0; hence, his best choice is g, = 1.

Since Uy, (q) is a decreasing function for g, so that there
exists a unique solution to the equation Ufu(q:) = 0 within
(0,1)if py < R < py +Cylprpg (1= po)/A; (1= p)(1 = py ~

N+1

P+ Py ) O

5.2. Social Benefit Function. In this section, we study the
social benefit function in fully unobservable case. By (42),
(43), and (44), we obtain the social benefit function

Sfu = AlqR - Cl

) Pl,lpéi (1 - Po,l)
(1- P1,1) (1 — P Pé?rl+1 + P1,1P(I)\,]1)

1- N (48)
_C2<N_P0,1< P0,1)>
L-pi,

1=po,
L=piy—por +PLilhy
Since the social benefit function is complicated, the first and
second order derivatives are too difficult to analyze. So, we
study the socially optimal strategies which is represented
by a joining probability (is called socially optimal joining
probability) such that the social benefit reaches maximum by
numerical experiments.

6. Numerical Experiments

In this section, we will show some tables to find the relation-
ship between the equilibrium strategies and socially optimal
strategies of arriving passengers under three different infor-
mation levels (fully observable case, almost unobservable
case, and fully unobservable case). Moreover, we will present
figures to compare the socially optimal joining probabilities
in the almost unobservable case with those in the fully

/\1(1_P1)(1_P1_P§I+1+P1Pé\r)’

unobservable case. We also find the effect of three different
information levels as well as several parameters: taxi buffer
size N, arrival rate of passengers A,, the low arrival rate of
taxis A, and the high arrival rate of taxis A, on social benefit.

We first study the equilibrium joining probabilities in
almost unobservable and fully unobservable cases, respec-
tively. These results are shown in Figure 5. From the left of
Figure 5, we can see that the equilibrium joining probabilities
in the fully unobservable case is increasing as N and A,
increase, respectively. It is obvious that the equilibrium
joining probabilities in the fully unobservable case is always
larger than that in the almost unobservable case. From the
right of Figure 5, we know that the equilibrium joining
probability in the almost unobservable case decreases with
respect to A;. Moreover, the equilibrium joining proba-
bility in the almost unobservable case is increasing as A,
increases.

We second consider the socially optimal strategies in
three different information levels. These results are shown in
Figures 6 and 7. In the left of Figure 6, we find that socially
optimal joining probabilities in the almost unobservable
case are decreasing as N increases. When A, < A,, the
socially optimal joining probabilities is larger than that in
the case A, = A,. From the right of Figure 6, we can
observe that socially optimal joining probabilities in the
fully unobservable case is increasing with respect to N.
Furthermore, the socially optimal joining probabilities in the
case A, < A, is less than that in the case A, = A,. In Figure 7,
we study the socially optimal threshold in two cases. When
A, > Ay, the socially optimal threshold is increasing as N
increases. The socially optimal threshold in the case 1, = A,
is larger than that in the case A; < A,. When A, < A, the
relationship is opposite.

We then consider the optimal social benefit in the fully
unobservable and fully observable cases, respectively. These
results are shown in Figure 8. In the left of Figure 8, we
find that the optimal social benefit in the observable case is
decreasing with respect to N. If N is less than 5, the best
choice is Ay = A, which is the case in [18]. If N is larger than
5, the social benefit in the case A, < A, is larger than that in
the case A, = A,. From this behavior, we know that our model
can be used to improve the optimal social benefit. The right
of Figure 8 shows the relationship between the social benefit
and the arrival rates of taxis.

In the last numerical example, we investigate the effect of
three different information levels as well as several parameters
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(taxi buffer size N, the arrival rate of passengers A,, and the
low arrival rate of taxis 1)) on social benefit. These results are
shown in Figures 9, 10, and 11. From the left of Figure 9, when
A, > A,, we can see that the social benefit in fully observable
case and almost unobservable case increase as A, increases. In
the fully unobservable case, we can see that the social benefit
function is unimodal; then, we get the optimal low taxi arrival
rate. In the right of Figure 9, when A, < A,, the social benefits
in three cases are convex functions for A,. However, social
benefits in three cases are basically the same. Moreover, from
Figure 9 we know that the dynamic taxi control policy can
improve the social benefit in several cases compared with
the same taxi arrival rate case. In the left of Figure 10, when

A, < A,, we know that the social benefit in three cases is not
much difference. When A, > A,, the social benefits in fully
observable case and almost unobservable case are larger than
that in fully unobservable case. From this behavior we know
that providing the taxi stand information is an efficiency
policy to improve the social benefit. In the right of Figures 10
and 11, the social benefit functions are convex in three cases.
In other words, we obtain an optimal taxi buffer size which
maximizes the social benefit. From the left of Figure 11, it can
be seen that the social benefit in the fully observable case is
more than that in the fully unobservable case. Moreover, the
gap between the social benefit in the almost unobservable
case and fully unobservable case becomes smaller as N
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increases. This behavior indicates that providing the queue
length of passengers and taxis can improve the social benefit.
From the right of Figure 11, when A, < A, < A, we
know that the social benefits in the fully observable case
and almost unobservable case are larger than that in the
fully unobservable case. However, the gap between the social
benefit in the fully observable case and almost unobservable
case becomes smaller as N increases. This phenomenon
indicates that when A, < A, < A, if the cost of providing

the fully information of the system is large, announcing
the state of taxis can also greatly improve the social
benefit.

7. Conclusions

In this paper, we study the passenger-taxi service system with
dynamic taxi control by a double-ended Markovian queueing
system. The taxi control is to improve the arrival rate of taxis
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when the queue length of passengers is large so as to reduce
delays and decrease it at times of increased queue length of
taxis so as to reduce the costs of taxis. We derive the passen-
ger’s and taxi’s expected waiting times in three different infor-
mation levels. By the reward-cost structure, we analyze the
strategic behavior of arriving passengers from their individ-
ual utility and social benefit under three different information
levels.

We study the (Nash) equilibrium strategies and so-
cially optimal strategies in three different information
levels, respectively. We obtain the selfishly and socially
optimal thresholds of passengers in the fully observable

case. In the almost unobservable case and the fully
unobservable case, we consider the selfishly and socially
optimal joining probabilities for arriving passengers.
Furthermore, the numerical results showed that dynamic
taxi control policy can greatly improve the social benefit
compared with the model with the same arrival rate of
taxis.

In order to reduce the waiting time of passengers, a
possible extension to this work can be to consider a model
with priority. In another direction, the extension of the study
to non-Markovian models with general interarrival times
seems also important.
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There are differences between the requirements for traffic network for traffic demand in daily and emergency situations. In order
to evaluate how the network designed for daily needs can meet the surging demand for emergency evacuation, the concept of
emergency reliability and corresponding evaluation method is proposed. This paper constructs a bilevel programming model
to describe the proposed problem. The upper level problem takes the maximum reserve capacity multiplier as the optimization
objective and considers the influence of reversible lane measures taken under emergency conditions. The lower level model adopts
the combined traffic distribution/assignment model with capacity limits, to describe evacuees’ path and shelter choice behavior
under emergency conditions and take into account the traits of crowded traffic. An iterative optimization method is proposed to
solve the upper level model, and the lower level model is transformed into a UE assignment problem with capacity limits over
a network of multiple origins and single destination, by adding a dummy node and several dummy links in the network. Then
a dynamic penalty function algorithm is used to solve the problem. In the end, numerical studies and results are provided to

demonstrate the rationality of the proposed model and feasibility of the proposed solution algorithms.

1. Introduction

In recent decades, the frequent occurrence of emergencies
around the world has caused certain casualties and property
losses, posing a great challenge to public security. Especially
when these emergencies occur in densely populated urban
areas, they are undoubtedly becoming a burden to the already
crowded urban traffic. This premise puts forward higher
requirements for traffic network under emergency.

Apparently, different from the daily demand of the traffic
network, the traffic demand under emergency conditions has
an evident feature of unidirection and will surge within a
short time. As a result, the existing capacity of road infras-
tructures is usually not able to meet the demand of evacua-
tion.

To investigate the maximum emergency evacuation
demand that can be satisfied by the network designed for
daily needs, this paper analyzes the traffic demand under
emergency conditions and takes the emergency reliability of
traffic network as the research target.

Meanwhile, so as to take full advantage of the finite road
resources, ease the traffic pressure which exceeds the load
of the road network, increase the evacuation capacity of the
road network, and improve the evacuation efficiency, traffic
managers will take certain emergency traffic management
measures, such as lane reversal. Hence, when studying the
traffic network emergency reliability, we should not only
consider the particularity of emergency traffic demand, but
also consider the impact of these measures on the net-
work service capacity at the same time. As a result, the
network under this situation can be deemed as a variable
one with capacity constraints, which is more in line with
the traits of traffic supply and demand in an emergen-
cy-

The remainder of this paper is organized as fol-
lows: Section 2 is the literature review. Section 3 is the
problem statement. Section 4 establishes the mathemati-
cal model and Section 5 proposes the solution algorithm.
Section 6 is the case study. Section 7 summarizes the conclu-
sions.
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2. Literature Review

Traffic reliability research began in the 1980s. Over the past
decade, transportation reliability has been a new avenue for
advancing transportation research in terms of both theories
and practical applications, and has attracted tremendous
effort over the past few years [1]. Chen first introduced
capacity reliability as a new network performance index [2].
In general, it is defined as one of the important indexes
to measure traffic network quality and evaluate network
operation state. The higher the reliability of the road network,
the more stable the overall operation of the road network,
indicating that the structure of the road network is reason-
able, with strong anti-interference ability. Existing reliability
studies of road networks at home and abroad mainly include
the following three categories: connectivity reliability, travel
time reliability, and capacity reliability.

Chang [3] analyzed with different paths failure strategy
quantificationally by measuring the betweenness centrality
of the paths so as to study the reliability of highway and
transportation network. Li [4] proposed a method to calcu-
late connectivity reliability of shortest path in the network
model of complex system. Based on the concept of network
connectivity reliability, Harun [5] discussed the assessment of
road maintenance and network capacity expansion planning,
revealed the relationship between network capacity expan-
sion and connectivity reliability.

Wael [6] investigated the impact of roadworks under-
taken on a given road link over wider parts of the network
and assessed network travel time reliability by setting up
a network assignment model. Sabyasachee [7] proposed a
method based on empirically observed travel time data, to
measure and determine the value of travel time reliability,
estimate changes in it, and incorporate reliability in the
transportation planning process. Vincenza [8] proposed a
methodology for estimating travel time reliability of an
extended road network, through the calibration of empirical
relations and the finding’s representation on GIS maps with a
dynamic simulation model. Taking into account the influence
of travel time variability on the congestion profile, Roxana
[9] addressed the valuation of travel time reliability in the
presence of endogenous congestion and the role of scheduling
preferences.

Researches in capacity reliability mainly concern about
the max-flow of the network in early stage, especially in
transportation network. Capacity reliability is defined as the
largest multiplier applied to a given existing (or basic) OD
demand matrix that can be allocated to a network without
violating the link capacities [10]. Chen [2] extended the
capacity reliability analysis by providing a comprehensive
methodology, which combines reliability and uncertainty
analysis, network equilibrium models, and sensitivity analysis
of equilibrium network flow, to assess the performance of
a degradable road network. To evaluate capacity reliability,
Kuang [11] built up a bilevel programming model based
on travel time reliability, concerning OD traffic demand
multiplier, and investigated the interaction between two
kinds of reliability. Lee [12] proposed a capacity reliability

algorithm with Monte Carlo simulation in communication
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network based on the shortest delay which can indicate the
delay’s transient variation caused by flow fluctuation. Qin [13]
considered quantity of emergency resources, reserve capacity,
and number of locations and built an optimization model for
emergency resource layout considering service reliability, in
which the objective function is to minimize the system cost
and various constraints are considered.

The reliability of road network under extreme conditions
is very important. In the case of not considering the road
damage, how much margin a network has to accommodate
emergency traffic demand is an important question that
needs to be considered in traffic network design. Based on
capacity reliability, this paper evaluates traffic network reli-
ability under emergency conditions from planning perspec-
tive.

3. Problem Statements

This section first analyzes the characteristics of evacuation
traffic flow, then summarizes emergency traffic manage-
ment measures under emergency conditions, and finally
leads to the establishment of emergency reliability con-
cept.

3.1. Traffic Flow Characteristics under Emergency Conditions.
Different from the traffic state under daily conditions, the
traffic state under emergency evacuation has the charac-
teristics of suddenness, high risk, contingency, and so on.
In general, emergency evacuation traffic has the following
characteristics.

(1) Large and Centralized Demand. From the perspective
of space, the origin node of emergency evacuation traffic
demand is concentrated in the influenced area. And from the
perspective of time, traffic demand for emergency evacuation
is basically concentrated in a short period of time before and
after the disaster, and people need to be evacuated to a safe
area in a short time. This leads to the uneven spatial and
temporal distribution of traffic flow directly [14]. In the case
of emergencies, the peak of travel demand is several times
higher than the peak of daily travel demand, which brings
great difficulties to the traffic management of emergency
evacuation.

(2) Characteristics of Crowded Traffic Flow. Due to the large
and centralized traffic demand, a large number of crowded
points and congested sections will inevitably appear in the
traffic network. The traffic flow on the road is basically
saturated or oversaturated, and the evacuation traffic flow
is basically in the following state, so it is difficult to find
an acceptable gap for overtaking [15]. Therefore, emergency
evacuation traffic network is a network with congestion
influence.

(3) High Reliability Requirement. Sudden disasters threaten
peoples life and property safety, so emergency evacuees have
higher requirements on the reliability of whether they can be
quickly evacuated to a safe area. The reliability requirements
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are as follows: network connectivity reliability, road capacity
reliability, travel time reliability, etc.

(4) Uneven Flow of Both Directions. In the process of
evacuation, the traffic flow from the affected area to other
refuge areas is usually large, resulting in oversaturation and
serious traffic congestion. However, the traffic flow into the
evacuation zone is small, and most lanes are idle.

3.2. Emergency Traffic Management strategies. Depending on
traffic flow characteristics under emergency conditions, there
are several emergency traffic management measures that
are commonly used in practice. The purpose is to improve
evacuation efficiency and reduce casualties and property
losses.

(1) Staged Evacuation Strategy. Staged evacuation strategy is
widely used in emergency situations when different parts of
the target network may suffer different levels of severity over
different time windows. By evacuating those populations in
the network via an optimized sequence, the staged evacuation
strategy can best utilize available roadway capacity, optimally
distribute the total demand over the evacuation time horizon,
and thus minimize the network congestion level [16, 17].

(2) Lane Reversal. In order to alleviate the one-way traffic
demand in emergency evacuation which is far beyond the
capacity of the road network, the direction of one or more
lanes of the road can be reversed to increase the capacity of
evacuation direction [15].

(3) Crossing Elimination Strategy. The delay of evacuation
vehicles mainly occurs at intersections, which is caused by the
conflict and interweaving of evacuation flows from different
directions. The interference of evacuation traffic flow can be
reduced by eliminating or reducing the confluence point and
conflict point of intersections or changing the conflict point
into confluence point, which can improve the maximum
traffic flow of evacuation network significantly.

The most widely used emergency traffic control strategy
is lane reversal.

3.3. Establishment of Emergency Reliability Concept. Given a
traffic network which is designed for daily traffic demand,
in order to evaluate the extent how the network can meet
the evacuation requirements under emergency conditions,
the concept of emergency reliability is proposed here. In
this study, the concept of network reserve capacity is used
to evaluate emergency reliability of traffic network. Network
reserve capacity refers to the maximum traffic demand
multiplier that can be applied to the given existing (or basic)
traffic OD matrix in the process of trip assignment when the
road capacity constraints can be satisfied [9].

In this paper, traffic demand multiplier y is used to
express emergency reliability of the traffic network. First, the
given emergency evacuation demand is expanded y times to
obtain a new evacuation demand. Then it is assigned to the
traffic network according to evacuees’ travel behavior. The

impact of lane reversal implementation on road capacity is
considered during trip assignment. Since the capacity of each
road section has a certain upper limit, there exists a maximum
multiplier p.

With the constant adjustment of traffic demand mul-
tiplier p, the trip assignment will approach the network
equilibrium state continuously, until the traffic flows allocated
to certain road sections reach the upper limit of their capacity.
At that time, the maximum value of traffic demand multiplier
p is obtained. The maximum value of y reflects the extent
of network reliability. If multiplier ¢ > 1, it indicates that
the traffic network is reliable. And the larger the multiplier
is, the better the traffic network works, and the more reliable
the traffic network is. At the same time, it also means that
the traffic network can accommodate greater extra traffic
demand.

In the process of trip assignment, it is assumed that the
evacuation demand from each origin node is known, and
the evacuation demand to each destination depends on the
choice of evacuees. Each evacuation destination corresponds
to a shelter. And the evacuation demand that each shelter
can accommodate is limited. It is assumed that, in case of
emergency evacuation, evacuees tend to choose the fastest
routes and the nearest shelter in order to reach the safe area
as soon as possible, considering the congestion on the routes
and in the shelters.

4. Mathematical Formulation

In this section, the mathematical description for the problem
of interest is formally proposed with a bilevel programming
model to analyze the aforementioned multiplier ¢ quantita-
tively.

4.1. Upper Level Model. Given an existing traffic network
G(N, A), where N denotes the set of nodes and A denotes the
set of existing links. a,a’ € A, represent for the two opposite
links of the same road segment respectively. n, and n, denote
the number of lanes on the corresponding links. N is the
total number of lanes of the segment.

The upper level model aims to maximum the variable
p while searching for a feasible lane distribution scheme
under unbalanced distribution of two-way traffic flow. The
formulation is as follows:

max U (1a)
st. m,+ny =N,y (1b)
N,y 20 (1c)

In this model, the total number of lanes of a certain
segment, N, should be a constant on the basis of the
existing traffic network. And the number of lanes of all the
segments in each direction in the lane distribution scheme
could not exceed the corresponding upper bounds, according
to the constraint conditions.

The upper level model influences the lower level model
through two sets of variables. The variable p changes the

actual evacuating demand calculated in the lower level model,



and the number of lanes on each link, 7, and n,, influences
the capacity of each link and ultimately affects the capacity of
the entire road network.

4.2. Lower Level Model. The lower level model is a traveler
behavior model describing route and shelter choices of
evacuees in emergency situations. The total number of trips
generated at origin nodes is given, and the capacity of a single
lane and each shelter is also known. Evacuees will choose the
shelter that they can arrive as soon as possible and choose the
route by which they can reach the safe area in the shortest
time, with the consideration of congestion influence on the
routes and in the shelters under emergency circumstance. The
number of evacuees reaching each shelter is finally decided
by the lower level model. Therefore the lower level model is
formulated as a joint UE distribution/assignment model with
capacity constraints:

min  Z(x,p,n) = Z Jxa t, (w,n,)dw (2a)
a J0

st. Y i =aq, (2b)
k
D drs = uD, (20)
2%3352 (2d)
x, <C,(n,) (2e)
20 (2f)
4,520 (2g)

The definitional constraints are as follows:
Xa= ) )Y I (2h)
r S k

where

x,: traffic flow on link a;

t,: travel time on link a, where ¢,(¢) is the impedance
function which represents the relationship between
link travel time and link traffic flow;

C,: capacity of link a, where C,(n,) represents the
relationship between link capacity and the number of
lanes on the link;

D, : total number of existing trips generated at origin
node r;

D,: capacity of destination s (in this paper, destination
refers to shelter);

q,: trip rate between origin r and destination s;

+": flow on path k connecting origin r and destina-
tion s;

6:5,{: binary variable, if link a is on path k between OD
pair r and s, &, = 1, otherwise, 8. = 0.
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In this model, (2a) is the objective function, which is the
sum of the integrals of the link performance functions. This
function does not have any intuitive economic or behavioral
interpretation. It should be viewed strictly as a mathematical
construct that is utilized to solve equilibrium problems.
Equations (2b) and (2¢) represent a set of flow conservation
constraints. Equation (2b) states that the flow on all paths
connecting each OD pair has to equal the OD trip rate, and
(2¢) indicates that the total number of trips from each origin
node to all the destination nodes has to equal the amplified
traffic demand with variable y at each origin node. Equation
(2d) indicates that the total number of trips end with a certain
shelter is constrained by the capacity of the shelter. Equation
(2e) states that the capacity of a link constrains the flow on
it. Equations (2f) and (2g) are nonnegative conditions to
ensure that the solution of the program will be physically
meaningful.

The objective function of program (2a)-(2h), Z(x, y, n), is
formulated in terms of link flows, traffic demand multiplier
and number of lanes on each link, whereas the flow con-
servation constraints are formulated in terms of path flows.
Equation (2h) expresses the incident relationships between
link flow and path flow, which is determined by the network
structure itself.

4.3. Equivalency Conditions of Lower Level Model. To demon-
strate the equivalence conditions of lower level model estab-
lished above, it has to be shown that any flow pattern that
solves the mathematical program (2a)-(2h) also satisfies the
equilibrium conditions. This equivalency is demonstrated in
this section by proving that the first-order conditions for
the minimization program are identical to the equilibrium
conditions. These conditions can be derived by forming and
analyzing the Lagrangian [15, 18, 19].

The Lagrangian of the equivalent minimization problem
with respect to all the equality and inequality constraints can
be formulated as

L(f.qum e f)

- 20+ T (.- 57
no-50)
Yo (S0 -) - o (S0

rs |k

©)

where y,,, m,, o, and f3, are Lagrangian multipliers.

According to Karush-Kuhn-Tucker (KKT) conditions,
Lagrangian function (3) must satisfy the following conditions
at its extreme points:

oL rs _
af]:s k
5 (4a)
and L >0

ofr =
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oL
— 0
aqrs q?’S
(4b)
and oL >0
04y
a—Loc =0
oo, °
5 (4c)
L
d—=<0
an oa. <
oL
— 3 =0
aﬁa ﬁa
5 (4d)
and a—/i <0
oL
=0
Oy (1)
oL
=0
om, (4f)

One can solve the partial derivatives in expression (3) and
substitute them into expressions (4a) to (4f), which yields

(ElrcS - Aurs) fl:s =0 (Sa)
EICS ~ Yrs 2 0 (5b)

(/’trs -m,+ ‘Xs) Grs = 0 (SC)
Ups — M, + 0, >0 (5d)
(Z%’s - Hs) o, =0 (5e)
Y4~ D, <0 (5)

(xa - Ca) ﬁa =0 (Sg)
x,-C, <0 (5h)

Irs — Zk:flzs =0 (5i)

Dr - zs:qrs =0 (5])
50 (5K)

Gre 2 0 (s1)

where

Zﬂ = ta (xa) + ﬁa (Sm)

—rs - rs
Ck = Zzta (xa) 6a,k (SH)
rs a
Here, t, and ¢}’ both denote the generalized travel time,
while «, denotes the penalty coefficient related to shelter

capacity, and 3, denotes queuing delay due to limited link
capacity respectively.

Equations (5a) and (5b) spell out the familiar user-
equilibrium condition over the network. With (5k), it can
be inferred that the flow on path connecting any origin and
destination satisfies

(1) 1ff1:S > 0’ Elrcs = W5

Q) if fi*=0,¢ > .

That is to say, the paths connecting any O-D pair can
be divided into two categories: those carrying flow, on
which the generalized travel time equals the minimum O-D
generalized travel time; and those not carrying flow, on which
the generalized travel time is greater than (or equal to) the
minimum O-D generalized travel time. This is satisfied with
the first equilibrium principle of Wardrop.

Similarly, with (5¢), (5d), and (51), the following condi-
tions can be speculated:

@ ifqrs >0, Ups T & =1M,3
) ifqrs =0, Yrs T O 2 M,

That is to say, when shelter s is chosen by evacuees from
origin r, the generalized impedance from origin  to shelter s
is the smallest one among the generalized impedances from
origin r to all the shelters. Otherwise, if none of evacuees
choose shelter s as a destination, it means the generalized
impedance from origin r to shelter s is greater than (or equal
to) the minimum generalized travel time from origin r to all
the shelters. This is consistent with the assumption that all
evacuees tend to choose the nearest shelter.

From (5¢) and (5f), it can be inferred that, for shelter s, its
capacity penalty coefficient satisfies

(1) if Zr rs = Hs’ ag = 0;
(2) if Zr qrs < ﬁs’ X = 0.

The penalty coefficient of shelter s depends on the amount
of demand reaching this destination. It only exists when
shelter s has reached its capacity. Penalty coeflicient of shelter
s is caused by congestion in the shelter, but the penalty
coefficient will not increase indefinitely, as evacuees will
change their destinations to avoid excessive delays.

Similarly, from (5g) and (5h), it can be inferred that, for
link g, its queuing delay satisfies the following:

1) ifx, = C,, B, 2 0;
Q) ifx, < C, B, = 0.

That is, the queuing delay on link a depends on its traffic
flow. It only exists when the link traffic volume achieves its
capacity. Queue delay is caused by congestion on the link and
it causes the traffic flow to be redistributed spatially so that
the traffic flow of all links does not exceed their capacity.

Equations (5i) and (5j) are the flow conservation con-
straints.

By solving the lower programming model, the link flows
and path flows (the result of path flows is not unique) that
meet the above conditions can be obtained. But if the demand
is too large and exceeds the capacity of the whole traffic
network, the model will have no solution.



Journal of Advanced Transportation

Step 1: Initialization.

and mutation probabilityp.
Step 2: Generate initial lane distribution schemes.

represented by u = {u, u,,- -
Step 3: Find the feasible lane distribution schemes.
For each lane distribution scheme:

Turn to Step 5.
Step 4: Renew the schemes.

algorithm, then obtain m new schemes.

(4.4) Turn to Step 3.
Step 5: Let /,tk” = [/lk + 0,k =k+ 1, and turn to Step 3.
Step 6: Termination.
Let u = ¥ — 0. The algorithm ends.

Set 4’ = 1, k = 1. Initialize parameters including step size o (o > 0), population size m, maximum number of iterations max

Generate m lane distribution schemes randomly, including the original lane distribution scheme. All the schemes are
, u,,}, which is the change in the number of lanes in each pair of sections.

(3.1) Calculate the number of lanes on each link a, n,, and its capacity C,;
(3.2) Run the lower programming model according to demand y*D,;
(3.3) If any solution exists, store the corresponding lane distribution scheme into the set of historical feasible schemes P.

If all schemes can’t find a feasible solution in the lower level model, they should be renewed according to following procedure:
(4.1) Renew the update count of lane schemes, , and if n > max, turn to Step 6;
(4.2) If there are more than m schemes in set P, randomly pick m schemes and do mutation processing by using local search

(4.3) If there are less than m schemes in set P, suppose it is w, do mutation processing by using local searching algorithm
to all of these schemes. Besides, generate m — w schemes at random.

ALGORITHM I: Iterative optimization algorithm.

5. Solution Algorithm

This section aims to design an algorithm to effectively solve
the proposed bilevel model. Since bilevel programming is a
NP-hard problem, which is difficult to solve by traditional
optimization algorithms or analytical methods, the usual
solving methods are based on heuristic algorithms. Therefore,
in this paper, iterative optimization algorithm is adopted
in the upper model. Besides, the addition of constraint
conditions in the lower model changes the original Descartes
form of UE model, which results in the fact that the lower
model cannot be solved by traditional F-W method. Com-
monly used methods include penalty function method and
Lagrange multiplier method. In this paper, the lower model
is transformed and then solved by dynamic penalty function
algorithm proposed by Zhang [19]. Step-by-step procedures
of two algorithms are also given below, respectively.

5.1. Solution Algorithm for Upper Level Model. The specific
steps of the iterative optimization algorithm are shown
in Algorithm 1.

The process of local searching algorithm in Algorithm 1
is as follows. Lane schemes are generally generated in a
monotonous way, such as random generating method, which
can easily get trapped in local optimality. In order to obtain
better newly generated schemes, this paper starts from
historically feasible lane distribution schemes in set P and
searches their neighborhoods to get new schemes based on
the characteristics of specific problems.

For each road section, judge the flow distribution results
of a certain historical feasible scheme; ift,/C, > t,/C, u,

increases by 1 with probability p while ensuring that it does
not exceed its upper limit; otherwise, 1, decreases by 1 with
probability p while ensuring it does not exceed its lower limit.
This is the principle of generating a new lane distribution
scheme.

5.2. Solution Algorithm for Lower Level Model. As for the
lower level model, the topology of the origin network is firstly
transferred. Augment the original network with a dummy
node, denoted s', and connect all the destination nodes (ie.,
shelters) to node s, deriving several dummy links. The total
number of dummy links is the product of the number of
shelters. Assume that free flow travel time on each dummy
link is 0, and capacity of each dummy link equals the capacity
of the corresponding shelter.

This simple modification of the network topology can
transform the combined distribution/assignment problem
with constraint of traffic capacity into an equivalent UE
problem with constraint of traffic capacity. Based on the
modification, a dynamic penalty function algorithm is used
to solve the problem.

The basic idea of the dynamic penalty function algorithm
is to transform equivalent UE problem with constraint into
traditional UE problem by adding penalty function. In UE
problem with constraint, the generalized travel time E,r:
at equilibrium is composed of travel time calculated by
impedance function and queuing delay denote by Lagrangian
multipliers [3,. However, the Lagrangian multipliers cannot
be calculated directly, thus a penalty function p(x,,A,) =
A, f(x,/C,) is used to replace it. Here, A, is penalty function
coeflicient related to link a. Let y denotes the ratio of x, to
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Step 1: Initialization.
convergence criteria &, and &,;

(1.2) Set valid paths of each O-D pair K, = @.
Step 2: Calculate initial solution f

between each OD pair;

Step 3: For each OD pair rs:

[22] to get new { £}, u,};

_ e ere 1- . . . . . 0
(L1) Set n = 1, initialize parameters including penalty function parameters p, penalty function coefficients A, and

(2.1) Calculate the generalized travel time #, according to the initial link flow {x, = 0, Va}, and find the shortest path
(2.2) Apply all-or-nothing assignment to get the initial path flow f.
(3.1) Update the set of valid paths K|S and calculate the generalized travel time 7, obtain the shortest path k, and its travel
time u,, between each OD pair rs. If the convergence criterion Eq. () is not satisfied, then K, = K; U {k,};
minkEK;fELS (f) — Uy
urs
(3.2) Linearize the NCP problem composed of effective paths at { f;*, Vk € K} and solve it by improved Lemke algorithm

(3.3) If the convergence criterion Eq. () is not satisfied, return to (3.2).
maXckrs, fk>OELS(f ) = Uy

<eg (%)

Step 5: Termination criterion.

MaXyegers, f50Ck (f)
Step 4: Update the link flow x" = x(f) and penalty function parameter A".

If the convergence criterion Eq. (* * *) is satisfied, x” is the answer. Otherwise, let n = n + 1 and turn to Step 3.

<& (%)

n_ n-1
Kol (5 )
ALGORITHM 2: Dynamic penalty function algorithm.
C, so as to simplify the instruction. The following form of 2 4
function f(y) is adopted: [l 2 3 3
1
iy
fy)= y—1y (6) sV o6 7 ¥ g 9v!|10
+1 y > 1-— p A} A A
2p
where p can be a very small constant between 0 and 1. | 12 || 14 |
Function f(y) has the following characteristics: 4 {) - (5 = - {6
(1) monotone, continuous, and derivable; 1 13
(2) when y = 1, f(y) = 1 and p(x,,A,) = A, when
y >Hl, f(y) is very big; when y < 1, f(y) is very 15y 16 7y, 197,20
small.
During the problem solving process, both A, and i - B u |
{

f(x,/C,) will be constantly updated according to the new
link traffic flow obtained from each iteration, so that the
penalty function p(x,,A,) will finally approach Lagrange
multiplier 3,. Update rule for A, is as follows:

n n—-1 .X'Z
A=A f < Ca) (7)

Due to the poor convergence performance of the tradi-
tional Frank-Wolfe method for solving UE model, the linear
decomposition algorithm proposed by Aashitiani and Mag-
nanti [20, 21] is used here to solve UE problem. Based on the
path flow, the linear decomposition algorithm starts from the
nonlinear complementarity problem (NCP) of UE problem
and transforms it into a series of linear complementarity
problems.

The specific steps of the dynamic penalty function algo-
rithm for the lower level model are shown in Algorithm 2.

(=
21 23
FIGURE 1: Topology of tested network.

6. Numerical Experiments

In this section, the above proposed model and algorithm will
be tested and evaluated in an experimental network. First the
topology of network and relevant information is given, then
the analyzation of the results.

6.1. Topology of Network. Take the test network in the Figure 1
as the example, which has 9 nodes and 24 directed links. Here
node 1 and node 4 are the origin points of evacuation, and
node 3, 6, and 9 are shelters. Information of link properties
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TaBLE 1: Information of link properties.
Link no Starting node Ending node Number of lanes Free-flow travel time (rnin) ((:;IC)Z;;:)Y
1 1 2 3 1.5 900
2 2 1 3 1 900
3 2 3 3 0.8 900
4 3 2 3 0.8 900
5 1 4 2 1 600
6 4 1 2 0.8 600
7 2 5 4 1.25 1200
8 5 2 4 1 1200
9 3 6 3 1.25 900
10 6 3 3 2 900
11 4 5 4 1.5 1200
12 5 4 4 1.25 1200
13 5 6 4 0.75 1200
14 6 5 4 0.6 1200
15 4 7 3 0.8 900
16 7 4 3 0.9 900
17 5 8 4 1.25 1200
18 8 5 4 1.2 1200
19 6 9 3 11 900
20 9 6 3 1 900
21 7 8 3 0.95 900
22 8 7 3 0.9 900
23 8 9 3 1.2 900
24 9 8 3 1.3 900
TABLE 2: Information of evacuation demand.
No. Origin node Demand (pcu/h)
1 1 1500
2 4 1200
TaBLE 3: Information of shelter capacity.
No. Destination node Capacity (pcu/h)
1 3 1000
6 800 R\
3 9 1200
@ - (8 ——
21 23

in the network, including link free flow travel time and
link capacities, is listed in Table 1. Information of evacuation
demand of each origin point is listed in Table 2, and Table 3
gives the information of the capacity of shelters.

Modify the original network by adding a dummy node
10 and connect it with three shelters by three dummy links.
The topology of modified network is shown in Figure 2. As
mentioned above, free flow travel time of each dummy link
is always 0, and capacity of each dummy link equals to the
capacity of the corresponding shelter. On the basis of the
modification above, the problem of interest is transformed

FIGURE 2: Topology of modified network.

into UE assignment problem of a multiorigin and single-
destination network with link capacity constraints.

6.2. Result Analysis

(1) Result Analysis of the Lower Model. The trip assignment
results are analyzed when y = 1 without changing the
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TABLE 4: Path details of OD pair 1-10 at equilibrium.

Path No. Path flow Compo.sition of path Travel‘ time Queuing delay Generalized. travel time
(pcu/h) (link no.) (min) (min) (min)
1 900 1,3,25 2.645 2.1993 4.8443
2 557.6044 5,15,21,23,27 4.2837 0.5606 4.8443
3 42.3956 5,11,13,26 3.7375 1.1068 4.8443
4 0 5,11,7,3,25 5.0450 1.0999 6.1449
5 0 1,7,13,26 3.8375 2.2060 6.0435
6 0 5,15,21,17,13,9,25 6.4106 0.5606 6.9712
TABLE 5: Path details of OD pair 4-10 at equilibrium.
Path No. Path flow Compo.sition of path Travel‘ time Queuing delay Generalized. travel time
(pcu/h) (link no.) (min) (min) (min)
1 757.6044 11,13,26 2.5875 1.1065 3.6940
2 42.3956 15,21,23,27 3.1337 0.5603 3.6940
3 400 11,13,19,27 3.6939 0.0001 3.6940
4 11,13,10,25 4.5875 0 4.5875
5 6,1,3,25 3.4450 2.1993 5.6443
6 15,21,23,19,9,25 5.4901 0.5603 6.0504
TABLE 6: Detailed information for OD pairs.
No. Origin node Destination node Demand Minimum genera'lized travel time
(peu/h) (min)
1 1 3 900 4.8443
2 1 6 42.3956 4.8443
3 1 9 557.6044 4.8443
4 4 3 0 3.8375
5 4 6 757.6044 3.6940
6 4 9 442.3956 3.6940

number of lanes in each link. In the experiment, values of
each parameter are as follows: p = 0.01, & = &, = 0.001,
the initial penalty function coefficient A° = 0.1¢,, where ¢,
denotes the average of free flow travel time on all links. The
BPR formula is employed as impedance function and two
parameters in the function are set as 0.15 and 4, respectively.

(a) From the Perspective of Route Choice. Tables 4 and 5 show
the path details of OD pair 1-10 and 4-10 at equilibrium.
From the perspective of route choice, for OD pair 1-10, three
paths are chosen by evacuees, and the generalized travel time
for these three paths is all equal to 4.8443min, which is
the minimum generalized travel time of this OD pair. The
generalized travel time of unselected paths including path
4, 5, and 6 is 6.1449, 6.0435, and 6.9712min, respectively, all
larger than 4.8443min. Similarly, for OD pair 4-10, three paths
are chosen by evacuees, and the generalized travel time for
these three paths is all equal to 3.6940min. The generalized
travel time of unselected paths including path 4, 5, and 6 is
4.5875, 5.6443, and 6.0504min, respectively.

Although the path flow results of traffic assignment
in crowded traffic networks with queuing delays are not

necessarily unique, the result satisfies that generalized travel
time of all the selected paths is equal, which meets the
conditions of UE equilibrium.

(b) From the Perspective of Shelter Choice. According to
the path flow results, the demand from origins to all the
shelter can be referred, shown in Table 6. For origin node
1, the number of evacuees choosing shelter 3, 6, and 9 is
900, 42.3956, and 557.6044, respectively. And the generalized
travel time from node 1 to all the shelters is equal to 4.8443.
For origin node 4, the number of evacuees choosing shelter 6
and 9 is 757.6044 and 442.3956, respectively. No one chooses
shelter 3 because its generalized travel time is 3.8375, a little
larger than other shelters.

That means for a certain origin, generalized travel time of
all the selected shelters is equal, and generalized travel time
of shelters which are not chosen is larger than the chosen
shelters.

Table 7 shows the final shelter demands. The number of
evacuees choosing the three shelters is 900, 800, and 1000,
respectively. And among them, only shelter 6 reaches its
capacity, and the queuing delay is 1.1064 min. The other two
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TABLE 7: Detail information for shelter choice.
No. Destination node Capacity Demand Queuing Delay
(pcu/h) (pcu/h) (min)
1 3 1000 900 0
2 6 800 800 1.1064
9 1200 1000 0
TaBLE 8: Information of different demand and shelter capacity scenarios.
Demand scenarios Shelter capacity scenarios
Origin node Demand (pcu/h) Destination node Capacity (pcu/h)
D1 1 1500 S1 3 1000
4 1200 6 800
D2 1 700 9 1200
4 2000 S2 3 3000
D3 4 700 6 800
7 2000 9 3000

TABLE 9: Information of combination of different scenarios.

TABLE 10: Feasible lane distribution scheme and link flow in Case 1
when y = 1.11.

No. Demand scenario Shelter capacity scenario
Casel D1 S1 Link No. Number of lanes Capacity Link flow
Case 2 D1 S2 (peu/h)
Case 3 D2 S2 1 5 1500 1065
Case 4 D3 S2 2 1 300 0
3 4 1200 1000
4 2 600 0
shelters are not saturated and the queuing delays are both 5 2 600 600
0. This is consistent with the previous conclusion that the 6 ) 600 0
queuing delay associated with shelters only exists when the
. . 7 6 1200 65
shelter has reached its capacity.

All the experimental results are consistent with the above 8 2 600 0

analysis of first-order conditions of the Lagrangian function. 9 5 1500 0
10 1 300 0

(2) Results Analysis of Bilevel Model. In order to illustrate the 11 5 1500 1332
rationality of the model and the effectiveness of the algorithm 12 3 900 0
proposed in this paper, three different demand scenarios and 13 7 2100 1100
two different shelter capacity scenarios (shown in Table 8) 14 1 300 0
are constructed, and four cases of combination of different

. . 15 2 600 600
scenarios are generated (shown in Table 9).

In the solving algorithm, set step size 0 = 0.01, population 16 4 1200 0
size as m = 10, maximum iteration count max = 50, and 17 4 1200 297
mutation probability p = 0.8. 18 4 1200 0

19 1 300 300
(a) Results Analysis of Different Cases. In case 1, the max- 20 5 1500 0
imum multiplier y that the solution algorithm can obtain 21 3 900 600
is L11. The corresponding feasible lane distribution scheme 2 3 900 0
and link flow are shown in Table 10. Only links 5, 15, and 19 23 3 900 897
are saturated, but there is still plenty of potential room for ) 3 900 0

the capacity of these links. Table 11 shows the corresponding
shelter demands. Three shelters are chosen by 997, 800,
and 1200 evacuees, respectively. All the shelters are almost
saturated. It turns out that the emergency reliability of the
entire road network in the case here is limited to the shelter
capacity.

In case 2, by increasing the shelter capacity, the maximum
multiplier ¢ coms up to 2.00. The corresponding results at
optimal are shown in Tables 12 and 13. Although shelter 6 is
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TABLE 11: Detailed information for shelter choice in Case 1 when ¢ =
1.11.

No. Destination node  Capacity (pcu/h)  Demand (pcu/h)
1 3 1000 997

6 800 800

9 1200 1200

TABLE 12: Feasible lane distribution scheme and link flow in Case 2
when p = 2.00.

Link No. Number of lanes Capacity Link flow
(pcu/h)

1 6 1800 1800
2 0 0 0

3 6 1800 1800
4 0 0 0

5 4 1200 1200
6 0 0 0
7 4 1200 0
8 4 1200 0
9 1 300 0
10 5 1500 0
11 7 2100 2100
12 1 300 0
13 8 2400 2100
14 0 0 0
15 5 1500 1500
16 1 300 0
17 0 0 0
18 8 2400 0
19 5 1500 1300
20 1 300 0
21 6 1800 1500
22 0 0 0
23 6 1800 1500
24 0 0 0

TABLE 13: Detailed information for shelter choice in Case 2 when
p = 2.00.

No. Destination node  Capacity (pcu/h)  Demand (pcu/h)
1 3 3000 1800

6 800 800
3 9 3000 2800

saturated, but there is still plenty of room in shelter 3 and
9, to accommodate additional evacuation demands. Some
typical links are saturated including links 1, 3, 5, 11, and 15.
Meanwhile, the opposite links of link 1, 3, and 5 have no
remaining capacity, which means the capacity of these three
links cannot be enlarged by applying reversal lane strategy.
In other words, the emergency reliability of the entire road
network is limited.

11

TaBLE 14: Comparison between calculated optimal solution and true
optimal solution.

Calculated optimal ~ Computation time  True optimal
Casel 1.11 125 1111111
Case 2 2.00 1125 2
Case 3 2.22 1340 2222222
Case 4 1.80 940 1.8

In conclusion, the emergency reliability of the entire road
network can be limited by both shelter capacity and road
capacity. Although improving road capacity is a good way to
improve network emergency reliability, sometimes, increas-
ing the shelter capacity, there would also be a significant
increase in the network emergency reliability.

(b) Performance Evaluation of the Proposed Algorithm. Case 3
and 4 are obtained by adjusting the pattern of evacuation
demand. Both cases can be solved effectively by the proposed
algorithm.

By analyzing the solution results of all the above cases and
combining the enumeration method, the true optimal value
of multiplier y in different cases can be obtained. The true
optimal can also be checked by the network topology under
feasible lane distribution schemes. The results are shown in
Table 14. It can be seen that, in different cases, the optimal
multiplier calculated by the proposed algorithm is almost
equal to its true optimal value, and the slight difference in
some cases is caused by the step size. Therefore, the algorithm
proposed in this paper is proved to be of high accuracy.

The computation time of the proposed algorithm is
mainly consumed in solving the lower level joint UE dis-
tribution/assignment problem. Therefore, in this paper, the
times of solving the lower assignment problem are used to
evaluate the solving efficiency of the proposed algorithm.
Each case runs 10 times, and the average times to solve the
lower assignment problem are listed in Table 14. It can be seen
that the calculation times are acceptable in those numerical
experiments. In addition, the research results of this paper are
applicable to evaluate the existing road network at the level
of management planning, and the solving efliciency of the
model can meet the actual needs.

7. Conclusions

Reliability is an important feature of transportation network.
In order to evaluate the reliability of road network under
emergency evacuation, a bilevel programming model is
proposed in this paper. The concept of reserve capacity is
adopted, and the influence of reversible lane measures taken
under emergency conditions, as well as the capacity limits of
links and shelters, are considered. An iterative optimization
method is proposed to solve the upper level model, and
the lower level model is transformed and then solved by a
dynamic penalty function algorithm. Finally, the numerical
example demonstrates the rationality of the proposed model
and feasibility of the proposed solution algorithms.
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The proposed lower level model can effectively reflect the
route choice and shelter choice behavior of evacuees under
emergency condition. Evacuees may choose to evacuate to
another shelter if the shelter with smaller travel time is full.
Besides, when the shortest path has reached its maximum
capacity, evacuees are forced to choose other subprime paths.
The assignment result accords with UE equilibrium.

Although the reserve capacity of the network can be
improved by reversible lane measures, but both link capacity
and shelter capacity could be the restriction of emergency
reliability of the entire road network. In addition, the effi-
ciency of the proposed algorithms is also verified in the case
study.

The model proposed here is a little complicated and many
practical problems have been simplified. In further study, the
proposed model can be not difficult to contain congestion
and delays at intersections. Additionally, uncertainty factors
should be considered, including demand uncertainty, dis-
aster location uncertainty, link capacity uncertainty, and so
on.
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The short-term forecast of rail transit is one of the most essential issues in urban intelligent transportation system (ITS). Accurate
forecast result can provide support for the forewarning of flow outburst and enables passengers to make an appropriate travel plan.
Therefore, it is significant to develop a more accurate forecast model. Long short-term memory (LSTM) network has been proved
to be effective on data with temporal features. However, it cannot process the correlation between time and space in rail transit. As a
result, a novel forecast model combining spatio-temporal features based on LSTM network (ST-LSTM) is proposed. Different from
other forecast methods, ST-LSTM network uses a new method to extract spatio-temporal features from the data and combines
them together as the input. Compared with other conventional models, ST-LSTM network can achieve a better performance in

experiments.

1. Introduction

With the development of urban scale, the short-term traffic
forecast has become a core issue of ITS. Accurate short-
term traffic forecast can provide technical support for the
surveillance and the forewarning of passenger flow. There-
fore, over the past few decades, many data analysis models
have been proposed to promote the forecast accuracy. Among
these models, LSTM network is widely recognized as the
most suitable model to deal with traffic forecast. LSTM unit
has three gates, namely, input gate, forget gate, and output
gate, which can adjust the state of unit dynamically, so LSTM
network is able to capture the features on longer time span.
Therefore, LSTM network can provide a higher accuracy
in traffic forecast because traffic data is usually collected
according to time series.

In recent years, researchers pay more attention to the
spatial features of traffic flow. It is widely acknowledged that
traffic forecast is a problem with spatio-temporal complex-
ity, i.e., the problem of spatial transportation in temporal
dimension. In [1], Zheng Zhao et al. establish a network by
connecting several LSTM units, which aimed to imitate the

structure of urban traffic. However, it failed to imitate the
structure of large urban scale. Xiaobo Chen et al. proposed a
new method to process spatial features by using sparse hybrid
genetic algorithm [2]. Liu Qingchao et al. proposed a model
based on manifold similarity to capture the spatial regularity
from freeway data [3]. These two approaches are sensitive to
the spatial features, but compared with LSTM network, they
cannot process temporal features well.

In this paper, the object of study is the short-term
forecast of rail transit. In the research, we find that dif-
fering from other transportation, rail transit has stations
with fixed position, vehicles with uniform speed, and reg-
ular schedule. Because of these characteristics, the spa-
tial correlation between stations can be transformed into
the time cost. Based on this analysis, this paper pro-
poses a new method to capture spatio-temporal features
from rail transit data and input the features into a new
model named spatio-temporal long short-term network (ST-
LSTM), which is based on LSTM network. Compared with
most existing methods, the proposed model has a better
performance on accuracy and meets the real-time require-
ment.
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2. Related Work

There are many methods that have been proposed to improve
traffic forecast, including historical average and smoothing
[4, 5], dynamic linear methods [6, 7], traffic theory-based
methods [8, 9], and machine learning methods [10, 11].
These forecast approaches can be divided into two cat-
egories, namely, parametric approaches and nonparamet-
ric approaches. Autoregressive integrated moving average
(ARIMA) model is widely recognized as a classic method
in parametric approaches. As early as the 1970s, Levin and
Tsao found that ARIMA model was the most statistically
significant in traffic forecast [12]. Parametric approaches have
favorable properties and capture regular variations very well.
However, traffic data usually shows irregular variations. To
solve this problem, researchers also paid attention to non-
parametric approaches, such as nonparametric regression
models [13], support vector machine (SVM) [14, 15], and
recurrent neural network [16, 17]. Afterwards, recurrent neu-
ral network [18] was proposed to process temporal features,
such as evolutionary neural network (ENN) [19], dynamic
neural network (DNN) [20], and nonlinear autoregressive
models with exogenous inputs (NARX) [21]. Among them,
RNN is widely recognized as a suitable method to capture
the temporal features of passenger flow. However, previous
studies proved that RNNs failed to capture the long-term
features because of vanishing gradient and exploding gradi-
ent. To solve these problems, long short-term memory neural
network (LSTM NN) [22] was applied in the traffic forecast.
In recent years, some approaches have been proposed to deal
with the spatio-temporal complexity of traffic data, which are
mentioned in Section 1.

Different from these methods, this paper proposes a
new method to capture spatio-temporal features and a new
network based on LSTM to forecast the exit passenger flow
of rail transit. The remainder of this paper is as follows.
Section 3 introduces the architecture of ST-LSTM network.
Experiments based on the data of Chongqing rail transit are
shown in Section 4. Section 5 is composed of the analysis of
experiment result, and future work is at the end of this paper.

3. Methodology

Short-term forecast for rail transit is a problem with spatio-
temporal complexity. Suppose the exit passenger flow of sta-
tion j is needed to be predicted. The temporal features are the
correlation between historical data and current data, i.e., the
previous exit passenger flow of station j. These features can
be extracted directly because the rail transit data is collected
according to the temporal dimension. The spatial features are
the transportation of passenger flow on geographic position;
i.e., the summation of estimated passenger flows from the
other stations. For every two stations, the spatial features
include the volume and the cost of transportation between
them. The volume of transportation is reflected by the
passenger flow between two stations. In the proposed model,
spatial correlation matrix (SCM) is integrated to calculate
the volume of transportation. The cost of transportation is
reflected by several factors, such as time cost, economic cost,
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and distance. Among them, time cost is the most suitable
factor to reflect the spatial correlation, which is mentioned
in Section 1. Therefore, time cost matrix (TCM) is introduced
to calculate the cost of transportation. The proposed model is
based on the technologies, including passenger information
system (PIS), features extraction method, and ST-LSTM
network. The detail of the technologies will be explained in
this section.

3.1. Passenger Information System. Sufficient data is the basis
of accurate forecast, and PIS can provide us with comprehen-
sive data. PIS is a huge and complex network. Various rail
transit data can be collected in real time through the gate
system, ticketing system, and vehicle scheduling system. With
the development of data acquisition technology, PIS is able
to provide sufficient support for short-term forecast. Based
on the card records, the entrance and exit passenger flow of
stations are calculated with a frequency of 10 min, which can
be denoted by

i = {cardid, otime, ostation, dtime, dstation, date} (1)

xinj, = Z {1 | i.ostation = j,i.otime = t} 2)
ieM
x_out;, = Y {1 |idstation = j,idtime = t} 3)
ieM

where i is a card record. cardid, otime, ostation, dtime,
dstation, and date are the attributes of i, which represent
card identification, origin time, origin station, destination
time, destination station, and date, respectively. M is the
database of card records. x_in;, is the entrance passenger
flow of station j in time ¢, and x_out ;, is the exit passenger
flow of station j in time .

3.2. Feature Extraction Method. The extraction of spatio-
temporal features is one of the core problems of the proposed
model. The proposed model extracts temporal features and
spatial features, respectively, and then put, them together
into the ST-LSTM network. The temporal features can be
extracted directly, because rail transit data is recorded accord-
ing to the temporal dimension. To extract the spatial features,
TCM matrix and SCM matrix are integrated into the method.

3.2.1. Time Cost Matrix. Time cost is the most suitable factor
to reflect the spatial correlation between stations, so the time
cost between all stations constitutes the TCM matrix. Due to
the changes of schedule and passenger flow, TCM matrix is
dynamic with time going on. Suppose there are m stations in
the rail transit system; then the size of TCM matrix is m x m,
which can be denoted by

ATy, AT\, ... AT,
AT,, AT,, ... AT,

TCM, = AT " (4)
e k)]
AT,., AT,, ... AT

m,m
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FIGURE 1: Design of the extraction of spatio-temporal features.

AT, ; = At;, At; = i.dtime — i.otime
. €)
(i € M, idtime € T", i.ostation = k, i.dstation = j)

T" ={t+qw}, 9=0,12,...,n (6)

where TCM, is the TCM matrix in time f. AT} ; is the average
of time cost between k and j in historical time series, where
k is origin station and j is destination station. At; is the
time cost between two stations in record i. i is a card record
in database M, which has been defined in Eq.(1). T" is the
historical time series of time ¢. w is a week and g is the number
of weeks.

In the analysis, it is found that passenger flow varies
by people’s routine cycle, i.e., from Monday to Sunday. For
example, the passenger flow in Thursday is similar to the
one in last Thursday not yesterday. Therefore, to promote the
extraction, AT ; in time f represents the average time cost in
historical time series of time ¢. In Eq. (6), T™ is the historical
time series, which consists of time ¢ and the same period
in several weeks ago of it. This method is also used in the
calculation of spatial correlation matrix.

3.2.2. Spatial Correlation Matrix. To forecast the exit passen-
ger flow at station j in time ¢, passengers from station k in
time £ — AT} ; have to be considered. The entrance passenger
flow of station k in time t — AT} ; (x_in,_ ATk,j) is available.

However, time ¢ has not happened, so the proportion of
passengers in x,ink,t,ATkj, which set off to station j, is

unavailable. To solve this contradiction, spatial factor is
introduced in this paper. Spatial factor P ; is the historical
average probability of passengers between station k and j in
entrance passenger flow. When forecasting the exit passenger
flow at station j in time ¢, the spatial influence from station
k can be calculated by multiplying the spatial factor Py ;

and entrance passenger flow x_in,_,r, . The spatial factors
> 5]

between all stations constitute the spatial correlation matrix.
There is an SCM matrix in each time, because the factors vary
according to the time. Suppose there are m stations in the rail
transit system; then the size of SCM matrix is m x m, which
is denoted by

Pl 1 P1,2 Pl,m
P P P
SCMt _ 2,1 2,2 ; 2,m (7)
k.j
Pm,l Pm,2 Pm,m

Chjt-AT,, = Z {1 | i.otime =t — ATy ;,i.0station
= k,i.dstation = ]}

G, jt-AT, .

Pk,j=<#>, teT Q)
XMy p AT,

T ={t+qw}, ¢q=0,1,2,...,n (10)

where SCM, is the SCM matrix of time t. P ; is the spa-
tial factor, where k is origin station and j is destination
station. AT} ; is the time cost from k to j. g jt-AT,,; 18 the
number of passengers from k to j, whose origin time is t —
ATy ;. ximys pr, | is the entrance passenger flow of station k

intime t — AT} ;. T", q, and w have been defined in Eq. (6).

3.2.3. Extraction of Spatio-Temporal Features. The structure
of extraction method is shown in Figure 1. To forecast the exit
passenger flow at station j in time ¢, the temporal features is
the exit passenger flow at station j in time ¢ — 1. The spatial
features are gathered by calculating the number of passengers,
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information flow, the structure of ST-LSTM network can be
summarized as

Fo=WgS; + WgT;, +bf (13)
X, = W, .F, + W,;,0,_, + b, (14)
i =0 (WX, +U%, ) (15)
fi=o(WPX,+UVs, ) (16)
o, =0 (WX, +U“s, ) 17)
s, = tanh (W(C)Xt + U(C)SH) (18)
S, = f,08,  +i,0s (19)
O, = 0, o tanh (S,) (20)
H, =W,,0, +b, (21)

’ Output Layer ‘
vH,

F1GURE 2: Structure of ST-LSTM network.

who will arrive at station j in time ¢ and depart from other
stations. The function of extraction can be set as

FT;, =xout;, (1m)
st)t = Z Pk)j-x,ink),_ATk’j (12)
keN

where F_T, is the temporal features of station j in time
t. x_out;, ; is the exit passenger flow of station j in time
t — 1. F.§;, is the spatial features of station j in time £. N
is the set of stations and k is a station in it. P ; is the spatial
factor, which has been defined in Eq. (9). x,ink,t,ATk)j is the

entrance passenger flow of station k in time t — AT} ;.

3.3. Structure of ST-LSTM Network. Based on LSTM net-
work, a fully connected layer is added to combine temporal
features and spatial features in ST-LSTM network. The model
will acquire the best mode of combination through the
training.

The structure of ST-LSTM network is shown in Figure 2.
The input of the model is spatio-temporal features F_T';,
and F_S;,, and the output is the forecast result H,. There are
four layers in this model, namely, fully connected layer, input
layer, hidden layer, and output layer. The fully connected layer
combines the features at first and conveys the result F, to the
input layer. The input of hidden layer X, is calculated through
the input layer. The hidden layer has three gates, namely, input
gate i,, forget gate f,, and output gate o,. Moreover, the state
of the hidden layer is indicated by S,. The inputs of every gate
are X, and the previous state S,_,. The blue points in Figure 2
are confluences, which stand for multiplications, and dashed
lines are the transmitting of the previous state. Based on the

where F,, X,, O,, and H, are the output of different layers. i,,
fi> 0., and s, are the intermediate variables of the hidden layer.
S; is the state of the hidden layer. W, Wy, Wy, Wy, Wy,

wO, W we we @y ul) and U are weight
matrices. by, b, and b, are bias vectors and o is sigmoid
function.

The cost function is activated after the forecast through
the training. The proposed model is improved by reducing
the output of cost function, which can be set as

. 2

loss = ||xout,j,t - xout,j,t||2 (22)

where X, ;, is the forecast of station j in time f and x,,; ; , is
the actual output.

3.4. Training Algorithm. The training algorithm contains two
aspects. One is the extraction of spatio-temporal features,
and the other is the training of ST-LSTM network. The key
point of training is minimizing the output of cost function by
adjusting the weight matrices and bias vectors. The training
procedure can be stated as follows.

Step 1. Obtaining the Inputs and Labels. Capture the temporal
features and the spatial features in each time ¢, which are the
input of model. Collect the exit passenger flow in each time
t + 1 as the labels.

Step 2. Initialization of the ST-LSTM Network. Initialize the
weight matrices and bias vectors, including Wy, Wg,, W,
Whh Wh W(i) W(f) W(O) W(C) U(i) U(f) U(O) U(C) bf bh

b on’ b b b b b b b b b b
and b,,.

Step 3. Fine-tuning the Whole Network. Fine-tune the whole
network by adjusting the weight matrices and bias vectors in
order to minimize the output of cost function. The process
will be stopped until the output meets the qualification or the
time of training reaches the limit.
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TABLE 1: Performance of four models.

Model ME MAE RMSE MRE Operation time
SARIMA 360.70 51.33 82.37 29.63% 75 min
PSO-SVR 153.45 18.89 27.48 21.46% 8 min
LSTM 183.59 22.82 32.29 26.45% 37 min
ST-LSTM 145.72 18.42 25.89 20.77% 38 min
4. Experiment 4.3. Training and Testing. 5-fold cross validation is used to

Based on the data of Chongqing rail transit, four models
are contained in the experiment, namely Seasonal ARIMA
(SARIMA) [23], Support Vector Regression Model combined
with Particle Swarm Optimization (PSO-SVR) [24], LSTM
network [25], and the proposed ST-LSTM network. The target
of forecast is exit passenger flow with a frequency of 10 min.
The four models will be trained and tested on 100 stations.
The details of each model are as follows.

(1) SARIMA: The seasonal period ‘S is 100, due to the
operating time being from 6.20 am to 23.00 pm (100x10
min). After the processing method in [23], ARIMA (2,1,0) x
(0,1,1)100 is finally used.

(2) PSO-SVR: The time period is 100 (100x10 min per
day), and the limit of parameter combination of SVR is from
[10, 0.08] to [500, 0.3]. The final parameter combination will
be selected by PSO in the training.

(3) LSTM network: The number of units is 10 and the time
step is 100 (100x10 min per day).

(4) ST-LSTM network: The number of units is 10 and the
time step is 100 (100x10 min per day).

4.1. Data Description. 'The data of card records are provided
by Chongging City Transportation Development & Invest-
ment Group Co., Ltd. Compared with other targets, such as
Origin-Destination (OD) volume, exit passenger flow is more
accurate and has less missing data. Therefore, we calculate
the exit passenger flow from 01 March 2017 to 31 March 2017
based on the dataset. There are more than 46 million card
records. After processing, 600 thousand data are calculated.

4.2. Evaluation. We use several criteria to compare the
performance of four models. Maximum error (ME) and mean
absolute error (MAE) are used to measure the accuracy of
models. Root mean square error (RMSE) is sensitive to the
stability of models. Mean relative error (MRE) is the most
suitable to compare the performance of four models. The
definitions of criteria are

ME = max {|¢; - ¢} (23)
I
MAE = ;Z 19 - ¢il (24)
i=1
18 2
-1y 6 — o 25
RMSE n;((p, ?,) (25)
1¢ @i‘?’i’
MRE = - ¥ |21 (26)
”Z’ Pi

where @; is the forecast data, while ¢, is the measured data.

evaluate the models. In 5-fold cross validation, the data is
divided into 5 subsets. Each subset is a testing set, and
the rest of data is the training set. The experiments are
repeated 5 times for each station. After the experiments, the
performance of four models was collected. The experiments
are conducted under a desktop computer with Intel i7 3.20
GHZ CPU and 16 GB memory.

4.4. Experiment Result. The experiment results of different
algorithms are shown in Table 1 and the operation time is
averaged on all stations. Compared with SARIMA, PSO-
SVR, and LSTM network, the proposed ST-LSTM network
achieved a better performance. From the view of ME and
MAE, ST-LSTM network is more accurate than the other
models. Moreover, from the view of RMSE, ST-LSTM net-
work has a better stability. Therefore, the proposed ST-LSTM
network is more suitable for the short-term forecast of rail
transit.

5. Analysis of Result

When the models have been tested on 100 stations of
Chonggqing rail transit, we find that ST-LSTM network
achieves a higher accuracy than the other models. However,
the performance of ST-LSTM network fluctuates on different
stations, which are shown in Table 2. Therefore, we analyze
the experimental results based on the field investigation.
The stations in Table 2 are sorted in descending order by
passenger volume. Due to the lack of space, Table 2 just
exhibits the performance on stations of top-10 and bottom-
10 passenger volume.

5.1. Base Volume. In our research, we find that base volume is
one of the influence factors of the forecast. The performance
of two stations is chosen to shown in Figure 3, which
are station No.321 and station No. 334 of Chongqing rail
transit. Both of them are located in the residential district
of Chonggqing. However, station No. 334 only attains 5% of
the base volume of station No.321 monthly. In the test, the
MRE on station No.321 is 13.52%, while the MRE on station
No.334 is 26.58%. We use these two different performances as
samples to show the influence of base volume. The research
suggests that the stations with higher base volume usually
have more prominent regional features. As a result, passenger
flows of these stations have stronger regularity and are more
insensitive to the emergent factors. Therefore, short-term
forecast on stations with low base volume is one of the
difficulties in rail transit forecast.
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TABLE 2: Forecast performance of ST-LSTM network on different stations.
Station ME MAE RMSE MRE
321 366.96 71.08 99.12 13.52%
315 365.72 52.45 73.13 16.90%
318 280.70 32.45 47.31 11.13%
114 270.84 44.66 60.63 13.76%
322 215.52 30.41 41.12 12.10%
110 252.81 37.09 50.87 12.90%
606 238.99 33.44 48.46 11.97%
212 204.32 39.95 52.62 12.78%
108 215.70 32.76 4710 13.94%
123 223.77 61.18 81.89 36.58%
335 69.81 6.58 10.10 29.34%
221 43.85 6.83 9.07 28.39%
305 58.25 9.55 12.93 32.25%
620 67.57 6.46 9.59 27.07%
621 45.15 6.69 8.91 30.47%
224 31.58 5.99 7.98 32.93%
219 36.12 5.40 7.40 31.86%
619 35.96 4.77 6.56 29.32%
118 23.63 4.41 5.72 29.88%
625 49.00 5.47 8.04 35.59%
, Base volume: 2435531 5.2. Randomness. Except for the base volume, we discover
Outflow of station No.321 MRE: 0.1352 that randomness is another influence factor of the forecast.
2500 | As shown in Figure 4, the base volume of station No. 323
2000 4 and station No.123 are both around 900 thousand monthly.
. However, the performance of forecast on two stations is quite
= 1500 4 different. In the test, the MRE on station No.323 is 16.73%,
& 1000 - while the MRE on station No.123 is 38.37%. This phenomenon
500 A occurs on a few special stations, such as station No.123, which
0l is located in the university town of Chongqing. Compared
(') 1(')0 2(')0 3(')0 4(')0 5(')0 with the commuters, the undergraduates have more choice
Time (10 min) on the travel time. So the passenger flow of stations, which
next to universities, has stronger randomness than others.
— label Similarly, the passenger flow of stations, which next to railway
—— prediction stations or airports, is related to the flight schedule. Therefore,
the randomness from the environment cannot be neglected
Outflow of station No,334  Dase volume: 112907 on several stations. Short-term forecast on these stations is
MRE: 0.2658 . S .
200 4 one of the difficulties in rail transit forecast.
175
150 | 6. Conclusion and Future Work
Z 1254
'“E: 100 1 Short-term forecast for rail transit is an essential issue in
oS 75 ITS. We propose the ST-LSTM network, which combines
;2 the temporal features and spatial features. To extract spatial
04 features, TCM matrix and SCM matrix are integrated into the
0 100 200 300 400 500 method. Compared with other models, the proposed model

is more suitable for rail transit forecast.

This study researches on prediction of exit passenger flow,
but a model which also includes entrance passenger flow is
more significant for the management. In addition, except the
rail transit, ITS also contains bus system and taxi system. The
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FIGURE 4: Influence of randomness in forecast.

correlation between different public transportation is worth
consideration. In the future, we will try to forecast other
targets of rail transit and then consider the relation among
different transportation. Finally, a comprehensive system for
rail transit will be built to output a more accurate result of
short-term forecast.

Data Availability

The data used in the experiments are freely available at https://
drive.google.com/open?id=1RuH080U_9PHdh9B9VoOjNur-
ODWnHAYaf and more data of Chonggqing rail transit are
available by contacting the corresponding author.
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