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Irfan Kaymaz ("), Turkey

Vahid Kayvanfar (%), Qatar
Krzysztof Kecik (%), Poland
Mohamed Khader (%), Egypt
Chaudry M. Khalique {2, South Africa
Mukhtaj Khan (), Pakistan
Shahid Khan ("), Pakistan
Nam-Il Kim, Republic of Korea
Philipp V. Kiryukhantsev-Korneev (),
Russia

P.V.V Kishore(®, India

Jan Koci(2), Czech Republic
Toannis Kostavelis (), Greece
Sotiris B. Kotsiantis (=), Greece
Frederic Kratz(), France
Vamsi Krishna (9, India

Edyta Kucharska, Poland
Krzysztof S. Kulpa (), Poland
Kamal Kumar, India

Prof. Ashwani Kumar (), India
Michal Kunicki (%, Poland
Cedrick A. K. Kwuimy (), USA
Kyandoghere Kyamakya, Austria
Ivan Kyrchei (), Ukraine
Marcio J. Lacerda(»), Brazil
Eduardo Lalla(®), The Netherlands
Giovanni Lancioni (), Italy
Jaroslaw Latalski ("), Poland
Hervé Laurent (), France
Agostino Lauria (), Italy

Aimé Lay-Ekuakille (), Italy
Nicolas J. Leconte (#), France
Kun-Chou Lee ("), Taiwan
Dimitri Lefebvre (%), France
Eric Lefevre (I°), France

Marek Lefik, Poland

Yaguo Lei (), China

Kauko Leiviska (%), Finland
Ervin Lenzi (%), Brazil
ChenFeng Li(%), China

Jian Li(), USA

Jun Li(®, China

Yueyang Li(2), China

Zhao Li(»), China

Zhen Li(, China

En-Qiang Lin, USA

Jian Lin (%), China

Qibin Lin, China

Yao-Jin Lin, China

Zhiyun Lin (%), China

Bin Liu(®), China

Bo Liu(), China

Heng Liu (), China

Jianxu Liu (), Thailand

Lei Liu@®), China

Sixin Liu (), China

Wanquan Liu(#), China

Yu Liu(®), China

Yuanchang Liu (), United Kingdom
Bonifacio Llamazares (2, Spain
Alessandro Lo Schiavo (1), Italy
Jean Jacques Loiseau (), France
Francesco Lolli(1»), Italy

Paolo Lonetti (), Italy

Antoénio M. Lopes (), Portugal
Sebastian Lopez, Spain

Luis M. Lépez-Ochoa (%), Spain
Vassilios C. Loukopoulos, Greece
Gabriele Maria Lozito (1), Italy
Zhiguo Luo (), China

Gabriel Luque (), Spain
Valentin Lychagin, Norway
YUE MEI, China

Junwei Ma (>, China

Xuanlong Ma (), China
Antonio Madeo (1), Italy
Alessandro Magnani (), Belgium
Toqeer Mahmood (i), Pakistan
Fazal M. Mahomed (1), South Africa
Arunava Majumder (), India
Sarfraz Nawaz Malik, Pakistan
Paolo Manfredi (), Italy

Adnan Magsood (%), Pakistan
Muazzam Magqsood, Pakistan
Giuseppe Carlo Marano (), Italy
Damijan Markovic, France
Filipe J. Marques (), Portugal
Luca Martinelli(®), Italy

Denizar Cruz Martins, Brazil
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Francisco J. Martos (), Spain

Elio Masciari (), Italy

Paolo Massioni ("), France
Alessandro Mauro (1), Italy
Jonathan Mayo-Maldonado (), Mexico
Pier Luigi Mazzeo (1), Italy

Laura Mazzola, Italy

Driss Mehdi("), France

Zahid Mehmood (), Pakistan
Roderick Melnik (%), Canada
Xiangyu Meng (), USA

Jose Merodio (%), Spain

Alessio Merola (), Italy

Mahmoud Mesbah (), Iran
Luciano Mescia (), Italy

Laurent Mevel (), France
Constantine Michailides (), Cyprus
Mariusz Michta (), Poland

Prankul Middha, Norway

Aki Mikkola (%), Finland

Giovanni Minafo (1), Italy
Edmondo Minisci (), United Kingdom
Hiroyuki Mino (i), Japan

Dimitrios Mitsotakis (*), New Zealand
Ardashir Mohammadzadeh (), Iran
Francisco ]. Montdns (|2}, Spain
Francesco Montefusco (1), Italy
Gisele Mophou (%), France

Rafael Morales (%), Spain

Marco Morandini (), Italy

Javier Moreno-Valenzuela (2, Mexico
Simone Morganti (), Italy

Caroline Mota (), Brazil

Aziz Moukrim (i), France

Shen Mouquan (%), China

Dimitris Mourtzis(*), Greece
Emiliano Mucchi (), Italy

Taseer Muhammad, Saudi Arabia
Ghulam Muhiuddin, Saudi Arabia
Amitava Mukherjee (), India

Josefa Mula (%), Spain

Jose ]. Mufioz(2), Spain

Giuseppe Muscolino, Italy

Marco Mussetta (), Italy

Hariharan Muthusamy, India
Alessandro Naddeo (1), Italy

Raj Nandkeolyar, India

Keivan Navaie (), United Kingdom
Soumya Nayak, India

Adrian Neagu (), USA

Erivelton Geraldo Nepomuceno (), Brazil
AMA Neves, Portugal

Ha Quang Thinh Ngo (), Vietnam
Nhon Nguyen-Thanh, Singapore
Papakostas Nikolaos (), Ireland
Jelena Nikolic (%), Serbia

Tatsushi Nishi, Japan

Shanzhou Niu (), China

Ben T. Nohara (5, Japan
Mohammed Nouari (), France
Mustapha Nourelfath, Canada
Kazem Nouri(#), Iran

Ciro Nufez-Gutiérrez (1), Mexico
Wlodzimierz Ogryczak, Poland
Roger Ohayon, France

Krzysztof Okarma (1), Poland
Mitsuhiro Okayasu, Japan

Murat Olgun (), Turkey

Diego Oliva, Mexico

Alberto Olivares (), Spain

Enrique Onieva(:), Spain

Calogero Orlando (%), Italy

Susana Ortega-Cisneros(2), Mexico
Sergio Ortobelli, Italy

Naohisa Otsuka (%), Japan

Sid Ahmed Ould Ahmed Mahmoud (),
Saudi Arabia

Taoreed Owolabi (%), Nigeria
EUGENIA PETROPOULOU (5), Greece
Arturo Pagano, Italy
Madhumangal Pal, India

Pasquale Palumbo (1), Italy

Dragan Pamucar, Serbia

Weifeng Pan (%), China

Chandan Pandey, India

Rui Pang, United Kingdom

Jurgen Pannek (©), Germany

Elena Panteley, France

Achille Paolone, Italy
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George A. Papakostas(2), Greece
Xosé M. Pardo (), Spain

You-Jin Park, Taiwan

Manuel Pastor, Spain

Pubudu N. Pathirana (i), Australia
Surajit Kumar Paul (%), India

Luis Paya (), Spain

Igor Pazanin (2), Croatia

Libor Pekaf (), Czech Republic
Francesco Pellicano (1), Italy
Marecello Pellicciari (), Italy

Jian Peng (), China

Mingshu Peng, China

Xiang Peng (), China

Xindong Peng, China

Yuexing Peng, China

Marzio Pennisi(?), Italy

Maria Patrizia Pera (), Italy
Matjaz Perc(]), Slovenia

A. M. Bastos Pereira (1), Portugal
Wesley Peres, Brazil

F. Javier Pérez-Pinal (©), Mexico
Michele Perrella, Italy

Francesco Pesavento (1), Italy
Francesco Petrini (), Italy

Hoang Vu Phan, Republic of Korea
Lukasz Pieczonka (), Poland
Dario Piga (), Switzerland

Marco Pizzarelli (), Italy

Javier Plaza (), Spain

Goutam Pohit (), India

Dragan Poljak (i), Croatia

Jorge Pomares (), Spain

Hiram Ponce (2}, Mexico
Sébastien Poncet (), Canada
Volodymyr Ponomaryov (), Mexico
Jean-Christophe Ponsart (), France
Mauro Pontani (), Italy
Sivakumar Poruran, India
Francesc Pozo (2}, Spain

Aditya Rio Prabowo (©2), Indonesia
Anchasa Pramuanjaroenkij (), Thailand
Leonardo Primavera (), Italy

B Rajanarayan Prusty, India

Krzysztof Puszynski (%), Poland
Chuan Qin (), China

Dongdong Qin, China

Jianlong Qiu (), China

Giuseppe Quaranta (), Italy

DR. RITU RAJ (), India

Vitomir Racic(), Italy

Carlo Rainieri (), Italy
Kumbakonam Ramamani Rajagopal, USA
Ali Ramazani(), USA

Angel Manuel Ramos (%), Spain
Higinio Ramos (2}, Spain
Muhammad Afzal Rana (%), Pakistan
Muhammad Rashid, Saudi Arabia
Manoj Rastogi, India

Alessandro Rasulo (9, Italy

S.S. Ravindran (), USA
Abdolrahman Razani (), Iran
Alessandro Reali (), Italy

Jose A. Reinoso(2), Spain

Oscar Reinoso (2}, Spain

Haijun Ren (), China

Carlo Renno (19, Italy

Fabrizio Renno (1), Italy

Shahram Rezapour (), Iran
Ricardo Riaza ([, Spain

Francesco Riganti-Fulginei (), Italy
Gerasimos Rigatos (), Greece
Francesco Ripamonti (), Italy
Jorge Rivera(ls), Mexico

Eugenio Roanes-Lozano (2}, Spain
Ana Maria A. C. Rocha((?), Portugal
Luigi Rodino (9, Italy

Francisco Rodriguez (), Spain
Rosana Rodriguez Lopez, Spain
Francisco Rossomando (1)), Argentina
Jose de Jesus Rubio (i), Mexico
Weiguo Rui(), China

Rubén Ruiz (), Spain

Ivan D. Rukhlenko (1), Australia
Dr. Eswaramoorthi S. (%), India
Weichao SHI(%), United Kingdom
Chaman Lal Sabharwal (), USA
Andrés Séez (), Spain
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Bekir Sahin, Turkey
Laxminarayan Sahoo (), India
John S. Sakellariou (%), Greece
Michael Sakellariou (), Greece
Salvatore Salamone, USA

Jose Vicente Salcedo (), Spain
Alejandro Salcido (), Mexico
Alejandro Salcido, Mexico
Nunzio Salerno (i), Italy

Rohit Salgotra (), India
Miguel A. Salido (), Spain
Sinan Salih (), Iraq
Alessandro Salvini (), Italy
Abdus Samad (), India

Sovan Samanta, India
Nikolaos Samaras (), Greece
Ramon Sancibrian (%), Spain
Giuseppe Sanfilippo (1), Italy
Omar-Jacobo Santos, Mexico

] Santos-Reyes (), Mexico
José A. Sanz-Herrera(), Spain
Musavarah Sarwar, Pakistan
Shahzad Sarwar, Saudi Arabia
Marcelo A. Savi(), Brazil
Andrey V. Savkin, Australia
Tadeusz Sawik (), Poland
Roberta Sburlati, Italy
Gustavo Scaglia (2), Argentina
Thomas Schuster (), Germany
Hamid M. Sedighi (", Iran
Mijanur Rahaman Seikh, India
Tapan Senapati(), China
Lotfi Senhadji(®), France
Junwon Seo, USA

Michele Serpilli, Italy

Silvestar Sesni¢ (), Croatia
Gerardo Severino, Italy

Ruben Sevilla (%), United Kingdom

Stefano Sfarra(), Italy

Dr. Ismail Shah (%), Pakistan
Leonid Shaikhet (), Israel

Vimal Shanmuganathan (), India
Prayas Sharma, India

Bo Shen (), Germany

Hang Shen, China

Xin Pu Shen, China

Dimitri O. Shepelsky, Ukraine
Jian Shi(#, China

Amin Shokrollahi, Australia
Suzanne M. Shontz (), USA
Babak Shotorban (), USA
Zhan Shu(?), Canada

Angelo Sifaleras (), Greece
Nuno Simdes (2, Portugal
Mehakpreet Singh (1), Ireland
Piyush Pratap Singh (®), India
Rajiv Singh, India

Seralathan Sivamani(), India
S. Sivasankaran (i), Malaysia
Christos H. Skiadas, Greece
Konstantina Skouri (%), Greece
Neale R. Smith (%), Mexico
Bogdan Smolka, Poland
Delfim Soares Jr.(), Brazil
Alba Sofi(1»), Italy

Francesco Soldovieri (), Italy
Raffaele Solimene (1), Italy
Yang Song(5), Norway

Jussi Sopanen (%), Finland
Marco Spadini (), Italy

Paolo Spagnolo (), Italy
Ruben Specogna (), Italy
Vasilios Spitas(2), Greece
Ivanka Stamova (), USA
Rafal Stanistawski (), Poland
Miladin Stefanovié¢ (), Serbia
Salvatore Strano (1), Italy
Yakov Strelniker, Israel
Kangkang Sun (), China
Qiugin Sun(?), China
Shuaishuai Sun, Australia
Yanchao Sun (), China
Zong-Yao Sun(), China
Kumarasamy Suresh (%), India
Sergey A. Suslov (2, Australia
D.L. Suthar, Ethiopia

D.L. Suthar (%), Ethiopia
Andrzej Swierniak, Poland
Andras Szekrenyes (), Hungary
Kumar K. Tamma, USA
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This paper presents actuator fault detection of discrete-time nonlinear descriptor systems by means of nonlinear unknown input
observers. The approach is based on the exact factorization of the estimation error in order to overcome the well-known problem
of unmeasurable scheduling variables within the observation of convex models, thus avoiding the use of Lipschitz constants,
differential mean value theorem, or robust techniques. As a result, the designing conditions are cast in terms of linear matrix
inequalities and efficiently solved via commercially available software. Numerical as well as academic setups are provided to
illustrate the advantages and performance of the proposal.

1. Introduction

The use of state observers [1] is important for many tasks
within control theory. In particular, unknown input (UT)
observers whose task is to estimate both the state and un-
known inputs (they may be disturbances) have been de-
veloped in [2], and they are of particular interest also for
fault detection and isolation [3, 4] or fault tolerant control
schemes [5, 6]; they can be also applied in other fields [7].
For linear systems, there are several UI observers, e.g.,
[8-10]; for nonlinear systems, linear methods are mostly
chosen because of its simplicity [11]. Nonlinear techniques
such as sliding mode [12], adaptive schemes [13], Lipschitz
approaches [14], high-gain observers [15], or combinations
of them require certain structure of the model or performing
nonlinear transformations.

On the other hand, convex models (a convex model is a
collection of linear models interconnected by scalar func-
tions (also known as scheduling functions), which are
nonlinear and hold the convex sum property in a region
[16, 17]. If the convex model is the result of the sector

nonlinearity [18], it is an exact representation of the non-
linear system) [19, 20] have been directly combined with the
direct Lyapunov method; thus obtaining conditions in terms
of linear matrix inequalities (LMIs) [21]. Conditions in the
form of LMIs are preferred since they are numerically
solvable via convex optimization techniques [22]. Within
this context, there exist several state observers for both
continuous [23, 24] and discrete-time systems [25-27]. In
the case of UI observers, there are some works concerning
proportional-integral setups [28, 29] or non-Luenberger
forms [30-34].

Nevertheless, within the convex framework, the observer
design presents an open problem: if the scheduling variables
do not exclusively depend on measurable/available signals,
the designing conditions get involve and difficult to cast as
LMIs. Recent works have intended to tackle this issue by
employing Lipschitz constraints [24, 35], the differential
mean value theorem (DMVT) [36, 37], and robust H
approaches to mitigate the influence of the unknown
scheduling parameters [38]; more recently, in [39, 40], a
transformation that enlarges the size of the state is proposed.
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In this work, we follow the ideas of [41] for solving this
problem: algebraic rearrangements in order to properly
factorize the error signal.

A generalized representation for standard state-space
models is given by descriptor systems [42]; within this setup,
a special case considers that the descriptor matrix is in-
vertible [43]. For this class of descriptor systems, in [27], a
convex observer design has been developed, and it considers
only available scheduling variables; in [44, 45], an UI ob-
server has been proposed, and it can handle unmeasurable
scheduling variables by robust argumentations.

The estimation of the states and parameters makes
possible the fault diagnosis, which is divided into fault
detection, fault isolation, and fault identification [46, 47].
The fault detection (FD) is used to identify when there is a
malfunction in the system and determine the moment when
the fault occurs [48]. In FD, there exist some results using the
UI observer for actuator fault, for example, [13] where an
adaptive approach is developed for an aircraft actuator fault.
In [49], UI observers are employed for fault detection and
isolation.

Contributions: a novel convex UI observer scheme is
used for discrete-time descriptor models with unmeasurable
scheduling variables; the scheme makes use of algebraic
manipulations instead of Lipschitz constraints, the differ-
ential mean value theorem, or robust techniques in order to
obtain an adequate estimation error dynamics, thus relaxing
the results. Actuator fault detection and estimation is per-
formed by means of the proposed UI observer.

The rest of the paper is organized as follows: Section 2
provides the background for further developments and
notation. Section 3 states the LMI conditions for the non-
linear UT observer design via convex models. In Section 4,
the UT observer is applied to actuator fault detection and
estimation of nonlinear systems. Section 5 illustrates the
proposal via the numerical example and train system.
Section 6 concludes the paper by giving some final remarks.

2. Problem Statement

Consider the following discrete-time nonlinear descriptor
model:

Vi = C (%)X
(1)

where x; € R” is the state vector, u, € R™ is the input
vector, and d;. € R? is the unknown input vector, y, € R is
the output vector; A(x;), B(yi), C(x), D(yy), and E (yy)
are matrix functions whose entries are smooth and bounded
in a region Q. ¢ R” including the origin. This work only
considers the particular case when E(-) is full rank (the case
when descriptor matrix is not invertible has been recently treated
in [50, 51], this case is also referred as differential-algebraic-
equation (DAE) systems or singular ones [52], and it is out of the
scope of this work. Fault diagnosis schemes for this type of
systems have been addressed in [53]) for x; € Q,; that is, from
(1), it is always possible to obtain a standard state-space
representation:

E(yi)%e1 = A(x)xi + B(yi)ue + D (yi)dy
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X = B (7) (A (xi0)x5 + B(ri)ug + D (vi)dy)
= f (X o di).
In what follows, arguments will be omitted when their
meaning can be inferred from the context.
The approach is based on designing an observer for the

estimation of both the state x; and the unknown input d;; to
this end, an augmented vector is employed [29, 44], that

is, o= [« d]', do=[dl b, ... dl,] erOA,
where p is such that (z — 1)P*'d, = 0 as proposed in [45]; for

instance, for p = 1, we have
d 0 1
el ] 5o [ ] 3)
dk+2 -12

Hence, an augmented system yields

(2)

dk+1 = Sdk, Wlth dk+1 = |:

Vi = G (X )xp
(4)

where y € R* (P*Da, g ¢ R(PIF*(P1+9) 5 3 known matrix,
and

E(ViXesr = A (%o YidXx + B (yi) o

[E(y) 0
£ () - (O”I],
_ -A(xk) | D(yk)onqu
'Q{(xloyk)__ 0 | S ] (5)
By
% () - (j)}

@ (x) =[C(x) 0]

In the literature, most of the observer design ap-
proaches deal with systems in standard form (2); for in-
stance, without the unknown input, x;,; = f (x, u;) and
yi = Cx;; they consider special cases xp,; = Axi+
Bf (yi-u) + ¢ (x;); thus, the task is to stabilize an error
system with the form e, = (A - LC)e; + ¢ (x;) — ¢(Xy),
where e, = x; — X is the estimation error, X, is the esti-
mated state vector, L is the observer gain to be designed,
and the function ¢ (-) is assumed to hold Lipschitz bounds,
ie, op(x)—dX)N<IZLx-%l, £>0 being a Lipschitz
constant [54, 55]. In the context of convex models, most of
the works only consider that the scheduling variables are
available and then ¢(x;) —¢(X;) =0 [25], which, in
practice, is not realistic. For the general case, when
¢ (x) — ¢(X,) #0, this expression is treated by means for
Lipschitz bounds [24], as a perturbation via H_, approach
[38], as an uncertainty via robust approaches [56]; other
works employ the differential mean value theorem [37],
Jacobian [57], or transformations that enlarge the size of
the state [40]. Nevertheless, these approaches are con-
servative approximations, or increase the computational
complexity of the problem, or are only valid for particular
cases [58]; additionally, none of them consider observers
for systems of form (1). Next section presents a meth-
odology that avoids the use of previous ones.
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2.1. An Amenable Descriptor Error Form. In order to obtain
an amenable error system for Lyapunov analysis, in [41], a
methodology that avoids the use of Lipschitz-like bounds
has been presented; it is based on algebraic operations in
order to factorize the estimation error at the left side of error
dynamic difference equation. Thus, the variation of the

EV X1 = L (X Yk + B (i) + L(Xpo yie) Vi = Vi)» - T =

with
) - [ xk>|D<ykS ] O
G (%) =[C(%) 0],

and the nonlinear observer gain L(Xy, y;) € R""Paraxe
depending only on all the available signals; it should be
designed such that the estimation error

xk_xk:|

d, —d, ®

ek = Xk~ Xk = [
satisfies lim e, = 0. Thus, in [41], it has been proven that,
under nfild'%: assumptions, it is always possible to write the
error dynamics as

& (yeewn =( (%0 %) = LR y)E (xi0 ) Jers (9)

where o (x;, X )ep = A (xp yidxx — 4 (X )X and
€ (X, X )e, = € (x)x, — € (X)X, have bounded entries in
Q, x Q. For instance, consider a polynomial expression
p(x) - p(x) with p(x) = x,x, and p(X) = X,X,; following
[41], we have p(x)—p(X) =0.5(x, +X,)e; +0.5
(x; +X,)e,, €4 =x, —X,, €, =%, —X,. Now, consider a
nonpolynomial expression p(x) — p(X), with p(x) = sinx,
and p(X) = sinX;; a third-order Taylor approximation will
give p(x) — p(X) = x; — (x3/6) - X, + (2?/6), and then we
can apply similar procedure as before.

Now, error system (9) has an amenable form for
Lyapunov-based analysis. However, if the aim is to obtain
LMI conditions, (9) should be expressed as an exact convex
model, and this is the matter of the following section.

2.2. Convex Expressions. The sector nonlinearity [18] is
employed to express bounded nonconstant terms
z(+) € [2° z!] as a convex sums of its bounds, that is,
z(-) = wy (2)2° + w, (2)z', where z° and z' are the mini-
mum and maximum of z (-) in a region; the functions w, =
(2! =z (-)/(z! = 2°) and w; = 1 — w, hold the convex sum
property in the same modeling region, i.e., w, (z) + w, () =
1 and wy, w; € [0,1].

Note that, in (9), matrices &(y;), & (x;, %), and
@ (x4, X;) contain nonconstant terms depending on x;, X,
and y,; clearly, all the state variables are not fully available;

Lyapunov function along the trajectories of the error system
can be written as AV (e) = e}:Q(‘)ek and AV (e)<0 if
Q(+) <0, and the latter is guaranteed via convex models and
linear matrix inequalities. Motivated by these ideas, the
following observer structure is adopted:

C (%)X (6)

thus, a useful convex rewriting must take this into account.
The following steps extend the sector nonlinearity to our
case:

Step 1: identify all the nonconstant terms, also known as
scheduling variables, in & (y,), o (x;, %), and € (x;, X;)
depending exclusively on available signals, and capture
them in the vector z (X, y;) € R® while all the rest of the
terms should be grouped in {(x;, X, yi) € R°. Each
entry is assumed to be bounded in Q, x Q- ie,
z; (X yi) € [2). 2] ] ie{l,2, .5 Sh and
C (X X> Vi) E ( ( ,jef{l,2,... 0}
Step 2: construct, for each z; (X, i), i € {1,2,...,s},
and (; (x4 X yi), j€1{1,2,...,0} a pair of scalar
convex functions as follows:

Z(x y)

zi —zi

w()(x )_

wll (55) }’) =1- w:) (52’ )/),

(- (x%y) o
. N =X,y

W (6,%,y) = 1-w) (%%, y);

by construction, these functions hold the convex sum
property in Q xQ-, ie, wo(x y)+w1(x y)=1,
A €2 ), wi (X, y) € [0,1], W) (%,%, y) + @) (x,%,y) =

L, 0} (%, %, y), ] (x,%, y) € [0,1].

Step 3: define the scheduling functions as

w] (2w}, (22),- .. wj (2,),
;(0) = wj ()}, (), 0f (8),

with i € {1,2,...,7}, je{1,2,...,p}i; € {0,1}, r = 2°,

p = 2% moreover, the sets of indexes [ii,,...,i ] and

[j1j2>--->J,] are a s-digit and o-digit binary repre-

sentation of (i—1) and (j—1), respectively. The

scheduling functions also hold the convex sum prop-

erty in O, x Q, that is, Y/, w; (2) = 1, w; (2) € [0,1],
1w (()—1 andw (0) € [0,1].

Step 4: compute the vertex models &; = & (y;)ly. 1>
ﬂ(xk,xk)lww 1 Gy %(xk,xk)lww hie{l,2,
b je{n2 )

w; (z) =

(11)



Thus, an exact convex representation of (9) is
ZW (z1)Eiepir = Z ZW (z)o Ck)( - L(X 7)€, )ek

i=1 j=1
(12)

The nonlinear observer gain is L(Xy, y;) and will be
defined later on.

2.2.1. Notation. For convex expressions, the following
shorthand notation will be employed throughout the
manuscript: single convex sums Y,y = Y/, w;(2;)Y; and
O, wi(zY; )_ , w1th delayed sched-
Zm 1 Wy (21,1)Y,,» or depending
on nonavailable variables Y, =" ;) ¢ )Y ;> and so on.
Additionally, A>0(<0) means that A € R™" is positive
(negative) definite. An asterisk ( *) will be used in matrix
expressions to denote the transpose of the symmetric ele-
ment; for in-line expressions, it will denote the transpose of
the terms on its left side:

A B _[A(*)
Bc| |B C

=A+B+(*)+C.

its inverse Yw(z )=

uling functions Y,,(,, )=

]andA+B+AT+BT+C
(13)

Hence, system (12) is shortly written as

Ew(zy))Bhs1 = (Ew(zk)w((k) - L(% yk)%w(zk)w((k))ek
(14)

The following lemmas are useful in order to derive LMI
conditions for the design of L (X, y;). The first one concerns
a sum-relaxation scheme based on [59]; the second one
allows avoiding the computation of & '(y,) while adding
slack variables [27].

Lemma 1 (see [59]). Let YJ" = (YT, (i,lm) € {1,2,
.7, j €{1,2,..., p}, be matrices of adequate dimensions.

Yhen Yo zow(zow ZM yo(g,) <0 holds if
— 1Y{,m +Y) Y <0, (15)

for all (i,lm) € {1,2,...,r}, je€ {1,2,...,p}

Lemma 2 (see [60]). Let £ R", @ =0T ¢ R™, and
P € R™", rank (RB) <n; then, the following statements are
equivalent:

(i) §' @§ <0, VBE =0, §#0

(i) AZ e R™™: @+ TR+ B Z" <0

Now, we are ready to establish LMI conditions for the

stabilization of error system (9) at the origin e = 0 via its exact
convex representation (12).

3. LMI-Based Stabilization of the Error System

This section provides LMI conditions to compute L (X, ¥i).
The developments are based on a convex Lyapunov function
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candidate (in the context of TS models, it has been introduced
as nonquadratic Lyapunov function [61], in the context of
fuzzy systems as fuzzy Lyapunov functions [62], in the context
of LPV models, as parameter dependent Lyapunov functions
[63]. Here, the name convex Lyapunov function is adopted
due to its dependence on the convex functions w; (z)):

V(e) = eZPw(zk)% Py(z) = ZW,- (21) Py (16)
i=1

with P; € ROPIHDX(mpatd). p.5 0 j e (1,2, ..
ation is

., t}; its vari-

T T
AV (e) = ek+1Pw(zk+l)ek+1 - ekPw(zk)ek’ (17)

which can be expressed as follows (without substituting the
dynamics of estimation error (9)):

Tr-p 0
AV(e)=[ o ] v (=) [ o ] (18)
€Lyt 0 PW(zkH) €Lyl

Note that function (16) is convex and it only depends on
available signals. With this in mind, the following result states
LMI conditions for the design of the nonlinear gain L (X, ).

Theorem 1. The origin e =0 of error system (9), with an
exact convex representation (12), is asymptotically stable if
there exist matrices P; € R PIHOXn4patd) | N ¢ R (ntpa+ai<o,
and G, € Rpara>(mpara) e (12 r} such that P;>0
and the LMIs in (15) are satisfied with

—Pz (=)

Yi' =\ G, NG, -G, - &G
19— Ni€;; -G&;-8,G +P,

, (19)
for all (i,I,m) € {1,2,...,7}, je {1,2,...,p}. Then, the
observer gain is computed as L(Xp,y;) = W(Zk)N @)
Moreover, any trajectory e, starting in the outermost Lya-
punov level set {e: V (e;) <c} c Q, x Q=,¢>0 goes to zero as
time goes to infinity.

Proof. Recall the variation of the Lyapunov function
expressed as in (18); thus, error system (9), with exact convex
representation (12), is also expressed as

od = = e
[Fwea@) = LGy uan (@) ~Ewian] [ ‘. ] -0
+1
(20)

By Lemma 2, (18) and (20) can be written together:

Z
[Zi ][ w(z)o(@) ~ L& Y08 (20 () = Ew(z) |

-P, 0
+(*)+[ (=) j|<0.
0 Pugan)
(21)
Hence, by choosing Z, =0 and Z, = G,(,,) and the
definition L(yck, yk) = G;vl(zk)NW(Zk)’ GW(Zk) €

R(paasmx(pararm N e R (P12 and we have
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—-P
W(zk)
Yoo (ze)w (2w (1) (46) =

Finally, by means of relaxation Lemma 1, the desired
result yields. U

Remark 1. The speed convergence of observer (6) can be
increased if the following condition is verified
AV (e) < (a*> = 1)V (e), 0 < a < 1 which can be translated into
LMIs, that is, solving the LMIs in (15) with

—(szl (%)

Yme=| "L
i Gd;; - Ny -G/&,- &Gl +P,

, (23)

for all (i,l,m) € {1,2,...,r}, je{1,2,...,p}.

The following result provides LMI conditions for stan-
dard systems and its corresponding observer, i.e., (6) with
E(y,) = I1,,, where I, is the identity matrix. Hence, the next
result follows directly from Theorem 1.

Corollary 1. The origin of error system (9), with E(y,) =1,
is asymptotically stable if there exist P, € R Pa+dx(ntpa+a)
N, € RUHPID2 g0 d G 'e R (1pa+d) | ¢ (1,2, 1}
such that P; >0 and LMIs in (15) hold with

-P (*)

Yfzm = - = T
GA;; - NG -G -G +P,

], (24)
forall (i,l,m) € {1,2,...,r¥, j € {1,2,..., p}. The nonlinear
observer gain L (X, y)) = G‘;l(zk)Nw(Zk). Moreover, any tra-
jectory e, starting in the outermost Lyapunov level set
fe: V(e)<ct cQ, xQzc>0 goes to zero as time goes to
infinity.

Proof. It follows directly by considering E (y,) = I,, from the
developments in Theorem 1. |

E(yi) Xk = A(Zp yi) X + By + L (X vi) (Vi = i)

where X, € R" is the observer state and L (X, y;) € R™ is
the observer gain to be designed. Following the methodology
previously presented, the error dynamics is

E(yi)ex = (A(x ) = L(Xpo yi)C (x Xi) Jers (26)

where A (x;, Xp)ep = A(xp)x, — ARy, y)%, and  C(xg,
Xee = C(x)x, — C(Xp ¥i) X, Thus, we have the next
result.

Corollary 2. The origin of error system (26) is asymptotically
stable if there exist P; € R™", N, € R™°, and G, € R™",
le{1,2,...,7r} such that P;>0 and LMIs in (15) hold with

(=)
<0. (22)

G (2) %o (2w (6) ™ Nur(2) Cor ()0 (6) O (20)uw(20) * (F) + Par(z)

Remark 2. The methodology in previous approaches starts
by computing a convex model of the given nonlinear one
(standard or descriptor), and then, the estimation error is
computed; if the problem involves unmeasurable scheduling
variables, it is solved by considering the already defined
scheduling functions. In contrast with those works, the
methodology hereby presented begins by obtaining the
nonlinear estimation error dynamics via factorizations; then,
it employs the sector nonlinearity approach for writing an
equivalent convex representation; thus, a fitter convex model
is employed and the observer gain includes all the available
signals.

Remark 3. In this work, a convex Lyapunov function such as
the one introduced in [61] is employed; naturally delayed
scheduling functions can be included similar to [25] or to the
generalization [27]. For instance, following [25], the Lya-
punov function candidate would be V' (e) = esz(zkil)ek,
Ptz ) = Lomet Win (24_1)P,, together with the observer gain
L(Xp Xk-15 Vio Vi) = Guapw(ze ) Nwlzow(z,)-

Remark 4. The numerical complexity of Theorem 1 can be
approximated by log,o () where
ng=r(n+pq+q)0.5n+pqg+q+1)+n+pg+q+o) is
the number of decision variables and n; = 2r°p (n + pq + q)
is the number of LMI rows [64]. Moreover, if the number
LMI conditions in Theorem 1 is large, one can reduce its
complexity by “judiciously eliminating” some convex
tunctions either from the Lyapunov function or the observer
gain.

In the case without unknown inputs (d; = 0) in (1), the
states of the resulting system can be estimated by the fol-
lowing nonlinear observer:

Vi = C(Xp yie) %o (25)

m

o -P, (%)
Y;]l = — — T ~T > (27)
GA; - NC;; -G ~E G| +P

forall (i,lm) € {1,2,...,r}, j € {1,2,..., p}. The nonlinear
observer gain L(Xy, y;) = G;vl(zk)Nw(zk). Moreover, any tra-
jectory e, starting in the outermost Lyapunov level set
fe: V(e)<cl € Q, xQs,c>0 goes to zero as time goes to

infinity.

Proof. The proof follows a similar path than the one for
Theorem 1, with a Lyapunov function candidate
Vie) = esz(zk)ek, P;>0,P, e R™,ie{l1,2,...,r}, and the
nonlinear error dynamics (26) expressed in a convex form as



A = = e
[ Aw(20w(5) = L& ¥6)Cu (20 (1) —Ew(zk)][ ¢ ]:0,

€+l
(28)

-P
w(z)
YW(Zk)W(Zk)W(an)‘”((k) =

Finally, by means of relaxation Lemma 1, we conclude
the proof.

Recall that most of the previous works do not consider
scheduling functions depending on unmeasurable variables
[25, 27] nor descriptor systems of form (1) [25]. O

E(yi)xi = A(xie)xe + B(y)uie + fa (e yie) + D (yi)die

where f, (4, y,) € R™ represents the actuator fault vector;
if it can be included inside of the unknown input, then (30)
can be expressed as (1); in this case, conditions in Theorem 1
can be used. As customary in fault detection schemes, a
residual signal based on the observer estimation of the
unknown input is generated [65, 66]:

" :“ak" (31)

The residual can be filtered to get a clear signal. The
estimation of the fault can be done once the fault is con-
sidered as an unknown input [67].

Remark 5. It is possible to apply a mix of H, and H_ per-
formances, for instance, H_, attenuation in order to make
residual (31) robust to uncertainties, noise, and the fault and the
index H_ index in order to make more sensitive the detection
of the fault [68, 69].

5. Examples

In this section, two examples are presented. The first one is
intended to compare the performance of our proposal in
contrast with recent approaches while the second one il-
lustrates the estimation of actuator faults in the train system.
The LMI conditions have been implemented in YALMIP

xlxi - 0.58x, +0.2d,

0.7x, + x, sinx; +0.2d,
d,
-d, +2d,

& (y)exn =

Gy (2)Aw (20 (6) ~ N (20Cw (20 (6) ~Ow(@)Ew(z) * () + Py(z)
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and by the wuse of Finsler's lemma, with
L(X i) = G;vl(zk)Nw(zk), Z, =0, and Z, = G,,,), we have

(%)
<0. (29)

4. Actuator Fault Detection and Estimation

In this section, an application of the UI observer devel-
oped above is employed in order to estimate and detect
actuator faults [46, 47]. Thus, let us now consider non-
linear discrete-time descriptor system (1) with an actuator
fault:

Yk = C(xk)xk> (30)

[70] with SeDuMi [71], while simulations have been run in
Simulink for MATLAB2019b.

Example 1. Consider descriptor system (1) with matrices

[ 2 {1+x)
E(yk): (1+x2)71 1 >
s 1
Alx ):—xg -0.58
k | 0.7 sinx; '
B 0.1 (32)
0.1 ]
|02
o2 )
—1 T
1]’

with $>0 is a known parameter. It is assumed that the

unknown input has dynamics such as (z - l)zdk = 0, i.e.,
01 .

12 ] In order to estimate both the

state x; and the unknown input d,, an extended system of

form (4) and its corresponding observer (6) are constructed.

Thus, the error dynamics e, = x; — X can be computed as

dk+1 = Sdk with § =

X,%5 - 0.5%, +0.2d,

0.7%, + X, sin X, + 0.2d,

- -LO)(y-7) (33)
d;

—cAll + 2212
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Applying the factorization methodology in [41] and con-
sidering that y = x,;, we have x2 — X3 = (x, + %,) (x, - X,) =
(x, + X,)e, leading to final error dynamics
2 —-(1+x3)" 00 0 x,(x,+%,)-0.58 0.2 0
1+x2)7 ! 1 00 0.7 sin x; 020
(1+x1) ey = ~L(:)[1 00 0] le. (34)
0 0 10 0 0 0 1 ——%
0 0 01 0 0 -1 2
& () E(xk,;k)
(2 —Z" 00
In order to synthesize the nonlinear observer gain via W
LMIs, it is necessary to express (34) in a convex form (12); to & = 21 00 ,
this end, let us consider the compact sets Q. = 0 0 10
{lx,1<0.5, |x,| < 0.8} and Q- = {|x,|<0.8}. Thus, the non- LO 0 01 (35)
constant terms and their bounds are z; = (1+x2)"' i) z’;(({l +22)_0‘5/3 0.2 0
€[0.8,1], =z, =sinx, € [-0.4794,0.4794], z;=x € B .
[-0.5,0.5], z, = %, € [-0.8,0.8], and {; = x, € [-0.8,0.8] ;=07 z 020
(nonavailable signals). The scalar convex functions are 0 0 0 1
w;(z) = w}l (zl)‘wf2 (zz)wf‘3 (Z)w} (z4), wj(z) = (2} —2)/ L 0 0 -1 2
(z} =20,  wi(z)=1-wj(z;), i€{l,2,3,4}, and T 4 N
1 1 = =
w; () = @} (§), wh({)) = G- -0, @l =1-w). For example, if i=6 and j=1, we have

The vertex matrices are

W (2) = wy (z))ws (2,)wy (23)w] (24), w; () = wy ({;), and

2 ZY 00 2 0800
21 00| |08 1 00
gs = = s
0 0 10 0 0 10
L0 0 01 0 0 01
(36)
[0 23(¢}+25)-058 02 0] [0 -058 020
_ 0.7 z! 02 0| |07 04794 02 0
Ay = = :
0 0 0 1 0 0 0 1
L o 0 12] Lo o -12

Several numerical tests have been performed in order to
show the effectiveness of the proposal in contrast with recent
works:

(i) LMlIs in Theorem 1 have been run as well as the ones
in [45], Theorem 2, with a Lyapunov function
candidate (16) and decay rate & = 0.95 (see Remark
1), seeking feasibility for the largest 5> 0. It results
that our proposal is feasible up to f = 0.863, while
the one in [45], Theorem 2, is only up to 8 = 0.794.
Comparisons have been done with the same Lya-
punov function (16) and under the same relaxation
scheme.

(ii) In terms of the number of decision variables, for this
example, we have that numerical complexity for
Theorem 1 is 12.86 while for [45] is 10.24.

(iii) A UI observer uses the generalization in [27], and
although it is for discrete-time descriptor systems, it
cannot be applied as it only considers available
scheduling variables.

(iv) If UI observer schemes for standard state-space
models are to be applied [33, 39], then the inverse of
the matrix E (y,) has to be computed. For instance,
using conditions in Corollary 1 yields numerical
problems because 65568 LMIs have to be solved.



For illustration purposes, the LMI conditions in form (1)
have been found feasible for 8= 0.85 and a decay rate
a = 0.95, and some of the computed matrices are

r0.3502 7
0.4455
N, =1x10""* ,
0.0786
[ -0.0245 |
[ 0.4528 0.4482 —0.1117 —0.01477
~0.4197 0.6839 0.0704 —0.0772
G, =1x10"" ,
0.0656 —0.3033 0.7189 —0.5508
[-0.0796 0.1505 —0.5751 0.4700
[ 0.4936 7
0.5295
Ny=1x10"* ,
0.0875
[ -0.0429 |
r 03710 0.5399 —0.2236 0.0594 1
~0.4458 0.6316 0.0105 —0.0417
Gs=1x10"" ,
0.0960 —0.2168 0.6811 —0.5264
[ -0.0961 0.0893 —0.5422 0.4492 |
r—0.1330 7
0.7569
Nyg=1x10" ,
0.1866
[ -0.0911
r 08122 —0.3260 0.0464 —0.09701
~0.0814 0.9592 —0.2018 0.0460
G=1x10""* .
-0.0773 -0.1013 0.6744 —0.5174
[-0.0047 0.0364 —0.5419 0.4463 |

(37)

A first simulation has been performed without unknown
inputs, i.e., d; = 0 and the known input u; = 0.4 sin (0.6k).
Figure 1 shows evolution of the error signals converging
asymptotically to the origin. A second simulation considers
u;, = 0, and the unknown input is defined as
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0.4k, if3<k<s5,
d.=108, if5<k<12, (38)
0, otherwise,

and initial conditions x(0) = [0.4 - 0.6]%, d(0) = [0 0]",
%(0)=1[0 0]", and d(0) = [0 0]". Figure 2 shows the
state x, being adequately estimated while in Figure 3, it can
be seen that the observer effectively reconstructs the un-
known input.

The next example provides an application of the UI
observer hereby proposed for the task of actuator fault
detection in a train system.

Example 2. This example provides a fault detection scheme
via the proposed UI observer for a train system, and see
Figure 4 for a diagram. Let us consider first the fault-free
case, and thus, a continuous-time model is [72-74]

Mv(t) = by (v(®)ur () = bg (v(D)ug (1) —w (v (D) — g(6(p))s
pt)=v(t),
(39)

where v (t) is the speed of the train, p () is the position of the
train, by (v) is the maximum coefficient of the braking force,
ug (t) is the relative braking force, by (v) is the maximum
coefficient of the traction force, uy (t) is the relative traction
force, g (0) is the force of declivity or external force, w(v) is
the friction force, and M is the mass of the train. In practical
cases, the declivity force is considered as g(0(p)) =
Mg sin(0(p)), where 0(p) is the slope angle on the position
p(t) and g is the gravity force [75]. In [76], the friction force
w(v) can be estimated via David’s equation:

wv) =w, +wv+ w,V’, (40)

where w,, w;, and w, are real coefficients that depend on the
train characteristics and rail type; their values are unknown
in the practice, but there exist some methods for their es-
timation [76]. By means of the Euler approximation
x(t) = (x4 — %)/ T, where T, is the sampling time.
Therefore, a discrete-time train system of (23) is

My, = (bT (vi)ur, = by (viJup, —w (i)

~g(0(P))Ts+ My, pray = T + Py
(41)

The fault studied in this example is the jamming fault,
and it may occur only during the braking. This fault
depends on the adherence conditions between the wheel
and the track, producing that when the brake locks the
wheel, the wheel slides on the track [68, 74]; in the real
setup, the fault can occur depending on weather condi-
tions. The main issue of a jamming fault is the impact
directly on the measurements, producing a wrong esti-
mate of both position and speed of the train. In Figure 5, it
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0.4

0.2

2 2.5 3
Sample [k]

—

——- e

FiGure 1: Error signal e, in the absence of unknown inputs.

*
By
-0.2
-0.4
~0.6 1 1 1
0 5 10 15 20
Sample [k]
— x
- %,

FIGURE 2: State x, and its estimation X,.

can be seen that the speed v, under the fault is lower, and
this is because the wheel is locked during the fault and the
sensor is not able to provide the right measure and thus
both the speed and position are erroneous; for example,
the measured position differs 4.10 meters from the real
position, see Figure 6. Therefore, this fault can be con-
sidered as an actuator fault or exogenous input, when it
occurs, the control is inhibited [72-74]. The actuator fault
to be considered is

fu(uTk’ “Bk) = ‘(bT (vi)ur, — by (vi)up, + fk)fk) (42)

where f; € [0, 1] represents the grade of the fault; if f, = 0,
then the system is fault-free; if ) = 1, a total fault occurs and

dy dy

Sample [k]

- dk
L,

FiGURrE 3: Unknown input d; and its estimation d,.

Jatu)
v,

l 7
u Trai k d
+, r
k rain |Observer |—kb| Residual |—k>| de}:::tlilon

F1GURE 4: Fault detection scheme.

30 ' I HE
20
b=
3
&
10
0 L
0 2
Sample [k]
—— Faulty
--- Not faulty
~~~~~~ Fault

FiGgure 5: Comparison between the time evolution of the speed v,
with fault and without fault.

the control is inhibited. The term &, € R represents a re-
sistive force produced by the fault, and it is unknown [74].

As the previous examples, the unknown input is as-
sumed to comply with d;,, = Sd;; therefore, we have an
augmented system of form (3) with y = [v, py dy diy ]
and matrices



10

9 (y) =

L O
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200

150 [

100

Position

50

—— Faulty
--- Not faulty

0007
100
010
00 1.

0 S

(_wl_wZVk)Ts+M ng@ Ts 0

Pk

T, 1 00

0 0 01

0 0 -1 2]

(43)

6 8 10

Sample [k]

FiGUure 6: Comparison between the time evolution of the position p;, with fault and without fault.

and the parameter b is a constant value for by (v) and by (v),
producing a unique control signal u;, where ;>0 and
uj <0 correspond to uy, and uy, respectively. Let us con-
sider the braking period, i.e., when the train is arriving to the
station and there are no big slopes, we have
9(0(pr) = Mgsin(0(py)), with  0(py) =fpi € [-1,1],
where f3 is a constant.

Thus, with UI observer (4), the error dynamics e, =
Xk = Xi 18

(—wlvk —wyvp + dk)TS + Mv, — T;Mgsin(Bpy)

(gekﬂ =

“LOG =)
(44)
Applying the factorization in [41] and considering that
i = v (the only available signal is the velocity v;), we have
V2 —Ve = (Ve + Ve = 2ygey, e = v — ¥y, as for sin(Bpy)
— sin (8py), two terms of the series Taylor are taken; then, the
error dynamics yields:

Eepy = (3 (Vi Xio Xi) = L(J’k)?)%

with matrices

(45)



Mathematical Problems in Engineering 11
- ﬂ3 -
_(wl +2w2yk)Ts+M TsMg<_1_6(p12<+pkpk+ﬁi)) Ts 0
_ R T, 1 00
A (Yio X Xie) = J
0 0 01
i 0 0 -1 2 (46)
117
0
% =
0
L 0]

Therefore, considering that v, € [0,30](m/s) and
Pio Pr € [0,600] (m), we have that the nonconstant terms
are  z =, €[0,30] (available), {; = p; € [0,360000],
{, = pr €10,600], {5=p;€[0,600], and {,=p;€
[0,360000] (nonavailable signals). The scheduling functions

are  defined as  ;(0) = wj (()w], (()w] ({5)wj (€y),
wé((j) = ((} - (j)/((; - (?)» w] =1- wé((j)) and
w, (2) = (2! = 2)/(z' = 2°), w,(2) = 1 = w, (2). The vertex
matrices are

- 3 -
~w, +2w,2' )T, + M TSMg(—l —%(({‘ + (P05 + Cff)) T, 0
_ T, 1 00
‘Qii,j = , (47)
0 0 1 0
L 0 0 -1 2]
where i = {1,2} and j = {1,2,3,4}. The LMI conditions in wy =3.525(N), w; =2.98x10"3(N/m), w,=4.575x%

Theorem 1 have been found feasible with a decay rate & = 0.7
(see Remark 1), and the parameters are M = 408.5 tons,

10 4(N?*/m?), and T, = 0.001(s). The computed matrices
are
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[139.522957
0.00157
N, =1x10"° ,
-0.00023
[ 0.00003
[151.49720 7
0.00172
N,=1x10"" ,
—-0.00022
[ 0.00003
[ 0.34152 0.00284 -0.00070 0.00035 7
0.000007  0.0000001 —0.00000003 0.00000002
G, =1x107° ,
—0.000001 —-0.00000003 0.00000001 —0.00000001
L 0.0000008 0.00000002 —0.00000001 0.000000008 J
(48)
[ 0.36992 0.00305 -0.00071 0.00035 7
0.000007  0.0000001 —0.00000003 0.00000002
G,=1x10"" ,
—0.000001 —-0.00000003 0.00000001 —0.00000001
L 0.0000008 0.00000002 —0.00000001 0.000000008 J
r125.55422  0.00267 —0.00065 0.00033
0.00267  0.00000009 -0.00000003 0.00000002
P,=1x10" ,
—-0.00065 —0.00000003 0.00000001 —0.00000001
L 0.00033  0.00000002 —0.00000001 0.0000000075
[129.30379  0.00278 —0.00068 0.00035
0.00278  0.0000001 —0.00000003 0.00000002
P,=1x10"° :
—-0.00068 —0.00000003 0.00000001 -0.00000001
[ 0.00035 0.00000002 —0.00000001 0.000000007
A simulation has been performed for initial conditions As the previous example, first simulation has been
v(0)=28, p(0)=0, d(0)=[0 O]T, v(0) =279, performed without unknown inputs, i.e., d; = 0. Figure 7

p(0) =0.05, and d(0)=[0.05 0.01 ]T, with a constant
braking force 1, = —0.5, 8 = 0.0016, and the unknown input
di = f,(u), with § = 2M and the fault occurrence

(1, if4<k<4.2,
1, iif6<k<6.2,

fr=1 (49)
, if8<k<8.2,

—

(=]

,  otherwise.

shows the speed being adequately estimated while Figure 8
plots the Lyapunov function, whose signal is always positive
and monotonously decreases to zero.

In the case where d; = f,(u;), in order to detect the
fault, the unknown input estimation is used as residual r; =
|d;.| with a single threshold of € = M/2. If the residual r; is
bigger than ¢, then the fault is occurring; otherwise, the fault
has finished. Thus, we obtain a delay average of 0.003 sec-
onds to detect when the fault begins and 0.006 to detect
when the fault ends. As we can see from Figure 9, our
proposal is enough to detect when the fault occurs.
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FIGURE 7: The time evolution of the speed v, and its estimation V.
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6. Conclusions

It has been presented a methodology for the design of
unknown input observers for discrete-time nonlinear
descriptor systems. It is based on algebraic rearrangements
and allows overcoming the problem of unmeasurable
premise variables as to get a compatible error dynamic
system with the direct Lyapunov method; thus, sufficient
conditions in terms of LMIs have been obtained. The
resulting UI observer is proven to be less conservative than
those in the literature. Moreover, the proposed scheme has
been employed to solve the detection and estimation of
actuator faults. The advantages of the proposal have been
illustrated via numerical example and applied to the fault
detection in train systems.
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A fault-tolerant control algorithm based on sliding modes is proposed to ensure the tracking of the desired trajectory for time-
varying systems even in the presence of actuator faults. The proposed algorithm uses a continuous integral sliding mode and a
linear quadratic regulator, together with control allocation and system inversion techniques, resulting in both a finite-time exact

compensation of the faults and the exponential tracking of the reference.

1. Introduction

In general, linear and nonlinear systems are vulnerable or
susceptible to failure. A fault changes the behavior of a system
so that the system can no longer fulfill its objective. Faults are
usually classified as system parameter faults, sensor faults, and
actuator faults [1]. As airplanes or aerospace systems, there are
many applications that for safety require fault-tolerant control
(FTC) schemes that guarantee the fulfillment of the control
objective in the presence of faults.

This work only considers actuator faults, which can be
partial or total, and it is assumed that the system has re-
dundancy in the actuators. This redundancy allows the
control signal in the actuators to be reconfigured to the fault.
Therefore, satisfactory performance can be maintained even
with critical main actuator faults.

Fault tolerance cannot be achieved by typical state
feedback control [1]. However, this problem can be
addressed in several ways, such as robust control (passive
fault tolerance) [2, 3], adaptive control (active fault toler-
ance) [4], detection and isolation of faults, or by combi-
nations of these techniques [5]. Furthermore, faults may be

seen as a disturbance, so if a robust closed-loop control is
designed, the effects of any of these disturbances can be
minimized.

One way to make the system robust is through sliding
mode control [6, 7]. Methodologies based on sliding modes
make the system insensitive to the matched effects of faults
during the sliding phase, allowing fault detection and iso-
lation [8-10].

If the faults are present from the initial time, the con-
ventional integral sliding modes (ISMs) [11, 12] can be used
due to the absence of the reaching phase. In [13], a fault
control strategy for linear time-invariant (LTI) systems is
proposed. It uses an ISM control law to compensate for the
matched effects of the faults right after the initial time. For
nonlinear systems, the ISM is used for a flexible spacecraft in
[14]. However, in [15], an FTC approach based on ISM is
given for linear parameter-varying (LPV) systems. In [16],
this scheme is extended for linear time-varying (LTV)
systems. Unfortunately, the ISM has the disadvantage of
producing a high level of chattering, limiting its application.

To decrease the chattering, for relative degree one sys-
tems, the continuous sliding modes based on the
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supertwisting algorithm (STA) [17, 18] are a good option
since they generate a continuous control law. On the con-
trary, the continuous integral sliding modes (CISM) com-
bine the ISM with the STA [19, 20], ensuring the system’s
nominal behavior using a continuous control signal, thus
reducing the chattering. In [21], an FTC scheme based on
CISM for LTI systems is proposed, guaranteeing conver-
gence right after the initial time by assuming the absence of
faults until the controller has converged. However, this
assumption is quite restrictive since the system may present
faults at the initial time.

This paper aims to design a fault-tolerant control al-
gorithm against actuator faults, based on continuous integral
sliding modes with online control allocation for time-
varying linear systems, with redundancy in the actuators.
This algorithm can be applied to nonlinear systems if
tracking linearization is used, turning the tracking problem
into a stabilization one. The designed algorithm ensures the
theoretically exact compensation of actuator faults in finite
time and ensures that the system affected by the failures
behaves as the nominal system in finite time using a con-
tinuous control signal. The effectiveness of the proposed
algorithm is shown by simulating the longitudinal move-
ment of an airplane in MATLAB.

This paper is organized as follows. Some preliminary
results and the problem formulation are described in Section
2. The controller design that stabilizes in finite time the
tracking error is given in Section 3. Section 4 gives the
simulation results and the performed analysis. Finally,
Section 5 contains the conclusions of the paper.

2. Preliminaries and Problem Formulation

In this section, we introduce some preliminary results used
throughout the paper and establish the formulation of the
problem.

2.1. Supertwisting Algorithm. Consider a relative degree one-
scalar system:

s(t) =u(®) +y(), (1)

where y(t) is a Lipschitz uncertainty/perturbation, i.e.,
v (t)| <L. The STA [15] is a second-order sliding mode
control that drives the sliding variable s and its derivatives to
zero in finite time. It generates a continuous control and
attenuates the chattering effect by hiding the switching term
under an integral. In general, the STA controller is given by

u(t) =~k ls()1" + w(r),

2
w(t) = —k,[s(1)1°, @

where |17 = |-|Psign(-) and k; and k, are designed to
guarantee the finite-time convergence of s and s to the origin
in finite time. This controller compensates in finite-time
Lipschitz uncertainties/perturbations.

Theorem 1 (see [17, 18]). System (1) is finite-time stable if
the parameters of the system (2) satisfy
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ky>L;

3
k, >k, + L. &

2.2. Problem Formulation. Consider a nonlinear system:
x(t) = f (& x(1)) + g (£, x (£)u(1);

x(t()) = Xo»

(4)

where f (t, x(t)), g (t, x (t)) are smooth vector fields, defined
on an open set D € R", u(t) € R™ is the control input, and
x(t) € R" is the state vector, and it is fully known. For
simplicity, assume that the previous system has been
transformed to its normal form and linearized around a
trajectory so that the dynamics of the error are represented
by the following LTV system, which is subject to actuator
fault:

z(t) = A(DZ(t) + B, ()W (H)u (t);
z(to) = Eo’

where A(t) € R™" and B, (t) € R™™ are known matrices,
W (t) = diag(w, (t),...,w,, (1)) € R™™ is the fault matrix,
and Z (t) € R" is the tracking error. Assume that the range of
the matrix B, (t) = [ <m for all t; i.e., there is redundancy in
the actuators. So, the matrix B, (t) can be factorized using
the range factorization [22] as

B, (t) = B, (t)B(¢), (6)

(5)

where B, (t) € R™ and B(t) € R*", both with rank [. Hence,
the faulty system (5) has been transformed into

Z(t) = A(H)Z(t) + B, () B(OW (t)u(t). (7)

The fault matrix W (t) denotes the possible actuators
faults; if w; (t) = 1 fori = 1,...,m, there is no fault in the i-
actuator, while w;(t) =0 denotes its complete failure. If
0 <w; (t) < 1, there is a partial fault in the actuator. Note that
if w; (t) = 0 for all ¢, the system loses controllability, so it is
required to establish the characteristics of the faults that the
system can withstand without losing controllability.

A strategy that takes the system to a free-redundancy
form is presented, where the faults are seen as disturbances.
Such a strategy allows designing a control law that com-
pensates the matched faults’ effects in finite time and ex-
ponentially stabilizes the error.

3. Control Design

Consider the LTV system subject to actuator fault (7), and
assume the following:

(1) System (1) is controllable.

(2) The matrix B, (t) is a function that can be differ-
entiated at least once. Also, both B, (¢) and B, (t) are
bounded and known.

Since system (7) has redundancy in the actuators, it is
necessary to distribute the full control signal in the actuators.
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A strategy to achieve this is through the control allocation
allowing to calculate the control input u (). To carry out the
control allocation, assume that no fault is affecting the
system (5), that is, W (¢) = I,,,. Then,

Z(t) = A(DZ(t) + B, (t)B(t)u(t). (8)

Let 9(t) = B(t)u(t), then u(t) can be reconstructed,
solving the minimization problem:

minu’ (B)u(t)

. _ (9)
subject to B(t)u(t) = (¢).
The solution to this optimization problem [23] is
u(t) = B" ()9 (1), (10)

where B (¢t) = BT (1) (B(t)BT (¢))™ .

Now that the u () control has been calculated, system (8)
is rewritten, and the actuator faults can be considered as
follows:

Z(t) = A(H)Z(t) + B, ()B()W (£)B" (£)¥(¢). (11)

3
The set of possible actuator faults is defined as
W =W (¢) ={diag(w) (5, Wa(s)s - - -» Wyy(s) ) I det (T (£))
#OA "W(t)" 2 Wiyin > 0’}
(12)

where T'(t) = B(t)W (t)B* (¢).

Because [ <m, the det (T'(t)) #0 even if m — [ actuators
have a total failure. If more than m — [ actuators fail, system
stability cannot be ensured [13].

In the case of a fault-free system, that is, W (t) = I, the
system (11) reduces to

z,(t) = A()Z,(t) + B, (t)v, (t). (13)

This nominal fault-free system is used to design the
nominal control. Hence, assume that the pair (A(t), B, (t))
is controllable. Therefore, it is possible to design a state
feedback control law v, (t) = -K(t)z,(t) such that the
closed-loop system is exponentially stable.

To compensate for the effects of the actuator faults, let us
define a time-varying integral sliding surface:

s(Z(1) =G (Z(t) - Z(t,)) - Jt (G(M(A(DZ (1) + B, (1)v, (1) + G(1) (Z(7) - Z(t,)) )d, (14)

where Z(t)) = Z, and G (t) is a design matrix such that det
(G(8)B, (1)) #0.

The derivative of the sliding surface along the trajectories
of (8) is given by

s(z(t)) = G(t)B, (O (t)¥(t) — G(t)B, (), (1) (15)

Assume that V(t) =v,(t) +v;(t) and G(t) = B} (1),
where B} (t) = (Bf(t)BV(t))’le(t), then

SE@) =T, &)+ (T @) = 1)), (). (16)

The equivalent control that maintains the trajectories of
system (11) in the sliding mode is

Ve (£) = =T () (T (1) = ), (0). (17)

During the sliding phase, the system (11) takes the
following form:

Z(t) = A(DZ(t) + B, (t), (1). (18)

Observe that, on the sliding mode, system (18) is
equivalent to system (13).

Remark 1. Note that the proposed sliding variable (14)
contains the nominal dynamics of the LTV system. Hence, if
the sliding mode is guaranteed, the actuator faults’ matched
effects are wholly compensated.

The controller is designed, so system (11) in the sliding
mode reaches and remains on the origin. Therefore, the
proposed controller has the following form:

t
v (1) = (T ()" (—kl Ls () - k, [ Ls(‘z‘(tmOdr) ,

v, (t)

(19)
where T (¢) is a numerical approximation of the matrix I'(¢).
The computation procedure to obtain this approximation is
given in the next section, k;, k, are designed constants, and
the function |s(Z(t))]7 is defined as

(s G (0| sign (s, (Z(£))

Ls(Z(t)1? = : (20)
|s; (Z(1))|sign (s; (Z (1))
Therefore, equation (16) can be rewritten as
$(Z(1) = ~ky s (O + (1),
(21)

Q1) =~k ls ()1 + W (),

where W (t) = (I'(¢) - I))v, (t) and ||W (t)|| < L.

According to the previous construction development and
if we choose k; = 1.5VL and k, = 1.1L as in [17], it can be
seen that the system (21) complies with Theorem 1, so stability
can be ensured, and it can be concluded that the sliding
variable s(Z (t)) converges to zero in finite time, and there-
fore, system (11) in sliding mode will behave like system (13).

Remark 2. The convergence velocity of the proposed ap-
proach can be improved by increasing the parameters k; and
k,. Moreover, a specific reaching time can be guarantee by



following the scheme proposed in [24]. However, the greater
the parameters, the bigger the chattering.

3.1. Fault Matrix Approximation. The proposed controller
(19) uses I'(t), so an approximation is necessary. Let T (¢) be
an approximation of I'(t) obtained by a fault-identification
algorithm as in [13]. Consider the nonlinear system (4); for
simplicity, assume that the system (4) has been transformed
to its normal form. Hence, it can be represented as

z(t) = f(z(t),t) + B, ()T (£)v (1), (22)

where ¥ (t) = v, (t) + v; (t). Since the state z (¢) is completely
known, z(t) can be calculated in finite time by using the
Levant differentiator [25]. To obtain I'(t), the following
residual is defined: r =z (t) —z,(t), where z,(t) is the
nominal system; therefore,
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r =B, (O () (v;(t) +,(t)) - B, (), (2). (23)

Let v, (t) = ! (t)v, (t), then
L0 = (8 O+ )T m® +5,0) . @9

Note that, with this method, it is not possible to know the
value of the faults w;;i = 1,...,m. Moreover, the proposed
approach may be affected by the used identification
algorithm.

4. Simulation Results

Some MATLAB simulations are presented to validate the
above results. Consider the longitudinal motion of an air-
craft [26]:

) —W (SCp (x) + T, sin(a + 0,) — mg cos(y)) 1 r 0 0 i
y t
88
J.
q 1 L_S_ dcm i o de ih
T (gSeC,, (x) + T, cos(a,)) I, q C—dée I gSc )
| y ]

where 6,q,y, §,, and §;, represent pitch angle, pitch rate,
flight path angle, elevator, and horizontal stabilizer, re-
spectively. The other parameters are V,, o, m, g, I, T}, 1y
and o, which represent true airspeed, angle of attack, mass,
gravity, the body axis moment of inertia, total engine thrust,
the distance from the engine centerline to the fuselage
reference line, and engine inclination angle, respectively.
These parameters are available in [27].

The desired trajectory is shown in Figure 1, and the
simulations were made considering that the plane is at
6100 meters above sea level and with a speed of 0.8 Mach.
The system is linearized along the desired trajectory to
obtain an LTV model. The nominal controller is composed
of an auxiliary control that maintains the system on the
desired trajectory and a linear quadratic regulator (LQR).
The auxiliary control law is obtained by using a typical
inversion technique. In the following sections, the following
2 cases will be analyzed:

(i) In the first case, the simulation begins considering
that there are no faults in the actuators, and after
some time, it introduces a partial fault in the hori-
zontal stabilizer, which will become a total fault over
time and finally add a partial failure in the elevator.

(ii) In the second case, a time-varying fault is simulated
in the horizontal stabilizer.

In both cases, the CISM controller is designed following
the proposed approach and considering a perturbation
bound L = 3.

4.1. Piecewise Continuous Fault. For this simulation, in the
initial moment, neither the elevator nor the horizontal
stabilizer has failures. After 300s, a partial failure of 50% is
introduced in the horizontal stabilizer. From the second 600,
the partial failure of the horizontal stabilizer becomes a total
failure. Finally, after 900s, a partial failure of 70% is added to
the elevator, i.e.,
if t € [0, 900),

1,
“ :{ 0.7, ift e [900,1200],

1, ift e [0,300), (26)
if t € [300,600),
0, ift e [600,1200],

w, =4 0.5,

where t is the simulation time.

In Figure 2, we can see that, from the first moment, the
value of T'(¢) is known, i.e., T (t) = T'(¢). Observe that, with
the considered faults, the inverse of I'(t) always exists.

In Figure 3, it can be noted that the error is zero in all
state variables. The proposed fault is not Lipschitz in all £,



Mathematical Problems in Engineering

— 0.2 T T T T T
'g = T P e ==
E o \/ \/ \/ \
T 02 L 1 1 I 1
0 200 400 600 800 1000 1200
Time (s)
@
% 0 T T T T T ]
g -0.02 |- 4
= 004} - i — ———
= -0.06 1 1 1 1 1
0 200 400 600 800 1000 1200
Time (s)
(®)
% 0 2 T T T - T T -
E o \/ \/ \/ \;
S of =
>~ 0.1 1 1 1 1 1
0 200 400 600 800 1000 1200
Time (s)
()
FIGURE 1: Desired trajectory: (a) pitch angle; (b) pitch rate; (c) flight path angle.
T T T T T
1 2
(\:/ 0.5 F E
0h- =
1 1 1 1 1
0 200 400 600 800 1000 1200
Time (s)
@
T T T T T
1 -
E/ 0.5 - -
0L =
1 1 1 1 1
0 200 400 600 800 1000 1200
Time (s)
(®)

Figure 2: (a) T (t) and (b) T'(t) of the case 1.

which causes the controller to lose its convergence in the
points where the faults are non-Lipschitz. This effect can be
seen as peaks in the pitch rate error in the seconds 300s,
6005, and 900s.

Figure 4 shows the control signal made up of the LQR
and the CISM, introduced into the elevator and the hori-
zontal stabilizer, respectively. Observe how the control
signal increases in the seconds where the fault is introduced.
The sliding variable remains at zero, but as expected, the
variable ceases to be zero in the seconds where the fault is not
Lipschitz and re-converges in finite time.

4.2. Time-Varying Fault. For simulation purposes, a time-
varying fault in the horizontal stabilizer is considered, i.e.,

w; = 1w, = (1/2)cos((7/21)t) + 0.5, where ¢ is the simu-
lation time.

In Figure 5, we can see that, as in Figure 2, from the first
moment, L (t) = T'(¢). Note that, with the considered fault,
I'(t) is always invertible.

As shown in Figure 6, the error converges to zero in finite
time in all the state variables, so it can be concluded that the
desired trajectory is followed in the same manner. Note that,
in comparison with the first case, since the considered faults
tulfill the Lipschitz condition for all ¢, the controller never
loses its convergence.

As seen in Figure 7, the elevator control signal and the
horizontal stabilizer have several peaks. This behavior is
caused by the shape of T (t). At those times, T (t) is close to
zero; i.e., the failure is near to be total. The value of the faults
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F1GURE 4: Control signal and the sliding surface of case 1: (a) elevator; (b) horizontal stabilizer; (c) sliding surface.

may increase the control signal necessary to maintain the
system on the surface. Hence, the more severe the fault is, the
bigger the necessary control signal will be.

The simulations show that, in the presence of actuator
faults in both cases, the trajectory tracking is assured ex-
ponentially by compensating the faults’ effects in finite time.



Mathematical Problems in Engineering

& 05
0+ J
1 1 1 1 1
0 200 400 600 800 1000 1200
Time (s)
(a)
T T T T T
1 o
E“z 0.5
0k 4
1 1 1 1 1
0 200 400 600 800 1000 1200
Time (s)
(b)
FiGURE 5: (a) T'(t) and (b) T(t) of the case 2.
x107*
—~ T T T T T
'§ 2+ <l
=0
15/_2 1 1 1 1 I
0 200 400 600 800 1000 1200
Time (s)
(a)
x107*
g
% 2 [ T T T T T i
£
g 0
1\;/.4 _2 1 1 1 1 1
0 200 400 600 800 1000 1200
Time (s)
(b)
x107*
—~ T T T T T
i |
=0
= -2 1 1 1 1 I
0 200 400 600 800 1000 1200
Time (s)
(c)

FIGURE 6: Tracking error case 2: (a) pitch angle error; (b) pitch rate error; (c) flight path angle error.
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5. Conclusions

A fault-tolerant control scheme for time-varying linear
systems is presented. The proposed scheme uses the LQR to
stabilize the nominal system so that when an actuator fault
occurs, the integral sliding mode makes the faulty system
behave as the nominal system in finite time. On the contrary,
the control allocation is responsible for distributing the
control signal, ensuring that the faulty system performs like
the nominal system in finite time. An application to the
longitudinal motion of an aircraft is included. Simulations
are included showing the effectiveness of the proposed fault-
tolerant control scheme.

Data Availability

The data used to support the findings of this study are in-
cluded in the article.

Conflicts of Interest

The authors declare that there are no conflicts of interest
regarding the publication of this paper.

Acknowledgments

This work was supported in part by the Secretaria de
Investigacion y Posgrado of the Instituto Politécnico
Nacional (Grant nos. 20210595, 20202256, and 20211316)
and Consejo Nacional de Ciencia y Tecnologia Becas
Nacionales (Grant no. CVU 921369).

References

[1] M. Blanke, M. Kinnaert, J. Lunze, and M. Staroswiecki, Di-
agnosis and Fault-Tolerant Control, Springer, Berlin, Ger-
many, 2006.

[2] R. F. Stengel, “Intelligent failure-tolerant control,” IEEE
Control Systems Magazine, vol. 11, no. 4, pp. 14-23, 1991.

[3] R.J. Patton, “Robustness issues in fault-tolerant control,” in
Proceeding of the IEEE Colloquium on Fault Diagnosis and
Control System Reconfiguration, p. 1, IET, London, UK, May
1993.

[4] A. Bondavalli, J. Stankovic, and L. Strigini, “Adaptable fault
tolerance for real-time systems,” in Responsive Computer
Systems: Steps toward Fault-Tolerant Real-Time Systems,
pp- 187-208, Springer, Berlin, Germany, 1995.

[5] R.J.Patton, “Fault-Tolerant control: the 1997 situation,” IFAC
Proceedings Volumes, vol. 30, no. 18, pp. 1029-1051, 1997.

[6] Y. Wang, X. Xie, M. Chadli, S. Xie, and Y. Peng, “Sliding mode
control of fuzzy singularly perturbed descriptor systems,” IEEE
Transactions on Fuzzy Systems, 2020.

[7] Y. Wang, Y. Xia, H. Li, and P. Zhou, “A new integral sliding

mode design method for nonlinear stochastic systems,”

Automatica, vol. 90, pp. 304-309, 2018.

R. J. Patton, “fault-tolerant control,” in Encyclopedia of Sys-

tems and Control, ]. Baillieul and T. Samad, Eds., pp. 422-428,

Springer, Berlin, Germany, 2015.

L.-Y. Hao, J. H. Park, and D. Ye, “Integral sliding mode fault-

tolerant control for uncertain linear systems over networks

with signals quantization,” IEEE Transactions on Neural

Networks and Learning Systems, vol. 28, no. 9, pp. 2088-2100,

2017.

H. Alwi and C. Edwards, “Fault tolerant control using sliding

modes with on-line control allocation,” in Fault Tolerant

Flight Control, pp. 247-272, Springer, Berlin, Germany, 2010.

E.J. Bejarano, L. Fridman, and A. Poznyak, “Output integral

sliding mode control based on algebraic hierarchical ob-

server,” International Journal of Control, vol. 80, no. 3,

pp. 443-453, 2007.

V. Utkin and J. Shi, “Integral sliding mode in systems op-

erating under uncertainty conditions,” 35th IEEE Conference

on Decision and Control, , Kobe, Japan, December 1996.

M. T. Hamayun, C. Edwards, and H. Alwi, “Design and

analysis of an integral sliding mode fault-tolerant control

(8]

(9]

(10]

(11]

(12]

(13]



Mathematical Problems in Engineering

(14]

(15]

(16

[17

(18

[19

(20]

(21]

(22]

(23]

(24]

(25]

[26]

(27]

scheme,” IEEE Transactions on Automatic Control, vol. 57,
no. 7, pp. 1783-1789, 2011.

Q. Hu and B. Xiao, “Adaptive fault tolerant control using
integral sliding mode strategy with application to flexible
spacecraft,” International Journal of Systems Science, vol. 44,
no. 12, pp. 2273-2286, 2013.

M. T. Hamayun, H. Alwi, and C. Edwards, “An lpv fault
tolerant control scheme using integral sliding modes,” in
Proceedings of the 51st IEEE Conference on Decision and
Control (CDC), Maui, China, December 2012.

R. Galvan-Guerra, X. Liu, S. Laghrouche, L. Fridman, and
M. Wack, “Fault-tolerant control with control allocation for
linear time varying systems: an output integral sliding mode
approach,” IET Control Theory and Applications, vol. 11, no. 2,
pp. 245-253, 2017.

A. Levant, “Sliding order and sliding accuracy in sliding mode
control,” International Journal of Control, vol. 58, no. 6,
pp. 1247-1263, 1993.

R. Seeber and M. Horn, “Stability proof for a well-established
super-twisting parameter setting,” Automatica, vol. 84, no. 1,
pp. 241-243, 2017.

R. Galvan-Guerra, L. Fridman, J. E. Velazquez-Velazquez,
S. Kamal, and B. Bandyopadhyay, “Continuous output in-
tegral sliding mode control for switched linear systems,”
Nonlinear Analysis: Hybrid Systems, vol. 22, pp. 284-305,
2016.

A. Chalanga, S. Kamal, and B. Bandyopadhyay, “Continuous
integral sliding mode control: a chattering free approach,” in
Proceedings of the IEEE International Symposium on Indus-
trial Electronics, Taipei, China, May 2013.

H. Rios, S. Kamal, L. M. Fridman, and A. Zolghadri, “Fault
tolerant control allocation via continuous integral sliding-
modes: a hosm-observer approach,” Automatica, vol. 51,
pp. 318-325, 2015.

S. Banerjee and A. Roy, Linear Algebra and Matrix Analysis
for Statistics, CRC Press, Boca Raton, FL, USA,, 2014.

O. Hirkegard and S. Glad, “Resolving actuator redundancy-
optimal control vs. control allocation+,” Automatica, vol. 41,
no. 1, pp. 137-144, 2005.

R. Seeber, M. Horn, and L. Fridman, “A novel method to
estimate the reaching time of the super-twisting algorithm,”
IEEE Transactions on Automatic Control, vol. 63, no. 12,
pp. 4301-4308, 2018.

A. Levant, “Robust exact differentiation via sliding mode
technique,” Automatica, vol. 34, no. 3, pp. 379-384, 1998.
H. Alwi, C. Edwards, and M. T. Hamayun, “Non-linear in-
tegral sliding mode fault tolerant longitudinal aircraft con-
trol,” in Proceedings of the IEEE International Conference on
Control Applications (CCA), Denver, CO, USA, September
2011.

C. Hanke and D. Nordwall, The Simulation of a Jumbo Jet
Transport Aircraft, NASA, Washington, DC, USA, 1970.



Hindawi

Mathematical Problems in Engineering
Volume 2021, Article ID 6646231, 19 pages
https://doi.org/10.1155/2021/6646231

Research Article

Hindawi

LMI-Based Analysis and Stabilization of Nonlinear
Descriptors with Multiple Delays via Delayed Nonlinear

Controller Schemes

Javier Adrian Romero-Vega ,! Rail Villafuerte-Segura ,! and Victor Estrada-Manzo

2

'Research Center on Information Technology and Systems, Hidalgo State University, Pachuca-Hidalgo C. P. 42184, Mexico
*Department of Mechatronics of the Universidad Politécnica de Pachuca, Zempoala, C.P 43830, Mexico

Correspondence should be addressed to Raul Villafuerte-Segura; villafuerte@uaeh.edu.mx

Received 17 December 2020; Revised 31 January 2021; Accepted 10 February 2021; Published 8 March 2021

Academic Editor: Maria Patrizia Pera

Copyright © 2021 Javier Adridn Romero-Vega et al. This is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

This paper presents a convex approach for nonlinear descriptor systems with multiple delays; it allows designing delayed
nonlinear controllers such that the closed-loop system holds exponential estimates for convergence. The proposal takes advantage
of an equivalent convex representation of the given descriptor model together with Lyapunov-Krasovskii functionals; thus, the
conditions are in the form of linear matrix inequalities, which can be efficiently solved by commercially available software. To
avoid possible saturation in the actuators, conditions for bounding the control input are also given. Numerical and academic

examples illustrate the performance of the proposal.

1. Introduction

In the last decades, a large number of results concerning the
analysis and stabilization of systems by means of the direct
Lyapunov method [1], since the publication of the book [2],
linear matrix inequalities (LMIs) have become a preferred
solution to many control problems [3, 4], as they can be
effectively solved by means of convex optimization tech-
niques already implemented in commercially available
software [5, 6]. These ideas have been extended to the
analysis of time-delay systems (TDSs) via LyapunovKra-
sovskii (L-K) functionals [7] or LyapunovRazumikhin (L-R)
functions [8]. In this context, there are several results that
provide sufficient stability conditions using LMI-based ap-
proaches for different classes of TDS, such as linear time-
delay systems [9-13], uncertain linear time-delay systems
[14-16], neutral linear systems [17-20], systems with un-
certain time-invariant delays [21], descriptor system ap-
proach for TDS [22], linear parameter-varying (LPV) time-
delay systems [23], systems with time-varying delays
[24-29], exponential estimates for TDS [30, 31], systems

with polytopic-type uncertainties [32], singular systems [33],
neural networks with time delay [34, 35], and genetic reg-
ulatory networks with probabilistic time delays [36]. Re-
cently, in [37] convex approaches are employed to provide
robust stability conditions based on quasi-polynomials.

In general, delays are undesirable phenomena, because
they can destabilize or produce a poor performance in the
system response. However, in recent years, it has been shown
that delays can also stabilize and improve the close-loop
performance of a system. Moreover, the deliberate induction
of delays by means of the control law is an efficient alter-
native to stabilize systems [38, 39]; these types of controllers
are known as delayed ones. For example, in [40-42], a
proportional control with an appropriate delay replaces a
traditional proportional-derivative one; thus, the system
response is fast and insensitive to high-frequency noise. In
[43], a scheme called time-delayed feedback control (TDFC)
is proposed, originating different investigations [44-55].

As mentioned above, LMI-based approaches have be-
come important in the control community; however, in the
context of TDS, there is an inherent conservatism for
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stability and stabilization conditions even for linear setups
[37]; this leaves room for improvements. Moreover, a
problem little explored by the community is obtaining
stability conditions for nonlinear TDS. Although, originally,
LMI-based stability conditions were given for linear time-
invariant (LTI) systems, these have also been used on LPV
[3] and nonlinear setups via exact Takagi-Sugeno (TS) [56].
The latter case employs the sector of no linearity approach
[57] which allows rewriting the original nonlinear model as a
convex one by means of scalar convex functions that capture
uncertainties and nonlinearities. This technique has also
been applied to a class of nonlinear TDS; for instance, in
[58, 59], sufficient LMI conditions are proposed; in [60],
uncertain TS systems are considered; in [61], sufficient LMI
conditions have been given for a class of nonlinear systems.
A larger family of functionals is explored in [62]. None-
theless, none of these previous works deal with nonlinear
descriptor systems; they appear when using the EulerLa-
grange formalism for modeling plants [63]. In the context of
convex descriptor models without delays, there are some
recent works [64, 65]; time-delay nonlinear descriptor
systems are a few works in the literature; for instance, in [66],
LMI stability and stabilization conditions have been de-
veloped for systems with only one time-delay.

Contribution: this paper proposes an LMI methodology
for analysis and stability of nonlinear descriptor systems
with multiple delays, thus overcoming recent results in the
literature. For example, the work [4] only considers linear in
standard form systems with multiple delays, [52] only
studies nonlinear systems in standard form, and [66] treats
nonlinear systems in descriptor with one delay. Additionally,
to avoid possible saturation in the actuators, LMI conditions
for bounding the control signal are established. Numerical
and academic examples illustrate that including delays in the
controller can reduce noise in the control signal, which
increases the useful life of the actuators.

The paper is organized as follows: the problem statement
and preliminary results are shown in Section 2. LMI-based
stability analysis and delayed nonlinear controller design
conditions for a class of nonlinear descriptors systems with
multiple delays are given in Section 3, and additionally
conditions for input constraints are also given. In Section 4,
the implementation and numerical validation of the pre-
vious theoretical results are provided. Concluding remarks
are stated in Section 5.

2. Problem Statement and Preliminary Results

2.1. Problem Statement. Let us consider a nonlinear de-
scriptor system under multiple delays of the following form:

d
E(x)x(t) = A(x)x(t) + Y A, (0)x(t - 7,) + B(x)u,
h=1
x(6) = ¢(0), 6 ¢€[-1,0],

1

where x € R" is the state vector, u € R™ is the input vector,
E(x), A(x), B(x), and A, (x) are matrix functions assumed
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to be smooth and bounded, 0<7,<7,< - <7; =7 are
time delays, and ¢ € € ([-7, 0], R") are the initial functions,
where € ([-7,0], R") is the Banach space of real continuous
functions on the intervals [—7,0] with the following norm:

41, = max 19 (), 2)

where || - || stands for the Euclidean norm in R”. It is as-
sumed that for each initial condition ¢ € € ([-7,0],R"),
t>0 there exists a unique solution x(t,¢) of the system;
moreover, x,(¢) = {x(t +6,¢): 6 € [-7,0]}. In this work,
matrix E (x) is assumed to be invertible, at least in a region
including the origin; this is a common assumption when
studying systems (1) derived from the EulerLagrange for-
malism [63, 65].

In order to obtain LMI conditions, the sector nonline-
arity approach [57] is employed to compute an exact convex
representation of (1). This methodology begins by defining a
premise vector z(x) € R? whose entries are different non-
constant terms in A(x), ATh(x), B(x), he{l,2,...,d};
similarly, {(x) € R? is the premise vector with nonconstant
terms in E (x). It is assumed that each entry of the vectors
z(x) and {(x) is bounded in the compact set Q. that in-
cludes the origin, that is, z;(x)e€ [2),2]] and
(e (x) € [(2,(i]. Thus, each of them can be expressed as
convex sums of their bounds:

ie{l,2,...,p}

0 i 1
z; (x) = z; wy (x) + z; W) (x),

Go(x) = Ok (x) + (b (%), ke f{L2,....q) ¥
where
wj(2) = %
wy (x) = 1 - w} (2),
(4)
W) = %

W} () =1-wi (),

are scalar convex functions holding the convex sum property
forall x € Q, ie, 0<w;(2) <1, wi +w)=1,0<w, ({) <1,
and ! + wk = 1. Then, the so-called scheduling (member-
ship) functions can be computed:

w;(2) =w; (Dw (x)-wf (x), i;€{0,1},

. ) q (5)

@ (€) = wp, (Mwy,, () wp (%), k; € {0, 1},
where i €{1,2,...,r}, r =2, and indexes [ii,---i,] are
chosen as a p-digit binary representation of (i — 1); similarly,
ke{l1,2,...,p}, i; €{0,1}, p=2% and the set [klkz---kq] is
a g-digit binary representation of (k —1). The scheduling
functions also hold the convex sum property in (), .. Finally, an
equivalent convex representation of (1) is [67]
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P

Z (OE%(t) = Zw

k=1 i=1

d
: <Aix(t) + Z Ay x(t-1,)+ B,-u),
h=1

(6)
where  Ep = E(x)l, -0 A =A@y, 0= Ari= A4,
(x)|wl_(z):1, he{l,2,...,d}, and B; = B(x)I _, are con-

stants matrices; r = 2P and p =21 are the number of vertices
for the right and left side of (6), respectively. It is important to
notice that (6) is a convex rewriting of (1); thus, all the con-
clusions derived from the former directly apply to the latter.

2.2. Notation and Properties. In the following, convex sums
of matrices will be shortly represented by

r

i=1

M=

)

j=1 k

II
™M=

w; (2)W; (2)@g (O
1

1

-

(7)

Thus, (6) is expressed as E x(t)=A,x()+
Yhey A wx (t = 1)) + Bu(t). Additionally, an asterisk ( *)
will be employed in matrix expressions to denote the
transpose of the symmetric element; for in-line ones, it
indicates the transpose of the terms in its left-hand side, that
is, A+B+ AT +B"+C=A+B+(%)+C.

Usually, when deriving LMI conditions for convex de-
scriptor models, the designer is faced to inequalities of the
form Y, <0; the scheduling functions are dropped off by
means of the following relaxation lemma:

Lemma 1 (see [68]). Let Yij= Uk’ (i, ) =1{1,2,. 1P

and k € {1,2,...,p} be matrices of adequate sizes. Then,
ii P w; (2)w; (2)@, ()Y <0, (8)
i=1 j=1 k=1
holds if the following LMIs,
%Yﬁk + Y+ Y <0, 9)

are satisfied for all (i, j) = {1,2,...,r}%, ke {1,2,...,p}.
The following results establish the exponential estimates
for time-delay nonlinear systems:

Lemma 2 (see [30]). Consider system (1). If there exists a
functional V () and positive constants c,, c,, and a, such that
M) ¢ llxl* <V (x) <6, lx, 1%,
(2) V(x,) +2aV (x,) <0

then, the solutions x(t,¢) of the system (1) satisfy the ex-
ponential estimates:

-1
Y, = Zw(z)Yl,Y —Zwk(f)Yk, <zwi(Z)Yi> >
k=1 i=1

x (6, §)] < ( e 14l (10)

As customary, for the analysis and design of convex
descriptor models, the so-called descriptor redundancy is
employed [69] in our case, the augmented Vectors x(t) =
EHOK: (t)] and % (£ - 7y) = [ 27 (t 1) &7 (- )],

he{1,2,...,d}, are employed to rewrite (6) as follows:
R pa— d _— p—
EX(t) = A, X(t)+ Y A, %(t-7,)+Byu, (11)
h=1
with
_[ro
E= ,
100
T [0 I
W T _Aw —Ew 4
12
_ 0 0 (12
AThW = ATW O >
L h
_ [0
B, = " , he{l,2,...,d}.

In what follows, the stability and stabilization conditions
are derived from the augmented system (11); nevertheless, it
is important to stress that the system under study has the
form (1).

Let us recall previous works on the subject. The work
[66] studies the stability and stabilization of a nonlinear
descriptor system with only one delay, that is (1) with
d = 1. For stabilization purposes, the following control
law is proposed:

u =Ky x(t) + Fyox(t—1), (13)

w1thK WX (1) = Z z w;(z (x)wy (¢ (x))K ik and F,,
Z] 1 LW (z(x))wk (((x))F]k, it is a nonlinear control
law w1th nonhnearltles of both sides of the nonlinear de-
scriptor model. In the Section 3, a generalization of this
controller will be presented.

3. LMI Conditions for Descriptor Systems with
Multiple Delays

In this section, the developments are based on the following
LyapunovKrasovskii functional candidate:

V(x,) =% (OE P,x(t)
d (14)
+y jo X' (t+0)E Q™% (¢ + 6)do,

T

with



4
_ [Pl 0 ]
" P2w P3w
_ [Q, 0
Qh:[ 5
00
E'P,=P.E>0, a>0,P,>0,Q,>0,he{l,2,...,d}.

(15)

Note that, the functional (14) is a valid L-K functional
candidate as it reduces to

d 0
V(x,)=x (t)Px()+ ) J X" (t + 0)Que™x (t + 6)d6,
h=1 7
(16)
[ d
Py A+ APy +2aP, + ) Q,
h=1
P, - EgPy; + Py A,
Y“ =
ijk T
PZjArli
T
L PZjATdi
where (i, j) = {1,2,...,7}* and k € {1,2,...,p}. Addi-

tionally, the solution x (¢, ¢) of (1) satisfies the exponential

estimates:
CZ —at
I (6 9 < 2 eIl
1

with € = Amin (Pl) and 6= Amax (Pl) + ZZ:I Th/\max (Qh)’
he{l,2,...,d}.

(18)
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which is clearly positive definite and bounded by
allxl*<Vix,)<c,llx 2 with ¢, =A,,(P;)  and
€y = Apax (P1) + ZZ:1 TpAmax (Qp), thus fulfilling conditions
(1) in Lemma 2.

For the analysis of system (1), i.e., when u = 0, we have
the following result.

Theorem 1. The origin of system (1), with u = 0 and an exact
convex representation (6), is exponentially stable if the exist
matrices P, >0, P,;, Ps;, Q>0 with he{l,2,...,d},

j€f{l,2,...,r}, and a scalar a >0 such that LMIs (9) hold
with
(%) (%) (%) (=)
_Ezp3j_P3TjEk (=) (*)
; , (17)
A iPs; —e “Q, (%)
(%)
A;ipw‘ 0 ‘eizmde_

Proof. 'The time derivative of (14) along the trajectories of
(11) is V(x,) =V, +V, with

V, =% ()PLEx(t) + % ()E P, %(t),
(19)

m

d e
v, = ;E Lh X (¢ + 0)F Q™% (¢ + 0)do,
-1

which once the dynamics of (11) are substituted and using
Leibniz’s rule yield

d d T
v, = xT(t)l_JI,(waic(t) +Y A, x(t- Th)> + <Aww5c(t) +Y A, x(t- Th)> P x (1),
h=1 h=1

d

0
Vo=) {xT (DE'Qx(t) - % (t-1,)e ™ E Qx(t - 1,)} - 2 j X O Qe k(1 + 6)d6}.

h=1

From the latter, we have that V (x,) + 2aV (x,) is equal to
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[ —T = P . ]
x@® 1 PLA,, + Ay P, +2aE P,+YEQ, () () %(£)
h=1
xX(t—-1 o o x(t—1
( ‘ 1) zw 3 —e‘z‘”lEQl (%) ( ) ) (21)
o : : («) |,
x(t—‘rd) T _ e x(t—‘rd)
L waPW 0 ‘E Qd J
~ 'Thus, in order to fulfill condition (2) in Lemma 2, manipulations when developing vectors Xx(t) and
V (x,) +2aV (x,) <0 can be established after some algebraic ~ X (t —1,),h € {1,2,...,d}, by the following inequality:
_ . J .
PouAw + APy + 20Py + ) Q, (+) (#) (%) (%)
h=1
T T
Py - EP2w+P3wAw ~EyPs, — P3,E, - (x) (%) <0. (22)
PZWAT w Arlwp —€ aT]Ql ()
: : (%)
T -2
L PZWAwa A'rde3w 0 - tXTde J
Finally, in order to drop off the scheduling functions w  with
and w via the relaxation scheme in Lemma 1, the proof is Tl T
concluded. E Py =P, E>0,
Let us consider system (1). Now, the task is to design a ) p, 07!
multiple delayed PDC control law of the following form: P, = [ ] ,
2w P3w
d
“ wax(t)+;Fhw‘°x(t ) (23) Qh:[ Oh 0], P,>0,Q,>0,a>0,h €{1,2,...,d}.
where K LW (z (x))wy (((x))K],< and Fj,, = (25)
ZJ 1 w (z(lx))wk ({(x))Fth,h €{1,2,...,d} are non- O
linear gams to be designed via the augmented system (11);
th;ls,_ (23) can be expressed as u(f)= K, X (t)+ Theorem 2. The origin of system (1) with an exact convex
2h=t P X (= 13) with Ko = [Kyo 0] and  representation (6), under the law of control (23), is expo-

Fwo = [ Fawe 0]. The following result provides LMI con-
ditions for the design of the control law (23). It is based on a
slightly modification of the L-K functional candidate (14),
that is,

V(x,) =% () P, 'x ()

nentially stable if existing matrices P; >0, P,;, Py;, R, >0,
M, Nhjk,h €{l,2,...,d},je{l,2,...,r}, and a scalar
a>0 if the LMIs (9) hold with the following:

(O T == 2a0 29)
Y [ S 0E Qe s 0o,
e -7,
- , d -
Pj;+P,;+2aP, + ) R, () (=) (%) (%)
h=1
AP, + BM ~ EPy + PL, ~EP,; ~PLE] () (%) o6
Yi'k = 26
! 0 p,A” +N1]kB 2 (%)
(*)
-2a
i 0 PATd,+Nd]kB 0 e 2R, |




Then, the vertex control gains are computed as K =
M Pt and Fyy = NyyPrljef{l,2..r) ke{l,2,...,
p},andh € {1,2,...,d}. Moreover, Q,=P;'R,P;',he
{1,2,...,d} and the solution satisfies the following expo-
nential estimates:

C — (]
()] < Ee Il (27)
1
where 1 = Apin (PTH) and Cy = Ay (PTH) + ZZ:I
Th/\max (Qh)

Proof. Using the augmented system (11) and its corre-
sponding control law, the closed-loop system is

d
+B KT () + Y (A + By Fp)X(t— 7).

h=1

Ex(t) = (Aye

(28)
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Similar to the proof of Theorem 1, consider the func-
tional (24) and its time derivative V (x,) =V, + V, with

V, =% ()E P, %(t) + X' (t)P, Ex(t),

d d 0
=5 |

h=1 “Th

(29)
% (t+0)E Q,e™% (t + 6)d.

Substituting the dynamics of (28) in V, while using
Leibniz’s rule in V,, we have

d T
V, = <(Aww + B, K, )X (t) + Z(Zm + Ewﬁhww)z(t - Th)> P, x(t) +x (t)ﬁ;f

h=1

h=1

d
’ <(wa + waww)z(t) * Z(an‘ + Ewﬁhww)i (t - Th))’ (30)

d T —T— _ _T —2am,5lA =~ ’
v, = Z{x (VE Qx (1) -x (t-7,)e ""E Qx(t ~74) - 2a J,

Therefore, V (x,) + 2aV (x,) is equivalent to

Th

% (t + O)F Q% (t + e)de}.

d
—T — — —T—-1 —T=
() 17| Pw Aw+BKyo)+(#)+2aE P, +YEQ, (%) ... (%) %(t)
h=1
x(t-1) — R e x(t-1)
. (AT]W+BWF1W10) P, —e *1E Q ... (%) . . (31)
_ : N EY .
xX(t-14) o T P | = (Rl )
L (Ardw + Bdeww) Pw 0 L. € ‘E Qd ]
After some simplifications, V(xt) +2aV (x;) <0 (con-
dition (2) in Lemma 2 holds if
[ r T 1 d 1
-P] PZWP;W(AW+Bwwa)+(*)+20cP; +ZQh (*) (%) (*) (%)
h=1
Pl (A, +B,K,,)+P;' + E-P; P! -ELp;. - PJTE, (%) (%) o )
T T T\ p-1 -1 T T -1 -2 >
—(A‘rlw + FlwaW)P3wP2wP1 (Arlw + FIW(I))P3W —e MlQl ( * )
: : (%)
T T T \p-1 -1 T T T \p-1 -2
L _(Ardw + FdwaW)P3WP2WP1 (Ardw + FdwaW)PSW 0 —e mdQ J
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holds too; however, from the previous inequality, one cannot
directly obtain LMI conditions. Thus, by means of the

congruence property, that is, pre- and postmultiplying by

the matrix block — dlagH If PO ] P, ...,P1:| gives
d

_ J .
Py, + Py, +2aP + ) R, (%) (+) (%) (%)
h=1
AP, + B,M,,, — E,P,, + P, —E,Ps, — P} EI (%) (%)
waw = Coar <0, (33)
0 PlA +N| B —e MR, (%)
(%)
T T T -2
| 0 PA,  + NyyoBy 0 —e MR, |

with the definitions M, = K,,P; and N, = FuwoP1
he{l,2,...,d}. Now, the previous inequality can be
translated into the LMI conditions in the theorem once the
relaxation scheme in Lemma 1 is applied.

Recall that, by hypothesis matrix, E (x) in (1) is invertible
in a region around the origin; thus, it is always possible to
calculate a standard state-space form as follows:

d
X(t) = A(x)x(t) + Z Arh (x)x(t - 7,) + B(x)u,

(34)

h=1
where A(x)=E '(x)A(x), B(x)=E '(x)B(x), and
;}Th (x)=E! (x)A,, (x),h €{1,2,...,d}. Naturally, it is

possible to obtain a convex representation of system (34),
that is,

d
x(t) = A, (x)x(t) + Z ;\Thw(x)x (t-1,) + B, (x)u,
h=1

(35)

=YL wi (24, A :Z::lwi(z)gfhi’

W and
Zle w; (z)Ei, where 7 is the number of vertex models,

with A,
B, =Y.

w

d
~T
2]A, +A; Pyj+2aP + hz Q,
=1

P, - P, + P} A,

PZ]ATll

T~
L szA

T4l

Moreover, the solution
exponential estimates:

Ix (6, )] < f 14l

x(t,¢) satisfies the following

(38)

-P

h e {1,2,...,d}. Even though nonlinear systems (34) and (1)
and their convex forms are equivalent, establishing expo-
nential stability of them via LMIs may lead to different
feasibility set solution. Keeping the original descriptor form
(1) results in a convex representation with less vertex ma-
trices; this, in general, yields less conservative results [64].

Thus, the following result provides stability and stabi-
lization conditions for systems of the form (34) by means of
the L-K functional (14) (for stability) and (24) (for stabili-
zation), respectively.

Corollary 1. Stability: the origin of system (1), with u =0
and an exact convex representation (35), is exponentially
stable if the exist matrices Py >0, P,;, Py;, and Q>0 with

he{l,2,...,d}, je{1,2,...,7}, and a scalar a > 0 such that
LMIs,
2 —
Vi + Y+ Y;<0, V() ={1,2,....,7%, (36
hold with
() (x) (=) (=)
- P3; (%) (%)
R (37)
A iPs; NQ, (%)
: ()
AT p 0 —2at,
it 3j e € Q4

Stabilization: the origin of system (1) with an exact convex
representatlon (35), under the law of control u = K X
() + Zh L F e x (8= 1), is exponentially stable if existing
matrices P >0, P,;, Psj, R,>0, M Nh],h €{L,2,.

d}, je{l,2,...,7} andascalaroc>01ftheLMIs(36) holdwrth



[ d
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Py, + Py +2aP + ) R, (%) () (%) (%)
h=1
AiP1+EiMj—P2j+P§j j—Pfj (%) (%)
Y, = ~ o (39)
K 0 PA, +N|B R, (+)
(%)
i 0 PA,+NyB 0 . e ™R,

Then, the vertex control gains are computed as K j=
M]PII and th:Nh]'PII, thZNthf,jG{l,Z...,
71, h € {1,2,...,d}. Then, the solution satisfies the following
exponential estimates:

(6, )] < Fe‘“ﬂwuf.
C

Proof. It follows a similar path than results in Theorems 1
and 2, respectively.

The result above employs the same L-K functional of the
descriptor approach, and thus the slack matrices P,, and
P, are also considered into the LMI conditions. Another set
of LMI conditions for establishing the exponential estimates
of systems in standard form (34) and its convex represen-
tation (35) can be done via a L-K functional without slack
matrices, namely,

(40)

d 0
V(x,) =< (OPx(t)+ Y J (¢ + 0)Que™x (1 + 6)do,
h=1 ° "

(41)
whose positiveness is inferred by P>0, Q,>0,
he{l,2,...,d} and its boundedness c,|x|*<V (x,)<
ollx 2, with ¢, =1, (P)  and ¢, = Ay, (P)+
Z;{:I Ty Amax (Qp). This is summarized in the following
result. O

Corollary 2. The origin of the system (1) with an exact convex
representation (35) and u(t) =0 is exponentially stable if
there exists matrices P>0, Q, >0 withh € {1,2,...,d} and a
scalar a>0 such that,

] . ]
Plﬂii+}iiTP+20cP+ZQ,1 (%) - (%)
h=1
AP N, e (%) <0,
: (%)
i AP e MQ, |

(42)

holds for i€ {1,2,...,7}. Then, the solution satisfies the
following exponential estimates:

I (6, $)l < \Ee*“fugbur,
G

with ¢; = A, (P) and ¢y = A, (P) + ZZ:I 7,Qp-

(43)

Proof. 1t follows a similar path than previous results. [

Remark 1. Theorem 1 establishes LMI conditions for the
exponential estimates for the origin of system (1), these
conditions include results in [66, Theorem 1] are always
included when d =1 (system (1) with only one delay).
Moreover, conditions in Corollary 2 always include those for
linear systems in [4, Theorem 2], to see this set r = 1.

Remark 2. The numerical complexity of the LMI problems
in the above results can be approximated by log,, = (n3n,),
where 7, is the number of total LMI rows and n, is the
number of scalar decision variables [70]. For Theorem 1 we
have m=n(d+2)r* p+n(d+1) and n;=05n(n+1)
(1 +d) +2rn?; as for Theorem 2, n; = n(d + 2)r’p + n(d +
1) andny; = 0.5n(n+ 1) (1 +d) + 2rn* + nmrp (1 + d); as for
standard systems, Corollary 1 (stability) is n, = n(d + 2)7* +
n(d+1) and ny=0.5n(n+1)(1+d) +27n* Corollary 1
(stabilization) is 1, = n(d +2)7 +n(d + 1) and n; = 0.5n
(n+1)(1 +d) + 27n* + nm7 (1 + d); while Corollary 2 is
m=n(d+1)f+n(d+1)and n; =0.5n(n+ 1)(1 +d).

Results in Theorem 2 can be directly applied for real-
world setups; nevertheless, the LMIs might render controller
gains whose magnitude cannot be applied in practice. To
alleviate this issue as well as to avoid damages in the ac-
tuators, the following result provides conditions for
bounding the control input (23); they can be combined with
those of Theorem 2.

Theorem 3. Consider the delayed nonlinear controller given
in (23); then, this controller satisfies that |ul| < y, for any u > 0,
if the following inequalities hold:
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P, My,] T ") ¢ (0) --- ¢"(0)
, >0 (44) ¢(6) P, o - 0
M. Y 66 0 R, -~ 0 |>0, VOel[-7,0]
. : : . 0
e—zmth Nzww- (;5(9) 0 0 - Ry
, |s0 hequa...d), (45) (46)
thw %I

Proof. Observe that lul® = uTu with the delayed PDC (23)
yields

d T d
lull? = <wax(t) + Z FlpyoX (t = T,,)> <wax(t) + Z FlpoX (t = Th)>
h=1 h=1

d d
= x' (t)K\T;wwax(t) +2 z x (t)szthwwx (t - Th) + Z x' (t - Th)F£wahwwx (t - Th)
h=1 h=1
(47)

d
<2 <XT (t)Kz;wwax(t) + Z XT (t - Th)FwaFhwwx (t - Th))
h=1

d o
< 2<xT (DK o Ko (£) + Y. j X" (t + O)F;, FrwoX (t + 9)d9> <,

h=1" "Th

which is satisfied if the following holds: On the other hand, let us consider the following in-
S OKE 207K (8) equality on functional (14):

L0 g T (48)
+ ZJ X (t+ O)F 24 Fryox (t +60)d0< 1.
h=1" "Th

d
V(x)=x"(OP'x(t)+ ) IO X" (t + 0)e*Q,x (t + 6)d
L ) (49)

0 0
<¢" OP PO + Y J o7 (0)°Q, 9 ()0 <¢ (P} $(0) + Y J o7 (0)*°Q, 6 ()d0< 1.

h=1+""h h=1"""

Now, combining (48) and (49), it follows that

d
0<x” (DK 20 K yx () + Y JO Xt + O)FT, 20 Fpx (t + 6)d0

. . h=1 h
<x" (OP]'x(t)+ ) J X7 (t + 0)e*Qyx (t + 0)do

- 0” (50)
<" PO+ Y | ¢ OQ (010

h=17 "Th

0

d
<$TOPs+ Y [ OGN )@ P )@= 1,
h=1"""
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or equivalently

xT (P = K24 Ky )x (£)

0
-7,

d
£y j X7 (8 + 0)(£20Q — Fhyo2tt i ) (¢ + 6)d0>0,
h=1

(51)

0 d
j <rl —¢" (OP'$(60) - ) ¢T<9>X1Qh1X1¢<e>>de> 0.
T h=1

(52)
Thus, (51) is satisfied if
-1 T , -2
Pl - KW(&)ZAI/{ wa >0,

—2a, T -2 (53)
e th—Fhwa‘u Fhww>0’ hE{l,,d}

hold too. From the latter inequalities and using the Schur
complement together with congruence property with
block — diag[P,,I], conditions (44) and (45) follow with
Mww = waPII’ thw = FhwaII’ and Rh = PlQhPI’
he{l1,2,...,d}. Once again, employing the Schur com-
plement on (52) gives

T NO) 9O e 910 ]
$(6) P, 0 - 0
¢@O 0 P,QP - 0 >0, VOe[-1,0],
: : : ’ 0
L¢(6) 0 0 - P,QP,.
(54)
which  yields (46) after the substitution of

R, =P,QP,he{1,2,...,d}.

4. Examples

Next, a numerical example as well as the well-known
inverted pendulum on a car is employed in order to illustrate
the effectiveness of the proposed results. The LMI conditions
have been checked with the LMIToolbox [6] within
MATLAB 2109a.

4.1. Systems in Standard Form versus Descriptor Form.
The following numerical example illustrates the advantages
of the descriptor structure over standard state-space rep-
resentations. Firstly, it compares stability at the origin via the
LMIs in Theorem 1 and those in Corollary 2 by means of
their feasibility sets. Secondly, a delayed nonlinear control
law is designed via Theorem 2.

Consider a nonlinear system with two delays (d = 2) in
the descriptor form (1):

E(x)x(t) = A(x)x (1) + A, (x)x (t-1,)
+A, (x)x(t-1,) + Bu, (55)
x(0)=¢(0), 0¢[-1,0]

Mathematical Problems in Engineering

where the time delays are 7, = 0.1 y 7, = 0.3 = 7, and ma-
trices are as follows:

[ 0.8 0.1- o
E(x) = "
L 0.08 0.97
i —-0.5 cos x, — 7.5 -1
A X) = >
() 0.083(7x; — 7 sin x,)
+a -55
L X
[0 (56)
B=| |
| 1
[9.5+b 14
A = ,
n (%) ¢ _0067(155x 10 sin x,)
L X
[cos x, —4.2 —6.2
Arz(x) = .
L 3.6 5.1

Descriptor form: following the sector nonlinearity ap-
proach, the following nonlinear terms have been identified:
=02+ e o], z, =cos x, € [-1,1], and
z, = (sin(x,)/x,) € [-0.2,1]; their bounds have been cal-
culated in the region Q, = R?. Thus the vertex matrices are

T 7 -1
A, = ,
[05+a -5.5
o7 -1
A, = ,
|-0.2+a =55
T8 -1
Ay = ,
10.5+a =5.5
-8 -1
A, = ,
|-0.2+a =55
[9.4+b 142
Arll >
| 66 -102
(9.4+b 14.2
A bl
" —66 -9.4
[9.4+b 142
A = 5
o Z66 102
(9.4+b 14.2
AT14 >
| 66 -9.4
(52 6.2
A = >
36 51
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Commonly, systems of the form (55) are analyzed in the

(252 —6.2] following standard form:
A = > . ~ ~ ~ ~
227 36 5.1 | %= A)x () + A, (0)x(t—1) + A (0x(t - 7,) + B(x)u,
[ 3.2 -6.2]
AT 3= > (58)
: 3.6 5.1
- - where
-3.2 -6.2
Ay = > (57)
#7136 5.1 |
0
By =B, =B; =B, = 1l
[ 0.8 0.1
E = ,
[ 0.08 0.97
[ 0.8 -0.5
E, = .
[ 0.08 0.97
0.97 _0.1+5 25 —-0.5 cos x, = 7.5 -1
2 x5 +
- - x; +1 2
Ax)=E ' (0)A(x) =—2—— ,
0.768x> + 0.816 0083 (7x, ~7sinx)
a 5.
-0.08 0.8 x,
[ 097 -0.1 +ﬂ- 95+b
2 X5 +
~ - x5 +1 2
A, (x)=E (A, (x)=—2—— ,
0.768x; +0.816 oo _0067(155x, ~ 10 sin x,)
[ -0.08 0.8 | '
(59)
[ 097 01+
5 : e +5x§ + 5 |[€os x2 -42 -6.2
~ -1 X, t 1
A, () =E' (04, ()= —2"~ ,
0.768x; + 0.816
3.6 5.1
L -0.08 0.8 J
097 -0.1+
~ X241 5x§ +5 0
B(x)=E '(x)B= e
0.768x; + 0.816 .

-0.08 0.8
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In this case, four nonlinear terms are defined as follows:
zy =cos x, € [-1,1], z, =sin x;/x; € [-0.2,1], z3 = (x3
+1)7' € [0,1], and z, = (x}+1)/(0.768x2 + 0.816) €
[1.2255,1.3021]; their bounds hold within Q. Some of the
vertex matrices are given below:

Mathematical Problems in Engineering

04
03
0.2 |

[-8.3824 —0.5147
Al = >
L 1.1765 —5.2942
[-10.1694 -0.5469
Ay = >
L 1.3542 -5.6251
[-9.6324 —4.5589
AIS >
L 0.5882 —5.2942
[11.9829 18.13
A111 >
| —7.3922 -11.3922
[ 12.732  19.263 T
7,10 >
L —7.8543 —-12.104 |
[ 7.13 11.12 7
T115 >
L —7.3922 -10.608 ]
(60)
[—6.6226 —7.99527
A121 ’
L 4.0392 5.6079 |
[—4.5105 —8.4949 7
T210 >
L 4.0834 5.9584 |
[—1.5981 —-4.24517
7,15 >
L 3.8432  5.6079 |
[—0.122557
Bl >
L 0.9804 |
[—0.13021 7
BIO >
L 1.0417 |
[0.61275
By .
L 0.9804

Note that for this example, we have the following:

-0.1 ¢
02}

b
j=}
000 0O

O ® @O

O® @ & & ® O

O® @ @ &

R ] O

O ® e

-0.3
-0.1

e L
o

0.6

0.7

o Theorem 1
x Corollary 1
+ Corollary 2

FI1GURE 1: Feasibility sets for Theorem 1, Corollary 1, and Corollary
2 are applied to the example given in Subsection 4.1.

(i) With respect to its exact convex representation, the
descriptor one has (E, A, A, B),k=1,2i=
1,2,3,4, ie., 8 vertexes, while the standard has
(A, A ,B),i=1,2,...,2% ie, 16 vertexes. Addi-
tionall);, the descriptor keeps a constant matrix B;
thus, descriptor form requires less computational
resources [64]. Indeed, in this case withn = 2, m = 1,
r=4, p=2,7=16, and d = 2, the computational
complexity using Theorem 1 is 7.2567 with 35 LMIs,
using Corollary 1 is 9.7228 with 35 LMIs, and using
Corollary 2 is 4.8713 with 19 LMIs.

(ii) With respect to feasibility sets for Theorem 1, and
Corollaries 1 and 2, when u =0 and parameter
values as a € [0,0.8], b€ [-0.2,0.5] for convex
representations of systems (55) and (58), respec-
tively. In Figure 1, the regions marked with a circle
(o) correspond to the feasibility sets using Theorem
1, while the regions marked by (x) and (+) are the
feasibility sets obtained using Corollaries 1 and 2,
respectively. It can be seen that by using the de-
scriptor form the feasibility set is larger, ie., the
descriptor approach provides more relaxed results
than the standard approach.

Thus, results given in Theorem 1 improve the previously
classic results found in the literature.

On the other hand, Figure 2 shows that the system re-
sponse (55) does not converge to the trivial equilibrium
point when a = -2.5,b=6.2, u =0, 7, = 0.1, 7, = 0.3, and
$0)=[-5 5], 6 [-03,0].

Next, a delayed nonlinear controller of the form (23) is
given by

2
u=Kyx(t)+ Y Fp,x(t-1,), (61)
h=1

which is employed to stabilize this system. To this end, LMI
conditions in Theorem 2 with an exponential decay « = 0.5
together with those from in Theorem 3 for u < 48 = y render
feasible solution providing the following values:
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[0.20603 0.19458 6 T T T
1 . . .

P1 = > | R R R R R R . . R R d
| 0.19458 0.21717 e
[3.5866 3.3247 7 "

Ql = > %

[ 3.3247 3.1135 ] <@
[1.0972 1.215 7

Q2 = >
[ 1.215 1.4539 | " . . .

K, =[-11.0453 -13.9169], 0 5 10 15 20

Time (s)

Fy, =[-11.7060 —6.5843], -

——— X

F,y, =[2.5606 2.2870],
2 FIGURE 2: System response of the example given in Subsection 4.1

K, = [_7.3722 ~12.1755 ]) (descriptor form) when a=-2.5, b=6.2, and u=0.

Fi, =[-13.9524 -8.5677],
e Effectively, system (55) is stabilized at the origin as

Fy, =[3.2894 3.1315], shown in Figure 3. The evolution in time of the system
state is shown in Figure 3(a), while the guaranteed ex-
K, =[-10.4266 -13.6762], ponential decay in the system response is depicted in

Figure 3(b).
Fp =[-10.9789 —6.6378],

Fay =[22735 1.9269], 4.2.  Nonlinear Controller versus Delayed Nonlinear

(62)  Controller. The following example is to illustrate the ad-
vantages of the use of artificial delays in controllers when
there is the presence of noise, as mentioned in the intro-
duction and its corroboration by various results found in the

K,, =[-6.7172 -11.7399],

Fpy, =[-13.2816 -8.7126],

literature.
F,,, =[3.0448 2.8193 |, .
m = | ] Consider the system known as the car-pendulum, whose
K, =[-9.8536 —13.3457], is)cheme is shown in Figure 4, a mathematical model is given
Y

Fi5 =[-9.7933 —4.8426],

M, +M, -M,lcos 07[%(¢)
Fy;, =[-0.2040 1.5048],

~M,lcos @ J+M,I* 18
K;, =[-6.7529 -11.8054], ) (63)
X + M,l0 sin 6 _F‘|

Fi5, =[-13.8964 -8.4844], + = |
y0-M,glsino] LO

F,5, =[0.6296 3.0749],

For illustrative purposes, a delayed measurement
7>0 in the positions of the car and pendulum are in-
tentionally added. Also, we define x; = X, x, = X, x5 =0,
x4 =0, and u=F. Thus, for g=9.81m/s?, [ =0.304m,
M, =02kg, M, =13282kg, J= (M,*)/3, c=0.001,
y =0.001, and 7 = 0.05, the system (63) can be rewritten

K,y =[-5.7661 ~11.1366], “

Ky =[-9.0894 -12.9706 ],
Fiyy =[-9.2846 -5.0947],

Fyy =[-0.3599 1.2441],

Fip = [—13.6875 —9.0667 ], E(x)x(t) = A(x)x () + A, (x)x(t — 7) + Bu(1). (64)

F,,, =[0.5619 2.9637]. where
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5 80
\
)
w ~“\
L o
=0 —
&
_5 . : ;
0 5 10 15 20 10 15 20
Time (s) Time (s)
— — Veyfepe ¢l
o == |k 9l

()

(®)

FIGURE 3: System response of the example given in Section 4.1 (descriptor form) using delayed controller (61). (a) Time evolution of the
closed-loop system. (b) Guaranteed exponential decay a=0.5 for the closed-loop system.

@)

FIGURE 4: Schematic of the inverted pendulum system.

M1 0 0
0 1.5482

E(x) =
0 0 1
L0 —0.0669 cos x5 0
0 0 0 07
010 0 0

A (x) = ,
0000
L 0 0 0.2 0

0

0

0 —0.0669 cos x3

0.0271

A(x) =

-0.001

0

0

0.6561 sin x;

X3

0
—0.0669x, sin x5

1

—-0.001

(65)
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Considering the region Q, = {x: |x;| <2m, |x,| <3 m/s,
|x;| <m/3rad, |x,| <4rad/s}, the nonconstant terms and
their bounds are (; = cos x5 € [0.5,1], z; = x,sin x5 €
[-0.4238,0.4238], and z, = sin x3/x5 € [0.827,1]; the ver-
tex matrices are

ro 1.0 0 0
0 -0.001 0 —-0.0258
A =
0 0 0 1.0
LO 0 -0.4933 -0.001
ro 1 0 0
0 -0.001 0 —-0.025
A2 = >
0 0 0 1
LO 0 —0.596 —-0.001
ro 1 0 0
0 -0.001 0 0.0258
A = ,
0 0 0 1
LO 0 —0.4933 -0.001 J
ro 1 0 0
0 —-0.001 0 0.0258
A, = ,
0 0 0 1
LO 0 —0.5964 —-0.001 J
(66)
00 0 O
0.1 0 0 O
Apn=Ap=As=4Ay= 00 0 0>
0 0020
0
B B B B !
1 =02 = D3 =04 = ol
0
M1 0 0 0
0 1.5282 0 -0.0304
E = S
0 0 1 0
LO —0.0304 0 0.0370
1.0 0 0 0
0 1.5482 0 -0.0608
E, = .
0 0 1 0
L 0 —-0.0608 0 0.0370

As mentioned above, with the purpose of showing the
advantages of using a controller with delayed action in the
presence of noise; for this example, two controllers are used:
a nonlinear controller of the following form is

u =K, x(1), (67)
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and a delayed nonlinear controller of the form (23) is given
by
u = Kox () + Fy,x(t —1). (68)

To illustrate the effectiveness of Theorem 3, the con-
trollers (68) are conditioned to satisfy that [u(¢)]| < 12. For
the controller (67), the same condition is requested, for
which Theorem 3 can be used, after some simple adjust-
ments when considering free-delays controller. For the
controller (67), the corresponding LMI conditions in The-
orem 2 with an exponential decay a =0.003 are found
feasible with the following values:

©0.02024  0.04411 0.1428 —0.005929 ]
0.04411  0.1874 0.6166 —0.02698

P, = ,
0.1428  0.6166 6.036 0.1574

[ -0.005929 -0.02698 0.1574 0.2537 |

0.0077 0.0225 0.1455 0.00005

0.02258 0.09603 0.4836 0.0042
"] 01455 04836 7.879 0.0778 |

0.00005 0.0042 0.0778 0.1026

K, =[-0.3685 —1.71 -8.965 —3.468],
(69)
K, =[-0.4382 -1.979 -8.867 -2.879],

K, =[-0.3567 -1.626 —5.913 -3.452],

K,, =[-0.4368 -1.95 —6.884 -2.852],

Ky =[-0.3619 -1.668 —8.823 -3.516],

K;, =[-0.435 -1.955 -8.748 —2.915],

K, =[-0.3483 -1.573 —5.728 -3.505],

K, =[-0.4333 -1.924 -6.765 —2.889].

On the other hand, for the delayed controller (68), LMI
conditions in Theorem 2 with an exponential decay «a =
0.003 are also feasible with the following values:
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0.0062 0.0422 0.1531

0.0226 0.1531 2.366

L —0.0005 -0.0030 0.0745

Q1=

K,, =[-0.1389 -0.9876 —4.926

[ 0.0020 0.0062 0.02261 -0.00057

—-0.003

0.07454

0.1213 |

[0.0003 0.0016 0.0134 0.0002
0.0016 0.0114 0.0789 0.002
0.0134 0.0789 2.284 0.031
L0.0002 0.002 0.031 0.0418

-2.323],

F,, =[-0.092 —0.0006 —5.691 0.0014 ],

K, =[—-0.1457 -0.99 -4.341 -2.052],

F,, =[-0.0867 —0.0001 —3.54 0.0004],

K, =[-0.1368 —0.9425 -2.012

-2.263],

F,, =[-0.0932 -0.001 —5.956 0.0011 ],

K,, =[-0.1479 -0.9792 -2.502
F,, =[-0.0870 —0.0001 —3.634
K5, =[-0.1394 -0.9793 -4.867
F5 =[-0.0928 —0.0008 —5.829
K, =[-0.1459 -0.9801 -4.278
Fy, =[-0.0870 —0.0001 —3.628

Ky =[-0.1373 —0.9317 -1.924

-2.001],
0.0004 ],
-2.345],
0.0017],
-2.078],
0.0004 ],

-2.284],

F, =[-0.0944 —0.00135 —6.136 0.0019],

Ky, =[—0.1485 -0.9693 —2.432

-2.025],

F,, =[-0.0873 —0.0002 —3.74 0.0005 ].

(70)
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u (volts)

0 5 10 15 20 25 30
Time (s)

—— Kyx ()
Ky (t) + Fyox (t=17)

FiGcure 5: Time evolution of control laws (67) and (68).

80 ,’ e P S e
= ) T ‘ Zpom in
& ; 0.06
B R R i Sl I
j ."1 IF 1 Y
BV
DY TR Y <3 S A A
i 20 225 25
0 5 10 15 20 25 30
Time (s)
— X X3
——m Xy B

ol
|1
i
Sl 20 22.5 .25
0 5 10 15 20 25 30
Time (s)
—_ X3
——— X c—— Xy

FIGURE 6: System response of the example given in Section 4.2.
Time evolution of the closed-loop system with (a) (28) and (b) (68).

To simulate the noise present in the sensors, a random
signal with variance 0.001 and a step 0.001 is introduced at
the system input. In Figure 5, the applied control signals are
plotted, and it can be seen that the control signal presents
less noisy when using the delayed controller than the other.
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In Figure 6, the evolution in time of the state of the
system (64), with ¢(6) = [0.5 0 7/3 0]", 8 € [-0.05,0],
under the control laws (67) and (68), is shown. It can be seen
that the overshoot is greater when using a controller without
a delayed action.

Remark 3. Systems of the form (63) can be stabilized by a
free-delay controller of the form (67). However, using
delayed controllers of the form (68) or (23) to stabilize this
system class may be a better option when systems have
inherent noise.

5. Conclusions

In this paper, analysis and design using a convex approach
for nonlinear descriptor systems with multiple delays have
been presented. This analysis allows synthesizing delayed
nonlinear controllers to ensure convergence of the system
trajectories with a guaranteed exponential decay; moreover,
conditions for bounding the control input avoid possible
saturation in the actuators have been provided. It also has
been shown that keeping the descriptor form increases the
possibility of obtaining feasibility in the LMI conditions,
unlike the use of standard forms. Also, it is observed that
including deliberately delays in the controller can reduce
noise in the control signal, thus avoiding mechanical wear of
the actuators. As future work, an extension of the proposed
results in nonlinear descriptor systems with multiple time-
varying delays is in course, since it will allow the synthesis of
controllers for a larger class of systems.
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This paper focuses on the robust stability and the memory feedback stabilization problems for a class of uncertain switched
nonlinear systems with multiple time-varying delays. Especially, the considered time delays depend on the subsystem number.
Based on a novel common Lyapunov functional, the aggregation techniques, and the Borne and Gentina criterion, new sufficient
robust stability and stabilization conditions under arbitrary switching are established. Compared with existing results, the
proposed criteria are explicit, simple to use, and obtained without finding a common Lyapunov function for all subsystems
through linear matrix inequalities, considered very difficult in this situation. Moreover, compared with the memoryless one, the
developed controller guarantees the robust stability of the corresponding closed-loop system with more performance by
minimizing the effect of the delays in the system dynamics. Finally, two numerical simulation examples are shown to prove the

practical utility and the effectiveness of the proposed theories.

1. Introduction

Switched systems constitute an important class of hybrid
systems, which can be described by a family of subsystems
and a rule that orchestrates the switching amongst them
[1].

Recently, switched systems have attracted considerable
attention, and some valuable results have been achieved
[1-33]. Among these research topics, stability analysis,
stabilization, and control design of switched systems under
arbitrary switching are fundamental issues in the design and
the analysis of such systems. This kind of switching strategy
lies in the fact that the stability of each autonomous or
closed-loop subsystem does not necessarily imply the sta-
bility of the corresponding switched system. In this
framework, it is well known that the existence of a common

Lyapunov function (CLF) for all the subsystems through the
linear matrix inequalities (LMIs) is a sufficient condition for
such systems to be asymptotically stable under arbitrary
switching [3]. However, this function is very difficult to find
even for switched linear systems [3]. Therefore, this task
becomes more and more compiled when switched nonlinear
systems are involved [5].

Frequently, to avoid the conservatism related to the
existence of a CLF, some attention has been devoted to
considering switched systems under restricted switching.
Although many interesting results have been proposed for
this alternative, such as the dwell time approach [7] and the
multiple Lyapunov function [6], stability under arbitrary
switching remains more suitable for real systems. In fact, it
offers more effectiveness for control design along with
stability preserved.
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As is well known, time-delay is usually often en-
countered in many engineering processes, which is con-
sidered in many recent studies [4, 13-20, 25-31, 33-37].
Thus, the presence of this phenomenon can affect the
dynamic characteristics of systems, and it leads to the
degradation of the system performance. Besides, when
practical systems with errors or external disturbances are
modeling, uncertainties parameters are frequently in-
cluded. In this context, two types of uncertainties exist in
the literature, which are mainly polytopic uncertainties and
norm bounded. Indeed, one of the most significant exi-
gencies for a control system is robustness [38, 39].
Therefore, from a practical viewpoint, it is necessary to
investigate switched time-varying delay systems with extra
uncertain parameters. In this regard, many of the uncertain
systems can be approximated by systems with polytopic
uncertainties.

In recent years, switched nonlinear time-varying delay
systems have received a major interest, and many significant
results have been established [4, 13-20, 25-31, 33]. Thus,
from the switching strategies, the existing results can be
classified into two categories, which are, respectively, re-
strictive switching and arbitrary switching. In fact, stability
analysis and stabilization under restrictive switching have
been investigated mainly based on the Lyapunov-Krasovskii
tunctional (LKF) and the average dwell time approach [15].
For example, in [15], the robust stability and the control
design problems for switched nonlinear systems have been
investigated by using the average dwell time approach. The
work in [34] addresses state feedback controllers design for
switched nonlinear time-delay systems. Furthermore, the
stability analysis of switched nonlinear systems has been
investigated in [17] by employing the trajectory-based
comparison method.

On the other side, the stability analysis and stabilization of
switched time-delay systems under arbitrary switching have
been studied based on the common Lyapunov-Krasovskii
functional (CLKF) [14] for all the subsystems. Despite the
difficulty related to the application of this method for switched
nonlinear systems, some results exist for this framework. For
instance, in [18], the adaptive control problem for switched
nonlinear systems has been presented based on the adaptive
backstepping technique and the CLF approach. In addition, in
[20], the stabilization problem for switched nonlinear systems
has been investigated based on the Metzler matrices. Moreover,
the work in [19] deals with the stability analysis of switched
nonlinear interconnected systems based on the vector Lyapu-
nov approach and M-matrix theory. The authors in [25, 28]
have focused on the stability analysis of switched nonlinear
systems by using the aggregation techniques and the M-matrix
theory. Furthermore, by including the Takagi-Sugeno (TS)
fuzzy model as a powerful approximation tool of the initial
nonlinear system, based on the aggregation techniques, alge-
braic stability criterion for TS Fuzzy switched systems were
proposed in [30, 31].

It should be noted that all the aforementioned works for
feedback stabilization have considered memoryless state
teedback controllers. However, this kind of controllers
cannot have an effect on the time-delay systems, since it does
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not introduce the past state information of the systems. In
[26], a memory state feedback controller for time-varying
delay switched systems has been considered. Indeed, it has
been verified that this kind of controller had better immunity
to reduce the influence of delay in system dynamics.

From a practical point of view, switched dynamical
systems can be affected by mode depending time-varying
delays. However, due to its complexities, this kind of systems
is less considered [20, 40].

To the best of our knowledge, the robust stability analysis
and the memory state feedback controller design for un-
certain switched nonlinear systems with mode depending
multiple time-varying delays under arbitrary switching have
not been studied yet, which are the subject of this work.

Motivated by this consideration, in this paper, new
robust stability criteria and memory feedback controller
design under random switching for a class of uncertain
switched nonlinear systems with multiple time-varying
delays have been established. Indeed, based on a CLF, the
aggregation techniques [41], and the Borne-Gentina crite-
rion [41], new robust stability conditions for the considered
autonomous systems are given. Besides, the obtained results
are extended to develop a memory state feedback controller
through the pole assignment control for the closed-loop
corresponding switched systems.

The main contributions of this paper are emphasized as
follows:

(1) There are no results to address switched nonlinear
systems with uncertain parameters and mode-de-
pendent multiple time-varying delays. Out of re-
search interest, novel stability analysis and feedback
controller design under arbitrary switching for more
general kinds of switched nonlinear systems will be
presented.

(2) Compared to the existing criterion for switched
systems under arbitrary switching, by using the
aggregation techniques the difficulty related to the
existence of a CLF through the LMIs approach can be
avoided.

(3) Contrary to searching a CLF through the LMIs
approach considering a hard task in this in-
vestigation, the developed stability and stabilization
criteria are explicit and simple to use.

(4) Although there are some studies on memory state
feedback control, the memory state feedback con-
troller has not been involved for switched nonlinear
systems with multiple time-varying delays. In ad-
dition, the developed controller has an explicit form,
and it allows stabilizing the resulting closed-loop
systems under arbitrary switching without any
computations over LMIs constraints.

The rest of the paper is organized as follows: Section 2
gives the problem statement and some definitions. In Section
3, the main results are presented. Section 4 focuses on the
application of the main results to switched nonlinear systems
modeled by differential equations. In Section 5, some
simulation examples are provided to illustrate the
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effectiveness of the proposed approach. Finally, some con-
clusions are addressed in Section 6.

Notations. Throughout this paper, I, is an identity matrix,
R" denotes the n-column vectors, and |.| denotes the
Euclidean norm. In addition, for any given vectors
v=Miciew W= (W)<1<, € R", the scalar product of
vectors u and v is defined as{v,w) = Y., vyw,. The sign
function is defined as sgn(¢) =1 (resp. sgn(g)=-1) if
¢ € Ri(resp. ¢ € R*) and sgn(¢) = 0 if ¢ = 0. For a given
matrix A, 1 (A) denotes the set of its eigenvalues and ATand
A~! denote its transpose and inverse, respectively. We de-
note A* = (aj)),c,Withaj; = a; iti = land a}; = |ay| ifi #1.
Finally, the representation (.) denotes (x(t),t).

2. Problem Statement and Preliminaries

2.1. Problem Statement. Consider the following switched
nonlinear system with multiple time-varying delays given by

L
%(8) = Ay () (8) + Y Dy (Vx(t = 75 () + By (Dus(8),
I=1

x(0)=¢(0), Oe [—Iﬁix(r,ﬂ(t))o],
(1)

where x(t) € R" is the state vector at time ¢, u(t) is the
control input, o (t): R, — N ={1,..., N} is the switching
signal, and o(t) =i € N means that the i subsystem is
active with N being the number of subsystems. A; (.), D;; (),
and B, (.) are matrices which have nonlinear elements with
appropriate dimensions, and ¢ (t) is the continuous vector
valued function specifying the initial state of the system.
r,; (£) denotes the time-varying delay functions which satisfy

0<r,(H)<T, (2)

I ()| <d <1, (3)

where 7 and d are two constant scalars.
Assume that all subsystems are uncertain of polytopic
type, which are represented as

P

A() =Y, (DA, (), i€ N, (4)
p:l
Q

Dy; () = Y Ay (DD, (), (5)
g=1

where Aip (.),pe P,and Dyjq (.) g € Q are, respectively, the
vertex matrices denoting the extreme points of the polytopes
A, (.) and D; (.). Pis the number of the vertex matrices A4, (.),
Q is the number of the vertex matrices D;;(.) and the
weighting factors y;,, (£), Ay, (t) are polytoplc uncertamtles
parameters belonglng top;, (¢): b =1 Hip (t) y,p (t)
Zp llLtlp (t) 1, #zp( )>O and Alzq(t) Z /\llq ) L
Aiq (£)20.

2.2. Preliminaries. In the sequel, we introduce some lemmas,
definitions, and criteria, which play important roles in de-
ducing our main results.

Lemma 1 (see [40]). The matrix A = (a,-j)lsi’jgn is called an
M — matrix if the following conditions are satisfied:

(i) a; >0 =1,...,n), a,]_o(zqé], ,j=1...,n).
(ii) All the successive principal minors of A are positive:
ap ... ay
det| @ - 1 |>0, (i=1,...,n). (6)
Ay ... a;

(iii) For any positive vector x = (xy,...,X, Y, the
system of equatzons A()x has a positive solutzon
x=(x,...,%, ).

Definition 1. (see [41]). The matrix T, (.) is said to be the
pseudo overvaluing matrix of the system given by
x=A()x, respectlvely, to the vector norm p(x) = [|x4]

il %, 17, with x = [x1, %5 -+ 5 X, 17, if the next
inequality is satisfied:

D' p(x)<T,, ()p (), (7)

where D" denotes the right-hand derivative operator.

Assumption 1. In what follows, we assumed that all the
nonlinear elements T, (.) are separated in the last row.

Lemma 2 (see [41]). If T,,.(.)is the pseudo-overvaluing
matrix of the system: x = A(.)x, then it verifies the following
properties:

(i) Al the off-diagonal elements
nonnegative

of T,.() are

(ii) If the eigenvalues of T,,.(.) have negative real parts,
then T,,.(.) is the opposite of an M — matrix

(iii) The main eigenvector v(t, x (t)) is related to the main
eigenvalue A, such that reel (A,,)= max (A € AM(.))
is a constant vector

Lemma 3 (see [41]). The application of the Kotelyanski lemma
[42] to the pseudo-overvaluing matrix T,,.(.)is relative to the
system: X = A()x; A() = (aij (.))19-)]»3” allows deducing the
stability of the corresponding system, if T, (.) is the opposite of
an M — matrix, which implies that all the successive principal
minors have alternated signs with the first being negative:

a;; <0,
ay |a1,2| Ial,ni
jar2 >0,..., (-1)" a2 22 2241 >0.
|a2,1| azn : : :
|an,1 (.)| |an32(.)| e a,, ()

(8)



3. Main Results

3.1. Stability Analysis. In this section, we investigate suffi-
cient delay-dependent stability conditions for the autono-
mous system (1).

Theorem 1. The autonomous system (1) is robustly as-
ymptotically stable under o(t)=ie N , if T,.(.) is the

opposite of an M — matrix, where
L
Y Dy m‘ ,
1=1

)

Tpe ()= max (Aip ©) T+(1-d) I}:&XGFF(

peP 9¢Q

and d is given in (3).

Proof. Let v € R" with components (v,>0,Vh=1,...,n)
and x(t) € R".

Define the following Lyapunov functional for the au-
tonomous system (1):

V(@) =V, (@) +V, (1), (10)
with
V(1) = (1-d)Ux (b)),

L t 11)
Va0 =(1-dY Dy [ 1x(9lds ),
=1 t=to0 (E

d'V, (x(t),1)
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D, D
LM — EI;?\IX<SI[1]I)<IZIZ llq ‘>> (12)

qeQ
The right derivative of V(t) along the trajectory of
system (1) yields to

where

L
o —0- d)2<<sgn(x(t)) <A0(t) ()x(8) + Y Dy Ox(t =150 (t))), v>,
=1

L
<(1—d)<<A ()" lx @+
I=1

where A, () = max ¢ ((Ap (D7)
peP

ZDlmc

(Frow () -

which implies

d*v2 (x(t) t)

(|x ~Tho(n () ') >S(|fl,o<r>(t)|

<(d—1)<

(Ix(t)l),V>—(1—

SV _dVi0) 4V, 0 0
dr dt dr
where
&V, (1) d*|x(t)|
(- ap )
— (1 - dP(sgn (x (1)) dxft),w
(14)
sgn (x; (1))
sgn (x (1)) =
sgn(x,, (1))
Then,
(15)

ZDme

x(t - Tl,o<r>(f))|>’v’>

On the  other side,((d"V,(t))/dt*) = (1 -d){| YL,

Dyl (x (0D, vy = (1= d) (1= F150) (1) <I Xy Dypel (I (£
=10 (D)), v). Therefore, it is easy to see that

ZDZW <|x =T (1) |) >,
(J(t = rion ®)]): >

(16)

ZDlmc

(Jx(t = a0 @) ) > (17)
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From (15) and (17), we obtain

d'Vv()

+(1-

Since 0< (1 —d) <1, it becomes

<((AW<>) <(0)), >+<1—d)<<
- <<(Amc())* +(1-4d) f

ZDl,mc
=1
_ <|Tm<.>||x<t>|,v>,

where is T,

2 Dic |x(t)|> >
>|x(t)|,v>

(19)
(.) given in (9), knowing that
(T e Olx (O, 7Y =T e )9 12 (O] (20)

The main eigenvector v(t, x (t))of T, (.) relative to the
main eigenvalue A, is constant. We assume that T',,,. (.) is the
opposite of an M — matrix. Therefore, we can find a vector
weR"(w, e R;h=1,...,n) satisfying the following
relation (=T, (.))'7 = 0, Vv € R".

Thus, it easy to follow that

AT e O (B3, v = (T, ) 9 1x (0] = =<, [x (D]
(21)

Substituting (21) into (19) leads to

d’ V(t)
dt*

~(w, x(®)]y = thlxh(tw (22)

Therefore, it can be established that ((d*V (¢))/dt") <0
for all x(¢t)#0.
This completes the proof of Theorem 1. O

Remark 1. Theorem 1 gives the main results of the stability
analysis for the autonomous system (1) under o(t) =i € N
and all admissible uncertainties (4) and (5). The conditions
presented in Theorem 1 will be simplified by applying the
Borne-Gentina criterion in Theorem 3 and Corollary 1.

3.2. Memory State Feedback Design. In this section, we
consider the following memory state feedback controller:

L
< (1- d)2<( (A ()" |x(t)|),v> +(1- d)2<<
I=1

(Ix(t)l),V>—(l—

L
=(1- d)2<((Amc(.))* |x(t)|),v> +(1- d)<<
1=1

ZDl,mc

x(t = 1100 (t))]), v>

N LPT0) ,v>, (18)

IX(t)I>,V>-

L
ut) = =Ky (x(8) = Y Ly (Ox(t
I=1

- rl’o.(t) (t)), (23)

where K;(.) and L;; (.), i € N, are nonlinear controller gains
to be determined.

The resulting closed-loop switched system composed
from (1) and (23) is represented by

L
X(t) = Ay () Ox(8) + Y Dy (Dx(t = 1159 (),
=1

x(0)=¢(0), Oe¢ [—glagz(rl)o],
(24)

where Zo‘(t) () = Aa(t) () - Bo(t) (')Ko(t) () and Bl,a(t) () =
Dyyey () = By (DLygp ()

In what follows, we present our result for the memory
state feedback control of system (1).

Theorem 2. System (1) is robustly stabilizable via controller
(23) under o(t) =i € N, for all admissible uncertainly pa-
rameters y;,, (t) and Ay, (t) for each p € P and q € Q, such
that the closed loop swztched system (5) is robustly asymp-
totically globally stable, if there exist matrices K;,(.) and
Ly, (), L€ L with appropriate dimensions, satisfying that
T, (.) is the opposite of an M — matrix,where

L
T, () = max (4;(.)) Tr(1-d) max(z s1[1]p(|Dl,i(.)|)>,
=1 [

ieN ieN
peP q€Q

(25)

and d is introduced in (3).

Proof. We assume that there exist matrices K;,(.) and
Ly (), Vie N, pe P, g€ Q, and I € L satisfying that
T,.(.) is the opposite of an M — matrix. According to the
proof of Theorem (1), system (1) is robustly asymptotically
stabilizable via controller (23) under o(t) =i € N and all
admissible uncertainties (4) and (5).

The proof of Theorem 2 is completed. O



Remark 2. Theorem 2 gives the main results for the stabi-
lization of the control system (1) via controller (23). In the
sequel, by applying the Borne-Gentina criterion, this result
will be applied in Theorem 4 to develop a memory feedback
controller via the pole assignment control to stabilize the
corresponding closed-loop system under o(¢t) =i € N and
all admissible uncertainties (4) and (5).

I=1 g=1

P n-1 L Q
YUt + << Y i, (1) hz ay, ()y" (t)> DY N (1)
p=1 =0

yD(s)=¢,(s), se[-TO0Lh=1,...,n—1,

where y(t) € R", ﬁl}-} (.), and aﬁ’q,, (.) are nonlinear co-
efficients, Vie N, pe P, g€ Q, l€ L, and (h=1,...,
n—1).u(t) € Ris the control input. r;; (t) denotes the time-
varying delays satisfying that 0 <r;; (t) < rand |r;; (t)| <d <1
where 7 and d are given, respectively, in (2) and (3).
¢; (s)(h=1,...,n—1) are the initial conditions on [-7 0].

xh (t) = Xni1 (t)>

P n—-1 L Q n-1 . _
%, (£) = —( Y iy @ 0% O+ Y Y Xy (0 dipy Oxp (E =1 (t))> +B,(Ju(t), ieN,
p=1 h=0 h=0

I=1 g=1

or under matrix form, we obtain the following state
representation:

P L Q
X(1) = ) iy (DA Ox () + Y Y Nigy (DD (x(t = 115 (8)) + B; (Ju (8),
p=1

1=0g=1

n-1
Y Zijfiq Oy P(t-r, (t))) =b;(Ju(t), 0<ry(t)<r,
h=0
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4. Application to Switched Systems Modeling via
Differential Equations

In this subsection, we apply the previously reached results
for a class of switched nonlinear systems modeled by a set of
differential equations.

Considering a class of uncertain switched nonlinear
systems with multiple time-varying delays formed by N
subsystems, each subsystem S;,i € N is given by the fol-
lowing differential equation:

(26)
Consider the following change of variable:
dy(h)
Xthl(t)Zw, ]’lZO,...,I’l—l. (27)
Due to (27), relation (26) becomes
(28)
(29)

x(s)=¢(s), se [—{r(llzg(‘rl)O], i€ N,

where x () is the state vector, whose components are x;, (£),
h=1,...,n.

The vertex matrices ;\,-p (), Dl,iq (.),and B; (.) are given as
follows:
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r 0 1 0
_ 0 0
Alp(') = : : 1 > 1€ M)
(-, (), () . -a ()
r 0
Bi () = ) > 1 € M,
0
LD, ()
r 0 0 0
_ 0 0
Dl,iq('): 0 5 1€ N,
n 1
-_dllq() lzq() llq()
(30)

where ﬁf’p (.) is a coeflicient of the instantaneous charac-
teristic polynomial Gzip 0 (s) of matrix A;, (.) given by

n-1
_n ~h h
GA,F(-)(S) =5 +I§)aip(.)s , (31)

and d (.) is a coeflicient of the instantaneous characteristic
polynomlal N (s) of matrix Dy, (.) defined by

n—1
NBM NOEDY d (s, (32)
K h=0

Assume that all subsystems are uncertain of polytopic
type, which can be described as

P
Ai () = Z ‘uip (t);{lp ()’ P € B’l € M;
. (33)

Q
Dy ()= Ay Dy, (), qe QleLieN.
g=1

Considering the switched rule given in (1), the switched
control system will be represented as

E,()=P 'A,()P=

0
Fy;,() =P 'Dy, ()P =
81ig (s - -

n-ln-1>-"*

L
%(8) = A, ()x(8) + Y Dy (Ox(t = 115 (B) + By u(t),
I=1

x(0)=¢(0), 0¢€l[-1,0,0(t)=i€c N.

(34)

Finally, according to the controller (23), the closed-loop
system will be represented by
%(t) = 4,

L__
(l‘) ()x(f) + ZDZ,O'(t) ()x(t - rl,a(t) (t))>
=1

x(s) s€[-1,0],0(t)=i€ N,

= ¢(s)
(35)
with A;()=A4;(.)-B;()K;(.) and Dj(.)=D;;()- B
()L, ().
A change of base for system (35) into the arrow matrix
form [31] allows that

Z(t) = Zu,p<t>E,p()z(t)+lzzlkz,q(r>ﬂ,q(> z(t-r, ),
19=
z(s) =P¢(s), se[-1,0],ie N,

(36)
where z(t) = Px(t) is the new state vector and P is the
corresponding passage matrix given by

1 1 . 1 07
o a ... a, 0
P=| (@) () (@) i 6D
: : : 0
L ("‘1)7171 ("‘2)m1 : (“n—l)rH 1]

with «; j=1...
parameters.

The vertex matrices in the arrow form E;,(.)and Fj;, ()
are given by

,n—1 being distinct arbitrary constant

0 B ]
0 , i€ N,pe P,
X1 ﬁn—l (38)
VO 0]
"On—ll
ie NJleLqgeQ,
llq()altq()
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with h
() =-G= , VYh=1,...,n—-1,
. yzp( ) 4, 0) ((xh) n
-1
B = o, —a,) , Yh=1,...,n-1 1 n-l ‘ (40)
g ( o) (39) Vp() ==, ()= ) amic N,peP,
q#h h=1
and the elements of F;, (.) are
The elements of E;, (.)are given as follows: |
6Ziq(.):—N3 (ap), Vh=1,...,n-1,
B b ) ,i€e N,le Lige Q. (41)
O () = —dl’f;; )

Taking into account the previous relations, the matrix uncertainties (4) and (5), if there exist a, <0 (h=1,...,n—1),

T}ipq (1) is given by ay, # oy, Yh#q, such that the following condition is satisfied:
0 ... 0 _ (=
0;1 o W ')+ Y OBy > 0. (46)
: : h=1
Tipg)=| & o0 P | ieNleLqeQ
0 <o 0 X1 |ﬁn71| p . . . . .
. o . roof. 'The application of the Borne-Gentina criterion to
flipg () - oo Fripg () tiipg () T, (.) yields to the following stability conditions for the
(42) autonomous system (34):
with (-1)"A, >0, h=1,...,n-1, (47)

h
fipg () =

L . th . . .
VO + (1 - suP<Z|5ﬁiq <.>|>, he1,..n1 Whered,is the % principal minor of T, ()
[]

Therefore, for h=1,...,n—1, the first condition in

I=1
Theorem 3 is verified such that «, € R”.

L . e . .
tzrfipq ()= Y?p ()+(1—d)sup ( ( Z SZiq (.)' ) > Finally, for h = n, the last condition is verified as follows:
UANE a 0 ... 0 |B]
(43) 0o . . : :
Finally, the common pseudo-overvaluing matrix T, (.) (=1)"det (T, () =(=D"| + . . 0 b
of system (35) can be deduced such as 0 ... 0 a,, |ﬁn_1|
fa 0 . 0 BT B0 ) 0
0 i (48)
T, (= & "~ =~ 0 . (44)  Thatis,
0 ... 0 &y |Bul
1 -1 —n o n-1 n-1 N n—1
LE () ... ... () () = (=D"[7() H"‘q - Z |th(.)||[)’h| H o, [[>0. (49
where g=1 h=1 h=1
§ A h#q
£ () =max(t),,. (), Vh=1,...,n
ieN ( bipq ) The division of this previous condition by ((-1)"" 11—[;1;}
pep (45) 4 yields to —F" () + Y= 7" ()18l >0.
q€Q The proof of Theorem 3 is complete. O
. i ) ) ) Remark 3. If there exist parameters ay,(h=1,...,n—1)
4.1. Stability Conditions for Continuous-Time Uncertain satisfying that
Switched Nonlinear Systems with Multiple Time-Varying
Delays. In this subsection, we give some sufficient stability L
conditions for the autonomous system (34). Pr GZ,.P(.) (@) +(1-d) s&p IZ;NBW O] ()
S (50)

L
Theorem 3. The autonomous system (34) is robustly globally =B, Y:lp () +(1-d)sup Z 81 () <0,
asymptotically stable under o(t) =ie N and admissible u\S "
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Theorem 3 can be simplified to Corollary 1.

Corollary 1. The autonomous system (35) is robustly globally
asymptotically stable under o(t) =i € N and admissible un-
certainties (4) and (5), if there exist oy, (h=1,...,n—=1)<0
such that oy, #a,, Yh#q, and the inequalities below are
satisfied:

ﬁh(GZip()(S_‘xh)+(1_d)sup(zNDhq 5=“h)>><0’

LI\ =1

L
ﬁh< T ()(5_0)+(1-d)s? (ZND ()(5_0)>>
1 1

(51)

Proof. If there exist a, (h=1,...

ﬁh<GZ,. (ay) +(1-d) st<Z ND“ ah)>>

,n—1)<0 such that

. (52)
= —ﬁh<yfp(.) +(1-d) sup(Z 6Ziq(.)>> <0
(1 \ =1

T, () will be given by T, ()=
o 0 ... 0 B
(U : :

: S 0 : , where fzi ()= (!

0 0 Y1 B " !

tllpq() ...... tllpq() tllpq()

)+ (l—d)sup(zl 1511q( D), VYh=1,...,n

Therefore, the n' principal minor of T,,,. (.) is calculated
as follows:

L
A, = —<y§; )+ -d) S?}P(Z 5qu(')>>
. I=1

1 L
()" (y?p(.) +(1-d) 51[1]p<z 5fiq(.)>>/3h,
1 . =1
- L
_ (“h)1<GZ,- ()(O)+(1—d)51[1]p<ZNB (_)(0)>>.
P I \= e

n

+

™M

h

S
—_

h=1
(53)
This implies that G~ (0) + (1 —d)sup (ZZL:I N5 O
(0))>0. ] v
This proof is complete. O

4.2. Memory Feedback Stabilization for Uncertain Switched
Nonlinear Systems with Time-Varying Delays. In this sub-
section, a new memory feedback stabilization for the control
system (34) via the pole assignment control is given in
Theorem 4.

Theorem 4. Let all n poles {p,,...,p,} of system (34) be
imposed as real, distinct, and negative. Then, the control
system (34) is stabilizing via control law (23), such that the
corresponding closed-loop, switched system is robustly globally
asymptotically stable under o(t) =i € N and admissible
uncertainties (4) and (5), if the following conditions are
satisfied:

()= <|y,p( )|+ —d)sup<2|8llq( )|>> =0, Vh=1,...,n
peP
9€Q
: . (54)
()= max<y?P(.) +(1-4d) sup<2|82iq (.)')) =D,
ieN [] -1
pep
q€Q
where Proof. For p;, = o, arereal and negative h = 1,...,n — 1, the
et Borne-Gentina criterion yields to the following stabilization
H ( ) oVh=1,...n-1, conditions:
Zh pr 0 ... 0 B
) 0o . - : .
yf’P(.) = —G: (ph), Vh=1,...,n-1, (55)
D"+ o0 ©o|>o. (57)
Y,p( —-a Z Ph, 0 ... 0 pn—l |ﬁn—1|
- (o), Vh=1 1 )L ) )
=- Pn)s =1,...,n—-1,
) llq 'q(') ! (56) Since the new dynamic of the system permlts con-
=1 cludlng that overall #()=0 for j=1,...,n—1 and
[ 01ig () =—dj;y ()

t'(.) = p,t' () = p,» thus (55) becomes
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[Py O 0 A ]
0o - :
Tmc (') = E .'. .'. 0 S > (58)
0 ... 0 pn—l lﬁn—1|
Lo ... ... 0 p, |
and the system is stable since p, <0 h=1,...,n. O

5. Illustrative Examples

In this section, two numerical examples are introduced to
demonstrate the theoretical results.

Example 1. Let us consider system (34) with three sub-
systems, where the randomly switched model is given as

[ 0 1
A11(-) = :|,
|-15f() 1-®()

0 1
A12 () = :|,

[1-£() —20()
40) [0 1 ]
L0 100 )
N ()_' 0 1 :|
220 00

A ) [0 1 0 1
L ][—zm —@(.)}’

[ 0 1
A32 () = :|,

L1-2f() —@()
T0 0
PO=| a0 —31//(.)]’
T0 0
Do) = [3.8y() -z.w(.)]’
0 0
D)= | —4y () I-Sw(-)]’
0 0
B P8 —s.sw(o]’
r0 0
Pra )= | -13y() 0-91#(-)]’
r0 0
Do ()= | -0.4y/() —1.21//(.)]’
0 0
Praal) = | -1.8y() 1.21//(.)]’

D,,.() [ 0 0
22 07w () —21/1(-)]’

Mathematical Problems in Engineering

D = N 0
1,31 ()= i —3W(') —2.2W(-) :|)
0 0
Dy () = 0 —0.4y(.) ]
D5 ()= ’ 0
1,32\/ = | -3y () -3y () :|’
- 0 O
Dy3 ()= 0 0.7y(.) ]’ .

with f(.), ®(.), and y(.) are general nonlinear functions.

Hence, we suppose that y(.) € E([-1, 0.2, 0.5]) and the
corresponding delay functions are listed as follows: r| , (£) =
0.8 + (1/5)cos*(t), 75, (t) = 1+ (1/5)cos®(£), ry, (1) = 1.2+
(1/8)cos? (t), 75, (t) = 0.5+ (1/8)cos* (), ry5(t) =0.6+
(1/6)cos? (t), and r, 5 (£) = 1 + (1/6)cos® ().

From Corollary 1, with « = —1, we obtain the following
robust stability conditions:

f()<=239+D()
f()< —0.65+0.5D(.) (60)
f()>0.5.

The stability domain given by the nonlinear f (.) relative to
the nonlinear ®(.) is illustrated in Figure 1. For choice
f()=2,0()=5.3,and y(.) = 0.2, the uncertain parameters

i1 = Wy = H3; = 0.6,
Pia = Moy = U3, = 0.4,
/11,11 = /12,11 = A1,21 = A2,21 = A1,31 = /\2,31 = 0.6,

(61)

/\1,12 = /12,12 = A1,22 = Az,zz = /11,32 = /\2,32 =04

The initial state vector ¢(t) = [1 — 4]"and the simula-
tion results are illustrated in Figures 2—-4 where the switched
signal given in Figure 5 is randomly generated.

Remark 4. From Figures 2 and 3, we observe that the con-
sidered system is robustly asymptotically stable under ran-
domly switching and any admissible uncertainties (4) and (5),
which proves the effectiveness of the result given in Corollary 1.

Remark 5. The considered system in Example 1 is subject to
uncertain complex nonlinear dynamics and mode depending
on multiple time-varying delays. However, it is very difficult to
find a CLF for the system under consideration in Example 1.

Remark 6. The result given in Corollary 1 can construct an
alternative to searching a CLF through the LMIs approach
for studying robust stability under arbitrary switching.

Indeed, in [32], the authors introduced a simple linear
example without time-delay and uncertainty for which
a CLF does not exist.

Example 2. (see [43]). Consider the following switched
system given by a set of differential equations represented as
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55 Evolution of the states variables

S ]
-0.5 1 1 1 1 1 1 1 1
-4 -35 -3 -25 -2 -15 -1 -05 0 0.5
X1
() )
FIGURE 3: State space of the system in Example 1.
FIGURre 1: Stability domain for the system in Example 1.
Trajectory of state State’s norm
3 . . . . . . . . . . . 4.5 T T T T T

5 s ’
=a = 1
2L
3L
-4 ; ; ; : : : ; - :
0 2 4 6 8 10 12 14 10 12 14
Time ¢ (s) t(s)
— X1 FIGURE 4: State’s norm of the system in Example 1.

— X2

FIGURE 2: The state responses of the system in Example 1. All the subsystems can be represented under matrix

representation such as

£+ Z#lp(t)alp( (o) + Zym 0?2 0 £(0) = Zu,p CYMENTEDY YO ION o
I=1g=1
(t=r; (1)) + Bu(t).
! ; ;Al‘iq (Db1sq (X(t = 1,(9) Consider the following controller:
2 , 2
2 2 = — — . . — .
+ 3N Ny (D Ox(t =11, (0) +u(t) = 0, () == 2 by OR;p x (0= 3 PZI Mg (0L (Jx(t = 1154 (),
I=1g=1

(64)

where the gains are K;,(.) = [K1 ()K2 ()] and L;;, () =
where a;, (), by, (.), and ¢, (.) are nonlinear parameters for [leq( )L} lq( )], for each i€ ({l, 2 3}p €{1,2}, q¢ {1 2},
each i € {1, 2, 3}p e {1,2}, g € {1,2}, and I € {1, 2}. and [ € {1,2}.

(62)
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Random switching sequence [« 1
3.5 T T T T T E. ()=
113 1 2 >
, RIORZION
— | o-[
E, ()= ,
25 i 0 b0
% 21 | [« 1 7
= Ey()= >
g RUOREACN
g 151 8 - :
” 0= C )
1 ] R RCAORCAO))
[« 1 7
0.5 8
E5 () ,
REORENON
00 2 4 6 8 10 12 14 () [« 1 7
Ti 32\ = >
me [75() ¥ 0]
FiGure 5: Random switching sequence for the system given in - -
Example 1 0 0
: Fin(G)=|, 5 )
L0101 () 611 ()]
All the closed-loop subsystems will be represented as r 0 0 7
follows: Fon()= >
2 o (83, ) 8,0
0= Yy OA, Ox 0+ Y Y Ay (VD (x(t = 1, (1), o 0]
p=1 =1 p=1 Fi1s ()= 5! 52 >
(65) [61,12() 071, () ]
) L v -
where Fy ()= ,
L850 85,50
0 1
= 0 0 0
A, (.) = 5 Fl 21\.) = >
ip > 1 2
$ip (x) 0,5, () 87,5 C
_rip _Kilp(') ~a;, () _K?p(') LY1,21 () 1,21( ) |
x (66) [0 0 ]
F, ()= ,
Dy () ( ' " ) a0 8,0
Lig\+) = : - -
~Cig () = Ly () =byg () = L5, () E O 0 0
1220G) =1 2 >
The time-varying delay functions are L0120) 01 ()]
(1) = 0.8 + £cos* (1) Fa0=] L]
ri () = 0.8 + =cos™ (1), »nl)= >
Ll 5 i _55,22(-) 5%,22(-)_
1 r ]
ri,(t) =04+ gcos2 (1), F, . ()= 0 0
131 = >
| (8131 () 015 O]
ry (t) =1+ gcos2 (t), T 0
(67) Fpsn(O =1 4 2 >
1 10551 () 855, ()
72, (£) = 0.5 + —cos’ (£), 1 i
’ 8 0 0 0 7
F )=
1 1,32 >
ri3(t) =0.6+ gcos2 (1), _8},32 () 8?,32 ()
) 0 0 0
_ - 2 F )= >
a3 (t) = 0.5+ cos” (1). PR () 85,0) )

All the vertex matrices will be represented under the = where
arrow form such as



IVIatllEIIlatiCal PrObleIIlS ill E lg'lllee] ]’ng
'/]] = —( ;— o) = — OCZ ol a F(Z (Pll (:C)
(.) All(')( ) ( ll(‘) 11 (-)) K]] (.)+— 5

L V%l ()= (_‘111 (- Ki () - 06),

Y2 () = ~Gz,0)(@) = _[az ! tX(alz ()+Kj, (-)) +Kj, () + (Plzx(x)],

L V%z ()= (_an ()- Kfz () - 06),

Yo () = =Gz (@) = _[az +aay () + K3, () + Ky () + "’217(’“)]

L V%l ()= (_“21 ()- K§1 () - (X),

Pp () = -Gz, (y(@) = —[(xz + a(a22 ()+K3, (.)) +K3, () + (PZZT(’C)]

L V%z ()= (_azz ()~ Kéz () - 06),

V()= =Gy, (@) = —[vf +afas () + K5 ()) + K, () +<"x(")]

L V§1 ()= (—a31 () - K§1 ()- 04),

Y () = =Gg_ () (@) = —[(xz +afas, () + K3, () + K3, () + %ZT(JC)]

[0 () =(-a5, () = K () - a),

(61, () = ~Np, () (@) = B O+ LT O)a+ ey () + Ly, O]
[ 82,0 = by O +L2, 0],

(851, () = ~Np, () (@) = (B O+ L33, O)a+ ey, () + Ly, O],
[ 82,,0) = by O+ L2, 0]

i 6},12 ()= _NBm (@) = _[(bl,IZ ()+ Lilz (~))“ topn()+ L},IZ (-)]’

; 8?,12 ()= _[bl,IZ )+ Lilz (-)]’
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[ 83,,() =-Np,
1_ 8302 () = [br () + L3, ()],
6121 () = -Np,
815 () =~[b1o O+ L1 O],
[(0),,()=-Np,,

! %21()— [bzzl()+L22 OIF
122()_ N

Dy ()
i 0150 () =l () + L1, O],
[ 8, () = -Np,
i 81 () = by () + L3, O],
[ 61,,() = -Np,
‘ 012 () = b )+ L, 0),
(0,,() =

| 63,22 ()= ‘[bz,zz )+ L;,zz (-)],

‘_ 815 () = by O+ L5 O],
[ 6,,1()=-N5,,
‘A 831 () = ~[bry )+ L35, ()],
815 () =~

| 5?,32 ()= _[b1,32 )+ Li32 (')])

{ 53,32 ()= _[b2,32 ()+ L§,32 (-)]'

For the following pole placement p, = -1 and p, = -2,
by Theorem 4, we obtain the following robust stabilization
conditions:

(i) a=p, =-1<0
(i) 1], () =t () =85, () =1,() =15, () =£3,() =0

Mathematical Problems in Engineering

Co@ =l () + L3, 0))a+ e, () + Ly, (),

Lo@= (12 O+ L1 O)a ey () + Ly, O]

(@) = (oo () + L3 )+ cp00 () + Ly, (]

(a) = [(b 122 )+L1 » ))oc+cl)22(.) +Li22 (.)],

0@ = (Brar O+ L3 O)a+ ey () + Loy (O]

0@ ={(bin )+ L, (O))a+e () + L, 0],

Np,, (@) = [(b2 () + L35, ())a+ a0 () + Ly 5, O],

' 5},31 ()= _Nﬁm (4)(0‘) = _[(b1,31 ()+ Li31 (-))0‘ ey () + L},31 (-)]’

(@) = (Brar O+ L35 O)a+cp50 () + Ly 5y (]

Np, (@) = (b1 () + L5 O)a+ 5 () + L5, O]

' 65,32 ()= _NBM(.)(“) = _[(bz,az ()+ Li,sz (-))0‘ +e3 () + Lé,sz (~)]’

(69)

(iil) max (2, (), 13, (), 3, ()13, (), 5, (), 13, () = p, =
-2<0

Condition (iii), when we choose 3, (.) = p,, 3, () = -3,
t3,(.) = =3.5,13,(.) = —4,13,(.) = -4.5and t2, (.) = —5yields
to following controller gains:
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K, ()=|2 —9"“7(’% —ay, ()

P2 (x) 3
x

K12(~) =2 —(112(.)

Ky () = 2—%17m3—a21(.) ,

Ky() = 2_%27(96)3_%2(_)

Ky ()=|2 _%17(96)3 —ay ()

Ky () = 2_%27(96)3_032(_)

Ly () =[=con () =byn O],
Ly () =[c001 ()= by O], (70)
L ()= [0 =b 0],
Lyr () =[c21 () = by ()],
Ly () =[-c1:0 ()= by O],
Lyoy () =[50 () = by O],
Lis () =[c10 () = by ()],
Ly () =[-10 ()= by ()],
Ly () =[5 () = b5 O],
Ly () =[~c201 () =by5 O],
L () =[5 ()=b5 ()],

Ly () = [_52,22 () =by3 ()]

The simulation results for fixed initial points ¢ (¢) =
[2-1]" are given in Figures 6 -8, respectively, which
show the state responses, the state trajectory, and the
state’s norm of the system given in Example 1 where the
switching mode given in Figure 9 is randomly generated.

The simulation results reveal that the state trajectories
closed-loop system controlled by the memory state feedback
controller are converging to zero, and the closed-loop
system is robustly asymptotically stable where the switching
signal is randomly generated.

15
Trajectory of state
1.5
1
0.5
g Y
<05+
-1+
-1.5}
) I
0 1 2 3 4 5 6
Time ¢ (s)
— X1
— X2

FIGURE 6: State responses of the closed-loop system in Example 2.

Evolution of the states variables

0 ; L i ; L
-2 -18 -16 -14 -12 -1

X1

-08 -06 -04 -02 O

FiGURrE 7: Evaluation of the state’s variables of the closed-loop
system in Example 2.

Remark 7. The developed memory state feedback controller
given in Theorem 4 can reduce the effect of the delays especially
for switched systems with multiple time-varying delays and it
guaranteed to the considering system more performance and
immunity to the delays as well as the uncertainties compared
with the memoryless controller.

Remark 8. Form Theorem 4, we obtain the robust stability of
a closed-loop system given in Example 2 where the switching
signal is randomly generated and for any admissible un-
certainties (4) and (5). In fact, the result given in Theorem 4
can be an alternative to find a CLF through the LMI
approach.
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t(s)

FIGURE 8: State’s norm of the closed-loop system in Example 2.

Random switching sequence

3.5 T

System mode

Time (s)

FI1GURE 9: Random switching sequence for the system in Example 2.

6. Conclusion

This paper has investigated new robust stability and sta-
bilization criteria under arbitrary switching for a class of
uncertain switched nonlinear systems. The systems under
consideration are subject to multiple time-varying delays
and polytopic-type parameter uncertainty. The proposed
results are obtained by using a novel CLF, the Bor-
ne-Gentina criterion, and the aggregation techniques.
Compared to the existing results in this area, the developed
criteria are explicit, are simple to use, and can construct an
interesting alternative to find a CLF through the LMI
approach, considered a hard task in this case.

Future research will extend the results of this paper to
switched stochastic systems with time-varying delays and
actuator saturation.
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With the continuous growth of traffic demand and the mismatch of urban transportation facilities, urban traffic congestion has
been caused, leading to various related problems, such as environmental pollution, traffic accidents, and slow economic de-
velopment. Many cities have implemented relevant measures to improve traffic congestion, but fewer are ideal. This study used the
hidden Markov model combined with the dissipative structure theory and entropy theory to predict the congestion more
accurately. The temporal and spatial distributions of the online ride-hailing Didi data in Chengdu were analyzed. There are
morning peaks, noon peaks, and evening peaks during workdays. During the noon peak and evening peak, travel demand in the
city’s central area is relatively stable. It is found that the prediction model has a higher accuracy after combining the dissipative

structure theory and entropy theory, which could be used to propose methods to prevent congestion.

1. Introduction

Due to the rapid increase in urban expansion, traffic demand
has also increased rapidly in recent years. Under such cir-
cumstances, traffic congestion has become a common
problem in large cities, resulting in increased pollution
emissions, traffic time, and casualties and slowing down the
economy [1]. Traffic congestion is caused by various factors,
such as the backwardness of transportation infrastructure,
public transportation inability to meet general travel needs,
and improper traffic control. Accurate traffic jam prediction
can improve travelers’ satisfaction with traffic services and
reduce related travel costs. There have been many methods
used to predict traffic congestion in the current research
process, including qualitative research, quantitative pre-
diction, and various statistical techniques. However, most of
the methods previously studied by scholars are still based on
traditional transportation research methods. In the spatio-
temporal analysis, some scholars used GPS data to compare
the temporal and spatial patterns of taxi travel in Shanghai
and New York City and established a regression model to
study the relationship between urban land use, a permanent
population, employment, and car ownership [2]. There are

also studies using geographically weighted regression to
model the spatial heterogeneity of taxi passenger capacity
and visualize parameter estimates’ spatial distribution [3]. A
visual analysis system of urban functions based on time-
space taxi travel is proposed [4]. Some scholars have
researched the interactive relationship between the taxi
travel trajectory network’s topological structure and the
spatial differentiation, revealing the spatial characteristics and
movement laws of urban residents” activities and interaction
between the spatial layout of urban functions and residents’
activities. Provide a reference for optimizing the taxi trans-
portation network and taxi operation management [5].

In terms of travel patterns, some scholars have studied
how the travel pattern variables extracted from large-scale
taxi GPS data can lead to the collapse of spatial agglom-
eration in urban areas and proposed a data-driven mod-
elling method based on potential Dirichlet allocation of 50
travel modes [6]. Using the massive dataset of Didi Travel,
including Didi Express and Didi Taxi services, some
scholars analyzed the fluctuations in the number of orders
in different urban areas after implementing travel re-
strictions in Shanghai in 2016 [7]. Some scholars analyzed
Beijing taxis’ GPS trajectory data and found that taxi travel
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patterns have similar characteristics to individual travel
patterns [8]. Massive car-hailing data have become a
popular source for analyzing traffic operation and road
congestion status [9]. Some studies have used clustering
methods to detect different passenger distribution patterns
in subways and taxis, examine the difference between
passenger distribution patterns and cluster spatial distri-
bution, and perform a two-step classification analysis to
determine the factors affecting passenger patterns [10].
Some scholars have proposed a new model based on the
hidden Markov model and contrast to define the traffic
state during peak time in two-dimensional space. This
model uses average speed and contrast to capture traffic
patterns [11]. Other studies have proposed an expert
system that detects traffic jams and accidents from real-
time GPS data collected by GPS trackers or driver’s
smartphones. The system will assign a traffic state to each
section of the map according to the vehicle [12].

In terms of research methods, some scholars decompose
the datasets of subway station entry and exit, weekdays, and
weekends to obtain principal components and feature
vectors [13]. Some studies have proposed a three-stage
framework to explore the congestion correlation between
road segments from multiple real-world data and found that
the traffic congestion correlation has obvious directionality
and transmission [14]. Some scholars have proposed a new
method based on the entropy maximization theory, which
uses the large-scale taxi GPS trajectory to model the OD
distribution of Harbin city to verify the OD distribution of
the taxi GPS data in the urban system [15].

In terms of congestion prediction, some scholars have
proposed a method to detect traffic congestion from the
taxi’s GPS trajectory at the turning level. Based on the
analysis of GPS trajectory characteristics and identification
of active trajectory segments, three congestion trajectories of
different intensities are detected [16]. Some scholars have
proposed a probabilistic model for predicting driving
journey paths based on hidden Markov models. The pre-
diction results show that this method is an accurate and
feasible potential method [17]. Some scholars have proposed
mining mixed temporal association rules to predict traffic
congestion, apply the Dbscan algorithm to find the traffic
environment, and generate qualified rules for predicting
road network traffic congestion [18].

Nowadays, there is a new direction for studying traffic
congestion. With the advent of the “big data” era, modern
technology combined with traditional traffic management
methods to effectively and timely obtain traffic demand
information and identify road traffic conditions is an im-
portant idea to alleviate traffic congestion. With the rapid
development of the mobile Internet, online car-hailing
travels have been rapidly developed. It is also one of the
supplementary travel modes of urban public transportation.
A large amount of GPS data is generated in the daily op-
eration process, attracting many scholars to develop big
traffic data: analysis, mining, and application research. The
famous physicist Prigogine introduced open systems to the
second law of thermodynamics in 1969 and developed it to
establish the dissipative structure theory. Dissipative
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structure theory explains how an open system changes from
disorder to order, an extension of entropy theory. At present,
dissipative structure theory has significantly impacted many
fields of natural sciences and social sciences, such as physics,
astronomy, biology, economics, and philosophy [19].
However, research of dissipative structure theory on the
diffusion of pollutants is rarely studied.

This research uses dissipative structure and entropy
theory, combined with the hidden Markov model, based on
previous studies. Based on analyzing the temporal and spatial
distribution of Chengdu, it predicts congestion in a part of
Chengdu’s downtown area. It carries out verification, and the
result shows that the prediction result is much better.

The rest of this article is organized as follows: after the
Introduction, Section 2 introduces materials and methods,
including data and the theory; Section 3 presents result
analysis and discussion; Section 4 presents conclusion.

2. Materials and Methods
2.1. Data

2.1.1. Didi GPS Track Data. The data source used in this
article is the Didi Gaia Data Open Platform, the data location is
Chengdu City, the data time is November 2016, a total of
30 days, and the data scope is the trajectory data of the second
ring road in Chengdu, so the research scope is divided. It is
designated as the five central districts of Chengdu: Jinniu
District, Chenghua District, Jinjiang District, Wuhou District,
and Qingyang District. The data are stored in CSV file format
and divided into GPS track data and travel OD data (recording
the OD point information of each track data). The average
order data from Sunday to Thursday is about 220,000 pieces a
day and from Friday to Saturday is about 250,000 pieces a day.
GPS track data record the operating status of each vehicle and
records, and the interval is 3s. The amount of data per day is
about 3 GB, and the amount of track point data generated in
one day is about 36 million. The formats of GPS track data and
order data in the original data are shown in Table 1.

2.1.2. Road Network Data and POI Data. The road network
data used are downloaded from the BIGEMAP mapper. The
road network includes highways and urban roads (express
roads, main roads, secondary roads, and branch roads). The
coordinate system used WGS84 coordinates.

The POI data source is from BIGEMAP mapper, and the
coordinate system adopted WGS84 coordinates. POI data
include hotels, restaurants, roads, real estate communities,
companies, enterprises, shopping, transportation facilities,
finance, tourist attractions, car services, commercial build-
ings, life services, leisure and entertainment, medical care,
and government agencies. POI data information includes
longitude, latitude, address, and name.

2.2. Principal Component Analysis. Generally, in the study of
multivariate research, we tend to use as few variables as
possible to get more information. When the number of
variables increases, the computational complexity will
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TaBLE 1: GPS track and order data structure description.

Attribute name Example

Attribute description

CAR_ID 0531a086baf4fta55f648202bd6fea2s
ORDER_ID 072a331f7399614626d2{73698c495b1
TIME 1478482828

O_TIME 1478482826

D_TIME 1478483238
O_LONGITUDE 104.1251
O_LATITUDE 30.67288
D_LONGITUDE 104.11075
D_LATITUDE 30.65962

Vehicle number
Track number
GPS timestamp
Boarding time
Get-off time
Longitude of boarding position
Latitude of boarding position
Longitude of drop-off position
Latitude of drop-off position

increase geometrically. Similarly, in studying road traffic
status, it is unnecessary to use all variables to analyze the
traffic status. At the same time, it is impossible to check all
variables. Therefore, it is essential to filter the variables. Thus,
the principal component of the statistical method is used.
Analysis can reduce the dimensionality of the data and
transform a group of potentially correlated variables into
linearly uncorrelated variables through orthogonal trans-
formation. The changed group of variables is called the
principal component. It can be used to analyze the variables
to determine the more significant variables on traffic status
and traffic congestion prediction, a standard method for
dimensionality reduction. Typical steps for dimensionality
reduction include the following: (1) standardize raw data; (2)
calculate the covariance matrix and its eigenvalues and ei-
genvectors; (3) sort eigenvalues; and (4) keep the eigen-
vectors corresponding to the first N eigenvalues and
construct them into the new space.

2.3. Hidden Markov Model. Hidden Markov model (HMM)
is a dynamic Bayesian network with a simple structure, a
directed graph model. In this system, the state of the
system at the next moment is determined only by the
current state and does not depend on any previous state. It
is a directed graph model, which is widely used in many
fields. As shown in Figure 1, there are two types of var-
iables in the hidden Markov model: hidden variables (Y,
Y,, Y5, ..., Y,) and observed variables (X;, X5, X3, ., X,,).
Y, and X, represent the system status and observations of
the nth time.

2.4. Entropy Theory and Dissipative Structure Theory.
Entropy was used to describe the second law of thermo-
dynamics. As a state parameter, entropy represents the
uniformity of any kind of energy distribution in space.

S =K *InN. (1)

The entropy S of the material system is equal to the Bosch
coeflicient K product and the number N of states’ logarithm.
The entropy value of the system directly reflects the degree of
uniformity of the state. The smaller the entropy value of the
system is, the more orderly and unevenly the state is. The
more significant the system’s entropy value is, the more
disordered and uniform it is. The system always tries to
spontaneously change from a state with a small entropy

FiGure 1: Structure of the hidden Markov model.

value to a state with a significant entropy value (from order
to disorder).

The entropy principle mainly studies the ideal isolated
system, while the dissipative structure theory extends the
system to open systems. The generalized dissipative struc-
ture can refer to a series of open systems far from equi-
librium, physical, chemical, socioeconomic, and biological
systems, which focuses on explaining how the open system
moves from disorder to order [20].

3. Result Analysis and Discussion

3.1. Spatial and Temporal Distribution of Congestion in
Chengdu

3.1.1. Time Distribution Characteristics. By counting the
daily travel frequency within a month, as shown in Figure 2,
it can be seen that the daily travel frequency is approximately
a one-week cycle, with the highest travel frequency on Friday
and Saturday. After the workweek, on Friday afternoon and
Saturday, the frequency of people going out for entertain-
ment and leisure will increase.

To understand the travel frequency at different times of
the day, take an hour as a unit to count the frequency of
pickup and drop-off points at various times during working
days and nonworking days, as shown in Figures 3 and 4.

As can be seen from the distribution diagram of the time
of getting on and off the bus, there is a morning peak (8:
00-10:00), noon peak (12:00-14:00), and evening peak
(17:00-19:00) during work, while on rest days, there are
only noon peaks and evening peaks. On Friday, the morning,
afternoon, and evening peaks are similar to Monday to
Thursday. Still, in the evening peak until midnight, the
number of trips on Friday is higher than that on Monday to
Thursday. There are some similarities and differences in
travel time’s frequency distribution on Saturdays and
Sundays on weekends. The difference is manifested in the
apparent peak periods at noon (13:00-14:00) and evening
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(17:00-18:00). Besides, since the next day is a working day,
people are more inclined to end the day’s itinerary earlier on
Sunday evening. The overall travel frequency during the
evening rush hour on Sunday is less than that on Saturday.

3.1.2. Spatial Distribution Characteristics Based on the Kernel
Density Algorithm. The grid surface is generated based on
the kernel density algorithm to establish the hot spot de-
tection model. The parameter selection of the kernel density
algorithm affects the clustering effect and effectiveness of the
model. The larger the research scale and the larger the
bandwidth, the smoother the result presented by the heat
map; the smaller the research scale and the smaller the
bandwidth, the more detailed the heat map’s effect in Ta-
ble 2. Using multiple parameter selection and comparative
analysis, selecting different parameters to produce clustering
effect and hot spot detection, the hot spot area’s location can
be preliminarily judged. Select the date of November 11
(Friday) as the representative days, visualize the data, an-
alyze the trajectory data’s spatial characteristics, and display
it in a heat map. The heat map in different parameter
combinations is shown in Figure 5.

It can be known from the heat map that the demand for
travel in the central area of the city is relatively stable. As the
city center’s various supporting facilities are relatively
complete, the population is much more. Hotels, restaurants,
commercial buildings, shopping centers, residential areas,
and other buildings are densely distributed. These places can
generate a lot of transportation demand.

3.2. Analysis of Didi GPS Data Features. Due to Didi’s ride-
hailing rules, some data need to be cleared. In collecting
trajectory data, the sampling interval is 3s, and the
sampling frequency is relatively high. More redundant
data are generated, which take up massive storage space
and higher computer performance requirements, which
significantly increases the processing runtime of the
calculation. Therefore, it is necessary to compress the taxi
trajectory data [21].

Calculate the length of the trajectory according to the
compressed trajectory. Under the premise of ensuring ac-
curacy, the travel distance statistics of 140,000 passenger
trajectories extracted are made. The travel distance (a) and
time (b) distribution are shown in Figure 6. The travel
distance is mostly concentrated within 3-10km, and this
travel distance segment accounts for about 75% of the total
travel ratio. The travel time is mainly focused on
6-26 minutes, accounting for about 75% of the total travel
ratio.

After the invalid trajectory data are further eliminated
and filtered, the travel speed diagram in the main urban area
within one day by time intervals is obtained, as shown in
Figure 7.

It can be seen from Figure 7 that, by calculating the
average speed of the vehicles in each period, it can be found
that the speed of the vehicles is slower in the morning peak
and evening peak on working days. At night, the speed of the
vehicle is faster.

Based on calculating the average travel speed of the
entire road network by period, a single trajectory’s speed is
calculated. The speed characteristics of the trajectory are
turther feature mined and analyzed based on different road
sections. For a single trajectory, calculate the travel speed
according to different sampling frequencies, and calculate
the speed of different road sections in one travel. Take a
trajectory on November 7 as an example, combined with the
trajectory data points matched on the map, as shown in
Figure 8. Vehicles drive from Fenglin Road near Zhongfang
Hongfengling and then pass through Shengdeng Road,
Jianshe South Road, Hongguang Road, Xinhong North
Branch Road, and Xiaolonggiao Road to reach the desti-
nation. Figure 9 shows the travel speed graph with sampling
intervals of 3s, 655, 155, and 30 s. When the sampling interval
is 35, and the sampling frequency is dense, the speed-time
image obtained can be regarded as an instantaneous speed
graph. It can be seen that the rapid speed fluctuates wildly. It
cannot reflect the road operation well. When the sampling
interval is 15s or 30s, the effect of the displayed map is
better.

After map matching, combining the road segment tra-
jectory map, divide the trajectory into seven road segments,
as shown in Figure 8, and calculate the seven road segments’
travel speed, respectively.

After adjusting and improving the instantaneous speed
map, the road section speed map divided by road section is
obtained, as shown in Figure 10. It can be seen from Fig-
ure 10 that the vehicle speed is low at the beginning of the
start, and the vehicle is driving on road sections 5 and 6 with
faster speed, and the overall driving speed is relatively
smooth and unobstructed.

3.3. Analysis of Influencing Factors of Congestion in Chengdu

3.3.1. Extraction of Factors Affecting Traffic State. In the
BIGEMAP map downloader, the downloaded POI data have
the following 15 categories. The POI categories are read-
justed and divided into six categories, namely, commercial,
residential, office, transportation, leisure class, and life class.
The classification situation and the proportion of each type
are shown in Figure 11.

Due to the dense flow of people and the high demand for
online car-hailing in the city’s central area, various regions
have different degrees of influence on the pickup point. It is
of considerable significance to analyze the possible impact of
different POI types on the road state. Calculate the distance
between the pickup point and the different POI types nearby,
find the connection between the pickup point and the POI
type, and further determine the impact on the road traffic
state and traffic congestion the follow-up work [22].

Based on the principal component analysis method, this
paper calculates the distance from the OD points of the
trajectory data to various POI points. The Euclidean distance
from each OD point to different POI points is calculated to
facilitate statistics and classification.

After categorizing the POI data, combine the trajectory
data’s spatial characteristics and the distance from the OD point
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TaBLE 2: Influence of different parameters on the clustering effect.

Group Order Bandwidth (unit: m) Pixel size Number of hotspots (unit: number)
1 1 108.8 10 2104
2 2 317.0 10 623
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FIGURE 5: Heat diagram in different parameter combinations.
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of the order data to various POIs, perform a correlation test, and
express it in a matrix.

From Table 3, the commercial and residential categories
have a more significant impact on the frequency of getting
on and off the bus.

In the city’s central area, travel demand is relatively
strong near commercial buildings, shopping centers, and
large residential areas. The distance between OD points and
the commercial regions and residences is closer than other
types. The relationship between OD points and commercial
and residential areas is relatively close, so that it can be
considered an influencing factor.

3.3.2. Construction of an Influencing Factor Set. This paper
selects the area around the east section of the second ring
road in Chengdu as the research area and divides the road
sections and time periods. There are 4 road types in the
divided road sections, and the time period and the road
sections are both the influencing factors. The average travel
time and the average speed of the road section are the main
manifestations of whether the road is congested, and the
road traffic state is the direct manifestation of whether the
road is congested. Therefore, both are used as influencing
factors. This paper uses principal component analysis to
extract the types of POI that have a greater impact on the
boarding point: the distance from the boarding point to the
subway station, commercial area, and residential area, which
are used as an influencing factor. The set of influencing
factors selected in this paper is moderate. Too few would lead
to unsatisfactory prediction results, and too many would
easily lead to “overfitting,” and the error of the model will
increase. Therefore, the influencing factors F1-F8 are finally
determined.

The types and descriptions of each factor are as follows:

F1: type of road.

The type of road has a significant influence on the
vehicle’s speed and determines the upper limit of
Table 4.

The speed is influencing the road traffic conditions and
congestion. The corresponding relationship of road
types is shown in Table 4. The road segments are
classified and numbered according to the relationship
table, which is represented by S,,.

F2: average travel time of the road section (s).

The road segment’s average travel time is obtained
according to the order data and is counted in seconds.

F3: average travel speed of the road section (km/h).

Based on the road segment division and speed calcu-
lation in front of the article.

F4: period.

According to the trajectory data’s temporal and spatial
distribution characteristics, boarding at different times
in a day is counted. On weekdays, the frequency of
boarding at 8-10 am is relatively high. Simultaneously,
considering the regularity of commuting passenger

flow, this period is selected as the counter, divided into
shorter periods. Choose 10 minutes as the time seg-
ment, divided into 12 time segments, respectively,
represented by 1-12 (a—1).

F5: road traffic status.

According to the road section, it is divided into five
statuses, which are unblocked, basically unblocked,
slightly congested, moderately congested, and severely
congested, represented by 1-5.

F6: the distance to the subway station (m).

The subway can efficiently carry many passengers,
which affects the travel mode of nearby shuttle vehicles
and nearby people. The Euclidean distance is used here
by calculating the distance from the boarding point to
the nearest subway station.

The distance of F6-F8 is obtained through the distance
calculation tool in the ArcGIS software. The distance is
divided into three categories: 0-500 m, 500-1000 m,
and distances higher than 1000 m, represented by 1, 2,
and 3, respectively.

F7: distance to the business district (m).

By calculating the distance from the pickup point to the
nearest commercial area, the commercial area’s judg-
ment is obtained by dividing POI data. The Euclidean
distance is used here.

F8: distance to a residential area (m).

By calculating the Euclidean distance from the pickup
point to the nearest residential area, the residential
area’s determination is obtained through the POI data
division. The Euclidean distance is used for calculation.

By dividing the influencing factor set, the final main
parameter table is shown in Table 5.

3.4. Congestion Prediction Based on the Dissipative Structure

3.4.1. Dissipative Structure Condition. According to the
dissipative structure theory established by Prigokin, the
following four necessary conditions must be met to produce
a dissipative structure.

The system must be open. The system must exchange
material, energy, and information with the outside world
and obtain negative entropy from the outside world to offset
the increase in its extraction. The system can evolve from
disorder to order and from simple to complex.

The system is far from equilibrium. The open system
under the combined action of internal and external factors
may destroy the original structure and form a new orderly
structure when it is far from the equilibrium state.

Nonlinear interaction: there is a nonlinear mechanism in
the interaction between the subsystems that make up the
system, prompting the emergence of new properties in the
system, leading to the system’s complexity and diversity. When
a linear system changes, it is often carried out gradually; when a
nonlinear system changes, there are often qualitative trans-
formations and jumps. When affected by the outside world, a
linear system will respond progressively, while a nonlinear
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TaBLE 3: Correlation analysis based on POI data classification.

Live  Office Business Casual Traffic  Life
Live 10.000 -0.011 0.682 0.565 0.535 -0.373
Office —-0.011 10.000 0.366 0.377 0.302 0.388
Business  0.682 0.366 10.000 0.597 0.355 -0.112
Casual 0.565 0.377 0.597 10.000 0.212 —0.421
Traffic 0.535 0.302 0.355 0.212  10.000 -0.092
Life —-0.373 0.388 -0.112 -0.421 -0.092 10.000

TaBLE 4: Type of road and numbers.

Type of road Number
Urban expressway 1
Urban arterial road 2
Urban secondary road 3
Branch road 4
TaBLE 5: Parameter.
Variable Abbrev1at§d Min Average Max
representation

Road type R, — — —
Average travel time

T, _ _ _
(s) /
Average travel
speed (km/h) Vi - B 70
Period T, — — —
Traffic status Seta — — —
Distance to the Dy 846 7469 2875.41
subway station (m)
Distance to the
commercial area Deom 14.57 1379.06 5383
(m)
Distance to a D,.. 742 45678 1348.95

residential area (m)

system is very complicated. Sometimes it ignores external
signals, and sometimes it reacts fiercely. A linear system
changes continuously and changes state over time, while a
nonlinear system can maintain its stability for a long time.

There are huge random fluctuations. For a nonequilib-
rium system far from the equilibrium state, the small ran-
dom changes may rapidly amplify and form huge volatility,
making the system transition from an unstable state to a new
ordered state, thus creating a dissipative structure [20].

Chengdu has met the four necessary conditions for a
dissipative structure.

Chengdu is an open system. Chengdu’s road traffic
system is an open system that can carry vehicles both inside
and outside Chengdu.

The road traffic system of Chengdu is far from equi-
librium. Traffic flow is the leading cause of traffic congestion.
Moreover, traffic flow is always in an unbalanced stage,
affected by many factors, such as weather, holidays, and
traffic control.

The road traffic system of Chengdu is in a nonlinear
interaction. As mentioned above, many factors affect traffic
flow, and congestion forecasting is a very complicated
process, which cannot be forecasted solely by linear models.
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There are substantial random fluctuations in the road
traffic system of Chengdu. Since Chengdu is a tourist-ori-
ented city, a large amount of traffic will be generated during
holidays. Due to the impact of other uncontrollable factors
such as traffic accidents, the traffic system will have sub-
stantial random fluctuations in traffic volume.

In Chengdu’s road system, a specific type of state in the
congestion state can be used as a critical point 3: slightly
congested), a certain threshold reached when the system
leaves the equilibrium state. When the threshold is reached,
self-organization can be used to relieve the congestion
state. As a part of the road system, human intervention
belongs to the road system’s self-organization phenome-
non. Social self-organization will transform the system
from a disordered state to an orderly state.

3.4.2. Entropy Analysis. According to the dissipative
structure theory and entropy theory, the influencing factors
are divided into the primary deterministic entropy value and
the uncertainty entropy value, affecting the total entropy
value of the road traffic system. The deterministic entropy
value consists of the influence of road type, period, distance
to the subway station, distance to commercial area, and
distance to the residential area on the degree of congestion.
The uncertainty entropy value is composed of the road
section’s average travel time, the average travel speed of the
road section, and the road traffic conditions on the degree of
congestion. Among them, the deterministic entropy value is
fixed. This study will discuss the surrounding facilities when
the surrounding facilities are relatively stable, without
considering the impact of environmental factors and con-
struction facilities changes.

d
S;=- ) K;PInP, (2)
S, =~ Y K;PInP,, (3)
i
S.=8;+S, (4)

where S is the deterministic entropy value and d represents
the type of deterministic entropy factors. S, is the uncer-
tainty entropy value and » represents the type of uncertainty
entropy factors. S, is the total entropy. The congestion state
changes as the total entropy value changes. When the total
entropy value reaches a specific amount, when the system
leaves the equilibrium state to reach a certain threshold (3:
slightly congested), the system changes simultaneously, from
state 1 or 2 changes to 3 or other states. At this time, human
intervention is required for traffic, which is the phenomenon
of systematic self-organization.

3.4.3. Congestion Prediction. This paper used Python lan-
guage scipy, scikit-learn, hmmlearn, and other libraries,
combined with the dissipative structure theory and the
hidden Markov model for prediction.
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We display the traffic congestion information of a tra-
jectory in a congestion matrix. Each row represents various
information of a road section. The first column to the eighth
column represents FI-F8, representing the entropy’s
influencing factors and its initial observation matrix. The
representation is as follows:

[4 42 11 10 4 813 623 21 7
3 27 2210 1 997 764 53
2 183 21 10 3 1123 536 163
Xi;=12 51 2510 2 1387 123 178 |. (5)
4 36 38 10 1 1523 96 231
4 18 32 10 1 1459 321 93
13 42 22 10 2 1203 413 46 ]

Use linear changes to standardize the matrix to obtain a
standardized matrix of screening indicators:

[1.000 0.230 0.289 1.000 1.000 0.534 0.815 0.0917
0.750 0.148 0.579 1.000 0.250 0.656 1.000 0.229
0.500 1.000 0.553 1.000 0.750 0.737 0.702 0.706
X;; =10.500 0.279 0.658 1.000 0.500 0.911 0.161 0.771 |. (6)
1.000 0.197 1.000 1.000 0.250 1.000 0.126 1.000
1.000 0.098 0.842 1.000 0.250 0.958 0.420 0.402
L0.750 0.230 0.579 1.000 0.500 0.790 0.541 0.199 ]

Similarly, use Python language programming for batch
processing and summarize all trajectories’ observation
matrix to obtain the initial observation matrix Xj;:

Xi=|t . i (7)

P(S,1S,_,) is the current state transition probability, that is,
the transition between the five traffic states of the road section;
the steps to calculate the state transition matrix are as follows:

(a) Group the original data

(b) According to the previous period division, suppose
the time series is S = {S,,S;,...,S;}

There are N observations, divided into five states,
expressed as C = {C,,C,,C;,C,, Cs}.

After dividing the data in the training set based on
different periods and road sections, a matrix of periods and
road section sets is obtained. Each row represents the road
congestion state of a road section in a different period. The
state transition matrix form is as follows:

Stia 0 S
Ag=| + - | (8)
Sssa "+ Sgal
Among them, a, b, ¢, ..., | are represented as 12 time

periods, and 11-85 are designated as the division numbers of
road sections.
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3.4.4. Model Check. After the model training is over, output
the fitted model, and compare it with the test value data
(November 24th-November 30th).

Figure 12 shows the prediction results from 9:30 to 9:
40. The second section of the East Section of the First Ring
Road, Jianshe South Road, Xinhong Road, and the East
Section of the Erxian Bridge of the Middle Ring Road are
slightly congested. Some sections of the road are moderately
congested, and the remaining routes are unblocked or ba-
sically unblocked. From 9:30 to 9:40, except for Xinhong
Road and the second section of the East Section of the First
Ring Road, which is slightly different from the predicted
value, the remaining road sections’ actual congestion index
is the same as the predicted value.

The congestion state 3 (light congestion) is set as the
congestion threshold, the congestion is greater than or
equal to 4, and the acceptable state is 1-3. When the
predicted value reaches 3, the congestion threshold is
reached, indicating that the dissipative structure’s critical
state has been reached. The influencing factors have
reached the critical state of the dissipative structure.
However, since the hidden Markov model’s hidden vari-
ables are not visible, the hidden variables affect the pre-
dicted value. The influence is not visible, and only the
dissipative structure can be used to analyze the influencing
factors listed in this study. In terms of energy research, the
dissipative structure can be formed or maintained only
when the open system supports exchanging information,
material, and energy with the outside world. In the system
of this study, the exchange of traffic is the main form of
energy exchange, and the increase in traffic flow is the
formation of congestion. The main factors of traffic flow
will affect the road section’s average travel time and the
average travel speed of the road section and ultimately
affect the road section’s traffic state. In terms of entropy
research, due to the dissipative structure theory, when an
open system undergoes a sudden change, it will transform
from its original disordered state to a new state of order in
time, space, or function. Entropy is a sign of order. It is a
measure of system stability. In this study, the entropy value
is combined with eight influencing factors: road type,
average travel time of the road section, and hidden
influencing factors. The most important influencing factors
are the average travel time of the road section and the road
section’s average travel speed influence to act.

To quantitatively test the prediction effect of the model,
three indicators, mean square error (MSE), mean absolute
error (MAE), and mean fundamental percentage error
(MAPE), are introduced.

It can be seen from the above results that when taking the
area near the Second Ring East Road in Chengdu as the
research object, consider F1-F5 (road type, average travel
time of road segment, the average travel speed of road
segment, period, and traffic state of road segment). Hidden
Markov model prediction has good accuracy when other
influencing factors are used. If the POI-based influencing
factors F6-F8 (distance to the subway station, distance to
commercial area, and distance to residential area) are
considered, the accuracy of prediction can be further
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Ficure 12: Difference between the actual value and predictive
value.

TaBLE 6: Error comparison of prediction methods.

MSE MAE MAPE
Forecast model error 54187.05 167.63 6.54
Model error based on POI 31958.61 128.19 4.51

improved. The model’s accuracy can be further verified with
the visualized road network traffic status, as shown in
Table 6.

In summary, the prediction results of different evalua-
tion index models are not the same. If the mean square error,
average absolute error, and average fundamental percentage
error are used as evaluation indicators, the model considers
factors such as POI having higher accuracy. Within the
region, there is better effectiveness and scope of application.

4. Conclusions

In this study, Chengdu was selected as the research object,
using Didi car-hailing data to perform data cleaning, coordi-
nate conversion, and map matching on approximately 6
million order data and about 90 GB of trajectory data. After
completing the preprocessing of the trajectory data, the
characteristic analysis of the trajectory data found that there
were morning peaks (8:00-10:00), noon peaks (12:00-14:
00), and evening peaks (17:00-19:00), while on rest days,
there were only noon peak and evening peak. The demand for
travel in the city’s central area is relatively stable in terms of
spatial distribution. This paper also extracted the road sections’
speed characteristics based on the road sections’ division and
divided the congested road sections according to the speed.
Based on the principal component analysis of the POI data,
the “principal components” that have the most significant
impact on the road traffic state of the POI data are found to
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provide a basis for further research, such as subsequent
predictions. According to the principal component analysis
of spatial distribution characteristics, commercial and
residential areas significantly impact pickup points. In this
study, the area around the east section of the Second Ring
Road in Chengdu was selected as the study area, and the
road segment and period were divided. Simultaneously,
road types, average travel time, and road speed were
considered influencing factors. When considering the set of
influencing factors of POI, the distance from the boarding
point to the subway station, commercial area, and resi-
dential area is considered. The initial observation matrix is
constructed for the two situations, and the state transition
matrix is established according to various influencing
factors. Finally, combine the hidden Markov model and the
dissipative structure theory, using Python to transform and
solve the matrix, and verify the training set’s results and the
test set. The results show that the model has a certain degree
of prediction accuracy. The accuracy of the prediction
model based on the GPS data of car-hailing and considering
the impact of POI is higher than that without considering
its impact. As commercial and residential areas have a more
significant effect on pickup points, public transportation
should be vigorously developed to reduce passengers’ travel
demand in private cars and taxis in commercial and res-
idential areas. Traffic organization should be strengthened
near congestion points to promote traffic flow circulation
and reduce congestion entropy, like intersection signal
timing.
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This research paper would be devoted to the application of a fault-tolerant control (FTC) for a benchmark system composed of
three interconnected tanks in case of sensor faults. The control scheme includes two blocks: fault detection and isolation (FDI)
block and a control law reconfiguration block. The strategy of the FDI method is based on a bank of high gain observers; each of
them is constructed to estimate the system state vector. Thus, the diagnostic signal-residuals are generated by the comparison of
measured and estimated outputs and the faulty sensor is isolated. The reconfiguration block performs an update of the controller
parameters according to the operating mode. The application of this method to a pilot plant demonstrates that the hydrographic

system maintains quite performances after sensor faults occurrence.

1. Introduction

Any automation of a process aims at reaching an almost
perfect solution to obtain a final product of good quality and
health of all faults. The automated system control theory has
been widely developed and applied to the industrial process.
These techniques ensure the stability of the closed-loop
system and yield a predefined performance in the case where
all system components operate safely. However, the more
automated the process is, the more it is subject to fault
occurrence. Hence, the need for a control method that is able
to ensure nominal performance within highly automated
systems where immediate maintenance is out of reach. This
control is referred to as fault-tolerant control (FTC) which
becomes extremely important in the last few decades. There
are two approaches to the synthesis of an FTC. One ap-
proach, known as passive FTC, aims at designing a robust
controller against some given faults. Another approach,
known as active FTC, requires a fast fault detection and
isolation (FDI) algorithm followed by a control law ad-
justment that allows maintaining high performances in the
controlled system.

The detection and isolation of faults is an important
research area in process control due to the improvements
that can be reached in terms of the safety and reliability of
the plant. This can be traced from some valuable survey
papers [1-3] and books [4, 5]. Different methods have been
developed and implemented in different directions and for
several systems [6-11] such as model-based method [12, 13],
observer method [14-16], parameter estimation method
[17], parity space method [18], and a combination of these
methods with artificial intelligent [8, 19].

The three-tank system (3TS) is considered an important
and effective prototype of many applications in industrial
processes, such as water treatment, food industry, chemical
and petrochemical plants, oil, and gas systems. It is widely
used in water conditioning systems, which provide the user
with an abundant supply of luxuriously conditioned water
and in craft brewing systems. In spite of the fact that many
fault detection and isolation methods have already been
applied to three-tank system systems, a few fault accom-
modation techniques have been considered. In [20], a
feedback linearization approach for fault-tolerant control in
a 3TS benchmark is investigated. Noura et al. proposed an
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approach based on the online estimation for the fault and the
computation of additive control law is able to compensate
for the fault effect on the system [21]. Mendoca et al. have
used predictive control and fuzzy logic to design a fault-
tolerant control for a 3TS [22]. Orani et al. presented a global
observer based on a second-order sliding mode control
algorithm for the simultaneous fault detection, isolation, and
reconstruction for hydraulic vertical 3TS [23]. Other re-
searchers have focused on fault diagnosis and accommo-
dation for both sensor and actuator faults; they have
proposed an analytical redundancy method to solve the
drawbacks of the hardware redundancy such as cost and
space [24]. It should be noted that all these previous works
have developed FTC solutions based on the linearized model
of the 3TS. This means that these approaches are valid only
around an operating area. To overcome the previous
drawbacks, some papers have focused on the application of
actuator fault magnitude estimation [25] or fault-tolerant
control [26-28] by using a nonlinear model of the 3TS.

In this paper, we focus on the online sensor fault detection
and isolation by adopting high gain observers’ bank. A
reconfiguration of the controller is then performed by
adjusting the design parameters to compensate for the sensor
fault effects. Compared to previous works, the proposed ap-
proach has the feature to potentially mitigate the required time
of the FDI process as well as the ability to reach the reference
trajectory after the fault occurrence. The other purpose of this
paper is to show the experimental performance of the proposed
FTC method on a real plant. Moreover, it is important to
mention that the proposed FTC approach is valid for several
working areas and not only locally around the operating point.

The paper is organized as follows. Section 2 presents the
3TS model to illustrate sensor faults and accommodation
methods. The next section is devoted to the strategy of fault
diagnosis based on high gain observers bank used to detect,
isolate, and estimate the faults. In section four, the full fault-
tolerant control scheme is exposed. In this context, a new
adjusted control law that aims to reduce the fault effect on
the system outputs is discussed. Experimental results are
given and presented in section 5. Finally, a conclusion and
some perspectives are given in the sixth section.

2. Three-Tank System Presentation

2.1. Plant Description. The 3TS plant consists of three
identical cubes with the same cross section area S. These
tanks are coupled serially to each other via cylindrical pipes
of the same cross section area S,,. The complete structure of
the plant is shown in Figure 1.

Two pumps P; and P,, driven by DC-motors, represent,
respectively, the input flows Q; and Q, of tanks T; and T5.
The plant is a closed system, in which the liquid that enters
the reservoir from the tanks returns to the tanks thanks to
two pumps.

Besides the outflow valve on T3, the system includes five
additional valves. Two of them are used to join each pair of
neighboring tanks and can be manually tuned to close the
connection between the two consecutive tanks. The other
three valves V}; Vi,, and Vi; are at the bottom of each tank.
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FiGure 1: Full structure of the computer design plant.

These leak valves can be used to manually drain each tank
[29]. A piezoresistive differential pressure sensor, associated
with each tank, delivers an analog voltage signal to measure
the three liquid levels denoted by hy, h,, and h;.

2.2. Mathematical Model. The analytic model can be easily
derived from the principle of mass conservation and the
Torricelli law. In fact, the change of water volume in tank i
(i=1:3) is determined by the following equation:

. dn
Vi = Sla = Z Qin,i - Z Qout,i’ (1)

where ) Q;,; and ) Q,,; represent the total liquid inflows
and outflows in tank i, respectively. Then, the mathematical
model is specified by the following mass balance equations:

[y (6 = § (@ (6 Q0 - @y (1),

A

(Quz (1) = Q3 (1) = Qp (1)), (2)

=

hz (t) =

iy (0 = 5 (Qu(0+ Q@ (- Q. (0 - Q4 (1),

where t represents the time; h;, h,, and h; represent the
liquid levels in each tank; S represents the cross section of the
tanks; Q; and Q, designate respectively the flow rates of
pumps P; and P5; Q;; denotes the flow rates between tank T;
and Tj; and Qj represents the output flow of the corre-
sponding tank when its leak valve is open. Q. is the leakage
valve. The flows Q;; and Q. in (2) are given by Torricelli’s law
as follows:

Q;j (1) = a;S,sgn(h; — h)) W

Qe (t) = aZ3Sn 29"13)

(3)
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where a,; is the outflow coefficient, sgn(.) is the sign of the
argument, and g is the acceleration of gravity. Consequently,
the nonlinear 3T model is given as follows:

dh . Q
Gy rsgn(h ~ ) + 2.

dh , .
) d_tz = a,sign (h, — h,) \/|h1 — hy| — aysign(h, — ) \/|hz = hyl,
dh . Q
d—: = a,sign (h, — hy)\||hy — 3| — az\[h; +?2,

(4)

where a; represents the system parameter given by

1
ai=§aziSn\/2_; i=1,...,3 (5)

2.3. Three-Tank System Faults Representation. The 3TS
laboratory system is considered as a rich ground to serve as a
test environment for the FTC. It is used as a benchmark
system that can be affected by various additive and/or
multiplicative faults:

(i) Faults actuator: an actuator fault can be represented
by

ul (k) = aqu; (k) +ug; i=1,2, (6)

(i) where ulf and u; represent the faulty and the normal
control action of the ith pump, respectively. The
constant offset is denoted by u;; and 0<a; <1 de-
notes a gain degradation of the i™ actuator.

(ii) Faults sensor: similar to the actuator fault repre-
sentation, a faulty output can be written as

yl ) =By () + yj0 j=1,2,3, (7)

where y{ and y; represent the faulty and the normal level of
the j™ sensor, respectively. The constant offset is denoted by
Yjo and 0<B;<1 denotes a gain degradation of the jth
Sensor.

3. Fault Detection and Isolation FDI Strategy

3.1. Problem Statement. Itisimportant to be able to carry out
the fault detection and isolation before that the faults induce
a drastic effect on the system performance. Even in the case
of system changes, faults should be detected and isolated.
The observer-based approach is used to generate residual
signals corresponding to the difference between measured
and estimated signals. It is straightforward to think that if the
system is faulty, the residual signal will be different to zero.
However, the resultant residual will be equal to zero in case
of an unfaulty system. The residual signal is compared to a
fixed threshold; this comparison is followed by a decision
block. To handle all possible sensor faults, we use an ob-
server’s bank composed of three high gain observers. Each

observer uses the information of two sensors to estimate the
third state as it is shown in Figure 2.

The three estimated liquid levels ¥,, 7,, and 5 provided
by the observers’ bank allow to calculate the three residuals
as follows:

ri=y;-yp forj=1,....3. (8)

Considering these following notations, Table 1 can be
established:

0, faultinthe jth sensor,
sensor; =

1, nofaultinthe jth sensor,

(9)

{ #0, faultinthe jth sensor,
. =
j

0,  nofaultinthe jth Sensor.

Consequently, the novel output vector used to imple-
ment the control law is given by

ycl
Ye = Yo |
Ye3

where y; = F;.y; + F;.7;, (10)

with y; and y; are, respectively, the measured and the es-
timated output. F; is a binary variable such as

1, faultinthe jthsensor,
i = (11)

0, nofaultin the jthsensor.

Once the FDI is performed, the faulty sensor S; is
identified and the binary variable F;is set to 1. As a result, the
control output y,; switches from measured to the estimated
output provided by the i™ observer (see Figure 3).

3.2. Observer Design

3.2.1. Basic Concepts. Consider nonlinear systems of the
form:

{3& = f(x,u), (12)

y=px),

where the vectors x and u are, respectively, the state and
control defined on the subsets M and U and the vector-
valued functions f (.) and p (.) are sufficiently differentiable
with respect to their arguments.

Firstly, assume y is a single output. Suppose an injective
map { = g(x) exists, which has a continuous inverse and
brings system (12) into the bitriangular form:

é (2+1//(<‘1:u)
Zk—l ) Ck'f'l//k,l(cl,...,ck_l,u) ’ (13)
é‘k ll/k ((1""’(}{)”)
Y= (1~

Denote the system in the {-coordinate as



: :I and 0> 0 is a scalar; the size of L; is equal
6°L,
to the dimension of ;.
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FIGURE 2: Synoptic scheme of FDI applied to 3-tank system.
TasLE 1: Faults signature for the three residuals. In a practical design, L is firstly chosen such that A-LC is
stable. Then, an arbitrary 6> 1may be chosen. A large value
Sensor 1  Sensor 2 Sensor 3 1 ) r3 F F, F; . . . ; .
of 0 involved relatively a fast convergence in the estimation
! ! ! o0 0 0 0 0 error, but, at the same time, it can induce an amplification of
0 L : # 0 0 100 the noise measurement.
1 0 1 0 #0 O o 1 O
1 1 0 0 0 #0 0 O 1
0 0 1 #0 #0 0 1 1 0
1 0 0 0 #0 #0 0 1 1 3.2.2. HGO Design for the 3TS Model. The nonlinear model
0 1 0 £0 0 #£0 1 0 1 (4) of the three-tank system can be written as follows:
0 0 0 £0 #0 #0 1 1 1 )
h=f(h+9gQ, (17)
( = A( + 1//((: l/l), }/ = C(a (14) Where
with rh,
r0 1
. h=|h,|
A= , L,
1
I 0 [Q
(15) Q= Q >
C=[10---0] -2
‘/’((_1’ u) =
y() = ' :
Vi (G- o5 Cro ) “loo
L (G o u) A g
Assume in the coordinate change dim[{] = dim[x] and 0 1
the Jacobian (9dq(x)/0x) is nonsingular. According to [30], N
for (12) an asymptotic observer is _
_1 _alsgn(hl - hz) |h1 - h2|
: 0q(x)
?€=f(?c,u)+< Ly(y;-p(X)),  (16)
~ h) = hy = hy)\/|hy = hy| — hy —h3)\/|h, — h
Ox o () alsgn( 1 2) | 1 2| azsgn( 2 3) | 2 3|
0L,
where Ly = L asgn (hy = h) \l|h2 ~h| - aa\/hj

(18)
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FI1GURE 3: Internal diagram of comparison and decision unit.

Typical values of the 3T system are given in Table 2. These
values are later used in observer and controller implementation.

(1) Observer Form with a Single Output Measurement. If only
a single measurement is available during operating, according
to (16), the observer for the 3TS model takes the form

aqij(h)

ﬁ=f<ﬁ)+g(Q>+< L

where

61,
6’1, |,
L 6L,
L
L, |,
L3

0>1,

-1
‘ > Ly(y; - k), (19)
h=h

(20)

ensuring that the matrix A-LC is Hurwitz:

(21)

010
A=(001]
000
c=[100]
For instance, suppose only y, = h, is available. Then, { =
q, (h) with
-
q, (h) =| Ly
L Lih

hy

—aysign (hy, — hy)\/|hy — by

(hy = h3)[hy = s

) a,a,sign
ajsign (hy - hy) \/lhl —hy| - -

Wk
(22)

TaBLE 2: Physical parameters of the three-tank system.
$,=5,=8;=5=0.01 m*
Sx=0.0000786 m?
a,=0.1; a,=0.086; a3 =0.099
Qumax =6.66. 107> m*/s

Tank cross section areas
Pipe cross section areas
Coeflicients

Maximum in-flow rate

where Lk (x) is the j™ Lie derivative of the function h by f;
for example, /1 (x) and f (x) are differentiable functions of x
up to the order n.

So, we have

(23)

with

b a,a,sgn (hz - h3) \/Ihl - hzl_
il = || -y

a,a,

anf|ny = |y — |

(24)

and hence

(25)

Q=

(2) Observer Form with Both State Measurements. To detect
and isolate several sensor faults in the whole operating area,
we use in FDI block a bank of nonlinear observers.
According to [30] and using the assumption cited in [31] if



two measurements yi and yj are available, the HGO is given
by

=~ -~ aqij(h) -1 T
h=f(h)+g(Q)+( oh |h:;) Le(yi,j_hi,j)’
(26)
where
[ L,0
LGZ BE 621,
| L,6
'L
L= , (27)
L L,
L
L= 1],
L L,

where L1 and L2 are, respectively, 2x2 and 1x2 constant
matrix, which can be easily determined such that A-LC has
merely stable eigenvalues (26).

(i) b.1-Observer 1. Suppose y,=h, and y;=h; are the

two available measurements. Let ¢ = ZZ and
3
& = Ly¢h, is the Lie derivative of h2 by f.
hy
e,
€= jl =gy (h) = hy |,
L&
L¢h,
~ V2 hy
V23— hy3 = - _ )
-)’3 hg (28)
T b b 17
14— — —
a aa
-1
O
an) |1 o0 of
L 0 1 0]
(ii) with
- “4
24|y = by
b=— %2 ;
2\Ji - 1y (29)

L
L= ,
L,
(iii) where the dimensions of L1 and L2 are, respectively,
2x2 and 1x2 constant matrix, which can be easily

determined such that A-LC has merely stable ei-
genvalues. In this case, we have
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00 1
A=]00 0]
(000

(100 (30)
_010]’

[ L0

_Lzez]'

Lez

(iv) b.2-Observer 2. Suppose y1 =hl and y3=h3 are the

two available measurements; &, = Zl ;and €, =
3
L¢hy is the Lie derivative of hI by f.
hy
-/
&
e = ] =qy (h)y=| hy |,
L&
L¢hy
E —yl} [El}
Va1 = ha1 = -1 _ )
Ly, I, (31)
(110
-1
9\ _loo1
oh ’
1
0-0
L a

(v) with a and b as given below, and L0 is the same as
given in observer 1.

(vi) b.3-Observer 3. Suppose y,=h; and y,=h, are

available. Let ¢, = hz] and ¢, = L #hy is the Lie

hl
derivative of h2 by f
- h2
n 81
&= |=au=| b |,
H62 - Lh,
fl _yz} [Ez‘l
Yo1 =M1 = -1 _ )
_yl hl (32)
0 10
ax\" | 1 0o
oh ’
1+E _g 1
L b bV

Where L0 is the same as given in observer 1.
The proof of convergence of this observer is detailed in [31].
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4. FTC Design

The main objective is to establish a closed-loop regulation to
track two reference liquid levels. For this reason, two PI
controllers are installed. Each one controls one liquid level. In
safety mode, these controllers can successfully accomplish this
task. However, in the case of a faulty sensor, nominal per-
formances are affected in the best case, and it can lead to
instability in the worst case. To avoid such behavior, we should
use the FTC that allows reconfiguring the controller when a
fault occurs. As is shown in Figure 4, the role of the FTC unit
can be divided into two main tasks: the first one is the FDI
detailed in Section 3 and the second one concerns the control
law reconfiguration which performs the design parameters
adjustment. In the case of faulty sensor Si, the binary variable Fi
is set to 1. As a result, the control output yci switches from
measured to the estimated output provided by the ith observer.
To reduce the sensor fault effect and to maintain the closed-
loop performance, the control output yci is used for the
feedback and then compared with the input reference.

The sensor fault accommodation allows reducing the
fault effect, and so the system still operates in the degraded
mode. To alleviate this degradation, we suggest adjusting the
parameters of the PI controller (k,, k;), from the normal
mode parameters (kp;,, kii,) to faulty mode parameters (k.5
kir) using a switcher block.

5. FTC Application

To prove the validity of the FTC strategy proposed in
paragraphs 3 and 4, we apply it to the hydrographic system
described in the second section. The main aim is to ac-
complish a closed-loop regulation of two levels h; and k3. As
is shown in Figure 5, the test setup is composed by the
following:

(i) Three liquid tanks with 1-meter height and one
evacuation reservoir.

(ii) Two 36 W water-pumps (12V/3 A) with a 4Lpm
liquid flow.

(iii) Three piezoresistive transducers MPX-5010 with
sensitivity equal to 450 mV/kPa; everyone equips
each tank. These transducers provide accurate an-
alog output signals that are proportional to the
pressure variation due to the liquid injection. The
accepted range of pressure is from 0 to 10kPa and
the output signal is between 0.2 and 4.7 v. The main
feature of this sensor is the possibility to connect it
directly to a microcontroller without using a con-
ditioning card.

(iv) An STM32Fio card is used as an I/O interface to
establish a connection, via USB port, between the
control desk using MATLAB/Simulink environ-
ment and the I/O peripheries (the three piezor-
esistive differential pressure sensors as input and the
motopump drive board as output).

(v) A control desk with MATLAB/Simulink
environment.

(vi) Power supply of two variable voltage sources 30 V/
4A.

The control law is implemented in real time using a
sampling period of 0.1s.

The experimental setup is in the laboratory “Study of
Industrial Systems and Renewable Energies” “ESIER” at the
National Engineers School of Monastir, Tunisia.

5.1. Fault Free Case. In a faulty free case, the PI controllers
successfully ensure this task since these outputs track well
the desired trajectory as is shown in Figure 6.

To ensure good tracking of the level references h; and hs,
we used two PI controllers, one for each level with identical
parameters K, =20 and K, = 15.

5.2. Faulty Cases

5.2.1. Fault Scenarios

(i) At t1=300s, a constant offset of —8 cm is added to
liquid level h; (B1 =1, y;0=-8cm).

(ii) At £2=500s, a constant offset of -6 cm is added to
liquid level h; (B3 = 1, y30=—6cm).

5.2.2. Sensor Fault Effect without FTC. The consequence of
the fault scenario in the feedback performance is illustrated
in Figure 7. From the instant t1 = 300s, the measured level h,
has a bias of -8 cm compared to its real value; that is why the
control law tries to cancel the static error created by the
faulty measurement which appears clearly in the sudden
magnitude change of u;. Consequently, the real output is
different from the reference and it is equal to the value of
reference plus the bias value (37.5+8=43.5cm). Since
t=450s, the control law u; has been almost constant and
greater than the nominal value in the fault-free case. Similar
to level 1 fault consequence, Figure 8 shows the effect of the
fault in sensor 3 which arises at a real level different from the
reference, and after t=720s, a control law u, which has
almost a constant value greater than the nominal one.

5.2.3. FTC without Controller Adjustment. The application
of the previous FDI method to the same fault scenario sited
in subsection 5.2.1 requires the use of observers’ bank in
order to generate residual and to identify the faulty sensor.
After a transient time, this residual is compared to a fixed
threshold which allows setting the binary variable Fi to 1
or 0.

(i) Att=1t1=300s, a bias of -8 cm is added to the liquid
level 1; this sudden change induces a rocking of the
control output y., from the measured y; to the es-
timated 7, generated by the observer 1 (see Figures 2
and 3).

(ii) At t=12=>500s, similar to level 1, a bias of -6 cm is
added to the third level and, consequently, the
feedback is ensured by the estimated output y;.



Vref

——) | Controller

Reconfiguration Fi

Mathematical Problems in Engineering

3T process

block

—7 Yei

EDI |
_

Fi

FIGURE 4: Synoptic scheme of an FTC including FDI module.

FIGURE 5: Experimental plant: (1a, 1b, 1c) 3 cubic tanks; (2a, 2b) 2
DC motopumps; (3) liquid level sensors; (4) Fio std STM32 board;
(5) motor driver board; (6) power supply; (7) basin; and (8) control
desk.

In a practical design, L is firstly chosen such that A-LC is
Hurwitz. Then, an arbitrary 6 > 1 may be chosen. Normally, a
large value of 0 allows a fast estimation error convergence.
But, in the same way, it can generate excessive peaks during
the transient, beside inducing an amplification of the noise
measurement in the state estimation. To achieve a com-
promise, we have chosen the observers’ parameters as
0,=0,=0,=2.

As is shown in Figures 9 and 10, levels 1 and 3 try to
suitably track the liquid reference trajectories. But, since the
comparison of the input reference is done with an estimated
value of the real measurement, large oscillations appear after
the fault occurrence.

5.2.4. FTC with Controller Adjustment. To improve the
performance of the closed-loop sited lastly, we suggest the
adjustment of the controller parameters from the nom-
inal one (K,,=20, K;n=15) to the faulty one (K,=70,
Kif=50) using a switcher block in which the switching

40 T T T T T T T T T
30 ¢ 4
\é/ 20 | y
<10} :
0 1 | 1 ! | 1 ! | 1
0 100 200 300 400 500 600 700 800 900 1000
Time (s)
—— h; meas
-—- hyref
30
20 1
5 1ol 1
=) |
~10 . . . . . . . . .
0 100 200 300 400 500 600 700 800 900 1000
Time (s)
—— hsmeas
-—-- hyref

FIGUure 6: Tracking performances of liquid levels 1 and 3 in the
fault-free case.

condition is the error between the estimated and the
measured signals. As is shown in Figure 11, in a healthy
case, the error is less than the threshold; then Ky =Kpp
after fault occurrence, the error is greater than the
threshold and K, switch to K.

The result of this adjustment is shown in Figures 12 and
13. Compared to Figures 9 and 10, the quality of regulation is
improved.

5.2.5. Result Discussion. The proposed active fault-tolerant
control ensures typically quite performances for the closed-
loop system. Indeed, after sensor fault accommodation a
controller reconfiguration is performed to improve the
tracking performances. The tracking errors e; = y; — ¥}
and e; = y; — ¥3,.¢ are depicted, respectively, in Figures 14
and 15 for three cases: fault-free case (a), FTC without
control law adjustment (b), and FTC with control law ad-
justment (c).
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F1GURE 7: Dynamic response of level 1 without FTC and its control
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FIGURE 8: Dynamic response of level 3 without FTC and its control
law u,.

To evaluate the control performance, we use the mean
square error MSE criterion defined by

1 n
MSE =~ 3" (3 (k) =y (k) (33)
k=1

where n is the number of measurements, y,.(k) is the
desired output, and y (k) is the system output. The com-
putation of the MSE for outputs y; and y; in cases 4, b, and ¢
is illustrated by Table 3, when 7 =10000.

As seen in Table 3, the MSE values arising from the
proposed approach are a little bigger than the fault-free case,
but it is still widely smaller than the case of FTC without
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F1GURE 9: Tracking performance of level 1 with FTC and its control
law u;.
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Figure 10: Tracking performance of level 3 with FTC and its
control law u,.
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i
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Ficure 11: Schematic diagram of the controller parameters
switching.

control law parameters adjustment. This also is confirmed by
the dynamic behavior of the output levels yl and y3 after
sensor fault occurrence.
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TaBLE 3: Performance tracking comparison.

Fault-free case FTC without parameters adjustment FTC with parameters adjustment

el 0.1266 0.5183 0.1422
e3 0.1002 1.0762 0.1491
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6. Conclusion

In this study, a bank of high gain observers has been con-
sidered for FDI application in a 3TS. After sensor detection
and isolation, fault accommodation is applied to ensure the
reference tracking aim. For preserving the same perfor-
mance as the safe mode, a controller parameters adjustment
is also proposed. Experimental results are given for the
validation of our approach.

This work can be extended to reach simultaneous sensor
and actuator faults by using unknown input observers. The
performance of the controller feedback can be improved
using a filtered high gain observer, which ensures a good
state estimation, even in the case of noisy measurements.
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The data used to support the findings of this study are
available from the corresponding author upon request.
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This paper investigates an output feedback sliding mode control scheme for a two-wheeled self-balancing robot under terrain
inclination and disturbances. First of all, an adaptive high-gain observer is designed for the robot to estimate, simultaneously, the
unmeasured states and the unknown terrain inclination angle which appears nonlinearly in the dynamics of the wheeled robot,
using the only measured linear and angular positions. Then, the estimated states and the reconstructed unknown inclination angle
are used by an appropriate continuously implemented sliding mode controller whose the design is based on the boundary layer
approximation approach to reduce the chattering phenomenon. The objective of the proposed robust controller is to ensure the
tracking control of the two-wheeled robot despite the unknown terrain inclination and the presence of friction disturbances. The
stability of the adaptive observer-based output feedback system is established through a Lyapunov analysis, and it is inspired from
sliding modes theory. Numerical simulations results highlight the effectiveness of the proposed tracking control scheme applied
on two-wheeled self-balancing robot subject to terrain inclination even in the presence of unavailable disturbances.

1. Introduction

The two-wheeled self-balancing robot is an exceptional type of
wheeled mobile robots which has been broadly applied in many
areas such as hostile terrain, agriculture, and industry. The hard
nonlinearity and the underactuation of these systems make the
trajectory tracking control a challenging research problem
[1, 2]. Some classical control strategies such as backstepping
[3, 4] and adaptive controllers [5] are treated by several re-
searchers to control the movement of the wheeled inverted
pendulum. In [6, 7], the backstepping technique is combined
with an adaptive controller to ensure the stabilization and the
convergence of the tracking error. The authors in [8] repre-
sented a combination between H_, and backstepping tech-
niques to stabilize tracking errors under bounded disturbances.
In [9], a Kalman filter-based optimal (H-infinity) controller
was proposed for the linearized model of the wheeled pen-
dulum. Moreover, Fuzzy systems had attested their

effectiveness as a rigorous method in robotics and control
applications. In [10], a fuzzy control scheme was proposed for a
two-wheeled inverted pendulum. Also, in [11], a nonsingleton
general type-2 fuzzy logic controller was designed for an
underactuated mobile two-wheeled self-balancing robot. In
[12, 13], an adaptive fuzzy control design was performed for
dynamic balance and stable tracking of desired trajectories for
wheeled inverted pendulum in the presence of uncertainties.

In addition, a PD-PI controller based on Kalman filter
algorithm was designed in [14] to stabilize a two-wheeled
self-balancing robot while avoiding acute and dynamic
obstacles in the sensed environment. Furthermore, common
networked control strategies have been implemented in [15]
for stabilizing a two-wheeled inverted pendulum robot over
a wireless channel despite time-varying delays and paket
loss. Also, a new feedback reinforcement learning method
was proposed in [16] to solve the LQR control problem for
the two-wheeled self-balancing robot. The suggested method
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scheme was completely online and did not require any
knowledge of the system parameters.

In any formulation of a control problem, the mathematical
model developed to establish the control law does not reflect
the actual process exactly. These differences may be due to, for
example, the direct approximation of complex process be-
haviors and the variations of system parameters or unmodeled
dynamics, especially for systems which are characterized by an
inherent instability, nonlinearity, and underactuation like the
two-wheeled self-balancing robots. Nevertheless, it must be
ensured that, despite all these uncertainties, the resulting
control should reach the predefined objectives. For this reason,
itis necessary to synthesize a robust controller able to overcome
this problem. Sliding mode control is an efficient robust control
method which has the advantage to be insensitive to distur-
bances and characterized by the finite-time convergence
property and the simplicity of its implementation [17]. In this
context, a sliding mode controller was developed, in [18, 19],
for the control of underactuated systems. In [20], the authors
discussed the control problem and gave design technology of
the sliding mode controller for the two-wheeled mobile robot
with lower center of gravity. The validity of the proposed
controller was analyzed through numerical simulations.
Likewise, the authors in [21, 22] developed a sliding mode
controller for nonholonomic mobile robot in order to realize a
tracking trajectory in the presence of model uncertainties,
frictional disturbances, and measurement noise. Moreover, a
novel LMI-based sliding mode controller has been proposed in
[23] for the control of a class of underactuated systems which
are featured as in cascade form with external disturbances. In
[24], an optimization-based nonlinear controller was designed
for trajectory tracking for nonholonomic wheeled mobile
robots. In the same context, a fast terminal sliding mode
strategy has been designed in [25] for finite-time tracking
control of nonholonomic systems. The efficiency of this
method was illustrated to apply on a wheeled mobile robot as a
benchmark of a nonholonomic system. Besides, two sliding
mode controllers were designed in [26] to control the balancing
and the steering movement of a two-wheeled inverted pen-
dulum robot with friction compensation. In addition a sliding
mode control was designed in [27] to track the smooth curved
welding path. In [28], a sliding mode velocity control was
proposed for mobile wheeled inverted pendulum systems.
More recently, in [29], the authors proposed a sliding mode
controller (SMC) associated to a high-order disturbance ob-
server (HODO) for mobile wheeled inverted pendulum
(MWIP) systems. The stability of the closed loop system and
the convergence of the estimation errors have been proved with
a Lyapunov analysis, and theoretical results have been also
validated experimentally. Motivated by the incontestable ad-
vantages of the latter robust control method, we propose, in this
paper, a continuously implemented sliding mode controller for
the two-wheeled self-balancing robot where the boundary layer
approximation method is adopted in the designed controller to
reduce the well-known chattering phenomenon often linked to
the use of discontinuous controllers.

For outdoor applications, mobile robots have to face more
challenges such as uneven, sloped, or rough terrain surface. This
invites researchers to design controllers in order to control the
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stability of the two-wheeled self-balancing robot moving on an
inclined terrain [30-33]. In [34], the authors had shown the
effect of terrain inclination on the performance and stability
region of two-wheeled mobile robots. Moreover, they estab-
lished and analyzed the dynamic model on slope of the treated
robot. The linear quadratic regulation (LQR) method was used
to design a linear controller whose efficiency was presented
through simulation results. In [35], a disturbance observer was
used to estimate the handling force and the slope angle when
getting on and off a human-riding wheeled inverted
pendulum vehicle. A sliding mode control was used in [33] for a
two-wheeled inverted pendulum mobile robot driving on
uniform slopes. Also, to eliminate the influence of the inclined
plane considered as external disturbances, the authors had
developed, in [36], an active disturbance rejection control
scheme for two-wheeled self-balancing robots which achieved
control aims even in the presence of a slope. However, most of
mentioned works had resorted to linearization in order to design
controller. To deal with problems related to rough terrain,
wheeled robots should consistently recognize the current situ-
ation of the surface in order to preserve wheel traction and
battery energy. The solution that we adopt is to develop an
adaptive observer to estimate unmeasured states and the un-
known terrain inclination angle.

In fact, specific attention has been booked to the design of
adaptive observers in order to ensure, under specific condi-
tion, a joint estimation of unmeasured states and system
parameters with exponential convergence. Various works had
focused to design an observer for a linear system as it was
improved in [37]. Others were interested in nonlinear systems
with linear parameterization as in [38, 39] and nonlinear
parameterization as in [40], where the authors had developed
an adaptive observer for the nonlinearly parameterized class
of nonlinear systems. The exponential convergence is
achieved under certain persistent condition by the adjustment
of the gain observer. Simulation results highlighted the ef-
fectiveness of the developed observer. More recently, the
robustness of the latter adaptive observer has been improved
in [41] by adding a sliding mode term. The proposed adaptive
observer in [41] was also combined with an auxiliary high gain
observer to satisfy the so-called observer matching condition
and applied for the inverted pendulum system to solve the
problem of simultaneous estimation of states, unknown pa-
rameter (mass variation parameter), and friction disturbances
with experimental validation.

In this context, since the inclination parameter appears
nonlinearly in the dynamics of the self-balancing robot, we
adopt the adaptive estimation approach developed in [40] to
deal with terrain inclination.

Then, the estimated states and parameters are combined
with the continuously implemented sliding mode control
law in order to provide a robust adaptive observer-based
sliding mode controller. The convergence of the estimated
tracking error is established through the Lyapunov analysis.

In summary, the two-wheeled self-balancing robot is a
benchmark of underactuated system. The hard nonlinearity
of this system makes its control an interesting issue.

For outdoor application, the two-wheeled self-balancing
robot is always faced to several phenomenons such as
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sloping and skidding that can cause a loss of system stability.
Hence, motivated by the advantages of the sliding mode
control as a robust controller and to deal with the variation
of terrain inclination, we suggest, in this paper, an adaptive
observer-based sliding mode controller for a two-wheeled
self-balancing robot subject to terrain inclination. From a
theoretical viewpoint, the demonstration of the convergence
of the adaptive observer with nonlinear parameterization
and in the presence of bounded disturbance will be firstly
established based on a Lyapunov analysis; then, the analysis
of the stability of the output feedback tracking control
system composed of the adaptive observer and the con-
tinuously implemented sliding mode controller will be
carried out based on sliding modes theory. In summary, the
main contributions of this paper from both theoretical and
application viewpoints are given as follows:

(i) Adaptive estimation of the unmeasured states
and the unknown terrain inclination parameter
which appears nonlinearly in the dynamics of the
two-wheeled self-balancing robot in the presence
of disturbances

(ii) Design of the robust adaptive output feedback
controller (adaptive observer +sliding mode con-
troller) for the tracking control of the two-wheeled
robot despite the unknown terrain inclination and
friction disturbances

(iii) Proof of the convergence of the designed adaptive
observer and stability analysis of the closed-loop
system based on the Lyapunov analysis

The remainder of the paper is organized as follows. The
next section presents the problem statement and prelimi-
naries. A robust adaptive observer-based sliding mode
control, as well as the convergence of the tracking control
scheme, is analyzed in Section 3. Simulation results through
Matlab/Simulink assert the performance of the proposed
method in Section 4. Finally, we conclude the paper with
conclusive remarks in Section 5.

L.1. Notations. |- | represents the euclidean norm for vectors
and induced norm for matrices. I,, is an identity matrix with

n x n dimension. 0,,,, is a null matrix with n rows and m
columns. A, (M) and A;, (M) denote, respectively, the
maximum and the minimum eigenvalue of M.

diag(M,,...,M,)  represents the  block-diagonal
M, 0 .- 0
matrix=| . . .° [ |, whereM,,..., M, aresquare
0 --- 0 M,

matrices. R* € R™" denotes the pseudoinverse (generalized
inverse) of a matrix R € R™", That is, R* is a matrix such
that RR*R = R and R*RR* = R*.

2. Context and Problem Statement

2.1. Model of a Two-Wheeled Self-Balancing Robot. The
two-wheeled self-balancing robot is an underactuated sys-
tem, and it has fewer actuators (2 actuators) than degrees of
freedom (3 degree of freedom). The dynamics of this robot is
similar to that of a pendulum cart. In fact, the two-wheeled
torques C; and Cy, are transformed, using a decoupling unit,
into two torques Cs and C,. The torque C,, supervises both
the robot position and the pitch angle. It ensures the
translation along the x-axis while preserving the upright
position, whereas the torque Cs controls the right and left
rotation of the robot which ensures the desired yaw
trajectory.

Referring to [42-44], the model of the two-wheeled
self-balancing robot is as follows:

X1 = Xy,

X, = F(x,p) +G(x,p)u+d(t), )
where x, = [x, v, 817, x, = [x,tyn, qS]T, and x = [xl,xz]T.
u=[Cy C;]" is the control input vector. x, y, and & rep-
resent, respectively, the linear displacement of the chassis,
the pitch angle, and the yaw angle. d(t) = [d, (1),
d, (t),d, )" represents the disturbance vector. d(t) is
assumed to be bounded and differentiable with respect to
time. For each ¢ >0, |d (¢)| < {, where ( is a positive number.

G(x,p) = [911 (%, p), 0; g (x,p),0;0, g5, (x,p)]  and
F(x,p) = [f,(xp), f,(x,p),0]", where

f1(xp) = % [M;Lszg sin (y)cos (v + @) +(MPL2 + ]P)(Mp + 2M,)gR2 sin (a) —(MPLZ + ]p)MPLR21]/2 sin (v + a)]f2 (x,p)

1 .o . .
= = [M;LZRZI//2 sin (y + a)cos (v + «) —(ZMVR2 + MPR2 + 2],)Mng sin(y) + MP(MP + 2Mr)LR2g sin (a)cos (v + oc)],

g1 (x,p) = _TBZ [(M,L? +7,)R + M,LR? cos (v + ),

g1 (x,p) = ;—% [M,LRcos(y + a) +(2M,R* + M,R* + 2], )],

2D
(M,R+(J,/R))D* + 2]5R]

9 (x,p) = [

with B = M} L*R*cos” (y + &) —(2M,R* + M,R* + 2], )(MpL* + ] p).

(2)



J , is the moment of inertia of the chassis with respect to
the z-axis, J; is the moment of inertia of the chassis with
respect to the y-axis, and J, is the moment of inertia of the
wheel. M, is the total mass of the robot. D is the lateral
distance between the contact patches of the wheels, R is the
radius of the wheels, and M, is its mass.

p = ais the angle of terrain inclination, which is assumed
unknown and which will be estimated later through an
adaptive observer.

2.2. Problem formulation. The two-wheeled self-balancing
robot is a nonlinear MIMO underactuated system; thus, it is
very challenging to keep balance when it climbs or descends
on a slope and, especially, in the presence of nonmeasurable
disturbances. In this work, the considered problem consists
in designing an output feedback sliding mode controller for
the self-balanced robot model subject to unknown distur-
bances, to generate a robust command for going up and
down the slope. In case of going up the slope, the controller
generates an acceleration of the gear-motor driving the
wheels, whereas in the going down case, a deceleration is
performed for the safety of the vehicle. Such behavior is
required for ensuring the global engine stability. Despite the
importance of the studied issue, according to our knowledge,
theoretical developments dealing with the terrain inclination
and the disturbances simultaneously for the nonlinear model
of the two-wheeled self-balancing robot are infrequent.

In addition, it is well known that the dynamics of
underactuated systems such as the two-wheeled self-bal-
ancing robot may contain hard nonlinearities and non-
holonomic constraints which make the control of these
systems an open and interesting issue. These features should
be considered during control design in order to establish a
robust controller which guarantees the system performance
even under different operating conditions. Sliding mode
control is an efficient robust controller, thanks to its ef-
fectiveness for dealing with uncertain and disturbed systems.
Persuaded by its advantages, we adopt this popular tech-
nique to ensure the tracking objectives.

Furthermore, when a mobile robot moves on a trajec-
tory, several phenomenons such as sloping and skidding can
cause a loss of wheel traction and battery energy, as well as
system stability. Thus, having an instantaneous knowledge of
the terrain inclination angle could be lucrative to keep the
performance of the adopted control law.

The solution to deal with this problem is to design an
adaptive observer to estimate conjointly unmeasured states
(%, ¥, 6) and the angle of terrain inclination which represents
the unknown parameter p = «. That is,

Jim () - %] = 0,

(3)
Jim |p(6) =p ()] =0.

Then, the estimated states X (t) and the reconstructed
unknown parameter p (¢) generated by the adaptive observer
are to be injected into the sliding mode control law in order
to perform the following trajectory tracking aims:
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lim |x(t) - X, (t)| =0, (4)
t—00
where x, (t) is the reference trajectory.

3. Adaptive Observer-Based Sliding Mode
Control for the Two-Wheeled Self-
Balancing Robot

In this section, we present first the adaptive observer design
method for the wheeled robot, and then, we combine it with
the sliding mode controller whose objective is to ensure
tracking control despite the presence of unknown terrain
inclination and disturbances. Before describing the adaptive
observer-based sliding mode control system, the following
assumption must be taken into account.

Assumption 1. For any bounded control input u, the state x
is assumed bounded. Moreover, the unknown parameter p is
also assumed to be bounded and slowly varying, that is,
p(t) = 0, almost everywhere.

It is to be noticed that some physical autonomous
systems such as chaotic systems verify the boundedness
assumption of the trajectories naturally (Assumption 1). In
the case of controlled systems (nonautonomous systems)
which include the two-wheeled self-balancing robot con-
sidered in this paper, the boundedness of the states may be
guaranteed by synthesizing an appropriate bounded control
input. We notice also that assuming the unknown angle
inclination parameter p(t) = «(t) is usually satisfied in
practice in the self-balancing robot system under terrain
inclination, which is trivially reasoning from a physical
viewpoint.

By considering Assumption 1, let (u, x,p) € (U, X, ©),
where U ¢ R?, X ¢ R®, and ® ¢ R are three compact sets.

For the two-wheeled self-balancing robot system, the
nonlinearities F (x, p) and G (x, p) are just once continuously
differentiable but not globally Lipschitz. In such a case, we
use, under Assumption 1, the Lipschitz prolongation ap-
proach in order to build prolongations F and G of the
nonlinearities F and G using saturation functions [40, 45],
where F and G are globally Lipschitz and defined as
F(x,p) = F(0o(x),0”(p)) and G(x,p)=G(o(x),0”(p)),
where ¢: R" — X, x—0(x) and o”: R — O, p—0” (p)
are smooth bounded saturation functions such that o (x) = x
and o (p) =p for all x € X and p € ©.

In this way, the trajectories of the wheeled robot system
(46) coincide with those of the following system:

X1 = Xy,

5
xzzﬁ(x,p)+(~?(x,p)u+d(t), ©)
where G(x,p) = [gy; (x,p), 0; G5, (x,p), 0;0, G5, (x, p)] and
F(x, p) = [f1(x,p), f5(x,p), 0]7 are the Lipschitz extension
tunctions of G (x, p) and F (x, p), respectively.

In the rest of the paper, we will rather focus on system (5)
for the design of our proposed adaptive observer-based
tracking control approach for the considered two-wheeled
self-balancing robot.
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3.1. Adaptive Observer for States and Terrain Inclination
Angle Estimation. Adaptive observer design represents a
popular method for states and unknown parameter esti-
mation. Since the unknown terrain inclination angle appears
nonlinearly in the dynamic of the two-wheeled self-bal-
ancing robot and given the triangular structure of our
system, we adopt the adaptive observer treated in [40] and
we recall, in this section, the main features of this estimation
approach.

Actually, the two-wheeled self-balancing robot system
(5) is included in the class of systems considered in [40] and
may be written in the following form:

p(t) = -6P(1)Y" (1)C"K (CX),

where X = [ ;1 ]; Ay = diag[I;, 1/615], where 0> 0 is a real
2
number, ¥ =X —x, and S is the unique solution of the

following algebraic Lyapunov equation:
S+A'S+SA-C'C=0, (8)

where S is the symmetric positive definite (SPD) and the
matrix (A-S CTC) is Hurwitz. K is a design matrix of
appropriate dimensions to be determined later.

For the convergence of the unknown parameters esti-
mation errors, the following assumption is required.

Assumption 2. For any trajectory (X,tp) € X x Q, the ma-
trix CY (t) must satisfy the condition of persistent excitation,
and it means: 36,,9,>0;3T>0;Vt>0: §,I,< _[:
YT (t)CTCY (1)dr < 6,1,

The persistency of excitation is a classical condition usually
adopted in the literature of adaptive estimation. It is behind the
asymptotic stability and parametric convergence, and it sig-
nifies that the studied system is sufficiently rich in frequencies.

Proposition 1. Consider the system (6) subject to the un-
known parameter p(t) and the disturbance d(t), together
with the adaptive observer (7), under Assumptions 1 and 2.
Then, the state estimation error X = X — x and the adaption
error p = p — p converge to a small compact set whose radius
may be reduced by choosing sufficiently high values of the
design parameter 0.

Proof. The proof of Proposition 1 is mainly based on the
proof of Theorem 3.1 in [40] while taking into account the

{9&:Ax+_7(x,p)+g(x,p)u+Bd(t), ©)

y=Cx=x,

where A= |2 13], B=|% and C=[I;0;].

03 03 I3 ’
~ 05, = | 0sy | x
a6 =| gy | o= sty | ana=[ 2]

Conforming to [40], the adaptive observer developed for
system (6) is given by

(- Az GG AU+ F(RP) - 9A;1(§_1 LY (BP()YT (t))CTK(CTC),

(7)

Y(t) = e(A - §_1CTC>Y(t) N Ag% (%.7) + Aeg—i (%,P)u, withY(0) =0,

| P(t) = -0P(t)Y" (t1)C'CY (t)P(t) + OP(t), with P(0) = P" (0) >0,

presence of the disturbance d (t). We consider the Lyapunov
function

W(t) = Q@®)'SQt) +p" ()P B (1), 9)

where

{ Q) =x)-Y()p(), (10)

%(t) = A (% — x).

Proceeding as in Theorem 3.1 in [40] and taking into
account the presence of the perturbation term d (t), one may
obtain

W< —2uW - 20"SABd (1)
< = 2uW + 2|Bl{\ Ay (98 VW (Q)
< —,uW—,ux/W(Q)[\/W(Q) ~ 2B Wy (3) 9*1],
(11)

where we recall that { is a positive constant such that, for all
t>0, |d(t)| < and

1 C,
#—E(e—ﬁ)(l—m)’ (12)

where ¢; and c, are positive constants which depend on the
upper bounds of the different bounded signals and on the
minimal and maximal eigenvalues of the matrices S and P
(see the proof of Theorem 3.1 in [40]).

Next, from the last j ality (11), we deduce that as long
as W (£) 2 2|B|{u™ " \[Apae (S)07 ', ome has



W (t) < — uW (b). (13)

If AW (0) > 2Bl '\A,, ()07, Q(t) and p(t) will

decrease exponentially such that
W (t) <W (0)e . (14)

Consequently, there exists a finite time T, such that for
allt>T,,

VW (D) < 2B Ay ()67 (15)

We have
1 = [
% Amin (S)|Q(t)| +W Amin(P l)lp(t)lg \/W(t)

(16)

Next, combining inequalities (15) and (16) and using
(10), it may be deduced that the estimation error X (t) and
the adaptation error p(t) converge to a compact set whose
radius may be reduced by choosing a sufficiently large value
of the design parameter 0.

Once the unmeasured states and the unknown param-
eter are reconstructed by the adaptive observer (6), the
estimated signals are employed, in the next section, by the
sliding mode control law in order to build an adaptive
sliding mode controller. O

3.2. Adaptive Observer-Based Sliding Mode Control for the
Two-Wheeled Self-Balancing Robot. In this section, we apply
the sliding mode control on the two-wheeled self-balancing
robot and we replace the unknown parameter p = a and the
speed states (X, ¢, §), which are not accessible to mea-
surement by their estimates obtained from the proposed
adaptive observer as it is denoted in Figure 1.

The problem of trajectory tracking consists to determine
the control law u which insures the convergence of the state
vector x, =[x ¥ 8]" to the reference vector x, =
[x, v, O, ]T with a tracking error on the first component of
the state vector:

e=Xx,— X (17)

Affected by the influence of terrain inclination «, the pitch
angle v, will not be identical to zero when the two-wheeled
self-balancing robot becomes stable on the slope. In fact, y,
will become a constant y,, which depends on «, and it is
defined as [31]

(—M,Rsin(oc)) (
Yeq = arccos| —————" | —arccos
M

Rsin («)
\/stin2 (a) + L*

p
(18)
We select the sliding variables vector as follows:
S=Ax,—x;)+(x, —X,)
=A(x, —x)) + (%X, —x,) +x, - X, (19)

=A(x, = xp) + (%, - x) + %y,
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where A is a positive constant.

Inspired from sliding modes theory, we propose the
following sliding mode controller incorporating the esti-
mated states generated by the adaptive observer (7):

u=[G& )] |% -F& p) +A(%, - ,) —k% ,

(20)

where k is a positive constant.

However, the presence of the discontinuous function, in
the sliding mode control, gives rise to the well-known
chattering phenomenon which represents the main disad-
vantage of sliding modes controllers. To overcome this
problem, it is lucrative to transform the discontinuous
function by a continuous one using the boundary layer
approximation approach to eliminate the chattering phe-
nomenon [46]. Then, we rather consider the following
“continuously implemented sliding mode controller” in-
stead of (20):

~ - kS
u=[GE )| X, —F(Ztp) + A(x, - %,) + —— + S|,
IS| + ¢
(21)
where G (%, tp)]" represents the pseudoinverse matrix of
G (X,tp). p and ¢ are positive constants.
Before proving the convergence of the tracking error of
the closed loop system, we show first, in the proof of the
following theorem, that S(t) converges to a compact set

whose radius may be made as small as possible by adjusting
the design parameters ¢ and .

Theorem 1. We consider the system (6) under the continu-
ously implemented sliding mode control input (21) and in-
corporate the adaptive observer (7) such that Assumptions 1
and 2 are satisfied. Then, S(t) is uniformly bounded with an
upper bound which may be made arbitrarily small by reducing
the design parameter ¢ and increasing the design parameter f3.

Proof. Let us start with an appropriate Lyapunov function:
1
v=_§'s. (22)
2
Differentiating this function and referring to (19), one
obtains
V =88 =S[A(%, - x,) + (%, — %,) + %,
= S[A(%, - x,) + (£, = F(x,p) - G(x, p)u — d (1)) + %, |
=S[A(%, — x,) + (X, - E(%,tp) - G(X, tp)u —d (1)) + X,
- F‘(x),o) - G(X)P)u + F(R’ ﬁ) + é(-;a’ ﬁ)u]
(23)

Let

0(x,%p.) = ~F (x,p) - G (x,p)u + F(%,p) + G (% Pl
(24)
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Sliding mode control

Two-wheeled
self-balancing robot

Adaptive observer

= A%+ fED) + gEPU

Ueq = [G(xp] " [, = F(%p) - D(t) + %= Ax + flxp) + glup)U + B D(t) e i
M, = %) Joop vgtep 08,6 KOy )
—> U= Ueq - [¢&D)] " [KS/|S| + & + BS] y=Cr=xl = ~0P(1)y" (1CT K(CR) —
x
P

FIGure 1: Synoptic diagram of the proposed control method.

Now, replacing the control input vector u by its ex-
pression described in (21), one has

. o . B kS
V=800 %p ) = d(6) + 3, =A%, = (g + S

kISP
|S| + &

= s’ +[%, =A%, + 1(x, %, p,p) — d ()]
(25)

At this stage, it is needful to prove the boundedness of
n(x, X, p,p) and X, in order to admit the convergence S(¢).

Let us first prove the boundedness of #(x, X, p,p). We
have

n(x,%,p.p) = -F(x,p) - G(x, p)u + F(%,p) + G(X, p)u.

(26)
This can be written as
n(x,%,p.p) = -F(x,p) + F(%,p) - F(%,p) - G(x, p)u

+G(%,pu-G(x,p)u+F(xp)+G(Xpu

=—~(F(x,p) - F(%,p) - (G(x,p) - G(%, p))u
- (F(z,p) - F(%,p) - (G(%,p) - G(Z,p))u.
(27)

Tacking into account that F(x, p) and G(;& p) are Lip-
schitz with respect to x uniformly in p and F(X,tp) and
G (X, tp) are Lipschitz with respect to p uniformly in X, we
can write that

In (x, X, p, )l < kplx — X[ + kglullx - X|

+kpalp— Pl + Kalullp ~ 7l
< (kg + k k)% +(k,y + Kok, )IBl,

(28)

where kg, kg, k,» k,;, and k,, are a positive constants.

pL

From the convergence of the adaptive observer [40], it
follows that there exists a positive constant k, > 0 such that

I (x. % p. D)l <k, (29)

Next, we need to show the boundedness of X,. To that
end, conforming to [40], taking into account the presence of
the disturbance term d(t) and using (7), we have

X=AX+ f(%p) + G (& p)u—(f(x,p) + G(x, p)u)

. . 30)
- 0A;'S'CTK (Cx) + A;'YP - Bd ().
We set X, = A.X and A, = 6013 (1)3 . Referring to (30)
3 13

and tacking into account that ALAA_" = A and CA, = C, we
get

X, = 0(A- 0K, S 'C'C)%, + 0Yp + A (f (%) + § (%, p)u

—(f (x,p) + G (x, p)u) - Bd (t)).
(31)

Hence,

X, = 0AX, + W (4, X, p), (32)
where W (u,x,p) = f(%,p) + (X, p)u— (f (x,p) +G(x,p)
u) - Bd(t)+60Yp and A= A-0K,S!CTC. A is Hurwitz,
and W is bounded. In fact, we recall that x (¢), u (¢), d (), and
p(t) are assumed to be bounded. Furthermore, dg/0x and
0f/0x are bounded because f and g are assumed contin-
uously differentiable.

Therefore, according to Theorem 1 of [47], we can
conclude that limy %, = 0. As a result, limy %, =0
and lim,__, X, = 0. B

~ Now, let k,>0 and k, >0 such that [X,(f)|<k, and
1%, (O] <k,.
Returning to (25) and using (29), we deduce that
KISI”

V< —ﬁSz ——+(%2 +Aky + k, + {)|S|.

IS| + ¢ (33)
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TaBLE 1: Two-wheeled self-balancing robot parameters.
Symbol Name Value (unit)
M, Body weight including the loads 20.82 (kg)
M, Mass of the wheel 0.420 (kg)
D Distance between the contact patches of the wheels 0.438 (m)
L Distance between the chassis and the center 0.4 (m)
R Radius of the wheel 0.106 (m)
g Gravity constant 9.8 (ms~?)
I» The moment of inertia of the chassis with respect to the z-axis 0.28 (kg-m?)
s The moment of inertia of the chassis with respect to the y-axis 1.12 (kg-m?)
I, Moment of inertia of the wheel 0.1 (kg-m?)
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- -~ Desired trajectory

- - - Estimated trajectory

—— Real trajectory

FIGURE 2: Linear displacement x.

Supposing k, = k, + Ak, + k, + {, one obtains
KISI® | k. (ISI + #)ls|

V< -B8 -
P IS + & S| + ¢
KIS®  kJSP® k.S

< - SZ _ + S S 34

B [S|+& |S|+e |S|+e (34)
N§ . N

< -BS*—(k-k k.e, <l

BS™—( 5) SI e + ke, since Sl e

Choosing k sufficiently large such that k> kg, we have
V(S(t) < - BS*(t) + ke
< =BV(S() - (BV(S(1)) — kge).
~ Aslong as BV (S(t)) 2 ke, i.e, V(S(t)) = k.e/B, we have
V(S(t)) < = BV (S(1)). Then, if V (S(t)) = k.e/p, S(t) will be
exponentially decreasing, and there exists a finite time T,

such that, forall t > T, (V (S(t)) < )k,e/p, which means that,
for all t>T, we have

2k8 1/2
S <| = , (36)
| ()I<( 3 )

(35)

Time (s)

—— Desired angle
- — - Estimated angle
—— Real angle

FIGURe 3: Response of the pitch angle y according to terrain
inclination.

which means that S(¢) is uniformly bounded and its upper
bound (2k,&/B)"* may be made small by reducing the design
parameter ¢ and increasing the design parameter f.

Now, it remains to show the convergence of the tracking
error of the closed-loop system. O

Corollary 1. We consider the system (6) with control input
(21) and incorporate the adaptive observer (7) such that
Assumptions 1 and 2 are satisfied. Then, the tracking errors of
the closed-loop system converge to a compact set whose radius
may be reduced by choosing small values of the design pa-
rameter € and by increasing the design parameter .

Proof. Referring to (17), the derivative of the tracking error
becomes

é=S-Lle-X%,. (37)

Let us consider the Lyapunov function V, = el P,e; its
derivative is given by

V, =2¢"Pé. (38)

Using (37), this allows to obtain
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Yaw angle (rad)

Time (s)

—— Desired angle
- - - Estimated angle

—— Real angle

FIGURE 4: Response of the yaw angle 6.
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FIGURE 5: State estimation of linear speed.

V,=2"P (S-Ae-7%,)

(39)
=-2)e'Pe+2¢"P,S-2¢"P %,

Reminding that |X, (f)| < k, and using (36), one obtains

2k e 1/2
V,< -2\V, +2|e|Amax(Pl)<( s ) +k2>
p (40)

< =20V, + ¢4V,

where

=2 \/Amin (P1) (Anax (P1)) <<2];;£>1/2 + k2>’ (41)
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FIGURE 6: State estimation of pitch angular speed.

and (40) can be written as

Vi< =VViWVi —¢) - AV, (42)

Hence, as long as A\/V| —c5>0, i.e, V| > (c3/1)%, we
have Vl (e(t)) < — AV, (e(t)), which means that V, (e(t))
will be decreasing exponentially fast until V', (e(t)) < (c3/)t)2
after a finite time T ,.

Since A, (P,)le(t)|* <V, (e(t)), we have

(B <—2D

min 1

VtZsz. (43)

By considering the expression (41) of the constant c;, we
deduce, from inequality (43), that the tracking errors of the
closed-loop system converge to a compact set whose radius
may be made as small as possible by reducing the design
parameter ¢ and increasing the design parameter f3. O

Remark 1. Based on the different abovementioned dem-
onstrations and using the different assumptions considered
in this paper, we summarize the following algorithm to
describe how the different design parameters are selected
and the steps of the implementation process:

Step 1: we compute the matrix S and the solution of the
algebraic Lyapunov equation (8). The latter equation
(8) is solvable for S as long as the pair (A,C) is ob-
servable, which is the case for the two-wheeled self-
balancing robot considered in this paper. For the choice
of S, we solve the equation S+ A”S+SA-CTC =0
using the pole placement method and the Matlab
function place.

Step 2: the choice of 0 should ensure a compromise
between fast convergence of the state estimation and
the satisfactory dealing with noise rejection (with 6> 1).
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FIGURE 7: State estimation of yaw angular speed.
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Step 3: we choose a large value of the design parameter
B and a small value of the parameter ¢ such that

p>1

(44)
O<ex 1.
Step 4: we select a positive parameter A according to the
reference tracking priority that we should to give to the
state x; or x,.

Step 5: we choose a sufficiently large parameter k such
that k> k, with k, = k, + Ak, + k, + {, where {, k,, and
k, are, respectively, the upper bounds of the distur-
bance d (t), the state X, (¢), and its derivative 552 (1); k,1 is
the upper-bound of the signal #(x,X,p,p) given by
equation (29).
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Step 6: we compute the pseudoinverse G (%, p)]" of the
matrix function G(X,p) (see the definition of the
pseudoinverse of a matrix at the end of Section 1).

Remark 2. Terminal sliding mode control is an efficient
robust control approach that has proved interesting advan-
tages compared to conventional sliding mode control: we
report, for instance, its fast convergence rate and its high
tracking accuracy [25]. In this context, an adaptive non-
singular integral terminal sliding mode control approach has
been proposed in [17]. The convergence rate of the latter
control approach was recently improved in [17] with appli-
cation to the trajectory tracking control of autonomous
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underwater vehicles. Terminal sliding mode control may be
investigated in future works for the two-wheeled self-bal-
ancing robot to design a more efficient tracking control
scheme with improved convergence properties.

4. Numerical Simulations

In this section, the numerical simulations carried out using
Matlab/Simulink software, applied on the two-wheeled
self-balancing robot, are performed to highlight the
effectiveness of the proposed adaptive sliding mode
controller.
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The robot parameters are summarized in Table 1.

The initial conditions for the position states are fixed as
x =0m; ¥ = 0.5rad; and § = Orad, and all the speed states
are fixed to zero (¥ = 0m/s, ¥ = Orad/s, and & = O rad/s).

The disturbance vector d(t) is chosen such that
d,(t) = -0.3sin(3nt)Nm, d,(t) =-0.02sin (27t + 71)Nm,
and d; (t) = —0.2 sin (57t)Nm.

Firstly, we apply the adaptive observer (7) to estimate
unmeasured states and the terrain inclination with the
following initial condition: X(0) = 0.1 m, ¥ (0) = 0.24rad,
5(0) = 0.5rad, x(0)=0.5m/s, ¥(0)=0.5rad/s, 5(0)=
Orad/s, and «(0) = Orad.

The design parameters of the adaptive observer are se-
lected as 6 =10, P(0) =1 and Y (0) = [000000]".



12

0.5

0.4
0.3
0.2

0.1 ‘
Rie VRULLAL ‘l“wl,l\'r ‘{“‘ i \'.‘
| TN

-0.1 [F

Angular speed (rad/s)
[=}

-0.2 |-
. 0
-0.3 |- :
—>
-04 |- - -2

Time (s)

- - - Estimated trajectory

—— Real trajectory

FIGURE 15: State estimation of yaw angular speed.

0.3 |

0.25 |

02

0.15 |

0.1

Angle of terrain inclination (rad)

005 (| o
2005 || ——— ‘_\/\
01+ -2 0f . . .

-0.15

0 10 20 30 40 50 60 70 80 90 100
Time (s)

- -~ Estimation of terrain inclination

—— Terrain inclination

FIGURE 16: Estimation of terrain inclination « under the proposed
observer.

. ol .
The design matrix S CT is chosen such that

200
020
<1 |002
SC =100l
010
001

Once the terrain inclination and the unmeasured states
are available, we apply the continuously implemented
sliding mode controller given by (21) to the two-wheeled
self-balancing robot, where S(t) is defined by equation (19)
such that pseudoinverse [G(%, tp)]" is computed as follows:
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FiGure 17: The torque C,ys under the adaptive sliding mode
controller in the presence of a slope.

1 1
. 271 (%.9) 2921 (%:P)
(G(x,1p)]" = ,  (45)
1
0 0 _
G52 (%,p)

where x, (t), V’eq(t)> and &, (t) are the desired reference
trajectories suitably planned as depicted in Figures 2-4.

The design parameters are chosen as follows: ¢ = 0.1,
k =16, A =10, and 8 = 10.

The simulation results are
Figures 2-9.

The tracking problem studied in this paper consists to
maintain the pitch angle equilibrium even in the presence of
a slope and disturbances and to impose the linear dis-
placement to track a reference trajectory. Figures 2—4 attest
that the tracking objective of displacement is achieved.

Indeed, the two-wheeled self-balancing robot tracks well
the desired trajectories (Figures 2 and 4) although keeping
the equilibrium of the pitch angle despite the presence of a
slope (Figure 3).

Figure 5 shows that the linear speed traces a trapezoidal
profile. Figures 6 and 7 reveal a right harmony between
angular velocities and their estimates.

The performance of the proposed adaptive observer to
estimate the angle of terrain inclination is outstanding from
Figure 8. The control input vector u is on view in Figure 9
where small oscillations are recorded. It may be observed in
Figure 9 that the couple C; is increasing after the instant 20 s
which corresponds to the beginning of terrain inclination.
Thus, the wheeled robot continues to follow its reference
trajectory despite the presence of the terrain inclination.

In a more sophisticated and realistic scenario, we have
added a variation of the yaw angle as it is represented in
Figure 10. We have also added a white noise w (t) of power
equal to 107°. In addition, we have modified the external

illustrated  through
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Ficure 18: The torque Cgy,, under the adaptive sliding mode
controller in the presence of a slope.

disturbances as d, (t) = —0.2sin(3t)Nm, d,(t) = 0.2 cos
(2t)Nm, and d, (t) = —0.3 sin (5¢t)Nm.

The simulation results are
Figures 11-18.

Figures 10-12 attest that the tracking objective of dis-
placement is obtained. Indeed, the two-wheeled self-bal-
ancing robot tracks well the desired trajectories (Figures 10
and 11) although keeping the equilibrium of the pitch angle
despite the presence of a slope (Figure 12). Figure 13 shows
that the linear speed traces a trapezoidal profile. Figures 14
and 15 reveal a right harmony between angular velocities
and their estimates.

The performance of the proposed adaptive observer to
estimate the angle of terrain inclination is shown from
Figure 16. Figure 17 represents the torque C,,s which en-
sures the translation along the x-axis while preserving the
upright position. It seems clear from Figure 18 that the
couple Cy,, increases at the instant 45 s which corresponds
to the beginning of the yaw angle variation. Thus, the
wheeled robot continues to follow its reference trajectory
despite the presence of the terrain inclination and the
presence of disturbances and measurement noise.

illustrated  through

5. Conclusions

In this paper, a robust adaptive observer-based sliding
mode control has been proposed for the two-wheeled self-
balancing robot subject to terrain inclination and distur-
bances. The application of the adaptive observer guarantees
the simultaneous estimation of unmeasured states and the
terrain inclination angle which is assumed unknown. The
convergence of the proposed controller was illustrated
through a Lyapunov analysis and inspired from sliding
modes theory. Numerical simulations emphasize the per-
formance of the designed control method applied to the
two-wheeled self-balancing robot. In future work, we will
enhance our control algorithm by using the terminal
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sliding mode in order to improve the convergence prop-
erties of the controller. Also, we will focus on the problem
of observer based-fault tolerant control for the considered
system.
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In this paper, a robust state estimation method based on a filtered high-gain observer is developed for the alternating activated
sludge process (AASP) considered as a nonlinear hybrid system. Indeed, we assume that the biodegradable substrate and the
ammonia concentrations in the AASP model are unmeasured due to the high cost of their sensors whose maintenance is also very
expensive. The observer design is based on the association of the classical high-gain observer and the idea of the application of
linear filters on the observation error to deal with measurement noise. It is shown through a Lyapunov analysis that the designed
observer ensures the estimation of the unmeasured states (the biodegradable substrate and the ammonia concentrations) based on
the measured dissolved oxygen and nitrate concentrations subject to noise. A comparison with the classical high-gain observer is
performed via numerical simulations in order to show the robustness of the suggested estimation approach against Gaussian

measurement noise.

1. Introduction

Safe water is a fundamental human need to ensure good
health and hygiene. Many wastewater treatment technolo-
gies are required to provide environmental protection and
ecosystem preservation. The alternating activated sludge
process (AASP) [1] represents a famous biological waste-
water treatment process. This process consists of two sep-
arate phases: the aeration phase where the ammonium is
converted into nitrate and the anoxic phase where the nitrate
is used for organic carbon removal. In order to preserve the
effluent quality of water as specified by the NPDES (National
Pollutant Discharge Elimination System) [2], modeling the
alternating activated sludge process has attracted many
scientific research studies. Indeed, different models have
been proposed [3-6]. To reduce the complexity of previous
models, the authors have presented, in [7], a new reduced
model for the activated sludge process which can be con-
sidered as a nonlinear hybrid system. Motivated by the

advantages of the latter model, we consider in this paper the
problem of high-gain observer (HGO) design for a nonlinear
hybrid model of the alternating activated sludge process
subject to measurement noise.

Hybrid systems are characterized by the combination of
both continuous and discrete dynamics and have recently
attracted several research studies in both control and ob-
servation problems. Switched systems represent a special
class of hybrid systems which are defined by a collection of
subsystems connected by a switching rule: see reference [8]
in which an overview on switched systems is developed.
Moreover, in [9], various issues on the stability and design of
switched systems have been presented. To analyze the sta-
bility of switched and hybrid systems, multiple Lyapunov
functions have been introduced in [10]. In particular, the
problem of observation of hybrid and switched systems has
been investigated in the last decade. Indeed, many control
and observation techniques from the literature of automatic
controls such as high-gain techniques [11], sliding-mode
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techniques [12], and linear matrix inequality (LMI) tech-
niques [13] have been extended and exploited to solve the
problem of estimation of hybrid and switched systems. For
instance, in [14], the authors have given sufficient and
necessary conditions to ensure the observability of hybrid
systems. In [11], a high-gain observer (HGO) is designed for
a class of uniformly observable nonlinear hybrid systems. In
[15], a high-order sliding-mode observer is proposed for a
class of nonlinear switched systems. Moreover, the authors
have proposed, in [16], a sliding-mode observer for robust
fault diagnosis of switched systems with application to a
DC-DC power electronic converter, through linear matrix
inequalities. In [17], a sliding-mode observer is synthesized
for a switched system based on the switched Lyapunov
function approach with application to fault detection and
reconstruction of switched power electronics systems. In
addition, in [18], an unknown input observer has been
developed and applied to an activated sludge process
modeled as a hybrid nonlinear system. A hybrid observer
has been also proposed in [19] to provide a robust fault
detection approach for a linear switched system. Moreover,
in [20], a hybrid sliding-mode observer has been designed
to estimate conjointly states and unknown inputs for a
switched system. Recently, in [21], the authors have
designed an observer-based adaptive finite-time tracking
control for a class of nonlinear switched systems with
unmodeled dynamics. In addition, the authors [22] have
developed a fuzzy logic system-based switched observer to
approximate unmeasured states for a switched pure-
feedback nonlinear system with average dwell time.
However, the observation of nonlinear switched systems is
still yet an open issue, and many problems which have been
solved for classical nonlinear systems may be generalized
and extended to the hybrid case, and many existing esti-
mation methods may be extended to switched systems. One
of the most important observation methods which have
been well developed in the literature for a class of con-
tinuous nonlinear systems is the high-gain observer-based
estimation approach characterized by the easiness of its
implementation and its good estimation performance.
High-gain observers are designed under particular as-
sumptions such as the triangular canonical form as well as
the Lipschitz condition, and several high-gain observer
structures are available in the literature. Indeed, a high-gain
observer has been proposed for a large class of MIMO
nonlinear systems, in [23]. In [24], the unmeasured states
and the unknown inputs have been estimated by designing
cascaded high-gain observers. Recently, in [25], an adaptive
nonlinear high-gain observer is proposed to estimate the
speed of an induction motor.

Despite the several advantages which characterize high-
gain observers, the main drawback of these observers
consists in their high sensitivity to measurement noise.
Many alternative solutions have been proposed in the lit-
erature to deal with this problem. Indeed, in order to provide
good state estimation in the presence of measurement noise,
authors have proposed to modify the observer gain structure
by switching between high and low gain values, in [26]. A
gain parameter adaptation process has been suggested in
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[27] to improve the performance of the high-gain observer
in the presence of noise.

Recently, a robust high-gain observer including a linear
filter has been suggested in [28, 29]. The latter observer
consists of a filtered high-gain observer (FHGO) charac-
terized by a simple structure.

Motivated by its good estimation performances and its
robustness against measurement noise, we adopt, in this
paper, the filtered high-gain observer developed in [29], and
we extend the procedure design to a class of nonlinear
switched systems which include the activated sludge process
model. Indeed, in the alternating activated sludge process,
some concentrations are hardly measured in practice, due to
the high cost of concentration sensors whose maintenance is
also expensive. Moreover, concentration sensors are always
subject to measurement noise. In this paper, we propose a
filtered high-gain observer for a class of nonlinear hybrid
systems subject to measurement noise and its application to
the alternating activated sludge process. A Lyapunov anal-
ysis is provided to establish the convergence of the esti-
mation errors in each mode despite the presence of
measurement noise. Numerical simulations using Matlab/
Simulink software are carried out with a comparative study
between the proposed filtered high-gain observer adopted in
this work and the classical high-gain observer in order to
validate our theoretical results and illustrate the good per-
formances of the proposed observer in terms of state esti-
mation and robustness against measurement noise.

This paper is organized as follows: in the second section,
a description of the alternating activated sludge process
(AASP) and its model are presented, and then, the problem
of state estimation is formulated. In Section 3, a filtered high-
gain observer is designed for a class of switched systems and
applied to the AASP. Numerical simulations are devoted, in
Section 4, to highlight the robustness and the estimation
performances of the proposed observer compared to the
classical high-gain observer. Finally, we conclude with some
remarks.

2. Context and Problem Formulation
2.1. Presentation of the Alternating Activated Sludge Process

2.1.1. Description of the Process. Overabundance of nitrogen
(N) can cause various health and ecological issues. The
activated sludge process presented in Figure 1 can ensure
biological nitrogen removal which is very necessary to
preserve the environment. The purpose of this process is to
eliminate polluting components existing in the water by the
action of bacteria whose activity is related to the presence of
oxygen. Indeed, activated sludge is defined by sludge par-
ticles reacting with organisms (bacteria) that need oxygen to
grow in aeration tanks.

The alternating activated sludge process (AASP) is
identified by three main components. The unique aeration
tank (Vae = 0.03 m?) represents the first component that is
composed of an aeration surface whose role is to inject
oxygen in the reactor which is very necessary to provide an
aerobic phase (S5, #0 and KLa+#0) and an anoxic phase
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FiGure 1: The alternating activated sludge process diagram [7].

(Sp, =0 and KLa =0). The settler which represents the
second component allows the separation of activated sludge
(AS) and treats wastewater. The majority of AS must be
returned to the aeration tank to guarantee a high number of
organisms. This function is provided by the return activated
sludge which represents the third component. It is to be
noticed that the waste activated sludge must be eliminated

S.=DS

sin

This model is characterized by the following input
variables: the concentration of substrate soluble in water S,
and the ammonia input concentration Sypuy,. The alter-

+Dcssc_(Ds+Dc)Ss__

Soz = ~(Dy + D,)So; + KLa (Sopsec = So2) =

from the system and the purified water should be delivered
to natural water.

The AASP is characterized by two phases: firstly, an
aerobic phase (aeration period) is active, where a high
quantity of air is added in the reactor to provide oxygen and
convert ammonium to nitrate. When the oxygen is
exhausted and the aerobic phase (nitrification) is finished,
the anoxic phase (denitrification) is started. During the
anoxic phase, a source of carbon is added to convert nitrate
into nitrogen. At the moment when aeration is restarted, the
oxygen concentration is different to zero, and a new aerobic
phase is started.

2.1.2. Model of the Alternating Activated Sludge Process.
The reduced state model of the activated sludge process
suggested by [7] is constituted by four states: S, is the
biodegradable substrate, Syp; is the nitrate concentration,
Snna 1s the ammonia concentration, and S, is the dissolved
oxygen concentration. The latter model is given by the
following equations:

. 1-Yy = ~
Swos = —(D, + D.)Sxos — ———Y, + Y,
NO3 (Ds + D,)Sxos 2.86Y,, 2t I3

(1)

Sxtia = DySnrsin — (Ds + D.)Snnas = iNBM(Yl + Y2) -Y;+ Y,

1
Yy

1Y, - 4.57Y,.

the aerobic phase and a near zero value during the anoxic
phase. S is the concentration of the external source of
carbon.

nating phase operation is ensured by the oxygen transfer The mathematical expressions of Y;,Y,,...,Ys are
coeflicient KLa which is characterized by a high value during ~ presented in the following equations:
[ - S
Y, =A85—2
Soz2 + Koon
7. -1 Sxos Koon
2 71 >
“Sxnos + Knos Soz + Koon
19,22 S\H4 So2 (2)
5=

Y, =2,

2 >
Snua T Knnaaur Soz + Kozaur

SNO3

Y ZA SOZ
[ ° "\ S0z + Koon

. Ko )
NO3h .
Snos + Knos Soz + Koon



The parameter values of the considered activated sludge
process model are provided in Table 1 in Section 4.

2.2. Problem Statement. In this paper, we investigate the
problem of estimation of the unmeasured states of the al-
ternating activated sludge process model despite the pres-
ence of measurement noise. To that end, we present first a
general class of nonlinear hybrid systems subject to mea-
surement noise for which the problem of robust estimation
will be addressed, and then, we show that the considered
class of hybrid systems includes the considered activated
sludge process with its two modes (the aerobic phase and the
anoxic phase).

2.2.1. A General Class of Nonlinear Hybrid Systems. We
consider the following class of nonlinear hybrid systems
which constitutes an extension of the class of nonlinear
continuous systems considered in reference [30] to the
hybrid case:

X" (t) =g (u,x") + B'e(t), )

Y =K (") =Cx"(t)+@(t) = x| +@(t),
where r e 1 ={1,2,...
tivated mode, M is an integer, C = (I s 0

, M} represents the index of the ac-
OnIxn‘;r)’

VI
nXn,

g, (u, x7,x5)

,
pe r ror r
1 g5 (U, x7, %5, ..., X3)
x'(t) = o g (u,x") = . : . ,
g ()
Xy r (Lt xr)
gqr >
0
and B" = .x" € R" is the state vector with Xp € R,
I,
k=1,....,9, and p" =mjzn}--- 2n, bon=n", y e

R?" is the output, the input u € U a compact subset of R",
g (u,x") € R" with gy € R™, and W (¢) is the output noise.

The piecewise constant function is designed to charac-
terize switched systems: o: R* — 7 ={1,2,..., M}, with
o=remn If te[[r,T,,, the subsystem o(7;) is active,
where 7; is a monotone nondecreasing finite sequence of
time points. We assume that each subsystem is uniformly
observable. In addition, it is assumed that there exists a
diﬂeomorphism on the interval [[7;,7;+ 1 defined by
X2 =@ (x") = [W(x), Ly (), L” “1(xM)] that
transforms system (3) into the followmg form which rep-
resents an extension of a similar form presented in [30] to
the hybrid case:

P .
ox"

2 =AZ +¢ (,u

(4)

Yy =CZ +w(t) =z] +w(t),
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where L g (x") is the Lie derivative of h" (x") in the direction

of g" (x") and z" € R™ is the state. The matrices A" and C"
are as follows:

0 I, 0 0
I, . 0

AT = ™ , (5)
0 e Infl
0 0 0

C" =(Ly» 0450, ). (6)

For the high-gain observer design in the presence of
measurement noise, we make the following assumptions:

Assumption 1: the state x” (t) and the input u(t) are
uniformly bounded.

Assumption 2: the unknown function ¢ is uniformly
bounded and 34, > 0; Sup,.(Ess|g(¢)] < J,.

Assumption 3: w is a bounded noise signal and 3§, > 0;
SupyoEss[w (1)l < 8,

Assumption 4: Vke{l,...,q, -1}, Vx eR",
VYu € U: Ja, >0 such that
OCZInr < dgk dgk <ﬁ In . (7)
kel dxz_*_1 dxk+1 kel

Assumption 5: the evolution duration of each sub-
system of system (3) is known.

Assumption 6: the dwell time (7;,, with
T

- Ti) > Trnin

min 18 @ positive real and i € w = {1,2,..., M}.

Remark 1. Note that Assumption 5 means that we do not
consider systems with the Zeno phenomenon. Furthermore,
when the duration of evolution 7; of each system is mea-
surable, the instability due to 7; is excluded. On the other
hand, it is to be noticed that Assumption 6 means that the
dwell time which represents the duration between two
switches should be sufficient to ensure the perfect conver-
gence of the synthesized observer to the real system before a
new switch [11].

2.2.2. The Alternating Activated Sludge Process Modeled as a
Nonlinear Hybrid System. In this section, we show that the
AASP (2) may be written in the form of the nonlinear hybrid
system (3). Indeed, the studied process is composed by two
subsystems: r € {1,2}. In fact, when KLa#0 and Sy, #0,
r = 1: the aerobic phase is active. When KLa =0 and S,
near zero, r = 2: the anoxic phase is active. Refer to reference
[31] where we have also considered a nonlinear hybrid
model of the alternating activated sludge process.

(1 ) Aerobic Phase. During this phase r = 1, the state vector is
xt = (DT, (x)D)T such that
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TaBLE 1: Parameters of the activated sludge process model.

Parameters Values Designation
Sozsat 9.5g-m? Dissolved oxygen saturation concentration
KLa 225 or 0day ™! Coefficient of oxygen transfer
M 62.59 day ™! Heterotrophic biomass growth rate
Ay 187.37 g-m 3. day™ ! Speed of production of nitrate by the autotrophic activity
As 52.63g-m>- day ' Speed of hydrolysis of slowly biodegradable substrate by the heterotrophic activity
Ay 987.2g-m™>- day ! Soluble organic nitrogen ammonification
Koo 0.2g-m™3 Average saturation coefficient of oxygen for the heterotrophic biomass
Kyos 0.5g-m? Average saturation coefficient of nitrate
Kyusaur 0.98g-m™* Average saturation coefficient of ammonia for the autotrophic biomass
Kosaur 0.4g-m? Average saturation coefficient of oxygen for the autotrophic biomass
Yy 0.64g-g ! Performance coefficient of heterotrophic biomass
iNBM 0.086g-g™! Mass of nitrogen in the heterotrophic and autotrophic biomass concentration
1INO3h 0.31 Hydrolysis correction factor in the anoxic phase
D, 114 day ™! The dilution rate
D, 0.016 day ™ The dilution rate

1

x| :(SNm >, where g1 (u, x},x}) = (g}’l ¢ ) and  g)(u,xl,x}) =
SOZ g 1,2 ()
1 ()
O S, (9%,1 ) with
2 S > (8) g 2,2 ()
NH4

gl(u,xl) _ < g}(u,x},x;) >,

1 11
Io\t> X1> Xy

1
gi,l(u’x}’x;) = _(Ds + DC)SNO3 -

giz(u’xi’x;) = _(Ds + DC)SOZ +KLa (SOZSat - SOZ) -

— YH — —
Y, + Y5,
2.86Yy

1

— YH" _
v Y, - 457Y,
H 9)
1

g;,l(u’x}’x;) = DSin + Dchc - (Ds + Dc)Ss - Y (Yl +Y2) 4'?5’
H

9%,2(’4’ x}, xi) = D Sxpain = (Ds + D) Sy — iNBM(Yl + Yz) -Y;+Y,

The output vector, y' = Clxl+w(t) = x1 +w(t), with
—1 1000
©= (0 10 0)‘

(2) Anoxic Phase. During anoxic phase r = 2, the state vector
is x? = (x3, %3, x3)7 with

x% = Syos»
x5 = Snmas
=S i (10)
9: ()
g'wx’)=[ g0 |
950

where g7 (u, x{,%3,x3) = g1, (1), g5, x7,x3,x3) = g5, (),
and g3 (u, x, %3, x3) = g5, (-)

__ The output vector, y* = Cx+w(t) = x? +w(t), with
C =(100).

3. A Filtered High-Gain Observer (FHGO)

In this section, we propose a filtered high-gain observer for
the general nonlinear hybrid system (3), and we apply it to
the considered alternating activated sludge process (2)
considered in this work. To that end, we anticipate our
procedure design by applying an appropriate state trans-
formation to the considered nonlinear hybrid system (3)
similar to that used in reference [29].

3.1. State Transformation. Proceeding as in [29], the change
of coordinates is given by x"—z' =0 (x")=
[z],... ,zgy]T, z € R k=1,...,q,, where



g1 (w, %), %)

g} (u,x1,%3) roror
ng(u,xl,xz,x3)

O (x",u) = ) . (11

q72 agl’; r r r
I () Jg]_, ()
k=1 axk+1 ot
As shown in [30], it may be established that the
transformation ®" transforms system (3) in the following
structure:

a r
F A g (2 )+ a¢,B’e(t),
* (12)
Y =CZ +w(t) =z +w(t),
where
¢\ (u,2))
¢, (1,2}, 23)
¢ (2" u) = : , (13)
o (w2, ..., 2)
¢, (,2")

with ¢ (1,2") € R™,k=1,...,9,,A" and C" are given,
respectively, by (5) and (6). In the sequel, we rather focus on
the transformed nonlinear hybrid system described by
equation (12).

3.2. A Filtered High-Gain Observer for Nonlinear Hybrid
Systems. A filtered high-gain observer for the obtained class
of nonlinear hybrid systems given by (12) is now introduced.
The observer design is based on the combination of the high-
gain observer design procedure in the measurement-free
noise case developed in [30] for a class of nonlinear con-
tinuous systems in the triangular canonical form and the
design procedure of FHGO in the presence of noisy mea-
surements proposed in [29]. In addition, we suggest an
extension of the above design procedures to the class of
nonlinear hybrid systems (3) which include the alternated
activated sludge process (2) considered in this paper. The
filtered high-gain observer that we propose provides the
estimation of unmeasured states in each mode despite the
presence of measurement noise.

For the observer design, we require the following ad-
ditional assumption:

Assumption 7: ¢" (u, ¢° (2")) and ¢” (2", u) are globally
Lipschitz with respect to z" uniformly in u. ¢° (z") is the
converse of ¢".

Before defining the candidate observer, we introduce the
following notations:
A" (X", u) is the bloc diagonal matrix defined by
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Ar:diag<1ni,w,...,

bl
>
4%

q, d r , r
Hig (1 x)>. (14)

r
k=1 dkarl

(A")" represents the left inverse of A", and
K = diag(%,ll,, . ,%Z:), (15)
with G5 = (") (0 - K)'kD), k= 1,...,n". Let

o¢”

=20 (g (@))

: ( (A" (u, ¢ (2)") —@‘:: (u, ¢" (E)V) ) (16)

. 1 1
Ar = dlag(I”TéI”i’ . ,WI%),

where 0 is a positive real.

M = A K (17)
_( (c'c -2, + (A" )

The filtered high-gain observer that we proposed for
system (12) is given by
Z ()= AZ +¢ (Z,u) - 0K"e (t) - OT'K"e (1),
¢ (1) = —20¢" () + 67 (A") e (1) + 6(C") (C'Z" () - y" (1))
(18)

Noting that M" is Hurwitz (see Lemma 1 in [28]), there
exists a symmetric positive definite (SPD) matrix P = PT and
a positive real g >0 such that

(M")'P+PM" < —2ul,,,. (19)

Proposition 1. We suppose that system (12) satisfies As-
sumptions 1-7. Then, ¥p>0; 36, > 0; V0> 0,,Vu such that
lull, < p; V2" (0) € R" ,we have

”21* (t) -z (t)” < 0-671'— le(—,uO/ZAM)t”zr (O)”

(20)
AMU n'— 1 n’—las

+ 27 (6 8w + ﬁ g),

d (02,_(5) 0) ) 6, = max (1, (21,

(YT, K+ Vi \/E))/#)), and o = ~[Ay/A,, is the con-

ditioning number of the matrix P.

with Z"(0) = (

Proof. SetZz" = Z -2, 9" (uz,2") = ¢ " (u,z2") - ¢"(u,z"),
and ' =0""'AZ', with A, = diag[l,, (1/0),,...,
(1/(0" 711,[;))]. Using (12) and (18), one has
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ox"

zr _ Arzr + ¢r (I/i, Er) zr _ (a(/)" (u) ¢c (zr))>B£(t)
(21)

- 0K"e" (t) - OI'K"e" (¢).

It is easy to check that

Z = A A AT + 0 Ngd (w2, 2)

AgATA," = A,
C'A) =C =
0 — .

From (22) and seeing the commutation of K" and A,
with each other, one has

- e”"lAe(%(u, ¢°(2"))Be(t) - 6" AgK"e" (1) = 6" AgI'K"e' (1)

=0A'Z + 0" NG (u,Z,2)

- e”’1A9<a¢ (u, ¢ (27))Be(t) — OK'E (t) — 0" AT’ K" 0" A,'E (1)

ox"

=0A'Z + 0" A9 (0,2,2)

(23)

- 0 ' c(_r r—r r A=l r=r
.y 1A9(a—f,(u,¢ (27))Be(t) — OK'€ (t) — OA,T" A, K'E (),

where " (t) = H"V_IAeer(t). Furthermore, using (22), one
gets

¢ = 208" (t) + 70y (A") A,'E (1)
+6(C)'CZ -0 (C) w()
= —26¢" (1) + 6(A) e (1) +6(C") ' C'Z - 0" (C) w (1)
(24)

Now, equations (23) and (24) can be assembled in a
compact form as follows:

=2(Z) PoM'Z + 2(7’)TP<

—2(Z)'p ox'
0" (C)'w(t)
OA T A K'E (1)
_2(ZT)TP oo )
On',l

< bZ + 2||PZ’||<

en'— 1A9¢r (u, zr’ Zr)

?r — eMrZr +< 9” 71A9¢r (I/l, 27’, Zr) )
On',l

7 —1 a¢r c/_r
) 6 Ag(w(uup (2"))Be(t) (25)

0" (C)'w(t)

_( OAGT" A, K'E (1) )

On’,l ’
where Z' = ( ; ) Let V' (Z') = (Z")"PZ be the Lyapunov
function with P being symmetric positive definite matrix.
One gets

en’— 1A0¢r (I/l, 21’) ZT)
On’,l

o IAG(M (,¢° (') Be(®)

+

e”’-lAe(%(u, o (z’))Bg(t)”



< - 20| Z] + 20| Z|(|0 205 (w2

+2\/7\/F<“9” A9<a¢ (u ¢° (2 )>Be(t) N

We note that thanks to the triangular structure of ¢, we
have

0 869 (.2, 2)| < VW L |2 < VW \[LIZ'). 27)

Similarly, taking into consideration the triangular
structure of (d¢"/0x") (u, ¢° (2")), we can show that

7 — 1 a¢7
6 A9<axr

Finally, I" is lower triangular with zeros on the main
diagonal; then, one obtains

¢ (2")Be(t)| <p* 0. (28)

0T AG'K'e (1) < Y] [ K,

i=1

with  K;=CK = (W) (n - k)K),k=1,...,n and
le" ()l <IZ"||. Using (27)-(29), we have

Vrs<—2y9+2/\M<YﬁKi+\/F\/L7,>>||Z ?
+ 2 VI(Z) (B0, + O I ).

Now, we choose 6 such that —2uf+ 21, (Y]]~
K;+ \/W\/LTP)< —ub. So, it arises from each 6>, =

(A (YTTE, K + vn—\/f ))/u) that

VI(Z) < bl Z [ + 2V (Z) ("0, + 67 I (o))
< (7 +z\/@\/vf(2’)(ﬁ”*la€+6"'||w(t)||),

sYﬁK,.lir ,

i=1

e (1) (29)

(30)

(31)
or equivalently,

L E @) Z0)

(32)
(B8, + 0 I (1)),
Using the comparison lemma, it arises that

V'(Z (1)) <e O L)\ fyr(Z7 (0))

(33)

3/2
rotu <9""16w + ﬁ""@).
7 0

o ©) @] +Jor ke @]
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o’ (t)")

w(r)”).

(26)

This yields to
7 ()] coc @Mz o]

Amo (1 i~ 10

~r

(34)

Next, set Z" (t) =
t>01Z" () < IZ" ) <@ M1Z"(t))]l. So we have
“Zr(t))” S06“7_16((_M6)/(2A‘”))t”ZT (0)”

. One has for 6>1 and for all

(35)

AMJ 7 — 1 n’—168
0" g, =1,
Z ( th 9)

which completes the proof. O

Remark 2. The designed filtered high-gain observer (FHGO)
for a class of switched systems represents an extension of the
FHGO which has been recently developed in references
[28, 29] for a class of nonlinear systems in the canonical form
of observability and having a triangular structure. Indeed, we
rather consider in our paper a more general class of non-
linear switched systems subject to measurement noise,
which enlarges the applicability of our proposed robust
estimation approach.

The main disadvantage of the FHGO scheme consists in
the fact that it requires the resolution of (n + m) ordinary
differential equations (ODE) instead of only n ODE for the
standard HGO. Such drawback can restrict the application
of the FHGO to the relatively fast plants which need a high
sampling rate. The filtered high-gain observer used in this
paper may be compared with the work in [29] where a
FHGO has been designed for a class of uncertain nonlinear
systems with sampled outputs to overcome the latter hin-
drance. Extending our work to the case of filtered contin-
uous-discrete high-gain observer design when a weak and a
variable sampling of the output measurement can be used is
one of our main interests in the future works.

3.3. Observer Design in the Original Coordinates.
Proceeding as in references [29, 30], the proposed observer
(18) can be written in the original coordinates x" as follows:

{ (1) =g (&,u)-0(A) (&,u)(A)'KE (1),
E'(t) = —26E" (t) + 0* (A" E" (1) + 0(C") (C'X' (1) - y" (1)).
(36)
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Now, our main objective is to apply the proposed filtered 10 0 0
high-gain observer to the considered alternating activated
sludge process (2). According to the corresponding model 01 0 0
(1), the whole observer is composed by two-alternated-
FHGO scheme as follows: S ) - ) -
For r =1 (aerobic phase), x! =( 5103) € R? is the A= 00 dgl,l(”’xl’xZ) dgl,l(”’xl’xZ)
02 ds, dS\ma

S .
measured states vector and x% = ( $ € R? is unmea-

S
R dgy, (w1, %3) dgyo( %1, x3)
sured states vector. In this case, we have 00 ds, dSxr4 (37)
) 37
(a")" = diag(L,, 61,).
with
K' = diag(2I,, 1),
1 1.1
dgl)l(u,xl,xz) . 1-Yy ( Snos )( KO2H )
dS, 12.86Y 14 \ (Snos + Knos) /\ (Sos + Koon) /°
1 1.1
dgl,2(”>x1>x2) - ((1_YH)) So2
ds; ' Yy (Soz + KOZH)
(38)
1 1.1
dg1,1(“’x1’xz) - < Soz > Kxnsaur
B ,
dSNH4 (502 + KOZAUT) (SNH4 +(KNH4AUT)2>
1 1.1
dgl,2(”>x1>x2) - _457) < So2 > Kxn,auT
STV _457),
NS ( o2 T KOZAUT) <SNH4 +(KNH4AUT)2>
On the other hand, for r=2 (anoxic phase),
x% = Syos € R is the measured state. x5 = Sy, and x3 = S,
are the unmeasured states. So, one obtains
(42)" = diag(1,0,6%),
K* = diag(3,3, 1),
1 0 0
(39)
2 2 2 2
dgl(u’xl’xZ’xS) 0
A = dSyps )
2 2 2 2 2 2 2 2
0 0 dgl(”’ xl’xZ’XS) dgz(”’ xl’xZ’xS)

S s ds

S
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with

dgi(w ) ( Sos
2
(

dSxm S0z + KOZAUT)

KNH AUT
s ) )

(SNH4 + Knp,aut

dgi(u, xf,xi,xi) _ E . E
ds, NBMAL s, S, ] )

We recall that, for r =1 (KLa#0, Sg, #0), the aerobic
phase is active, and for r = 2 (KLa = 0, Sp,=0), the anoxic
phase is active.

Remark 3. The problem of adaptive and robust observer
design for switched systems remains an open research field
to be explored. Indeed, many existing estimation methods
which have been designed in the literature for classical
continuous linear and nonlinear systems may be extended
and generalized for hybrid systems and in particular for
switched system. For instance, the robust and efficient es-
timation approach based on terminal sliding-mode ob-
servers may be extended to switched systems. Indeed,
terminal sliding-mode observers have very interesting finite-
time convergence properties. We report for instance the
recent reference [32] in which the authors have designed an
adaptive terminal sliding-mode observer to compensate for
mismatched uncertainties of a class of nonlinear systems.

4. Numerical Simulations

Numerical simulations are dedicated to highlight the good
state estimation performances and the robustness of the
proposed observer against measurement noise compared to
the classical high-gain observer. For both phases, the input
signal u(t) = (Sy., Sqs Sxrain)” = (1600,200,70)". The ini-
tial value of the activated sludge process state is fixed as
x(0)= (03 0 10 5.3 )T. The initial estimated states for the
classical high-gain observer and the proposed filtered high-
gain observer are chosen as X(0) = (0.3 0 12 5.7)". f is
set to 12. The outputs are corrupted by a Gaussian noise with
a 0.02 variance value. The different parameters of the ASP
model are defined in Table 1.

Numerical simulations are carried out using Matlab/
Simulink software. The state estimation provided by the
classical HGO and the proposed FHGO observers is illus-
trated in Figures 2-5. It is shown that the proposed filtered
high-gain observer provides better performances in terms of
state estimation and robustness against measurement noise
compared to the classical one. Indeed, Figures 2 and 3 prove
that the biodegradable substrate S; and the ammonia con-
centration Syyy, are quite estimated by the filtered high-gain
observer despite the presence of measurement noise,
whereas the estimation performances are degraded when
using the classical high-gain observer.

In order to further illustrate the robustness properties of
the adopted FHGO in this paper, additional simulations are
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2 1 1 1 1

0 0.05 0.1 0.15 0.2 0.25
Time (days)
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—— Estimated with HGO

—— Estimated with FHGO

FIGURE 2: S, estimation.

SNH4

0 0.05 0.1 0.15 0.2 0.25
Time (days)

- —- Model

—— Estimated with HGO

—— Estimated with FHGO

FIGURE 3: Sy, estimation.

carried out in a more realistic scenario where the considered
AASP system is simultaneously corrupted by an unknown
input &(¢) in its dynamics and measurement noise w(t) in
the output equations. We notice that the unknown input & ()
may include disturbances and modeling uncertainties. For
simulations, we assume that the unknown input consists of a
disturbance signal e(f) = 50sin(207t), and the measure-
ment noise w(t) is a Gaussian noise with a 0.02 variance
value. In addition, we select the high-gain design parameter
as 0 =12. To emphasize the robustness properties of the
adopted estimation approach, we simulate simultaneously
the proposed FHGO and the classical HGO for the AASP
system. The simulation results are given in Figures 6 and 7.

It is shown in Figures 6 and 7 that the adopted FHGO is
able to estimate perfectly the unmeasured biodegradable
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FIGURE 5: S, estimation.

concentration S, and the unmeasured ammonia concen-
tration Sy, despite the presence of disturbances in the
dynamics and the presence of Gaussian measurement
noise, contrary to the case of the classical HGO where we
observe a degradation on the estimation performances as
illustrated in Figures 6 and 7. Indeed, it is well known that
the main disadvantage of the classical HGO consists in its
high sensitivity to measurement noise. Moreover, it is to be
noticed that when designing a classical HGO, in practice, it
is very difficult to find an optimal choice of the design
parameter 0 to reject simultaneously the effect of the
disturbance ¢(t) and the measurement noise w(t). To
overcome the drawbacks of the classical HGO, the pro-
posed FHGO in this paper allows to reduce the sensitivity

11

The biodegradable substrate concenraion (g/m3 )
T T T T

4k H
2k 1
o ; ; .‘ ;

0 0.05 0.1 0.15 0.2 0.25

Time (days)

——- Model

—— Estimated with HGO

—— Estimated with FHGO

FIGURE 6: Estimation of the biodegradable concentration S in the
presence of a disturbance &(f) and measurement noise w(t) by the
proposed FHGO and classical HGO.

The ammonia concentration (g/m3)

SNH4

0 0.05 0.1 0.15 0.2 0.25
Time (days)

——- Model

—— Estimated with HGO

—— Estimated with FHGO

FIGURE 7: Estimation of the ammonia concentration Sy, in the
presence of a disturbance ¢(¢) and measurement noise w(t) by the
proposed FHGO and classical HGO.

to measurement noise thanks to the idea of applying linear
filters on the observation error while keeping its ability to
compensate for disturbances present in the dynamics of
the nonlinear system by choosing sufficiently high values
of the design parameter 6. The latter properties have been
clearly shown in Figures 6 and 7 where we illustrate the
superiority of the proposed FHGO compared to the
classical HGO in terms of robustness against disturbances
and measurement noise.
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5. Conclusion

In this paper, we have designed a filtered high-gain observer
(FHGO) for a class of nonlinear hybrid systems in order to
solve simultaneously the problems of the high cost of reliable
sensors and the high sensitivity to measurement noise. The
proposed estimation method was applied to the alternating
activated sludge plant model where we have shown that a
quite estimation of the ammonia concentration and the
biodegradable substrate is achieved when only the noisy
dissolved oxygen and nitrate concentrations are used. The
simulation results show clearly the filtering capabilities of
the FHGO that inhibits the noise amplification in the es-
timation of unavailable state variable (such aspect is known
as the main hindrance for the standard HGO). Extending
our work to the case of continuous-discrete HGO where
outputs are only available at the sampling time represents
one of our main interests in the future works.

Notation

|- : Euclidean norm

0;u: Null matrix with j rows and k columns
I,,: Identity matrix with n} x n] dimension
0,: ] xn] null matrix

¢ 1 W, X1y, identity matrix.
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This paper proposes an #’, state-feedback controller for Markovian jump systems with input saturation and incomplete
knowledge of transition probabilities. The proposed controller is developed using second-order matrix polynomials of an in-
complete transition rate to derive less conservative stabilization conditions. The proposed controller not only guarantees %,
performance but also rejects matched disturbances. The effectiveness of the proposed method is demonstrated using three

numerical examples.

1. Introduction

Over the last few decades, Markovian jump systems (M]Ss)
have been recognized as one of the most effective models for
the representation of dynamic systems subjected to random
and abrupt variations. Thus, numerous studies have been
conducted to analyze and synthesize MJSs [1-7]. The
findings of these studies have been applied in various
practical systems, such as networked control systems [8],
manufacturing systems [8], economic systems [9], power
systems [10], and actuator saturation [11]. In particular,
studies have focused on the analysis and synthesis of ideal
M]JSs having exact values of transition probabilities [12].

However, such MJSs with exactly known transition
probabilities have limited scope for application in practical
systems because it is difficult to obtain complete knowledge
of transition probabilities. Thus, recent studies on controller
synthesis have focused on MJSs with incomplete knowledge
of transition probabilities. Such studies have employed the
free-connection weighting method and linear matrix in-
equalities (LMIs) [13-16].

However, several practical systems suffer from input
saturation because of the physical limitations of the control
system [17-19]. It is well known that input saturation

generally degrades control system performance and system
stability [20].

Thus, the control synthesis problem should be consid-
ered with input saturation in practical systems. In particular,
the stochastic stabilization problem for MJSs subjected to
actuator saturation was studied based on exactly known
transition probabilities [21, 22]. Furthermore, the stabili-
zation of saturated MJSs with incomplete knowledge of
transition probabilities was studied using the free-connec-
tion weighting matrix approach [11]. In addition, the sta-
bilization condition for MJSs in the presence of both
partially unknown transition rates and input saturation was
proposed [23].

To the best of the author’s knowledge, intensive studies
on the #, control of MJSs with input saturation and in-
complete knowledge of transition probabilities have not
been conducted thus far. A previous study stabilized non-
homogeneous MJSs with input saturation [24]; however, the
findings are not applicable to practical systems because
disturbances were not considered.

Thus, an %, stabilization condition for MJSs with input
saturation and incomplete knowledge of transition proba-
bilities is proposed herein. The main contributions of this
study are as follows:
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This is the first proposal to propose a stabilization
condition to accomplish stochastic stability and guar-
antee &, performance for MJSs with input saturation
and incomplete knowledge of transition probabilities.

The proposed controller consists of two parts: a linear
control part to guarantee #°, performance and a non-
linear control part to reject the matched disturbances.

Based on the proposed relaxation method using the sec-
ond-order matrix polynomials of the incomplete transition
rate, this paper presents less conservative stabilization
conditions for estimating the domain of attraction.

The effectiveness of the proposed controller is demon-
strated using two numerical examples and a practical
example.

The remainder of this paper is organized as follows.
Section 2 provides a description of the system and some
preliminary results. Section 3 introduces the proposed #,
controller for MJSs with input saturation and incomplete
knowledge of transition probabilities. Section 4 presents the
simulations of three examples for verifying the proposed
controller. Section 5 concludes the paper.

Notation. The notations X >Y and X >Y indicate that X - Y
is positive semidefinite and positive definite, respectively. In
symmetric block matrices, (*) is used as an ellipsis for
terms that are induced by symmetry. Furthermore, He (X) =
X + XT stands for any matrix X, and E[-] denotes the

mathematical expectation. For any matrices S; and §;;,

[Si]ie{1,2,..4,N} = [511) NTIPR SIN]’
S S Siv
S Sy o (1)
[Sij]i,je{l,z,m,N}: . )
Syp v e SN

We also use |lx||, to indicate the p-norm of x, ie.,
e, 2 (P -+ 15, l2) P, p> 1A (X) and Ay (X)
denote a minimum eigenvalue and a maximum eigenvalue
of X, respectively. The notation e, indicates a unit vector
with a single nonzero entry at the kth position, ie.,
e200...1 ...0]".

kth

2. System Description and Preliminaries

Consider the following continuous-time MJS with input
saturation and a matched disturbance:

x(t) = A(r,)x(t) + B(r,){sat (u(t)) + d (1)}, (2)

z(t) = C(r,)x(¢), (3)

where x () € R" is the state, u () € R™ is the control input,
d(t) € R is the matched disturbance, and z () € R? is the
controlled output. The matched disturbance d (¢) is assumed
to be leld(t)|<e. Here, {r,,t>0} is a continuous-time
Markov jumping process in a finite set D = {1,2,3,..., N}
with mode transition probabilities:
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m;;0t + 0(6t), ifi+j,

e (4)
1+7T,-j8t+0(8t), iti = j,

P("t+6t=j|rt=i)={

where 8t > 0,limg,__,, (0(8t)/8t) = 0, and m;; is the transition
rate from mode i to j at time f+ 0t. For r, =i € D, to
simplify the notation, A(r,) = A;, B(r,) =B;, D(r,) =D,,
and C(r,) = C,. Further, sat(-) denotes a saturation operator,
which is defined as

[ul;, |[”]l| <i,
[sat(w)]; 24w |[ul|>u (5)
|l <p,

where u(>e¢) is the saturation level. Furthermore, the
transition rate matrix IT belongs to

N
Sp= [nij]i,]‘eDIOSﬂij’ fori+# j,m; = - Z i (-

J=Li#j
(6)

In view of the aforementioned relations, 7;; accords with
the following relationships, for all i, j € D:

N
j=1
where
L, i#],
Vij 2{ . (8)
-1, i=j.

For future convenience, two sets are defined with respect
to the measurability of the transition rate for i, j € D:

D:é{jlnij isknownfori}, (©)
9

D; £ {jlnij is unknown fori}.

The following lemma and definitions are introduced as
preliminaries required to prove the theorems presented in
the subsequent sections.

Lemma 1 (see [25]). Let u,v € R,

u=[u u, ... um]T,
(10)
T
v=[v v, ..y,
Assume that |ef v| <y for all k € [1,m], and then
sat(u) € Co{E,u + E v|,s € [1,2"]}, (11)

where E; denotes a diagonal matrix with all possible
combinations of 1 and 0 diagonal entries, E; 21 — E, and
Co is the convex hull.

Definition 1 (see [21]). A set & € R" is called the domain of
attraction in the mean square sense of (2), if for any initial
mode r, € D and initial state x(0) € &, the state x (t) of (2)
satisfies
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lim (JTE[II x(T)||2]d—r|x(0),r0) < xT(O)‘I’x(O), (12)
T—00 0
where ¥ > 0.

3. Main Results

This section considers the design problem of the 7, state-
tfeedback controller.
A controller is proposed for system (2) as follows:

u(t) = K(r,)x () +u(r,x(t)), (13)

where K (r,) is the linear controller part to guarantee the 7,
performance and % (r,, x (t)) is the nonlinear controller part to
reject the matched disturbance B(r,)d (¢). Thus, the proposed
controller is designed to stochastically stabilize and minimize
the upper bound of the following linear quadratic cost:

J@t) = E”jo xT (1)Q (ro)x(v)dr|, (14)

where Q(r,) = Q;>0. Here, for r, =i € D, K(r,) = K; and
Uu(r, x(t)) =u; (x(t)). Using system (2) and the proposed
controller (13), the resultant closed-loop system is expressed
as follows:

% (t) = A (t) + Bifsat (Kix (£) + %, (x (1)) + d(£)}.  (15)

Theorem 1. Consider system (15) with input saturation and
incomplete knowledge of the transition rate. For i,j € D,
€ [1,2™], and k € [1, m], suppose_ that there exist sym-

metrzc matrices P; and R;;, matrices K;, H, A, Yy, Sig, and
Sij» and a scalar y such that
P; >0, (16)
Ajj+ AL >0,Y,+ Y[ >0, (17)
R;; E]
_|>0, i#j, (18)
{ () P;
—i i
I [rj]jeD;
i <0, (19)
(%) [rjl]j,leD;
T
0
[ voxd )]>0, (20)
x(0) P,
5 =7
P, H.
[7:_ 'ek2]>o, (21)
eH;, (u-¢
1 X7
[ xfm]>a (22)
x(0) P;

where

ieDf

T, =0, +IJEHe(S,)E+ Y v,m,E He(A;;)E

jeDf

jeb;

Vit (71 + 7y )E He(Y )E,

C1
I’ = 5ETG,.J. +E' (S +II1S;) + v, E' Ay — vmE' Y,

I, = He(S;;) - v;He(Y ),

szl =8 +Sij
(23)
ieD;
T =0, + I ETHe (S, )E + > v E He(A;;)E
jeDf
Z v,]nl]E He( )E
jeDf
i Ll T T T
I =§E Gij+E Sy +I[E S;; + v ;E A
Z CijVij; E Y,
jeb;
i
I = He(S;;) - 2v;;He(Y ),
{ S+ Sij» i+l
rl
e .
Si + Sij - vinij, i=1,
=) mp
jenr
He (AP, + BEK, + BEH,)+ ) m,G; P
= jen;
ﬁz _Qi_1
G2 xR +(1-x;)P;s
1, i#}j,
Kij =
0, i=j,
E=[I 0] eR™"
(24)

Then, the set NY Q(P;) is contained in the domain of
attraction, and the proposed system (15) is stochastically
stable with the 7, cost in (14) guaranteed by y. Further-
more, the proposed controller is constructed as u(f) =
Kx(t) +u;(x(t)) for mode i, where K; = Kﬁ;l and each
component of 7; (x (¢)) is defined as

[ (x ()], = —esgn(ezBiTP,-x(f))- (25)



Proof. Consider the following mode-dependent control
input u(t) and the auxiliary input v(¢):

u(t) = K(r,)x(t) +u; (x (1)),
v(t) = H(r,)x(t) + u; (x (1)),
where v (t) is used to handle the input saturation in Lemma

1. For the representation method (10) in Lemma 1, the
following condition should be satisfied:

lex H (r)2x (1) + e ; (x ()] <. (27)

(26)

From the definition of 7; (x (¢)) in (25), the left side of
(27) can be derived as follows:

|ex H (r)x () + e, (x(£))|
< [ef H (r,)x ()] +|ey; (x (£) (28)
= |e£H (rt)x(t)| +E
Then, the sufficient condition for (27) is given as follows:
|e£H (rt)x(t)| <p-e (29)

Therefore, the representation method in Lemma 1 can be
used if x(¢t) € L(H(r,)) for k € [1,m], where

L(H(r)) -]

To establish a set invariance condition [25], the ellipsoid
Q(P(r,) 2 {x(t) € R"|xt (1) nPq(r,)hx t)x <71} is in the
linear region L(H (r,)), that is, for k € [1,m],

"|ler H (rt)x(t)' <y - s}. (30)
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Then, multiplying both sides of the above equation by
diag{P;, 1} yields (20), where P, = P;! and H, = H,P;.

Let us choose V (x () = xT (t)P(rt)x(t) as a Lyapunov
function, where P(r,) is a positive definite matrix. Then,
from the weak infinitesimal operator V of the Markov
process, VV (x(t)) is given by

1 . .
VV = 53&0 o (E[V (x(t+8t), 1y = )lx(8), 7, = i]

-V (x(t),r, =1))

N
M Zﬂuv(x(t) 7

=2x" ()Px (1) + x (t)Zﬂl] Px(t).

(33)

According to the convex property and condition (21),
there exist variables #, such that
o
sat (u(t)) = Z nAEu(t) + E;v(t)}
s=1
2m
= ndEK (r)x(t) + E;H (r,)x (t) + ; (x (1)}
s=1
o
=Y n{EK (r,)x (t) + ECH (r,)x (t)} + %, (x (1)),

s=1

1 (34)
X (t)P x(t)>x (t)H e—— - e ekH x (1), (31) where 23;”1 no= 1.
Then, VV (x(t)) can be rewritten as
or equivalently,
P, H e
- >0. (32)
exH; (u-¢
o
UV (x(t) = 2x" (t){PiAi + ) 1P, (EK; + E;H)) }x(t)
s=1
+2x" (t)P;B, <Zl . (x (£)) + d(t)) +x (t)Zrt,] Pix(t) (35)

om

s=1

Furthermore, from (25) and Ie};d(t)l <&, we have
2x" ()P;B; (@ (x (t)) + d (t)) <0. (36)

Thus, if the following condition holds, for i € D and
s € [1,2™],

=Yy |:2x (O{P,A; + P,B, (E.K; + EH,)} + 2x" (t)P,B, (5 (x (£) + A (£)) + x (t)Zﬂ Pox(t)|

ijtj

He(P,A; + P,B,E.K, + P,B,E_H,) + Q, +Zn,]P]<O

(37)

then, from (36) and (35), VV (x(#)) can be expressed as the
following relation:
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2”1
VV (x(£) <2 Z nex' (t){P,A; + PB,(EK; + E;H,)}

s=1
+x (t)Zr[UP]x(t) < - x' (HQx(t).

(38)

Using the generalized Dynkin’s formula [26], the above
relation allows

E[V ()] -V (0)
=E r VV (7)dt|x (0), ro]
0

t 39
< —E|:J xT(T)Q(T’T)X(T)dﬂx(o)»”o] 2
0

t
< (o QB [ Pz 00, |
which leads to

mgn(Amin(Q,-))E“ ux(r)llzdrlx(om]
i€ 0

<V (0) - (40)

<V(0),

E[V (1)]

because the following equation is valid:

V(0)
min zeD( min (Q ))

From (41), it is allowed that

E“ lx (7)]1*d7|x (0), ro] < (41)
0

Tlim E[It llx (2)[1*d7]x (0), ro] SxT(O)‘Px(O), (42)
oo 0

where

— maXmGD(AmaX(Pfo))
- minep (Ain (Q;))

Furthermore, from (39), we have

>0. (43)

J(0) <V (0) = x" (0)P(r)x(0), (44)

which guarantees the %, cost through (20), indicating that
xT (0)P(ry)x(0) <y using the Schur complement.

Subsequently, by pre- and postmultiplying (37) with P; !,
we have

N
He(d/,) + P,Q;P; + ) m,P,P;P,; <0, (45)

where o’
K; = K;P,.
Note that fori = j, P, P, P, = P,,and fori # j, (18) leads to
P, P, P, <R;;. Equation (45) holds because of the following
ondltlon

- AP, +BEK,+BE;H, P,=P7', and

He( /%) + P,QP +Zn”c <0, (46)

where G;; £ 1;;R;; + (1 - «;;)P;.
Applying the Schur complement to (46) yields

( ) an} T

P

<0. (47)
i Q"
To derive the LMI conditions, (47) can be written as
follows:
N T
Q20+ ) m;E G,E<O. (48)
jeDy
In addition, according to condition (7), the following
equations can be derived from (19):

1a + T
jeb; jeD;

(49)

C Zvun E He( )E>0, (50)
N

ce-y vmj(m; + m; ) E He(Y;)E20. (51)

-
I
—

Then, the positive semidefinite matrix L’ is constructed
using (49)-(51) in the following form:
L'2C/+C +C;
—i i
=I'+ ) m;He(LiE)
jéD;

T i
+ f;; l;f m;myE He(L'))E (52)
I>j

+ ) mEHe(L};)E>0,
leD;
I=j
where

i€Df



L' =TUE He(So)E+ ), myE He(vA,))E

ij4%]
jeDy
- ) mE'He(v,Y,)E
jeD;
- Z ;i E He(v,]YU)E (53)
jeDy
L= E' (S + I1S;;) + E' Ay — EN vy Y
]l - Stl + Sl]’
= Si =i
i € Dy
i T T
L' =11 E'He(Sp)E+ Y m;E He(vA;)E
j<D;
2 T
- ) m,E"He(v,Y})E,
jeDf
i
iT E'(So + IL'S;) + E' (v0) = ) cyymiiE (”UYU)
jeDf
i S,l+S,], 1?‘31,
B Su+S-vyYy, i=1,
i
Ljj = Sij = 2vi¥ s,
(54)
where
1, i=j,
0, i#j.

Based on the S-procedure, if Q’S <0 whenever L >0, the
following sufficient condition is formulated:

L'+ Q<o (56)

which can be converted to the following LMI condition:

[ I ]T L[] [ ! ] 0
<0,
[ﬂijE]jeD; (*) [Fﬂ]j’leD; [”ijE]jeD;
(57)
where
T =0+T,
I = %ETG,- j+ L, (58)
r =1

jL= =i

Then, (57) holds because of the LMI conditions
(16)-(19). O
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4. Numerical Examples

In this section, the 7, performance is investigated through
numerical examples to verify the effectiveness of the pro-
posed method.

4.1. Example 1. Consider an MJS with four modes (N = 4),
whose system matrices are

10.35 —7.30
A, =
| 1.48 0.81
10.89 —3.11
A, =
| 1.48 0.21
—-0.11 —0.85
A, = :
| 231 -0.10
[-0.17 —1.48
A4: >
| 159 -0.27
[0.57
B, = ,
| 1.23
[ 0.78
B, =
| —0.49
5 [ 13
> 039 (59)
5 '—0.38]
o7 |
C, =[0.0 —0.1],
C,=[0.1 00],
C,=[0.0 0.1],
C,=[0.1 00],
=13 0.2 my; myy
M, 0.3 0.3

3, —1.5 13y

Tlyy Tlgz Ty

10 0
Q:Qf4%=Q=[OIJ,

e=0.1u=1,

where 71,5, T4, 715 Tpas T3y, May> Taps Tys, and m,, are the
unknown transition rates. The following sets can be obtained
using the transition rate matrix II:

D] ={1,2},D; ={3,4},D; ={1,3}, D; ={1},

- - . . (60)

Dy ={3,4},D; ={1,2},D; ={2,4},D; ={2,3,4}.
Considering the initial condition x(0) = [0.2 -0.15]",
the state trajectories of the closed-loop system shown in
Figure 1 are stochastically stable with incomplete knowledge
of transition rates under the input saturation and matched
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FIGURE 1: State trajectories for Example 1.

disturbances. Here,
d(t) = 0.1sin (22 - 0.7).

we

set

Ty =2

18

20

and

According to Theorem 1, the &, performance
y = 0.2803, and the proposed controller gains are obtained
as follows:

K, =[3.2384x10° -2.1342°],
K, =[-1.5913 x 10° -7.8766 x 10° |,

Ky =[-8.9047 x 10° -8.0083 x 10° |,

K, =[-9.0151 x 10° ~1.5631 x 10" |,
[ 43829 —4.5290
P = :
[ -4.5290 1.8561
(61)
[47.968 60.404 ]
P, = ,
[ 60.404 88.256 |
[6.3342 1.1945
Py= ,
[1.1945 16.543 |
[480.521 96.073
P, = .
[ 96.073 15111

Figure 2 presents the domain of attraction for the
proposed controller. As shown in the figure, the state
trajectory of the closed-loop system (15) converges to the
origin as time progresses, as long as the initial state is in
NL Q(P).

4.2. Example 2. Consider the following multiinput system
with three different modes (N = 3) [24]:

7
'0.6
X1
- - QP)
—— States
F1GURE 2: Domain of attraction for Example 1.
[—2.5 0.3 0.87
A=l 1 =302}
L 0 05 -2
[-2.5 1.2 0.37
A,=1-05 5 -1},
[ 0.25 1.2 5 ]
[ 2 1.5 -0.47
Ay =122 3 07 |
| 1.1 0.9 -2 ]
[0.707 0 O
B,= 0 10}
L 0 01 (62)
[0.707 0 O
B,= 0 1 ,
L 0 0 0.707
[0.707 0 O
B;=| 0 10},
0 01
[ =3 my 73
O=|my my 1 |,
| 713, 0.3 7133
Ql = Qz
£=0.01,u

where m,,, 73, 7,1, My, 73, and 755 are the unknown
transition rates. The following sets can be obtained using the
transition rate matrix II:

Dy ={1},D; ={3},D; ={2},

. _ ) (63)
D ={2,3},D; ={1,2},D; ={1,3}.

According to Theorem 1, the %, performance
y = 0.0803, and the proposed controller gains are obtained
as follows:



[—94.941 —12.248 —2.4019
K, =|-8.6349 —61.833 —6.8275 |,
[ -1.7987 —6.8828 —76.698
[ —24.110 —-3.7947 —0.69917
K, =| -2.7040 -13.943 -2.0031 |,
| —0.69626 —2.8494 —26.380
—93.208 —25.607 18.331
K, =|-18.085 —67.048 —14.084 |,
[ 12.952 —14.079 —76.181
[1.8198 x 107" 2.3490 x 107 3.0898 x 10™° ]
Py =[23490x 107> 1.6739x 10™" 1.8759x 107 |,
[3.0898 x 107> 1.8759 x 107> 2.0758 x 10™ "
[3.3589 x 107" 5.3394x 1072 9.2638 x 107" ]
P, ={53394x10"% 2.7157x 10"" 4.0095x 10" |,
[9.2638 x 1077 4.0095 x 1072 3.6452x 10" "
[ 2.5519%x 10”7 7.0131 x 107% —5.1063 x 107>
Py=| 7.0131x107% 2.5930x 10"" 5.4768 x 10™>
[ -5.1063 x 107 5.4768 x 10™* 2.9602 x 10™ "

(64)

Figure 3 shows the state trajectories and the mode
evolution obtained using the aforementioned controller
gains. Figure 4 shows the saturated control input, where
x(0)=[05 -0.3 -0.4]" and ry=3. Here, we set
d(t) = 0.01sin(¢* + 0.1). Figures 5 and 6 show the domains
of attraction on the x, (t) — x, (t) and x, (t) — x5 (t) planes,
respectively. As shown in the figures, the state trajectory of
the closed-loop system (15) converges to the origin as time
progresses, as long as the initial state is in N3 Q (P;). These
figures show that the proposed controller stabilizes the MJS
with input saturation and incomplete knowledge of the
transition rates under the matched disturbance.

4.3. Example 3. Consider the following inverted pendulum
system controlled using a DC motor [27]:

x1 (t) = Xy (1),
X%, (1) = %sin x, () + N—szx3 (1), (65)
ml

L,%5 (t) = K,Nx, (t) — R(r,)x5 (£) + sat (u(¢)),

Mathematical Problems in Engineering

0.5
0.4
03
0.2

0.1

x(t)

b 0 5 10 15
03— pmeles
0 5 10 15

Time (sec)

014

Mode
— oo
——

-024

— xl(t)
- = x(h)
- x5(0)

FIGURE 3: State trajectories for Example 2.

sat(u(t))
|

Time (sec)

— sat(uy(1)
—.— sat(uy(t))
- —— sat(us(t)

FIGURE 4: Control input for Example 2.

where x, () is the angle of the inverted pendulum, x, (t) is
the angular velocity, x; (¢) is the input current, u(¢) is the
control input voltage, g is the acceleration of gravity, m and
are the mass and length of the inverted pendulum, re-
spectively, K, is the back-EMF constant, K, is the motor
torque constant, and N is the gear ratio. Here, R(r,) is the
resistance in the DC motor, which is defined as

R, ifr, =1,

R(r) = { R,, ifr, =2. (66)
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—— States

FIGURE 6: Domain of attraction (x, (¢) — x5 (¢) planes) for Example 2.

Let L, =1, g=9.8(m/s*), I=1m, m=1kg, N =10,
K,, =01(Nm/A), K, =0.1(Vs/rad), R,=1Q, and
Rb = OSQ

Using the aforementioned parameters, system (65) can
be linearized as the following MJS with two modes:

x(t) = A(r,)x(t) + B(r,){sat(u(t)) + d (1)},
z(t) = C(r,)x(t),

where

9
x(8) =[x, (1) x,(8) x5(0)]",
ro 1 0
A =980 1|
L 0 1 -1
r0o 1 O
A, =1980 1 |
L 0O 1 -0.5
0
(68)
B, =B,=|0],
1
C,=[0100],
C,=[020 0],

I1 =

-0.6127 0.6127‘|
T Usy)
d(t) = 0.01e” " sin 10£%,

£=0.01, y =12,

where 7,, and 7,, are the unknown transition rates. Here, it
is assumed that the matched disturbance d (t) exists. Based
on Theorem 1, the ), performance y = 0.1399, and the
proposed controller gains are obtained as follows:

K, =[-2.6199x 107 -8.6656 x 10° ~1.9736 x 10° |,
K, =[-1.25x10" -4.1531x 10" ~1.0244 x 10’ |,

[1.0289 x 10°  3.2962 x 10" 2.9323
P, =]3.2962 x 10" 1.0739 x 10" 9.6989 x 107" |,
[ 29323 9.6989x 107" 2.2090 x 10™"
[0.0698 x 10* 2.1904 x 10> 1.3991 x 10"
P, ={21904x10° 69178 x 10"  4.6483
[1.3991 x 10" 4.6483 1.1465

(69)

Based on the aforementioned control gains, Plglglre 7
shows the state trajectories for x(0) = [-0.1 0.20] and
the mode evolution r,. As shown in the figure, the state
trajectories of the closed-loop systems with the proposed
controller converge to zero as time progresses.
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5. Conclusion

This paper proposed an #’, mode-dependent state-feedback
controller for MJSs with input saturation and an incomplete
knowledge of transition probabilities. Specifically, an in-
valuable relaxation method was developed into the second-
order matrix polynomials of the unknown transition rate
using all possible slack variables for the incomplete tran-
sition rates to obtain less conservative stabilization condi-
tions. Consequently, the proposed controller guaranteed 7,
performance and removed the matched disturbances. The
effectiveness of the proposed controller was demonstrated
using three examples.
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To improve the trajectory tracking performance of a complex nonlinear robotic system, a velocity-free adaptive time delay control
is proposed. First, considering that conventional time delay control (TDC) may cause large time delay estimation (TDE) error
under nonlinear friction, a TDC with gradient estimator is designed. Next, since it is complicated and time-consuming to adjust
gains manually, an adaptive law is designed to estimate the gain of the gradient. Finally, in order to avoid the measurement of
velocity and acceleration in the controller while enabling the robot to implement position tracking, an observer is designed. The
proposed control can not only offset the nonlinear terms in the complex dynamics of the robotic system but also reduce the TDE
error, estimate the gain of the gradient online, and avoid the measurement of velocity and acceleration. The stability of the system
is analyzed via Lyapunov function. Simulations are conducted on a 2-DOF robot to verify the effectiveness of the

proposed control.

1. Introduction

Robotic system is a nonlinear and strongly coupled system
subject to various uncertainties, such as unmodeled dy-
namics and nonlinear friction [1]. These nonlinearity and
uncertainties may degrade the tracking performance of the
robotic system and even make the system unstable [2, 3].

In order to guarantee the tracking performance of ro-
botic system with unknown dynamics, time delay control
(TDC) which has a simple structure and good robustness
was proposed; this was pioneered by Youcef-Toumi and Ito
[4]. The main idea of TDC is to employ time delay estimation
(TDE) technology. In TDE, the time delay of input torque
and acceleration is employed to estimate the complex un-
known dynamics and nonlinear terms which are difficult to
handle. However, since the nonlinear terms are divided into
soft nonlinearity and hard nonlinearity such as discontin-
uous Coulomb friction and static friction [5, 6], TDC has
some inherent limitations. In fact, Coulomb friction ac-
counts for 30% of the maximum control torque and cannot
be ignored [7, 8], which results in large TDE error and
greatly affects the system performance.

In order to compensate the TDE error caused by TDC,
many auxiliary controllers have been designed. In [9], an
adaptive gain sliding mode TDC method was designed for
robot manipulators. The sliding mode control was used to
reduce the TDE error, and the adaptive law was employed to
reduce the chattering near the sliding mode surface. Based
on the work in [9], a wide adaptive gain sliding mode TDC
method was designed in [10]. The wide adaptive law was
used to make the control gain range wider and suppress the
adverse TDE error. The tracking performance and robust-
ness of the system were improved. In [11], an adaptive TDC
was designed for cable-driven manipulators to suppress the
chattering and the TDE error. A fractional-order and
nonsingular sliding mode surface was used to introduce the
desired error dynamics. Moreover, the continuous and
chatter-free adaptive gains were used to enhance the control
performance under time-varying disturbances. In [12], a
TDC method with ideal velocity feedback was designed for a
robot manipulator with nonlinear friction. The ideal velocity
feedback was used to cancel the hard nonlinearity which
cannot be cancelled by TDC, suppressing the TDE error. The
controller has a simple structure and yet provides good
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online friction compensation. In [13], an inclusive enhanced
TDC with nonlinear desired error dynamics was designed and
the nonlinear sliding mode surface was used to reduce the TDE
error and chattering. The approach inherits the advantages of
TDC that is simple and model-free. In [14], a TDC method
with internal model was designed for robot manipulators,
where the internal model played a role in compensating for
hard nonlinear friction and eliminating disturbance. The
controller has a synergy effect coming from the complementary
use of TDC and internal model. In [15], a fuzzy logic TDC was
designed for a cable-driven robot. The TDC was used to es-
timate and cancel the soft nonlinearity while the fuzzy logic was
used to cancel the hard nonlinearity. The fuzzy logic TDC not
only has a simple structure but also can effectively track the
desired trajectory. Although the TDE error can be offset ef-
fectively by the control methods in [9-15], several gains need to
be adjusted and the velocity and acceleration need to be
measured additionally. Since it is a time-consuming task to
adjust gains, a TDC method based on gradient estimator was
designed for robot manipulator in [16]. The TDE error can be
effectively suppressed by the gradient estimator, and only one
gain needs to be adjusted additionally. However, the gain of the
gradient in [16] needs to be adjusted manually, and the velocity
and acceleration in the controller still need to be measured,
which may easily result in measurement noise.

Therefore, this paper presents a velocity-free adaptive
TDC to improve the trajectory tracking performance of
complex nonlinear robotic system. The main contributions
of this paper are as follows: (1) a TDC with gradient esti-
mator is designed to reduce the TDE error in the conven-
tional TDC; (2) an adaptive law is designed to estimate the
gain of the gradient online; and (3) an observer is designed to
observe the velocity and acceleration in the controller, which
can avoid the measurement of velocity and acceleration.

This paper is organized as follows. Section 2 states the
problems of the conventional TDC. In Section 3, velocity-
free adaptive TDC is presented. In Section 4, stability of the
system is proved using Lyapunov stability synthesis.
Comparative simulations are conducted to validate the
proposed control in Section 5. Section 6 concludes the paper.

2. Problem Statement

The general dynamics of a n-DOF robot can be considered as
follows [17]:

T=M(q)4 +C(q,9)q+G(q +f, (1)

where 7 € R™! is the input torque of the robot, M is the positive
inertia matrix, C(q,q) € R is the centripetal and Coriolis
matrix, G(q) € R™! is the gravity term, f € R" is the friction
torque, and q € R™!, ge R™!, and G € R™! are the angular
position, velocity, and acceleration of the robot, respectively.
Introducing a positive-definite diagonal constant matrix
M into the general dynamics (1) of the robot, we can get

Mg +N(q,4,4) =, (2)

where  N(q,4,9) 2 [M(q) - M]G+C(q,9)g+G(q) +f,
which contains all the nonlinear terms in the complex
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dynamics of the robotic system. In practice, since N(q, g, §)
is very complicated and difficult to calculate, the main idea of
conventional TDC is to employ TDE [18] to get its esti-
mation N (q, 4, §):

N(q.4:4) = N(4,4. 9. 2N(a,4.9)- (3)

Notice that L represents the time delay. Obviously, when
L is small enough, N(q, 4, §) can be accurately estimated by
(3). The term N (q, g, §),_; intentionally introduces the time
delay L to estimate N (q, g, §). According to (2), the complex
dynamics of the robot can be estimated by N(q,q,q),_;
which is a simple structure.

Substituting (3) into (2), we can get the TDE as

N(Q.G.§)rp =Ty — My . (4)
Let the desired error dynamics of the system be
€ +Kpe+K, =0, (5)

where e = q; — q is the position tracking error of the robot.
Rearranging (2)-(5), we can get the conventional TDC as

T=T M rpp+ M4+ Kp(ds—4) +Kp(q,—q)],

desired error dynamics

(6)

where q, 4,4, and ¢, denote the desired position, velocity,
and acceleration of the robot and K, and K, represent the
diagonal gain matrices of decoupled PD controllers. The first
two terms 7,_; — M{,_; consist of the TDE which offsets
N(q,4,4), and the other terms inject the desired error
dynamics.

Remark 1. The term N(q,4,q) in (2) contains all the
nonlinear terms including uncertain parameters and friction
of the robotic system. Since N(q,q,4) can be offset by
N(q,4,4),_; in (3), the uncertain parameters and friction
have no effect on the dynamic response of the control
system.

From (3), we can see that when L is small enough,
N(q, g, g) can be accurately estimated. However, in practice,
the minimum value of L can only be the sampling time. This
limitation on L will cause TDE error. From (3), (4), and (6),
we can get

N(4:4.4) - N(9:4.4) =N(q4,4) ~N(q,6:4),
=M|[é+Kpeé + Kpe]. (7)

From (5) and (7), we can obtain the TDE error &:
e2M '[N(qd,4) - N(q,4,4), ;] = ¢ + Kpé + Kpe.
(8)

Obviously, there exits a deviation between ¢ and the
desired error dynamics (5). Especially when there exists hard
nonlinear friction such as Coulomb friction and static
friction, the TDE error will become very large, affecting the
tracking performance of the robotic system.
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3. Velocity-Free Adaptive TDC

The idea of the proposed velocity-free adaptive TDC of
robotic system is shown in Figure 1. TDC with gradient
estimator 7 is designed to reduce the TDE error e. An
adaptive law is designed to estimate the gain of the gradient
and obtain its estimation Kg;. An observer is designed to
observe the velocity and acceleration and obtain the esti-
mation of velocity X, and the estimation of acceleration X,,
respectively. In this way, the real position q of the robot can
track the desired position q,.

3.1. Design of TDC with Adaptive Gradient Estimator.
Introducing the term € of gradient estimator into the TDC
(6), we can get the TDC with gradient estimator as

T=1,- Mg, + M[éid +Kp(ds—q) + Kp(qs — q)] + Me.
9

Substituting (9) into (2), we can obtain the closed-loop
dynamics error of TDC with gradient estimator:

e + Kpe+Kpe = 5, (10)

where €£¢ — ¢ represents the estimation error of the TDE
error. Define the cost function of the estimation error as

J?) = %ETE. (11)

Then, when the TDE error was slow-varying or constant,
the gradient estimator can be designed as

JJ
0¢
where Kgp=diag(Kgg,...,Kgg) is the positive gain
matrix of the gradient estimator. Since the gradient esti-
mator (12) always make the cost function surface negative,
the gradient estimator can reduce the TDE error caused by
TDC.
Therefore, (9) can be rewritten as

£ = -Kgp— = —Kgg? = Kgg (¢ + Kpé + Kpe), (12)

T=1,; - Mg, ; +M [q; +Kp(ds - 4) + Kp(qs - q)]

TDE desired error dynamics

+ MKGE<é +Kpe+ K, J edt) .

gradient estimator

(13)

It can be seen from (13) that the TDC with gradient
estimator does not need the nonlinear terms in the complex
dynamics of the robotic system and can reduce the TDE
error. In addition, the TDC with gradient estimator (13) only
needs to adjust one gain, i.e., the gain of the gradient K,
assuming K, = fKg, K, = K¢+ ($>0), S =¢é+Kge, and
K; is a positive diagonal constant matrix. In order to esti-
mate K, the following adaptive law is designed:

Kae = L1sl-e, (14)

where « and y are
e=¢+Kpe + Kpe.

According to (13) and (14), we can design the TDC with
adaptive gradient estimator as

positive  parameters and

T=1,,- Mg, +M [+ Kp(4a - 9) + Kp(qs - q)]

TDE desired error dynamics

+ MKGE<é +Kpe + Kp I edt) .

adaptive gradient estimator

(15)

where 7,_; — Mg, ; is the TDE which offsets N(q, 4, 4),
Mg, +Kp(4s—9) + Kp(qy — q)] is the desired error dy-
namics, and MKy (é + tKpneq + hKp Je dt is the adaptive

gradient estimator to reduce the TDE error caused by TDC.

3.2. Design of the Observer. Letx, = q, X, = 4. From (2) and
(3), we can get the state-space equation of the dynamics of
the robot (1):

{ X, =Xy,
- —1 . (16)
X, =-M [N(xl,xz,xz)t_L - Tt,L].

Then, define a new variable x, =%, — Tx,, where
T =diag(t,t,,...,t,), ;>0 (i=1,2,...,n). Substituting
x, into (16) gives

x, = Tx; +x,,
{ X, = M [N(Xl,fz,fz)t_L - Tt—L] - Tx, - T?x,.
(17)

Suppose L, =diag(l,;,1,,...,1;,), L, =diag(l,,l,,,
..>h,), and L, and L, are positive-definite matrices. For
simplicity, let —M  [N(x,,X X,); 1 — T,) = F(X},%,).
Now, the observer of the robotic system can be designed as

%, =Tx, +%, - Lie, +v,
%, = F(x,,%,) - TX, - T°%, — Lye,, + v, + xsign (v,),
(18)

where v, = —k;sign (e,), v, = k,v, + k;|v,|sign (v,), k,, k,,
k;>0,0<Y <1, and y is a positive-definite diagonal matrix.
X, and X, are the estimations of x, and x,, and e, and e, are
the estimation errors of x; and x,, respectively:

e, =X —X|,
(19)
2 = Xy — X

From (18), it can be seen that the velocity 4 and ac-
celeration § of the robot system can be estimated by the
observer. Consequently, the velocity and acceleration do not
need to be measured.

Remark 2. In (19), e,, = X, — X,, where x, is the velocity.
Then, we can get é,, = X, — X,, Where X, is the acceleration

4. Moreover, from (2), we have § = M_l[T—N(q, 4 9]
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» Adaptive law
~Ker
4, -
» TDC with T Nonlinear q
B gradient robotic —®
estimator system
— Observer
)‘(1 )‘(2 - ®

FiGure 1: Block diagram of velocity-free adaptive TDC.

Therefore, we can avoid the direct measurement of the
velocity in (18).

{éxl =(T-L))e, te,+vy,

From (19), we can get the observer error as

(20)

€= —(T+Ly)e, —Tey, + v, + F(x,X,) — F(x;,%,) + xsign (v)).

Since the constant matrix T is easily adjusted in (18), the
design is flexible. When the states X, and X, of the observer
are far from the real states x; and x,, the term k,v; can
guarantee the rapid convergence of €., and é,,. Otherwise,

the term k;|v,|"sign(v,) can guarantee the rapid conver-
gence of é,, and é,,.

Now, based on the TDC with adaptive gradient estimator
and the observer, the velocity-free TDC with adaptive
gradient estimator can be designed as

t=1,_, - MX, ; +M [c'jd + KD(qd - ?1) +Kp(q - q)] +MKGE<é +Kpe +Kp J edt) .

TDE

The controller (21) adopts the TDE 7, ; — MX,, ; which
does not need the nonlinear terms in the complex dynamics
of the robotic system. Meanwhile, M[g; + Kp (4, — X;) +
Ky (q; —q)] injects the desired error dynamics and
MKy (é + tKpneq + hKPfe dt can reduce the TDE error

caused by TDC using the adaptive gradient estimator. In
addition, the use of observer can avoid the measurement
noise of the velocity and acceleration in the robotic system.

Remark 3. In practice, there may still be the noise in the
measurement of position. However, the influence of the
noise caused by the measurement of position is far less than
that of velocity and acceleration. The controller (21) can
effectively avoid the measurement of velocity and
acceleration.

desired error dynamics

(21)

adaptive gradient estimator

4. Stability Analysis

4.1. Stability Analysis of the Observer. Let F(x,,X,), F(x;,X,)
be the Lipschitz function [19], ie.,
IF (x,,%,) — F(x,%,)| <C, where C is a positive constant.
Let us define e, = [e,,e,,]”. Then, from (5), we can get

é,=Ae, +F+7, (22)

0
,AF= R nx1 ,
:| |:F(X1,x2)—F(X1,X2)

T-1, E
-T*-L, -T
vi
Vv, + xsign(v,) |’

where A = [
and v =

Lemma 1 (see [20]). When the following equation holds,
the observer error e, will converge to zero in finite time:
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, PP
PA+A'P+—+¢<0,
(o

Ii>t
1 (23)
k,—R=n>0,

P,P _
—2P,T + 22+ 0C,E<0,
k o
where P =diag{P,,P,}>0, P, = di_ag{pn,plz, ce s Pinb

P, = di ag{Py1 Pr2s- > P 0 1, C>0, ¢ =diag{0,,,,
oC"E}, and R is the boundary of |le,|.
Consider a Lyapunov function:

V, =elPe,. (24)

Differentiating (24) with respect to time and substituting
(22) and (23) into it yields

Vi<e (PA+A'Pe +2e,PF+2e,PV. (25

According to (23) and (25), we have ZeEPAFS
((ezPPex)/cr) + oAFTAF. Moreover, from (22), we know
that F(x,,X,), F(x,,x,) is the Lipschitz function. Thus, we
have IAFTAFSEZIIelelz. Consequently, (25) can be re-
written into

. e PPo
Vi<e (PA+A'Pe, +-*
o

+ aézuexzuz +2e Py

PP
< e§<PA +A"P+ s + <p>ex + 2e§PV.
(26)

If Q=PA+ATP+ (PP/o) + 9<0 and A=-1,,(Q),
then we can get

n
Vis - A“ex"2 -2k, Z p1i|ex1i| - 2Py e, - 2k Pyye,
i=1

- 2k¥Pk3ex

< e ’
=26\ Y ks -2\ Y ok
i=1 i=1
(27)
where

Py = 1[04, Parxisign (e11)s - - s PauXisign (er,)]s

Py, = [01xn,p21kzsign (‘311)’ <> Paykysign (eln)]’ (28)

Py = [0, Parkssign (e, ), . . ., paskssign (ey,,)].

When |e,| >R,

R= 2k, \/Z?:l ks p3; + 2k] \/Z?:l kapsi + 2\/2?:1 X
= - ,

(29)

and we can get Vl <0. Therefore, when |le, | exceeds its
bound R, V1 <0, while when |le.| decreases, [, | decreases
to its bounds R within finite time.

Consider the second Lyapunov function as

L
V,= Eexlipliexli' (30)

Differentiating (30) with respect to time and substituting
(23) into it yields
Vo< = py(hi —t)ed - p1i|ex1i|(k1 _|ex2i|)' (31)
Let l;;>t; and k;, — R = n>0, (31) becomes

. 2172
Vo< - P1i’7|ex1i| =—2p;nV, <O. (32)

From (32), we can see that e, and é,, can converge to
zero in finite time.

When the sliding mode e,; = ¢é,; = 0, we have v, = —e,,
and v, = —k,e,, — k;le,,|"sign(e,,).

Take another Lyapunov function as

V, =el,Pe,,. (33)

Differentiating (33) with respect to time and substituting
(23) into it yields

P,P
o

n
2+ P262E>ex2 -2 Z Xip2i|ex2i|

i=1

V< eg(—ZPzT +

n n
-2 Z kypai€sy — 2 Z k3p2i|ex2i|1+y'
i i
(34)

Since we have —2P,T + (P,P,/0) + 6C E<0 according
to Lemma 1, we can further obtain

n n
Vi< =2 Z Ky i€y — 2 Z k2p2i|ex21|l+y
i=1 i=1

n (35)
= -2k, V5 — 2k, Z pz(ilfy)/Zvélw)/z <0,

i=1

From (35), we can see that e, can converge to zero in
finite time.

4.2. Stability Analysis of the Closed-Loop System

Lemma 2 (see [21]). If the control gain M in (9) is chosen to
satisfy the condition |[I-M™'qM|,<1 for all >0, then
IG,_; = éill, — 0as L — 0 and the error H — H is bounded
by a constant H *, i.e., |H - H|<H*.



Lemma 3 (see [9]). For robotic system (1) controlled by the
TDC with adaptive gradient estimators (14) and (15), the
adaptive gain of the gradient K has an upper bound:

[Reel <Rl (36)

o>F . ")
where K, is a positive constant.

Theorem 1. Consider the robotic system (1) which is con-
trolled by the TDC with gradient estimator (13) and the
adaptive law (14). Then, the closed-loop system (15) is stable

and the position tracking error e of the robotic system is
bounded.

Proof. Define
H=H, = H= g1 ~ M_ltt—L- (37)

Now consider the Lyapunov function
1 lal. . = . 2
T S —[H - KGE<e FKpe+Kp j edt)] .
2 2y

(38)

Let A =é+Kpe+Kp [edt Differentiating (38) and
substituting A into it yields

v=s'$- % (H" - KGEA)<RGE + A). (39)

From (8), we have A = . Now, substituting $ and § into
(39), we can get

V=5"(;-H-M 't+Kg) —%(H* - RGEA)<I?GE + s>.

(40)
Substituting (15) and (37) into (39), we have
V=8 (-R-H+0) - % (H" - KGEA)(I?GE + e), (41)
where R=H-H and 8§ = -M '1, ; + 3, , - BS — KA.
Substituting (37) into (41), we can obtain

V=8"(-R-pS-KgpA) - % (H" - RGEA)(RGE + s)
= (44 PPN 2
<SR -SIR gz~ (H' - KGEA)(KGE " e) _ps?

= [usn —% (K + ts)](H* - Rgpd) - BS>
(42)

Furthermore, I is taken as the upper bound of S, and
according to the adaptive law (14), we have

V< - S < - (43)

From (43), we have V<o.
According to (38), we can obtain
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Lo lo laf . 5 . 2
$°<Vv<=S§ +——[H —KGE<e+KDe+KPjedt>] .
2 2 2y

(44)

Since H* is a constant, from Lemma 2, it can be known
that Ko is bounded. Now let Z be the bound of
(1/2) (a/w)[H* — K¢ (é + tKpneq + hKp e dt]” in (44) and
we can get

1 1
V< I*+-7%. (45)
2 2
According to (44) and (45), we can obtain
1 1 1
—§*<-1* +-7% (46)
2 2 2

Thus, we can further get
ISl < VI* + 2% (47)

Equations (44) and (46) show that S has an upper bound
and can be adjusted by «, v, and I'. Since S is bounded and
S =é + Kge, ¢ = —Ke is asymptotically stable. The position
tracking error e of the robotic system is bounded. This
concludes the proof of Theorem 1. O

5. Simulation Studies

In order to verify the effectiveness of the velocity-free
adaptive TDC, simulations are conducted on a 2-DOF robot
and compared to the conventional TDC in Section 2 and the
adaptive gain sliding mode TDC in [9].

The dynamics of the robot is as follows:

M- [ (m, + my)s + myl5 + 2m,1,1, cos q, m,l5 cos q, :|,
| mzé cosq, ””215
C- [ —mylil,q, sing, —m,l 14,4, sing, ]’
L myli1,q, sinq, 0
G = [ [(my +m,)l; cos q, +myl, cos(q; +q,)]g ]’
myl, cos(q; +q,)g

f = 0.02sign (g),
(48)

where m, and m, represent the mass of links, /; and [, are the
length of links, and g is the gravitational acceleration,
respectively.

In the simulations, m; =m, = 0.5, [, =1, [, = 0.8, and
g = 9.8. The desired positions of joint 1 and joint 2 of the
robot are q 4; = q4, = sin2 mit. The time delay is set to be the
sampling time, i.e., L= 0.001s.

When the conventional TDC (6) is employed,
K, = diag{80,60}, K, =diag{200,180}, and M =
diag{0.5,0.4}. The simulation results of the conventional
TDC are shown in Figures 2-4.

From Figure 2, it can be seen that, with the conventional
TDC, the real position trajectory of joint 1 and joint 2 of the
robot cannot track the desired position in a satisfactory way.
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FIGURE 2: Position tracking of (a) joint 1 and (b) joint 2 (conventional TDC).
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FIGUre 3: Position tracking error of joint 1 and joint 2 (conventional TDC).

There exists an obvious position error, especially for joint 1, When the adaptive gain sliding mode TDC in [9] is
as shown in Figure 3. Besides, as shown in Figure 4, the  employed, K¢ = diag{5,5}, f = 85, « =20, y = 0.001, and
fluctuation of the input torque is obvious especially when it M = diag{1,0.9}. The simulation results are shown in
achieves the maximum value each time. Figures 5-7.
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FIGURE 4: Input torque of (a) joint 1 and (b) joint 2 (conventional TDC).
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FIGURE 5: Position tracking of (a) joint 1 and (b) joint 2 (adaptive gain sliding mode TDC).
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FIGURE 6: Position tracking error of joint 1 and joint 2 (adaptive gain sliding mode TDC).
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FIGURE 7: Input torque of (a) joint 1 and (b) joint 2 (adaptive gain sliding mode TDC).

From Figure 5, it can be seen that, with the adaptive gain
sliding mode TDC, the position tracking of joint 1 has better
tracking performance than that of the conventional TDC.
However, the real position trajectory of joint 1 and joint 2 of
the robot cannot track the desired position in a satisfying way
either. There still exists obvious position error, especially for
joint 1, as shown in Figure 6. In addition, the fluctuation of the
input torque still exists, as shown in Figure 7, although it is
smaller than that of the conventional TDC.

When the proposed control is employed, =20,
K, = diag{5,10}, M = diag{0.05,0.04}, « =20, and
y = 0.001. The initial value of the gain of the gradient is
Kgp (0) = diag{Kgg (0),Kge, (0)},  Kgg (0)=0, and
Kgg,(0)=0. For the observer, T =diag{0.01,0.1},
L, = diag{l,1}, L, =diag{0.001,0.001}, x = diag{0.0001,
0.0001}, k; = 0.0001, k,= 1, k3= 3, and y = 0.5. The simu-
lation results of the proposed control are shown in
Figures 8-13.
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FIGURE 8: Position tracking of (a) joint 1 and (b) joint 2 (proposed control).
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FIGURE 9: Position tracking error of joint 1 and joint 2 (proposed control).

From Figure 8, it can be seen that the real position  Figure 9. Moreover, from Figure 10, the fluctuation of the
trajectory of joint 1 and joint 2 of the robot can track the  input torque is the smallest compared with that of the
desired position in a satisfying way. The position tracking  conventional TDC and the adaptive gain sliding mode TDC.
errors of both joints 1 and 2 are quite small, as shown in  Figure 11 shows that the gain of the gradient can be adjusted
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F1Gure 10: Input torque of (a) joint 1 and (b) joint 2 (proposed control).
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FIGURE 11: Adaptive gain of the gradient (a) Kg, and (b) Kgg, (proposed control).

by the adaptive law. From Figures 12 and 13, it can be seen
that the observer can effectively observe the velocity and
acceleration of the robot.

In order to quantitatively compare the position tracking
performance of the proposed method with the conven-
tional TDC method and the adaptive gain sliding mode
TDC in [9], the range of the position tracking error e,
lemin, | ~ lemax, | is calculated, where n = 1,2 represents joint
1 and joint 2, respectively. The calculation results are shown
in Table 1.

From Table 1, it can be seen that compared to the con-
ventional TDC, the maximum position tracking error of joint
1 is 0.279362rad smaller and that of joint 2 is 0.04987 rad
smaller with the proposed control. In addition, compared to
the adaptive gain sliding mode TDC, the maximum position
tracking error of joint 1 is 0.08476 rad smaller and that of joint
2 is 0.03697 rad smaller with the proposed control.

Remark 4. There are three parameters to be chosen in the
TDC with adaptive gradient estimator, i.e., &, 5, and y. In
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FiGURE 12: Velocity observation of (a) joint 1 and (b) joint 2 (proposed control).
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FIGURE 13: Acceleration observation of (a) joint 1 and (b) joint 2 (proposed control).
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TaBLE 1: Quantitative comparison of position tracking error.

Conventional TDC

Adaptive gain sliding mode TDC

Proposed control

(rad) 0-0.3133
(rad) 0-0.0790

e

e,

0-0.1187
0-0.0661

0-0.03394
0-0.02913

addition, there are four parameters to be chosen in the
observer, i.e., k;, ky, k3, and y. When a, 3, v, k|, k,, kj, and y
increase to ten times of their values (or decrease to ten times
of their values), the position tracking errors of joint 1 and
joint 2 will become bigger.

6. Conclusions

To improve the trajectory tracking performance of complex
nonlinear robotic system, this paper proposes a velocity-free
adaptive TDC. A TDC with gradient estimator is designed
considering that conventional TDC may cause large TDE
error. Then, an adaptive law is designed to estimate the gain
of the gradient. Next, an observer is designed to observe the
velocity and acceleration in the controller. The proposed
control can not only offset the nonlinear terms in the
complex dynamics of the robotic system but also reduce the
TDE error, estimate the gain of the gradient online, and
avoid the measurement of velocity and acceleration. Ex-
perimental verification of the control proposed in this paper
is quite necessary and remains as our work in the next step.
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This paper presents a hybrid robust control design method for a third-order lower-triangular model of nonlinear dynamic systems
in the presence of disturbance. In this paper, a novel control design is presented systematically to synthesize a robust nonlinear
feedback controller, called backstepping sliding mode control (BSMC), for the proposed system by a combined approach of
backstepping design and sliding mode control. In this approach, a family of the “sliding surface” is introduced in state
transformations. Then, a smooth switching function of the sliding surface is introduced and enforced to include in virtual
feedbacks and a real control law from the control selection phrases of the backstepping design loop. The achieved control method
proves a well-tracking command with asymptotic stability, provides a robustness in the presence of uncertainties, and eliminates
completely a chattering phenomenon. The application of flight-path angle control corresponding to the longitudinal dynamics of a
high-performance F-16 aircraft simulation model is implemented. Under some assumptions, full nonlinear longitudinal dynamics
is reformed into a lower-triangular system for a direct application to formulate a control law. A closed-loop system is achieved for
in-flight simulation with different flight profiles for a comparison of the existing methods. Also, an external disturbance on
different loading/unloading conditions in flight is applied to verify and validate robustness of the proposed control method.

1. Introduction

A standard design method of the flight control system for
nonlinear aircraft dynamic systems is based on gain
scheduling from linear control system designs. In this
method, a linearized model of the nonlinear flight dynamic
system at key operating points within the flight envelope is
achieved. From those selected points, linear controllers are
designed and then combined continuously as the aircraft
flies from one operating point to another. In [1], it is in-
dicated that actual system performance and stability can be
significantly different from design results due to linearized
nonlinearities. Therefore, a direct application of a nonlinear
flight system should be addressed for a new generation of
flight control design [2-4]. However, these works neglected
the effects of uncertainties that can lead to instability and
poor performance of an aircraft system due to complex
variations in aerodynamic models. Recently, robust control

design methods for nonlinear aircraft flight dynamics have
been addressed by many researchers [5-7]. Twenty-eight
uncertain parameters are used to model aircraft motion in
nonlinear longitudinal dynamics [5]. Then, a genetic algo-
rithm is used to search a feasible design coefficient space that
is evaluated by Monte Carlo for stability and performance
robustness. A better approach in robust control methods
[6, 7] is proposed to improve the handling qualities across
the specified flight envelope without the use of gain
scheduling. In this approach, the control parameters of
dynamic inversion are designed to minimize the probability
of violating design specifications and so provide a better
design with good robustness in stability and performance
subject to modeling uncertainties. However, mentioned
control design methods are mostly focused on design of
control parameters that are not fully able to adapt internal
dynamics in order to ensure the stability and performance
robustness. Thus, a new type of the robust controller, in
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which a robust property for a nonlinear dynamic system
must be included, is necessary to improve stability and
performance of aircraft longitudinal dynamics.

In recent years, backstepping or recursive control
design for a strict-feedback form of nonlinear dynamic
systems is introduced firstly by authors [1] and is applied
extensively for flight control of the nonlinear flight dy-
namic system [8-13]. In approaches [8-12], a full non-
linear dynamic system is transformed directly or
indirectly into a strict-feedback form or a lower-triangular
model for applicability via assumptions or state trans-
formations. The achieved model will be divided into
subsystems for control objectives. By considering each
subsystem in relation with interconnected subsystems, a
virtual feedback control is selected from satisfying the
requirement of Lyapunov’s theorem. After a series of
control design for subsystems, a nonlinear feedback
controller is obtained. By numerical simulation and ex-
perimental study, the backstepping control method can
prove a very good performance and stability if system
parameter modeling is accurate. On the other hand, the
method might lead to a poor quality across the full flight
envelope due to uncertain system parameters. Thus, a
better approach [13] is proposed to improve the perfor-
mance in this situation. In this design, an integrator with a
tracking error is introduced and added into the control
law via feedback selection. The achieved control system
can improve robust performance and stability in the
presence of disturbance, but time response of the flight-
path angle or the attack angle is slower than that of the
traditional methods. This behavior or robustness should
be improved in designing the control system for a high-
performance aircraft system.

Sliding mode control (SMC) was proposed firstly and
applied by Slotine [14]. This method provides a robust control
technique to deal with unmodeling dynamics or uncertain
system parameters for nonlinear dynamic systems and has
been widely used and extended for flight control design
[15-21]. A linearized model for longitudinal dynamics is
achieved for applying the sliding mode control design [17].
The achieved control method is simulated on the nonlinear
flight longitudinal model of the F-16 aircraft. An extra
controller of the integral sliding mode control allocation
scheme [18], which is active if faults occurs, is built around a
traditional controller. Although numerical simulation indi-
cates that the proposed control shows good results for
nominal and fault/failure conditions, a guideline on how it
works or a stability proof is a concern in the paper. In order to
solve for fuzzy stochastic systems subjected to matched/
mismatched uncertainties, Wang et al. [20] propose a new
method to remove these assumptions and present a new
integral sliding mode control (ISMC) method. As discussed
above, it is clear that each work has some advantage and some
limitation, but mostly based on the traditional control design
method. So, the question arises if there exists a systematic
approach to formulate a robust nonlinear feedback controller
that can inherit advances of the backstepping control and
robust aspects of a sliding mode control design. This paper
will provide a novel solution to deal with the proposed
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challenge by a combined design of the backstepping method
and sliding mode control. In this proposal, a family of the
“sliding surface” is introduced in state transformations. Then,
the sliding surface and a smooth switching function are
enforced to include in virtual feedbacks and a real control law
from control selection phrases. Due to the inheritance of the
properties of the backstepping control and sliding mode
control, the achieved control method proves a well-tracking
command with asymptotic stability, provides a robustness in
the presence of uncertainties, and eliminates completely a
chattering phenomenon. The application of flight-path angle
control of a high-performance F-16 aircraft model is
implemented to show advance of the proposed control
method.

This paper is organized as follows: a hybrid controller
formulation for a general class of a third-order lower-triangular
model of a nonlinear dynamic system is presented in Section 2.
Study of flight-path angle control of longitudinal dynamics of
the F-16 aircraft mode is investigated to show applicability
in Section 3. A numerical simulation of the full nonlinear
F-16 aircraft model is implemented and compared to the in-
tegrator-backstepping control method; finally, conclusion and
discussions are presented in the end of the paper.

2. A Hybrid Controller Formulation for a Single-
Input Single-Output (SISO) Third-Order
Lower-Triangular Model of Nonlinear
Dynamic Systems

In this section, a problem formulation is considered firstly.
Secondly, a new control design method is presented for
formulating a backstepping sliding mode control (BSMC)
law for the (SISO) third-order lower-triangular form of the
nonlinear dynamic system. Some important remarks are
given in the end of the section.

2.1. Problem Formulation. Consider an SISO third-order
lower-triangular model [1] of nonlinear dynamics systems as

%= f1(x)) + gy (x1)x, (1)
%y = f(x1%,) + g5 (%1, %2) x5, (2)
%y = fo (%0 %0%3) + g (X0, X5, %3, (3)

where the unknown valued functions fi(i =1,2,3) and
g;(i=1,2,3) are approximated as known functions
fi(i=1,2,3)and g; (i = 1,2, 3), respectively, in this paper.
This approximation is based on working condition and
experience for a specific system. x; (i = 1,2,3) € R are the
state variables, and the functions f;(i=1,2,3) € R are
known real-valued, continuous, and differentiable. The
functions g;(i = 1,2,3) € R are known real-valued, con-
tinuous, differentiable, and invertible. The variable u € R is
the control input.

The objective of this research is to synthesize a robust
control law for systems (1)-(3) such that the outputs y =
h(x) = x, track well the desired value or command, x ,
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asymptotically, where x, is a triple-differentiable function in
time. Also, a global asymptotic stability is achieved with no
or acceptably small overshoot in the presence of the model
parameter errors and external disturbances.

2.2. Formulation of Backstepping Sliding Mode Control Law

Theorem 1. There exists coordinate transformations (4), (5),
and (6) and virtual feedbacks a, and a, in (5) and (6), re-
spectively, and real control u in (7):

e, (t) = x; — x5 (4)
ey () = x; — ay (%1, %4, Xg» 1) ©)
e (t) = x5 — &y (%1, %5, X, X s P15 P2)> (6)

u = K(x1, %5, %3, X4, X X o P15 P> P3)- - (7)

Such that systems (1)-(3) can be transformed into a
stable linear decoupling system in terms of a new set of state
variables e, e,, ande; as

é, (t) = —pye; (H)tanh (Ae, (1)), (8)
é, (t) = —p,e, (t)tanh (Ae, (1)), (9)
é; (t) = —pse; (t)tanh (e (1)), (10)

where p,, p,, p3» andA are the strict positive values and
tanh(-) is a hyperbolic tangent function and defined as
tanh (0) = (e —e %)/ (e’ +e79).

The following is a proof for Theorem 1.

The proof of Theorem 1 consists of three steps. Coor-
dinate transformations are introduced firstly. Then, virtual
feedbacks and real control can be selected in terms of re-
cursive design approach [11]. By doing so, systems (1)-(3)
can be reformed into systems (8)-(10).

Step 1. Taking derivative of equation (4) in association with
equation (1) results in

(1) = f1 (%) + g1 (%)%, — X4 (11)

In Lyapunov’s approach, a virtual control law
oy (%1, x4, %4, p1): =x, can be selected such that the
tracking error e, () in equation (11) converges asymptoti-
cally to zero with small or no overshoot. The virtual con-
troller can be chosen from satisfying the condition in which
time differentiation of a control Lyapunov function (CLF)
[1], L, (e; (t)), is less than or equal to a negative definitive
function, w(e; (¢)). In fact, a CLF is selected as

Li(e, () = %el (1) (12)

Combining the result from time differentiation of the
CLF, L(e, (t)), and equation (11) achieves
Ly (e, (1) = e, (1)é, (1) = e, (D{f, (x1) + g1 (x1)x, — %4}
(13)

Then, the virtual control «a; can be obtained from
enforcing L, (e, (t)) to be a negative definitive function, or

—pitanh (Ae, (t)) = f, (%)) + gy (x1)x, — Xy,
ay (X1, X4, X5 P1) = 911 (x){=pitanh (A (x; - x,)) (14)
= f1(xp) + %4}

Substituting equation (14) into equation (13) results in

L, (e, (1)) = —pye; (H)tanh (Ae, (1))

(15)
= —w, (e; (t)) <0Ve, (t) #0.

Note that w, (e, (t)) = p,e, ()tanh (Ae, (¢)) is a positive
definitive function. Thus, ﬁl (e, (1)) is a negative definitive
function. This means that an achieved virtual control
o, (%1, x4, %4, p;) assures to make tracking error tend to
Zero.

Step 2. By choosing feedback (14) and state transformations
(4) and (5), systems (1)-(2) are resynthesized in (e;,e,)
coordinates as follows:

é, (t) = —p,tanh (Ae, (1)), (16)

&, (t) = foley +xg ey + ;) + gy (e + x5 +0t))x5 — &)
(17)

Noting that the functions f, and «; are only functions of
states and command. Thus, the term &, can be represented
explicitly in variables of x, x,, x4, X4, X4, P, and A, and &, is
calculated in the following equation:

a(Xl a(xl . a“l .
o =——f1+—X;+5X,. 18
1 axl axd d % d ( )

As a similar approach, a virtual control «,: = x; and
CLF L, (e, (t),e,(t)) are selected to ensure that systems
(16)-(17) are stabilized at origin, i.e.,

1
L (€1 (1), €2 (1)) = Ly (e () +5 e, (1), (19)
By taking derivative of equation (19) in consideration
with equations (15)-(17), one gets

L, (e, (1), €, (1)) = —w, (e, (1)) + &, (D{f, (e, + X €, + o))
+g; (e + X400+ ap) x5 — &y ).

(20)

) Then, a virtual control «, can be obtained from enforcing
L, (e, (t),e,(t)) to be a negative definitive function, or



—p,tanh (e, (1)) = f,(e; + x4 €, + ;)

+ g, (e + x40, + @) x5 — &y,

&y (X1, X9, X4, X Xgs P1> P2) = 9;1 (%15 X,){~p,tanh (Ae, (1))

= fa (51, ) + &y ).
(21)

Substituting equation (21) into equation (20) results in

Ly (e, (), e,(t)) = —p,e, (t)tanh (Ae, (t))
— p,e, (t)tanh (Ae, (1))
= —w, (e, (1), e, (t)) < 0Ve, (£), e, (£) #0.
(22)

Note that w, (e, (t),e,(t)) = p;e, (¢) tanh (Ae, (t))+
p,e, (Htanh (Ae, (1)) is a positive definitive function. Thus,
Lz (e, (1), e, (1)) is a negative definitive function. This means
that an achieved virtual control a, assures to make tracking
error, e, (t), tend to zero or the first subsystem and the
second subsystem [1] are interconnected with the proposed
method.

Step 3. By choosing feedbacks (14) and (21) and state
transformations (4)-(6), systems (1)-(3) are reformed in
(e, €5, e3) coordinates as follows:

é, (t) = —p,tanh (Ae, (1)), (23)
é, (t) = —p,tanh (Ae, (1)), (24)

é;(t) = fi(ey +xp e+ a5+ y) (25)
+g;5(e) + x40, +ap, 05+ 00U — &,y

Noting that the functions f,, f, and a,a, are only
functions of states and command. Thus, the term &, can be
calculated and represented explicitly in variables of
X1, X5 X3, Xg> X X s X 4> P1> P2» and A,

As a similar approach in Step 2, a real nonlinear feedback
control, called backstepping sliding mode control (BSMC)
u = K(xy,x,,x3, %3, X3, X3, P1> P2» P3) in (7), and a CLF
L;(e (t),e,(t),e;(t)) are selected to ensure that systems
(26)-(28) are stabilized at origin (0,0,0), i.e.,

Ly (e, (£),ey(t),e5(8)) = Ly (e, (1), e, (1)) + %(23 ()2 (26)

By taking derivative of equation (26) in consideration
with equations (15), (23), (24), and (25), one gets
Ly =—w, +e; () f5(e; + x5 + 0y 05 + )

. (27)
*+ 93 (el +Xg,6) o635+ (Xz)u - 0(2}.

With the given assumption that the function
g5 (xy, x,, x5) can be inverse, after some manipulations and
return of original variables, a BSMC can be achieved as
follows:
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—pstanh(Aey (1)) = f5(e; + x4, + 0y 05 + ay)
+gs(er +xg,65 +ay, 65+ U — @y,
u:=K = g;' (%, %5, %;){-pstanh (Ae; (¢))
= f3(x1, %) + éy}.
(28)
Substituting equation (28) into equation (27) results in
Ly = —pye, (t)tanh (Ae, (1)) — p,e, (t)tanh (Le, (£))
— pse; (t)tanh (Ae; (2)),
= —ws (e; (1), e, (1), e5(t)) <OVe, (£), e, (), e5(t) #0.
(29)
Note that w; = pye, (t) tanh (Aey (t)) + pre, (t)
tanh (e, (t)) + pse; (t)tanh (le; () is a positive definitive
function. Thus, L; (e, (t), e, (), e; (£)) is a negative definitive
function. This again ensures that the tracking error e; tends
to origin.

Substituting (28) into (25), systems (1)-(3) in a new
coordinate e, e,, e; are rewritten as follows:

é, () = —pytanh (e, (1)), (30)
é, (t) = —p,tanh (e, (1)), (31)
é; (t) = —pstanh (les (1)), (32)

where p, p,, p3, and A are the strict positive values.

Thus, there exists state transformations (4)-(6), virtual
feedbacks (14) and (21), and real control law (28) such that
systems (1)-(3) can be transformed into systems (8)-(10) or
systems (30)-(32).

With the achieved control law in (28), substituting this
control law into systems (1)-(3) results in a closed-loop
system that is used to implement numerical simulation with
different commands and initial conditions.

Remark 1. With positive values of p;, p,, p3» and A, the
solutions e, (t),e,(t), ande; (t) of systems (30)-(32) are
stabilized at origin (0, 0, 0) at a certain time. This means that
the BSMC will enforce the outputs y = h(x) = x; to have a
well-tracking command x,;.

Remark 2. It is observed that the tracking errors
e, (t), e, (t), and e5 (t) play a similar role as “sliding surfaces”
in sliding mode control and the smooth switch function
tanh (Ae,) = tanh (A[x, + p; (x; — x4) +---]) plays a “simi-
lar” role as switch function sign (-) of the sliding surface in
traditional SMC. This term will ensure the robustness of the
proposed method as system parameter errors or external
disturbance is present in the system.

Remark 3. If f,=0;9,=1, f,=0;9,=1, f3=f;9:=1;
and tanh(Ae): =e, then the term e, = x, —a; = x, —x; +
p1(x; —x4) is defined exactly as a sliding surface in the
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traditional SMC [14] and the term —ptanh (e,) is similar to
the corrective input —Ksign (o) in [14].

Remark 4. Noting that the hyperbolic tangent function
tanh (Ao) with a large value A will reach to the discontinuous
sign function sign (). Thus, a very large value of A might lead
to a chattering problem. A suitable parameter of A must be
traded off for a good performance.

Remark 5. From equations (8)-(10), it is clear that the
convergence speed of the proposed control algorithm will
follow the exponential rule with gains p;, p,, and p;. The
greater the gains are, the faster the convergence rate is.
Besides, the convergence speed of the proposed control
algorithm also depends on the function tanh(e). If you
would like to gain a faster response, you can increase A, but a
trade-off between A and chattering issue must be considered
for good performance.

3. Flight-Path Angle Control of F-16
Aircraft Model

In this section, the lower-triangular model of nonlinear
longitudinal dynamics is introduced and explained for de-
sign suitability. An explicit BSMC law is presented by using
the proposed theory in Section 2. Then, a numerical dem-
onstration of flight-path angle control of the F-16 aircraft
simulation model is implemented to show the advances,
robustness, and applicability of the proposed method to
flight dynamic systems as compared to the existing methods.

3.1. Problem Formulation. Consider longitudinal dynamics
of the aircraft flight system as shown in Figure 1.
Assumptions on aerodynamic forces [10] and use of the
relationship « = 8 — y are applied to transform an original
longitudinal motion into the lower-triangular systems

M-3):

y=-g,cosy+ Ly—- Ly +L,0, (33)
Q:q, (34)
q:]\A/IO+AA/Ia(9—y)+Z\A/Iqq+J\A/I5 0p, (35)

where 9p = = (g/V1), LO = (L ImV ), L = (L /mVT) M0 =
(MO/I)M—(M/I)M—(M )andMa—(M(;
I,). Variables and parameters appearing 1nclude VT aircraft
velocity, m: total mass of the aircraft, a: angle of attack, y:
flight-path angle, 6: pitch angle, g: pitch rate, §y: pitch
control (elevator or horizontal vane), I, inertial moment
about the y axis of the aircraft, g: grav1ty, L0 effective lift
contribution from sources other than «, L,: effective lift
curve slope for a, M: effective moment contributions from
sources other than &, g,8;, M, and M 4 effective moment
contributions from sources a,q, and M, : effective pitch
curve slope for Jj.

FIGURE 1: Model of longitudinal motion of the aircraft.

The objective is to design a backstepping sliding mode
control law for the lower-triangular flight dynamics
((33)-(35) such that the flight-path angle (y) tracks the
command (y,) with asymptotic stability. The perfor-
mance specifications of the system should achieve well-
behaved command tracking with zero or small acceptable
overshoot.

3.2. Derivation of Backstepping Sliding Mode Control Law.
With state variables (y, 6, q) and control input §g, systems
(33)-(35) are exactlyA thg ones in (1)-(3) with
1) ==(g/V)cosy + Ly — Ly, f5(y,0) =0, f5(y,6,9)
=My+M,(0-y)+ Mg, g,(y) =Ly g,(y,0) =1, and
93 (y,0,9) = M . It is clear that f;(i=1,2,3)and g;(i =
1,2, 3) are satisfying conditions in Section 2.2. Thus, there is
a direct application of Theorem 1 in Section 2 or state
transformations and feedbacks as

€ (t) =Y = Vret> (36)

e, (t)=0-ay, (37)

where a virtual feedback «; in equation (37) is determined as
in the following equation:

1 = -~
o) = i—{—Pﬁanh Ay = Vret)] + 9p cos(y) — Lo + La)/},

(04

(38)

es(t) =q—ay, (39)

where virtual feedback «, in equation (39) is determined as
in the following equations:

a, = —p,tanh (A (0 - a;)) + &, (40)

. 1

@ = I—{ pl(sech [A(Y = Yeet)]AF, — g, sin (y)F, + L,F )},
(41)

F,=-g, cosy+Ly—L,y+L,0. (42)

In addition, a BSMC law for systems (33)-(35) can be
achieved in the following equation:
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7 1 1 where «, is determined in (40) and &, is determined in
O = 0p, + ——~ =—{-pstanh (A(q - a,)) equations (44)-(46). The achieved BSMC law in equation
180 M, q q
£ (43) (43) is used for further numerical study in the next section.
— My~ M, (0-y)- Mg+ ),
& = —pA(q - &)sech” (A(0 - a))) + &, (44)

iy = = {=prsech (A (0 - @ DAE, - 2pytanh (1(6 - )

(45)

-sech® (A (0 - ocl))/\zFi - g,sin (y)Fy -9, cos(y)F; + Zaﬁy},

Fy =g, sin(p)F, + f“(q - Fy).

By substituting the BSMC in equation (43) into systems
(33)-(35), a closed-loop system is achieved for numerical
simulation. Figure 2 shows a control structure design for
implementing a numerical simulation. A further explanation
on this block diagram can be found in [13].

3.3. Numerical Simulation of Flight-Path Angle of F-16 Air-
craft Model. For a further verification of advance and ro-
bustness of the proposed method, a full nonlinear F-16
aircraft model or a true model is used for numerical solu-
tions. The aerodynamic data of the F-16 aircraft model are
provided in [22] in which data are achieved from low-speed
static and dynamic wind-tunnel tests at the NASA Langley
Research Center. In this paper, the aircraft is assumed to be
in level fight at Mach 0.5 and at an altitude of 25000 ft. Based
on this assumption, control surfaces, aerodynamic coeffi-
cients, and other state variables at trim condition or level
flight can be calculated for further simulation. For simplicity,
those numbers are not listed in this paper. A closed-loop
system with the BSMC law in equation (43) and a control
structure in Figure 2 are used for four different flight-path
command profiles away from the trim condition as follows.

Profile 1: a flight-path angle command of 10 (deg) is
applied for 5 seconds; Profile 2: a multistep command is
applied for the flight-path angle, in which y, is put at 5
(deg) for the first 2.5 seconds, at 10 (deg) for the next 2.5
seconds, and then 5 (deg) in 5 seconds; Profile 3: a similar
multistep command as in Profile 2 is applied for flight-path
angle, but aircraft speed is varied from 600 ft/s to 500 ft/s
during the simulation time; Profile 4: a doublet-step com-
mand is applied for flight-path angle for 10 seconds with
change of aircraft center in which x_, =0.3 is used in
control design, but X, = 0.35 will be used for this case for
testing robustness. In the simulation, optimal positive gains
of the BSMC in (43) p, = 2.134; p, = 2.213; p; = 2.432 are
determined from the design model by using the modified
genetic algorithm (MGA) [23]. The value A = 3 is selected by
the try and error technique to have a good performance.
Numerical results are simulated both within and without the

(46)

presence of disturbances. Also, numerical results from the
BSMC-based method will be compared to the integrator-
backstepping control (IBSC) method [13].

3.3.1. Profile 1: Single-Step Command of Flight-Path Angle.
Solid line and dash line in Figure 3 show the time response of
flight-path angle of the IBSC-based control and BSMC-
based control methods, respectively. Both methods can
provide a well-tracking command. Results show that the
settling time ¢, = 2 seconds of BSMC is shorter than that of
the IBSC of t, = 3.5 seconds. This has been predicted in [13]
due to an introduction of an integrator of the tracking error.
This is a limitation of the IBSC-based control system for a
high-performance aircraft and is improved by the proposed
BSMC-based method. Another advance of the proposed
method is that control parameters are reduced from 4
(co>€15€5,¢3)[13] to 3 (py, Py p3)- This will make MGA
more robust as searching for optimal control parameters.
Solid line and dash line in Figure 4 show the time response of
the elevator surface of the IBSC-based control and BSMC-
based control methods, respectively. Results indicate that the
control signal from IBSC is saturated at an initial period, and
this is a reason why there is a decrease in slope for rising time
of time response after that. In a similar input signal of the
BSMC, a saturation occurs at t = 1.5 seconds and leads to a
decrease in magnitude of flight-path angle after that.
However, saturation occurs in a short time, and thus the
command tracking achieves quickly in this case. Also, results
in Figures 3 and 4 indicate there is no chattering problem in
the proposed control method. This is also an advance as
compared to a traditional sliding mode control method [14].

3.3.2. Profile 2: Multistep Command of Flight-Path Angle.
Figure 5 shows time response of flight-path angle with
multistep command. The dot-dash line is the flight-path angle
command, the dash line is associated with the IBSC-based
control method, and the solid line is associated with the
BSMC-based control methods. Results indicate the IBSC
method results in a poor and less robust performance for a
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FIGURE 2: Block diagram of control architecture design.
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short period of time, but the BSMC can provide a much better
performance than that of the IBSC. Solid line and dash line in
Figure 6 show the time response of the elevator surface of the
IBSC-based control and BSMC-based control methods, re-
spectively. In order to meet demand of a given performance
specification, the control signal of the IBSC tends to generate a
high magnitude in the negative side, but the behavior of the
BSMC is relatively different. We can see that BSMC-based
response of the elevator surface is more effective and suitable
to the practical observation. This is predicted in Section 1, in
which a suitable control gain might not able to adapt with the
change in internal dynamics of the system.

3.3.3. Profile 3: Multistep Command of Flight-Path Angle
with a Varying Speed of Aircraft. In order to verify the
robust performance, a multistep command is applied for

Elevator response for step command of 10 (deg) for a true model
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FIGURE 4: Time response of elevator surface with step command 10

(deg).

flight-path angle with a change in aircraft speed that is varied
from 600 ft/sec to 500 ft/sec during the 10 seconds in sim-
ulation. In this simulation condition, dash line in Figure 7
indicates the BSMC control method which can provide a
good tracking for a short period. On the other hand, solid
line in Figure 7 indicates the IBSC control method which can
provide a good tracking for a phugoid (or longer) period of
the aircraft system. This is due to a considerable effect of the
integrator to improve the tracking as time increases.

3.3.4. Profile 4: Doublet Command of Flight-Path Angle with
a Variation of Aircraft Mass Center, X,. In previous
simulations, the mass center of the aircraft x_,, = 0.3 is used
for designing control parameters and in-flight simulation. In
reality, the mass center might be changed due to the unload
of cargoes or other equipment. Thus, a variation of this
parameter can further verify reliability and robustness of the
control methods. In this simulation condition, the mass
center is assigned to be X, = 0.35. Figure 8 shows time
response of flight-path angle for a doublet command in the
presence of mass center change. The dash line again
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indicates that the BSMC results in a well-behaved command
tracking and fast response with no or small acceptable
overshoot.

4. Conclusion and Future Work

A robust and fast-response control system plays an important
role in designing and developing a high-performance aircraft.
This requires an advanced control design method for non-
linear flight dynamic systems. In this paper, a hybrid robust
control design method is proposed for a third-order SISO
lower-triangular model of nonlinear dynamic systems in the
presence of disturbances. Then, the application of flight-path
angle control corresponding to the longitudinal dynamics of
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Flight-path angle response for multistep command for a true model
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Figure 8: Time response of flight-path angle in doublet-step
command in variation of aircraft mass center.

a high-performance F-16 aircraft simulation model
is implemented. The contributions of this paper are as
follows:

(i) The proposed control method also provides a di-
versity of nonlinear control design tools to a specific
class of nonlinear dynamic systems and has a high
potential for other application in engineering
systems.
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(ii) A novel controller synthesis method, called back-
stepping sliding mode control (BSMC) law, is
presented systematically for a third-order SISO
lower-triangular system. The BSMC-based control
method results in an advanced control system which
can provide an excellent and robust performance
with asymptotic stability in the presence of un-
certainties and eliminate completely a chattering
phenomenon that is a drawback of a traditional
SMC.

(iii) A successful application is implemented for the
nonlinear flight dynamic system. In particular, a
BSMC for flight-path angle control of the F-16
aircraft model is derived. Then, a control algorithm
is provided for in-flight closed-loop simulation.
Numerical results indicate the BSMC can provide a
robust performance and stability with different
flight profiles and presence of external disturbances.

With the development of high-performance digital
computer, robust nonlinear control methods, and compu-
tational software, the nonlinear control system will result in
a considerable role in improving accuracy, flexibility, and
robustness in control systems.

The field of the research focuses only on a lower-tri-
angular model of nonlinear dynamic systems. Therefore, an
extended version of a generalized form of the nonlinear
dynamic system can prove a better solution. Also, appli-
cation is limited in aircraft motion in longitudinal axis and
simulation results neglect effectiveness of lateral dynamics of
the aircraft. Thus, investigation of full nonlinear aircraft fight
dynamics should be considered to validate further the
proposed method. In addition, this proposed control
method can be applied to other engineering systems.
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The Underwater Vehicle Manipulator System (UVMS) is an essential equipment for underwater operations. However, it is
difficult to control due to the constrained problems of weak illumination, multidisturbance, and large inertia in the underwater
environment. After the UVMS mathematical model based on water flow disturbance is established, fusion image enhancement
algorithm based on Retinex theory is proposed to achieve fine perception of the target. The control method based on redundant
resolution algorithm is adopted to establish the anti-interference controller of the manipulator, which can compensate the internal
and external uncertain interference. Finally, stable underwater operation is realized. The target ranging method is used to solve the
angle of each joint of the manipulator to complete the tracking and grasping of the target. Underwater experiments show that the
algorithm can improve the clarity of underwater images, ensure the accuracy of robot capture, and optimize the UVMS

control performance.

1. Introduction

The Underwater Vehicle Manipulator System (UVMS) is an
essential equipment for underwater operations, and it plays
an important role in national defense construction, un-
derwater engineering operations, underwater rescue, and
marine exploration and development. At present, the UVMS
has evolved from information-based operation to autono-
mous operation, which requires a precise control system.
Underwater target detection and recognition are important
prerequisites for the underwater operation of UVMS ma-
nipulators. The popular method is acoustic and optical
perception. Currently, underwater optical sensing is mainly
used, but underwater optical sensing faces many unfavorable
factors such as the scattering and absorption of light by
water, low contrast, and optical distortion. This makes the
UVMS unable to achieve reliable identification of complex
underwater environments. Therefore, enhancing the fine
recognition capability of UVMS autonomous underwater
targets is the basis for achieving accurate target information
determination and manipulator capturing.

Underwater imaging technology is widely used in en-
gineering applications and scientific experiments, such as
underwater tracking and positioning and exploitation of
marine resources [1]. The underwater target object is affected
by water during the imaging process, and the light is partially
absorbed, reflected, and scattered. The image is affected by
the distance between the camera and the target object, and
the intensity of the light decreases sharply as the distance
increases [2]. Affected by this factor, the contrast of un-
derwater images is reduced, and the sharpness of the target
object in the image is poor. It is not conducive to further
processing of underwater video images [3].

In the recent years, domestic and foreign scholars have
studied a variety of underwater image enhancement
methods, such as the adaptive histogram equalization based
on contrast limitation, histogram method based on Rayleigh
distribution stretching [4], transformation probability
method [5], multiscale fusion method [6], image depth of
field estimation method [7], optical property estimation
method [8], and so on. These methods belong to the spatial
domain enhancement method, which can remove the color
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cast effect and increase the difference between the original
similar pixels, thereby improving the contrast and sharpness
of the image. But, the disadvantage of these methods is that it
is easy to produce insufficient or excessive enhancement,
thereby forming a false edge or texture. In addition, un-
derwater image enhancement methods based on color
constancy theory have also been applied, such as Retinex
algorithm [9] and nonlinear image enhancement algorithm
based on Retinex algorithm because Retinex algorithm itself
has the function of constant color, which can significantly
improve the local contrast of image enhancement. The al-
gorithm can effectively improve the details and color in-
formation of the dark area of the artificial light source image;
this is unmatched by other current image enhancement
algorithms, so it is particularly suitable for UVMS. UVMS
fusion image enhancement algorithm based on bilateral
filtering and retinal algorithm is proposed in this paper.
Firstly, the initial image is bilaterally filtered to obtain a
coarse image. Secondly, the initial image is divided by the
coarse image to obtain a detailed image. Thirdly, the rough
image is improved by Retinex enhancement algorithm.
Finally, the processed rough image and details are processed.
Then, the image is fused to get a clear image.

The complexity and unpredictability of the real under-
water environment make the design of UVMS precise
controllers more difficult. Domestic and foreign scholars
have also proposed a variety of control strategies. Londhe
[10] used fuzzy logic control such as PID as the feedback part
in order to enhance the overall closed-loop stability of the
UVMS. Qiao and Zhang [11] adopted an adaptive non-
singular integral terminal sliding mode control. It predicts
dynamic uncertainty and time-varying external interference
to achieve trajectory tracking of autonomous underwater
vehicles. Li [12] used adaptive antijamming control.
Through real-time estimation and compensation of dis-
turbance forces, higher control accuracy is achieved. Dai
[13-15] presents an indirect adaptive control scheme which
consists of three parts: an extended Kalman filter (EKF)
estimation compensative system, a model-based computed
torque controller (CTC), and an Hoo robust compensative
tracking controller. Yan et al. [16] proposed a new trajectory
tracking scheme for the constrained nonlinear UVMS. Zhan
and Jin [17] adopted redundant resolution algorithm to
predict local state dynamics as a fuzzy average of global state
dynamics, and this is a discrete-time optimal control
method. The response speed of the system disturbance
adjustment is improved, and the anti-interference optimi-
zation of the control is realized. The dynamic stability of the
system is improved.

Chen et al. [18] described the visual servo control
method of the manipulator on land. With reference to this
idea, the control process of the underwater manipulator is as
follows.

First, stereo calibration of the underwater camera is
performed, then underwater image enhancement technol-
ogy is used to improve the quality of the original image, then
hand-eye calibration algorithm is used to calculate the three-
dimensional coordinates of the underwater target in the
robot coordinates, and the robot is solved by inverse
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kinematics rotation angle of each joint. Finally, the servo
motor is controlled to drive the joints of the manipulator to
move, and the visual servo control experiment of the un-
derwater manipulator is completed.

Retinex fusion visual enhancement algorithm effectively
improves the details and color information of the dark area
of the artificial light source image. This is unmatched by
other current image enhancement algorithms

The redundant resolution can avoid the self-motion of
the redundant system. At the same time, local key param-
eters are used to predict the characteristics of global pa-
rameters, which reduce the amount of control calculations
compared to other control algorithms and improve the
response speed of system disturbance adjustment.

This paper studies optimization algorithm for the
abovementioned two points of image enhancement and
manipulator control grabbing. Firstly, this paper uses Ret-
inex theory to establish an image fusion enhancement al-
gorithm to improve underwater image capture and analysis
capabilities. From the perspective of fluid mechanics, various
complex disturbance mechanisms are analyzed, such as
complex underwater flow disturbance, uncertain distur-
bance of a system, and unstructured random disturbance.
Secondly, a mathematical model of the UVMS in the actual
water flow environment is also established. The redundant
resolution algorithm is used to optimize the control per-
formance of the manipulator and establish a performance
index closer to the actual. The UVMS is used by our team to
carry out sea cucumber model grabbing experiments, and it
obtains the real-time angle of servo feedback of each joint of
the UVMS. The analysis data shows that the UVMS ma-
nipulator accurately tracks the target trajectory while
maintaining the stability of the UVMS, realizing the task of
UVMS underwater operation under certain interference.
This indirectly verifies the superiority of image fusion al-
gorithms in underwater imaging and detail capture. Figure 1
is an UVMS control research roadmap based on fusion
visual image enhancement. It is mainly divided into two
parts: fusion image enhancement and redundancy resolu-
tion algorithm. The fusion image enhancement algorithm
can get a clear image to observe the underwater environ-
ment, and the redundant resolution algorithm can get a
stable dynamic system. Only combining fusion image en-
hancement algorithm and redundant resolution algorithm
can be good for underwater target grabbing.

2. Establishment of the UVMS Mathematical
Model Based on Disturbance

The UVMS movement mainly involves three coordinate
systems: the earth coordinate system, the body coordinate
system, and the manipulator coordinate system [19], as
shown in Figure 2.

Set I(x,y,z) as the geodetic coordinate system (con-
figuration space), B(xy, ¥y, 2;,) as the UVMS body coordi-
nate system, and E (x,, y,,z,) as the end effector coordinate
system (task space). Vehicle dynamics are usually described
by two coordinates: one is the fixed coordinate system and
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FiGure 1: UVMS control research roadmap based on fusion visual
image enhancement.
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Figure 2: Coordinates of the underwater vehicle-manipulator
system.

the other is the inertial frame of reference. The kinematic
equation of the UVMS body can be expressed as follows:

Mv+ C(V)v+D(V)v+g(0) =T, (1)

M is the inertial force and system moment vector. C(v) is the
Coriolis vector and centripetal effect, and D (v) is the hy-
drodynamic damping force vector. g(®) is a recovery
(gravity and buoyancy) vector. 7., is the moment input
vector of thruster and control plane forces.

v=[ uv w p q r]" is the linear velocity and
angular velocity vector of the UVMS body. ® = [¢ 6 y]"
is a vector of Euler angles. The suffix ve indicates that it
corresponds to the vehicle.

The relationship between the attitude of the underwater
manipulator and the system configuration is as shown in (2):

n=f(q). 2

where y =[x, y, 2, ]T is a vector containing the position
and orientation of the underwater manipulator relative to
the earth’s fixed frame. f(q) represents the forward kine-
matics vector. Derivation of the abovementioned formula:

#=J(Q)9g, (3)

where J(q) is the Jacobian matrix which constitutes the
speed mapping relationship between the configuration space
and task space. Equation (1) is transformed into the dynamic
equation of the manipulator in the task space:

Myji + pr't + D#p + GM + F# = Tip» (4)

where M, is the inertial matrix of the manipulator in the task
space. C, is the Coriolis force vector and centripetal force
matrix of the manipulator. D, is the vector of the hydro-
dynamic damping force of the manipulator. G,, is the vector
of recovery effect of the manipulator. F, is the vector of
dynamic coupling of the manipulator. 7;, is the vector that
controls the input.

The dynamic model formulation of the underwater
manipulator is established using the recursive New-
ton-Eulerian. The equation of motion dynamics of an un-
derwater manipulator can be expressed as follows:

M(q)q +C(q,qQ) +D(gq,q) +g(q) +F(q,q) =1+d, (5)

q € R™! is the vector of joint variables. d is an underwater
disturbance vector.

Equation (5) is transformed into the dynamic equation
of the underwater manipulator:

Myjl + C#y + Dwa +G, +F, = T + Tegior (6)

where 7.4 is the external disturbance vector in the task
space. For the water flow in the underwater environment, it
can be regarded as the circulation system of the fluid in the
horizontal and vertical directions. It is a process of slowly
changing low frequency caused by changes in tidal wind,
wind friction, and fluid density. External disturbance vector
can be described as

Ve = —Wv, + o,

(7)
Tedis = CAVC + Dvc’
where V_ = [ch Vo Vi, 00 Od] is the current velocity
vector. y is a positive definite diagonal matrix. w is a
Gaussian white noise vector. Both C, and D are constants.
Taking into account the uncertainty of the parameters in the

actual system, we add these factors to get
(MH + AMM)‘iJ +(CH + ACy)y +(DH + ADﬂ)p +(Gﬂ + AGy)
+(FM + AFH) = Ty + Tedis:
(8)

Summarizing system uncertainty and external envi-
ronmental interference as concentrated uncertainty [20],
equation (9) is simplified to



Mjii+ Cypt+ Dy + G, + Fy = Ty + Ty 9)
Subtracting the abovementioned two formulas, we get

Tais = Teais — AMji — ACyfi — AD i — AG,AF,.  (10)

3. UVMS Fusion Image Enhancement Method

The basic characteristics of underwater imaging are mainly
expressed as follows:

(1) The gray effect: with the attenuation of light signals
underwater, the imaging effect of underwater targets
is affected by flocs and underwater low-light
environment

(2) Low contrast: because of the scattering of light in the
underwater environment, the image contrast of the
target taken by the underwater camera is poor

(3) The distinction is greater
(4) The image effect is worse

Due to the water flow disturbance and the near-surface
disturbance caused by the underwater environment of the
UVMS, the natural light source is prone to generate spots in
the disturbed seawater, causing uneven illumination of the
feedback image. In the deep sea, the UVMS relies on artificial
light sources to obtain images and videos, which exacerbates
the problem of uneven image illumination. This causes the
decrease in the observation range of the UVMS, which
brings greater difficulties to subsequent underwater
operations.

Aiming at the abovementioned problems, UVMS fusion
image enhancement algorithm based on bilateral filtering
and Retinex algorithm is proposed. Figure 3 is a flowchart of
UVMS fusion visual image enhancement algorithm. Firstly,
the initial image is bilaterally filtered to obtain a coarse
image. Secondly, the initial image is divided by the coarse
image to obtain a detailed image. Thirdly, the rough image is
improved by Retinex enhancement algorithm. Finally, the
processed rough image and details are processed. The im-
proved rough image and detailed image are fused to obtain
the desired image.

The physical basis of the algorithm is that, in the process
of observing the object to the final image, the visual system
automatically removes the influence of illumination factors
such as the intensity of the light source and the uneven
illumination and only retains the properties of the object
itself.

3.1. Bilateral Filtering. Figure 4 shows two typical under-
water original images. As can be seen from the figure, the
underwater image shows the characteristics of low contrast
and poor clarity.

The bilateral filtering algorithm proves that using bi-
lateral filtering to process images provides better edge re-
tention than Gaussian filtering, effectively avoiding the
occurrence of halo phenomenon. The bilateral filtering
expression is as follows:
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The original
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|
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FIGURE 3: UVMS fusion image enhancement algorithm flow.

Detail image

Zx[,ycl (xc’ )/C)G (X, V> Xe» y)
Ox.y) = , (1)
Zxc,yCG (x’ y’ xc’ yc)

where O (x, y) is the brightness of the output image at (x, y).
I(x,, y.) is the brightness of the input image at (x,, y.).

dZ(XJ’) :(x_xc)2+(y_yc)2‘ (12)

In equation (12), d?(x, y) represents the square of the
distance from each pixel to the center of the image (x,, y,).

P y) =[f ) - f(x—2)] (13)

In equation (13), p*(x, y) represents the square of the
difference between the gray value f (x, y) of each pixel and
the center point f (x,, y,).

The abovementioned two enhancement algorithms get
two enhanced images, which are fused to enhance the image.
The fusion formula is shown in follows:

i=R,G,B.
(14)

R;(x,y) =mR; (x, y) + (1 —m)Ry; (x, ),

In (14), R; (x, y) is the values of R, G, and B of the merged
image. Ry;(x, y) is the R, G, and B values of the MSR
multiscale Retinex- (MSR-) enhanced image. R,; (x, y) is the
R, G, and B values of the enhanced image using bilateral
filtering algorithm. m is the control coefficient and satisfies
O0<m<1.

3.2. Retinex-Improved Enhancement Algorithm. The rough
image collected by the underwater camera is improved by
Retinex enhancement algorithm.

Firstly, the input image is precorrected to reduce the
dominant color. Secondly, the improved MSR algorithm is
performed using the intensity channel to estimate the re-
flectance and illumination components. After that, the
image is restored and the dynamics are compensated.
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FIGURE 4: Underwater original images.

Finally, the color of the original image is alternately retained
according to the requirements. Figure 5 is the Retinex-
improved enhanced algorithm flow.

3.2.1. Color Precorrection. Since the density of water in
seawater is much greater than that of air, water can absorb
light energy. As the depth increases, the underwater image
becomes darker and darker. The color will be unbalanced
according to the decrease in the wavelength, and the un-
derwater image will always be mainly green or blue.
Therefore, color precorrection of underwater images is an
indispensable step. Here, I ..., and I, are introduced as the
average and deviation values of the input image, and the

maximum value I, and the minimum value I_;, of each
channel can be obtained by
I(i)max = I(i)mean + A.“I (i)vaﬂ (15)

I(i)min = I(i)mean - A#I(i)var'

In equation (14), i€ {R G B}y is the dynamics
nominal, and A is the color equalization scale.
The image after color precorrection can be expressed as
follows:
I() = I(i)in

Ly, (i) = 2~ 2 Wmin_ 1
cor ) = T min.x 255 (16)

3.2.2. MSR Algorithm with Intensity Channel. The color of
an object observed by a person is not determined by the light
intensity, but by the surface reflection ability of the object
[21]. The image observed by the human eye can be expressed
as a formula:

S(x,y) = L(x, y) X R(x, y), (17)

where R(x, y) represents the reflected light image, which
determines the intrinsic properties of the image. L(x, y)
represents the illuminance image. S(x, y) represents the
image obtained by the observer [22]. The reflection coeffi-
cient unique to an object is

5
Input image ——) i — MSR
p 8 V| precorrection 4
Dynamic
- . 1| Dyn
Output image == Color retention (—— emmmTEees
FIGURE 5: Retinex-improved enhancement algorithm flow.
S(x, y)
R(x,y) = : (18)
L(x,y)

Taking the logarithm of both sides at the same time, we
can get

log R(x, y) =logS(x, y) —log L(x, y). (19)

The illumination component L(x, y) of the image is
removed from the original image, thereby obtaining the
reflection component R(x, y) of the image surface for the
purpose of image enhancement.

Single-scale Retinex (SSR) is constructed by introducing
a Gaussian surround function, but the SSR cannot provide
dynamic range compression and color recovery at the same
time [23]. The multiscale Retinex (MSR) compensates for the
abovementioned shortcomings by weight superposition. The
definition is as follows:

N
R(i)pysr = Z wn(log(s(i) (x, y)) - log(F(x, ¥,0,) X S (%, y))),

n=1

(20)

where N is the number of scales, w, is the weight of each
scale, log(S® (x,y)) —log(F (x, y,0,) xS® (x,y)) is the
output image of the SSR, xis the convolution operation, and
F(x, y,0,) is the Gaussian surround function for each scale.
i€ {R G B S}, Sis the intensity channel used to save the
image color, and m is the number of image channels. The
expression is as follows:



S= I

Mz

1
. c (21)
m

Il
—_

C

3.2.3. Dynamic Compensation. As shown in (19), the MSR
algorithm obtains an enhanced image from the logarithmic
domain by linear transformation. Therefore, gains and de-
viations are often considered during the recovery process.
These two feature quantities usually need to be adjusted for a
given image, and it is difficult to apply to all underwater
image enhancements. The effectiveness and practicability of
the algorithm are greatly reduced.

In [24], the authors applied the adaptive stretching
method in the CIE-Lab color model and established a
stretching formula normalized to the brightness parameter
and, finally, obtained a clear image with high contrast and
saturation. We use the method of dynamic adaptive
stretching to compensate image information. The com-
pensation formula is as follows:

I(i)MSRMAX =1 (i)MSRMEAN + .“I (i)MSRVAR>

. . . (22)
I (Dysrvin = I (Dysrvean — #1 (Dusryars

where I(#)ysrmax and I(D)yspvin are the maximum and
minimum values of each channel after MSR processing,
I () psrvean @nd I () ysrvar are the average and deviation
values of the MSR output image, and ¢ is the dynamic range,
ie{R G B}.
The final compensated image is expressed as follows:
I())pcmsr 1s the dynamically compensated MSR image.

R(i)psr — I (1) msruin

1(i))MSRMAX | (/MSRMIN X295

I(#)pemsr = (23)

3.2.4. Color Retention. In MSR algorithm, color information
is easily lost, which leads to a decrease in color saturation.
With the emergence of Multiscale Retinex with Color
Restoration (MSRCR), the abovementioned problem has
been solved [25]. But, color gain and deviation face similar
problems with image information. This limits the use of
MSRCR. If we enlarge the original image chrominance
information by a certain proportion, we can avoid the ex-
cessive color gain and deviation and generate an image
closer to the original color.

I (i)mean

a (24)
I(S)pcnsrmEAN

I(@pemsrer = I(pemsrs
where i € {R G B}, where a is the color retention coeffi-
cient, I(i)p..n is the average of the original image,
I(S)pemsrmEan 1S the intensity channel average of MSR
algorithm after dynamic compensation, and I (i) pcpsr 18 the
dynamically compensated MSR image.

¢ Gi B eimi ?
§,(0) = EZ Wp2 [e—d] ’Gi,mid =
i=1

i,int
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4. Underwater Manipulator Redundancy
Resolution Algorithm

The precise model of the manipulator in the task space is
established above. On this basis, this section will describe the
servo antidisturbance control method of the underwater
manipulator under visual enhancement.

The UVMS is a combined system of different speeds, and
there is system self-motion. Redundancy can be used to
determine the desired trajectory of the body and end effector
without affecting its motion in the workspace.

J (q) is the Jacobian matrix in this research, and n is the
number of joints. When the velocity profile of the under-
water manipulator is given, the joint speed of the robot and
the speed of the UVMS can be determined by redundant
resolution.

. #. #

i=1@ it (- T@T @) 29
where J (q)# is the Moore-Penrose pseudoinverse matrix of
the Jacobian matrix J. This can be calculated according to the
following equation:

# -1
J(q)#=](q)T[I(q)I(q)”q) ] , (26)

where J (q)#y in equation (27) is a specific solution that is
determined by the given speed of an underwater manipu-
lator. I, —](q)#](q)y in equation (26) is the homoge-
neous solution obtained by projecting on the zero space of
the Jacobian matrix J. It represents a self-motion that does
not affect the motion of the task. Therefore, the vector J can
be defined to obtain the optimal solution for the specified
performance metric.

When a UVMS robot hovers over an underwater object,
it will cause vibration or even instability of the UVMS body.
The distance between the mass center position of the UVMS
and the ZMP position is set as the performance index as in
equation (27). In this paper, performance metrics are
minimized along with redundancy analysis.

r

1 2
E (4,0) = Ewpl zmp ~ Asz” ’

| (27)
= Ewpl(xlmp - Ax)z,

where W, is the weight matrix. UVMS manipulators are
redundant so that the extra redundancy used in determining
the zero moment point (ZMP) position can be used for other
tasks, such as trajectory optimization. For this type of work,
another performance metric can be used to create additional
performance metrics for the angular trajectory of the ma-
nipulator joint, as shown in the following equation:

61’, max T ei, min 0 Gi, max 91’, min
, 0.

i,int = >
2

(28)
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where 0, ., and 0; . represent the maximum and mini-
mum limit angles of the i-th chain and W, represents a
weight matrix. In this paper, the limit angle of the node angle
is set as a constraint considering the practical application of
the manipulator. In order to satisty these two constraints, a
performance index that can establish the angular trajectory
of the manipulator joint to improve stability is proposed. The
performance of the entire UVMS over a limited range of

manipulator joint angles is expressed as follows:

& (6 O]
]
=1

E,(0) = l‘/Vpl (xzmp - Ax)z + 0

1
2 2 i i,int

(29)

As shown in (30), the gradient analysis method (GAM) is
used to perform redundancy analysis on the proposed
performance index, and the solution in zero space can be
obtained.

y =-«x-VE,
(30)
T
yE=|29 99 9B
== 30 96, 0 0y

where x and VE represent the gradient vectors of the positive
gradient constant and the performance index, respectively.

5. Experiment

The self-developed UVMS is used for underwater vision
enhancement experiment and robot visual servo grasping
experiment, respectively. The UVMS is equipped with a
three-degree-of-freedom electric manipulator and a network
camera, and it is equipped with 4 electric thrusters. The solid
composite foam with a water absorption rate less than 1%
(24h) is selected on the UVMS, which can withstand the
underwater environment of 2000 ft to 36000 ft. It has built-in
environmental awareness systems such as inertial naviga-
tion, bathymetry, and thermal conductivity depth (CTD).
The system is shown in Figure 6.

5.1. Image Enhancement Contrast Experiment. We carried
out fusion image enhancement algorithm on underwater
images. Then, it is compared with MSR algorithm and bi-
lateral filtering algorithm for imaging effect and data
analysis.

The imaging effect in Figure 7 shows that MSR algorithm
compensates the detailed information of the dust at the
bottom of the pool, and this enhances the color of the
underwater image while maintaining the color constancy.
Bilateral filtering algorithm considers the influence of the
similarity between the pixel and the central pixel in the
convolution kernel, and this eliminates noise while pre-
serving the edges, enhancing the layering of the image.
However, the enhanced image is obviously pale in color and
distorted in color. In contrast, the fusion enhancement al-
gorithm compensates for the imaging shortcomings of both,
and it can better restore the shape of the sea cucumber model
and the details of the experimental environment. The overall

FIGURE 6: Underwater vehicle-manipulator system.

picture is natural and closer to the actual underwater en-
vironment. Because the amount of image detail increases,
this provides a wealth of reference data for subsequent
underwater target recognition and ranging.

The data comparison in Table 1 shows that fusion en-
hancement algorithm has greatly improved the brightness,
contrast, and clarity. The effectiveness of fusion algorithm in
detail processing is confirmed by the improvement of in-
formation entropy. In the future, we will study 3D feature
extraction and positioning technology of underwater targets
based on point cloud data [26, 27].

5.2. UVMS Anti-Interference Grab Experiment. The overview
of the visual servo anti-interference crawling experiment is
as follows: First, inertial navigation, sounding, and other
sensors are fused to detect the attitude of the system under
the disturbance, and the control method based on redundant
resolution algorithm is used to establish the anti-interfer-
ence controller of the manipulator; it compensates the
displacement of the UVMS body that has not been corrected
or overcompensated in time. The vector data will be com-
bined with the visually resolved data to obtain the final joint
motor feedback angle.

Because the research object is the UVMS with 3 degrees
of freedom control ability, the model parameters are shown
in Table 2. The parameter selection of the controller is as
follows:

a=1.2/3,
B =0.5/3,
k,=[2 05 05]", (31)

k,=[05 1 05],
g=0.

We simulated 1-3 sections of mixed water flow inter-
ference in the range of 5-15s:

t =0-5s:T=0,

t =5-15s: T = Asin(;—T (t - 5)) + Bcos(% (t- 5)).
(32)
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FIGURE 7: (a) Original image. (b) MSR algorithm. (c) Bilateral filtering algorithm. (d) Fusion algorithm.
TaBLE 1: Results of various algorithms in Figure 4.
Approach Information entropy Contrast Brightness Sharpness
Original image 2.6035 130.2151 60.6802 35.223
MSR 5.8231 206.3452 75.2635 45.3124
Bilateral filtering 6.211 230.2151 70.6351 50.3641
Fusion algorithm 6.423 263.2158 83.2012 53.2154
TaBLE 2: UVMS model parameters.
Object Model parameters Numerical
UVMS body Length, width, and height/quality 500 x 400 x 300 mm (25 kg)
Link 1 Link length/quality 0.30m (3.5kg)
Link 2 Link length/quality 0.32m (2.7kg)

We generate a three-dimensional trajectory diagram of
the end effector of the UVMS underwater operation process
(Figure 8).

The abovementioned simulation trajectory can be seen:
The manipulator has a smooth transition during the in-
terference period, there is no severe fluctuation and the servo
control performance is excellent, and the underwater target
is tracked accurately and quickly. As shown in Figure 8, the
sudden disturbance brings displacement in the y-axis di-
rection of the manipulator and antidisturbance controller
makes the large-scale displacement caused by disturbance be
compensated, and this allows the system to self-adjust in a
shorter time. It is confirmed that the antidisturbance con-
troller based on redundant resolution algorithm has an
excellent balance control effect on the UVMS under the
interference of water flow, and this improves the UVMS
underwater control performance.

The turbulent boundary layer between the shallow water
and the sea floor caused by the current has a great impact on

underwater fishing operations. In order to achieve the effect
of water flow turbulent layer, two horizontal and vertical
250 W aeration surge water cannons are set at the critical
point of the water surface within 30 cubic meters centered on
the UVMS operating point. We make the disturbance of the
water flow under the fourth-level wind, and the reference
velocity is 5m/s.

We take the hovering UVMS centroid as the reference
origin. The three-dimensional space point (unit: m) of the grab
target in the task space obtained by visual ranging is 0.632,
0.643, —0.992. The reverse rotation angles of shoulder and
elbow joints are 25.42° and 30.11, respectively. The relevant
data during the movement of the manipulator is recorded in
real time by feedback hardware such as underwater encoders
and travel switches in each joint. Figure 9 is the experimental
process of grabbing a sea cucumber model. Figure 10 shows
the joint real-time feedback data. Data show that the final
position of the shoulder joint of the underwater manipulator is
25.60°, and the final position of the elbow joint is 29.91°.
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End-effector path

FIGURE 8: Underwater manipulator three-dimensional trajectory.

FIGURE 9: Underwater grab experiment process.
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FIGURE 10: Real-time feedback angle of the shoulder joint and elbow joint. (a). Shoulder joint feedback angle. (b). Elbow joint feedback
angle.
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(b)

(d)

FIGURE 11: Servo control capture process.

Experimental analysis shows that, under the interference
of water flow, it is difficult for the manipulator to reach the
ideal position, and the shoulder joint angle is too large.
However, the angle error remains within +2°, and this in-
creases the success rate by 20% and the desired control effect
is achieved.

Figure 11 shows the servo control capture process. The
experimental results show that the grasping process is stable
and the underwater manipulator reaches the target position
to complete the designated task. At present, the optimal
control methods of onshore industrial manipulator are
relatively mature. In the next step, in order to obtain better
underwater grasping effect and efficiency, we plan to use
these methods in the acquisition of the underwater ma-
nipulator [28-30].

6. Conclusions

This paper proposes an optimized solution for the disad-
vantages of poor UVMS underwater image imaging quality
and weak anti-interference ability. Fusion image enhance-
ment algorithm is used to improve the underwater image
capture and analysis capabilities. First, building an UVMS
mathematical model with all the uncertainties, the model
provides a basis for the design of antidisturbance controllers
to obtain better UVMS antidisturbance parameters. In order
to verify the performance of the anti-interference controller
based on the redundant resolution algorithm and the en-
hancement effect of the image, we conducted an underwater

sea cucumber model crawling experiment. The experiment
measured the real-time angle of the servo feedback of each
joint of the underwater mechanical arm and the three-di-
mensional trajectory of the manipulator. Analysis data show
that the underwater manipulator accurately tracks the target
trajectory while maintaining UVMS stability. This realizes the
task of UVMS underwater operation under the disturbance of
uncertainty. This verifies the effectiveness of the image fusion
algorithm in underwater imaging and detail capture.

The research can be applied to the direction of aqua-
culture, and it can more clearly observe the growth of aquatic
products and improve the grasping efficiency of underwater
manipulator to improve the profit of aquaculture. Based on
this article, the fusion enhancement algorithm under the
artificial light source in the deep sea and the state prediction
accuracy of the manipulator antidisturbance controller will be
further developed in the future. The experimental study of the
UVMS actual seafloor operation under the disturbance of
ocean current is carried out to improve the comprehensive
control performance of the closed-loop control system.
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