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In the article titled “Rate of Approximation for Modified
Lupaş-Jain-Beta Operators” [1], a reference was omitted in
error. The reference is shown below:

“P. Patel and V. N. Mishra, “On new class of linear and
positive operators,” Bollettino dell’Unione Matematica Itali-
ana, vol. 8, no. 2, pp. 81–96, 2015” [2].

This reference should have been included as reference 4.
The following sentence should have been included at the
beginning of the fourth paragraph in the introduction:

“Motivated by the work of Jain in 2015, Patel and Mishra
[4] introduce a new generalization of Lupa\c{s} operators
and also gave Kantorovich and Durmeyer type modifications
of these operators”.
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In this study, we introduce new BK-spaces br,ts ðp, qÞ and br,t∞ðp, qÞ derived by the domain of ðp, qÞ-analogue Br,tðp, qÞ of the binomial
matrix in the spaces ℓs and ℓ∞, respectively. We study certain topological properties and inclusion relations of these spaces. We
obtain a basis for the space br,ts ðp, qÞ and obtain Köthe-Toeplitz duals of the spaces br,ts ðp, qÞ and br,t∞ðp, qÞ: We characterize
certain classes of matrix mappings from the spaces br,ts ðp, qÞ and br,t∞ðp, qÞ to space μ ∈ fℓ∞, c, c0, ℓ1, bs, cs, cs0g: Finally, we
investigate certain geometric properties of the space br,ts ðp, qÞ:

1. Introduction and Preliminaries

The ðp, qÞ-calculus has been a wide and interesting area of
research in recent times. Several researchers have worked in
the field of ðp, qÞ-calculus due to its vast applications in
mathematics, physics, and engineering sciences. In the field
of mathematics, it is widely used by researchers in operator
theory, approximation theory, hypergeometric functions,
special functions, quantum algebras, combinatorics, etc. By
ðp, qÞ-analogue of a known mathematical expression, we
mean the generalization of that expression using two inde-
pendent variables p and q rather than a single variable q as
in q-calculus. If we put p = 1 in the ðp, qÞ-analogue of a
known mathematical expression, we get q-analogue of that
expression. Furthermore, when q⟶ 1, we receive the origi-
nal expression. Chakrabarti and Jagannathan [1] introduced
ðp, qÞ-number to generalize several forms of q-oscillator alge-
bras. Since then, several researchers used ðp, qÞ-theory in
different fields of mathematics to extend the theory of single
parameter q-calculus. We strictly refer to [1–8] for studies in
ðp, qÞ-calculus and [9] in q-calculus.

1.1. Notations and Definitions on ðp, qÞ-Calculus

Definition 1 (see [5]). Let 0 < q < p ≤ 1: Then, twin basic
number or ðp, qÞ-number is defined by

i½ �pq =
pi − qi

p − q
i > 0ð Þ,

0 i = 0ð Þ:

8><
>: ð1Þ

Clearly, when p = 1,½i�pq reduces to its q version ½i�q.

Definition 2 (see [4]). The ðp, qÞ-analogue of binomial coeffi-
cient or ðp, qÞ-binomial coefficient is defined by

i

j

" #
pq

=
i½ �pq!

i − j½ �pq! j½ �!
i ≥ jð Þ,

0 j > ið Þ,

8><
>: ð2Þ
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where ðp, qÞ-factorial ½i�pq of i is given by

i½ �pq! = i½ �pq i − 1½ �pq ⋯ 2½ �pq 1½ �pq: ð3Þ

Lemma 3. The ðp, qÞ -binomial formula is defined by

x ⊕ yð Þi =
x + yð Þ qx + pyð Þ q2x + p2y

� �
⋯ q i−1ð Þx + pi−1y
� �

i ≥ 1ð Þ,

1 i = 0ð Þ

8<
:

= 〠
i

j=0

i

j

" #
pq

p

i−j

2

 !
q

j

2

 !
xjyi−j: ð4Þ

1.2. Sequence Spaces. Let w denote the set of all real-valued
sequences. Any linear subspace of w is called sequence space.
The following are some sequence spaces which we shall be
frequently used throughout this paper:

and bs denotes the space of all bounded series.
Here,ℕ0 denotes the set of all natural numbers including

zero. The sequence spaces ℓs and ℓ∞ are Banach spaces
equipped with the norms

xk kℓs = 〠
∞

i=0
xij js

 !1/s

and xk kℓ∞ = sup
i∈ℕ0

xij j, ð6Þ

respectively.
Let λ and μ be two sequence spaces and Φ = ðϕijÞ be

an infinite matrix of real entries. By Φi, we denote the
ith row of the matrix Φ: We say that Φ defines a matrix
mapping from λ to μ if Φx ∈ μ for every x = ðxjÞ ∈ λ, where
Φx = fðΦxÞig = f∑∞

j=0ϕijxjg is Φ-transform of the sequence
x: The notation ðλ : μÞ will denote the family of all matrices
that map from λ to μ:

The matrix domain λΦ of the matrix Φ in the space λ is
defined by

λΦ = x ∈w : Φx ∈ λf g, ð7Þ

which itself is a sequence space. Using this notation, several
authors in the past have constructed sequence spaces using
some special matrices. For relevant literature, we refer to
the papers [10–15] and textbooks [16–18]. For some recent
publications dealing with the domain of triangles in classical
spaces, we refer [19–28].

1.3. Literature Review. We give a short survey of literature
concerning Euler sequence spaces. Altay and Başar [10]
introduced Euler sequence space er0 = ðc0ÞEr and er∞ =
ðℓ∞ÞEr , obtained their α-, β-, γ-, and continuous duals, and
characterized certain class of matrix mappings on the space

ðcÞEr , where Er = ðerijÞ denotes the Euler matrix of order r
and is defined by

erij =
i

j

 !
1 − rð Þi−jr j 0 ≤ j ≤ ið Þ,

0 j > ið Þ,

8>><
>>: ð8Þ

for all i, j ∈ℕ0 and 0 < r < 1: The Euler matrix Er is regular
for 0 < r < 1 and is invertible with ðErÞ−1 = E1/r:

Altay et al. [11] introduced the Euler space ers = ðℓsÞEr ,
1 ≤ s ≤∞, and obtained certain inclusion relations, Schauder
basis and Köthe-Toeplitz duals of the space ers : As a natural
continuation of [11], Mursaleen et al. [14] characterized var-
ious classes of matrix mappings from the space ers to other
spaces and examined certain geometric properties of the
space ers : Further, Altay and Polat [29] introduced Euler dif-
ference spaces er0ðΔBÞ = ðc0ÞErΔB and ercðΔBÞ = ðcÞErΔB , where
ΔB is backward difference operator defined by ðΔBvÞj = vj −
vj−1 for all j ∈ℕ0: Extending these spaces, Polat and Başar
[30] studied Euler difference spaces er0ðΔBmÞ,ercðΔBmÞ, and
er∞ðΔBmÞ of mthðm ∈ℕÞ order defined as the set of all
sequences whose mth order backward differences are in the
spaces er0,erc , and er∞, respectively. Kadak and Baliarsingh
[31] further generalized these spaces by introducing Euler
difference spaces ersðΔBqÞ,er0ðΔBqÞ,ercðΔBqÞ, and er∞ðΔBqÞ of
fractional order q, where ΔBq is the backward fractional dif-
ference operator defined by ðΔBqxÞj =∑∞

i=0ð−1ÞiΓðq + 1Þ/i!Γ
ðq − i + 1Þxj−i: Kara et al. [32] introduced paranormed Euler
space erðpÞ = ðℓðpÞÞEr and studied its topological and geomet-
ric properties. Aftermore, Karakaya and Polat [33] studied
paranormed Euler difference sequence spaces er0ðΔB, pÞ,

ℓ∞ = x = xið Þ ∈w : sup
i∈ℕ0

xij j<∞
( )

, ℓs = x = xið Þ ∈w : 〠
∞

i=0
xij js<∞

( )
, 1 ≤ s<∞ð Þ,

c = x = xið Þ ∈w : lim
i⟶∞

xi exists
n o

, c0 = x = xið Þ ∈w : lim
i⟶∞

xi = 0
n o

,

cs = x = xið Þ ∈w : lim
i⟶∞

〠
i

j=0
xj exists

( )
, cs0 = x = xið Þ ∈w : lim

i⟶∞
〠
i

j=0
xj = 0

( )
,

ð5Þ
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ercðΔB, pÞ, and er∞ðΔB, pÞ: Extending these spaces, Karakaya
et al. [34] studied paranormed Euler backward difference
spaces er0ðΔBm, pÞ,ercðΔBm, pÞ, and er∞ðΔBm, pÞ of mth order.
Besides, Demiriz and Çakan [35] introduced paranormed
Euler difference spaces er0ðu, pÞ and ercðu, pÞ: Furthermore,
Kirisci [36] introduced Euler almost null f0ðErÞ and Euler
almost convergent f ðErÞ sequence spaces. Later on, Kara
and Başar [37] introduced generalized difference Euler spaces
er0ðBðmÞÞ = ðc0ÞBðmÞ ,ercðBðmÞÞ = ðcÞBðmÞ and er∞ðBðmÞÞ = ðℓ∞ÞBðmÞ ,
where BðmÞ = ðbðmÞ

ij Þ is a generalized difference matrix
defined by

b mð Þ
ij =

m

i − j

 !
rm−i+jsi−j max 0, i −mf g ≤ j ≤ ið Þ,

0 0 ≤ j ≤max 0, i −mf gð Þ or j > ið Þ,

8>><
>>:

ð9Þ

and characterized certain classes of compact operators on
the spaces er0ðBðmÞÞ and er∞ðBðmÞÞ: Meng and Mei [38]
gave a further generalization of [37] by introducing Euler
difference spaces er0ðBðmÞ

v Þ and ercðBðmÞ
v Þ, where the differ-

ence operator BðmÞ
v = ðbðmÞ,v

ij Þ is defined by

b mð Þ,v
ij =

m

i − j

 !
rm−i+jsi−jv j max 0, i −mf g ≤ j ≤ ið Þ,

0 0 ≤ j ≤max 0, i −mf gð Þ or j > ið Þ,

8>><
>>:

ð10Þ

where v = ðvjÞ is a fixed sequence of nonzero real num-
bers. Recently, Bisgin [39, 40] introduced more generalized
Euler space by defining binomial spaces br,ts = ðℓsÞBr,t ,
br,t0 = ðc0ÞBr,t ,br,tc = ðcÞBr,t , and br,t∞ = ðℓ∞ÞBr,t , and Br,t = ðbr,tij Þ
is the binomial matrix defined by

br,tij =
1

r + tð Þi
i

j

 !
risi−j 0 ≤ j ≤ ið Þ,

0 j > ið Þ:

8>><
>>: ð11Þ

Meng and Song [41] further generalized these spaces
by introducing binomial BðmÞ-difference sequence spaces
br,t0 ðBðmÞÞ = ðc0ÞBr,tBðmÞ ,br,tc ðBðmÞÞ = ðcÞBr,tBðmÞ , and er∞ðBðmÞÞ =
ðℓ∞ÞBr,tBðmÞ : Meng and Mei [42] studied binomial backward
difference sequence spaces br,t0 ðΔBqÞ = ðc0ÞBr,tΔBq ,br,tc ðΔBqÞ =
ðcÞBr,tΔBq , and br,t∞ðΔBqÞ = ðℓ∞ÞBr,tΔBq of fractional order q.
Besides, Yaying and Hazarika [27] also studied binomial
backward difference spaces br,ts ðΔBqÞ = ðℓsÞBr,tΔBq of fractional
order q:

For 0 < q < 1, the q-Cesàro matrix CðqÞ = ðcqijÞ [43, 44] is
defined by

cqij =
qj

i + 1½ �q
0 ≤ j ≤ ið Þ,

0 j > ið Þ:

8><
>: ð12Þ

Demiriz and Sahin [45] studied the domain of q-Cesàro
mean in the spaces c and c0. Very recently, Yaying et al.
[28] studied Banach sequence spaces Xq

s and Xq
∞ defined

as the domain of q-Cesàro mean in the spaces ℓs and ℓ∞,
respectively, and studied associated operator ideals.

Motivated by the above studies, we generalize Euler mean
Er and Binomial mean Br,t in the sense of ðp, qÞ-theory to
Br,tðp, qÞ and study its domain br,ts ðp, qÞ and br,t∞ðp, qÞ in the
spaces ℓs and ℓ∞, respectively. We investigate some topolog-
ical properties and inclusion relations of the spaces br,ts ðp, qÞ
and br,t∞ðp, qÞ and obtain a basis for the space br,ts ðp, qÞ: In
Section 3, we obtain the Köthe-Toeplitz duals (α-, β-, and
γ-duals) of the spaces br,ts ðp, qÞ and br,t∞ðp, qÞ. In Section 4,
we characterize some matrix mappings from br,ts ðp, qÞ and
br,t∞ðp, qÞ spaces to space μ ∈ fℓ∞, c, c0, ℓ1, cs, cs0, bsg: Section
5 is devoted to investigation of certain geometric properties
like Banach-Saks of type s and modulus of convexity of the
space br,ts ðp, qÞ:

In the rest of the paper, 1 ≤ s <∞, unless stated
otherwise.

2. Generalized Euler Sequence Spaces br,ts ðp, qÞ
and br,t∞ðp, qÞ

In this section, we introduce sequence spaces br,ts ðp, qÞ and
br,t∞ðp, qÞ, study their topological properties and some inclu-
sion relations, and obtain a basis for the space br,ts ðp, qÞ:

Let r, t be nonnegative real numbers and 0 < q < p ≤ 1
holds, then the generalized ðp, qÞ-Euler matrix Br,tðp, qÞ =
ðbr,tij Þ of order ðr, tÞ is defined by

br,tij =
1

r ⊕ tð Þi
i

j

" #
pq

p

i−j

2

 !
q

j

2

 !
rjti−j 0 ≤ j ≤ ið Þ,

0 j > ið Þ:

8>>>><
>>>>:

ð13Þ

One can clearly observe that the matrix Br,tðp, qÞ
reduces to the binomial matrix Br,t when p = q = 1: Thus,
Br,tðp, qÞ generalizes binomial matrix Br,t: We may call
the matrix Br,tðp, qÞ as the ðp, qÞ-analogue of the binomial
matrix Br,t: We also realise that when p = 1, the matrix
Br,tðp, qÞ reduces to its q-version Br,tðqÞ with entries

i

j

" #
q

q

j

2

 !
r jti−j/ðr ⊕ tÞiq if 0 ≤ j ≤ i and 0, otherwise. We
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call Br,tðqÞ as the q-analogue of the binomial matrix Br,t:
Moreover, when t = 1 − r, then the matrix Br,tðp, qÞ

reduces to Erðp, qÞ with entries 1/ðr ⊕ ð1 − rÞÞi i

j

" #
pq

p

i−j

2

 !
q

j

2

 !
rjð1 − rÞi−j if 0 ≤ j ≤ i and 0, otherwise.

The generalized ðp, qÞ-Euler sequence spaces br,ts ðp, qÞ and
br,t∞ðp, qÞ are defined by

The above sequence spaces can be redefined in the nota-
tion of (7) by

br,ts p, qð Þ = ℓsð ÞBr,t p,qð Þ and b
r,t
∞ = ℓ∞ð ÞBr,t p,qð Þ: ð15Þ

The spaces br,ts ðp, qÞ and br,t∞ðp, qÞ reduce to the following
classes of spaces in the special cases of ðp, qÞ and ðr, tÞ:

(1) When p = 1, the spaces br,ts ðp, qÞ and br,t∞ðp, qÞ reduce
to q-binomial sequence spaces br,ts ðqÞ = ðℓsÞBr,tðqÞ and
br,t∞ðqÞ = ðℓ∞ÞBr,tðqÞ, respectively, which further reduce
to binomial sequence spaces br,ts and br,t∞, respectively,
when q⟶ 1, as studied by Bisgin [40]

(2) When p = 1 and r + t = 1, the spaces br,ts ðp, qÞ and
br,t∞ðp, qÞ reduce to q-Euler space ersðqÞ = ðℓsÞErðqÞ
and er∞ðqÞ = ðℓ∞ÞErðqÞ, respectively, which further
reduce to well known Euler sequence spaces ers and
er∞, respectively, when q⟶ 1, as studied by Altay
et al. [11]

(3) When r + t = 1, the spaces br,ts ðp, qÞ and br,t∞ðp, qÞ
reduce to ðp, qÞ-Euler sequence spaces ersðp, qÞ =
ðℓsÞErðp,qÞ and er∞ðp, qÞ = ðℓ∞ÞErðp,qÞ

Let us define a sequence y = ðyiÞ in terms of sequence
x = ðxjÞ by

yi = Br,t p, qð Þx� �
i
= 1

r ⊕ tð Þi
〠
i

j=0

i

j

" #
pq

p

i−j

2

 !
q

j

2

 !
rjti−jxj,

ð16Þ

for each i ∈ℕ0: The sequence y is called Br,tðp, qÞ-trans-
form of the sequence x. Further, on using (16), we write

xi = 〠
i

j=0
−1ð Þi−j

i

j

" #
pq

q

i−j

2

 !
ti−j r ⊕ tð Þj

riq

i

2

 ! yj,
ð17Þ

for each i ∈ℕ0:
It is known that if λ is a BK-space and Φ is a triangle

then the domain λΦ of the matrix Φ in the space λ is also
a BK-space equipped with the norm kxkλΦ = kΦxkλ: In the
light of this, we have the following result.

Theorem 4. The sequence spaces br,ts ðp, qÞ and br,t∞ðp, qÞ are
BK-spaces equipped with the norms defined by

xk kbr,ts p,qð Þ = Br,t p, qð Þx�� ��
ℓs

= 〠
∞

i=0

1

r ⊕ tð Þipq
〠
i

j=0

i

j

" #
pq

p

i−j

2

 !
q

j

2

 !
rjti−jxj

����������

����������

s0
BBBB@

1
CCCCA

1/s

,

xk kbr,t∞ p,qð Þ = Br,t p, qð Þx�� ��
ℓ∞

= sup
i∈ℕ0

1

r ⊕ tð Þipq
〠
i

j=0

i

j

" #
pq

p

i−j

2

 !
q

j

2

 !
r jti−jxj

����������

����������
,
ð18Þ

respectively.

br,ts p, qð Þ = x = xj
� �

∈w : 〠
∞

i=0

1
r ⊕ tð Þi

〠
i

j=0

i

j

" #
pq

p

i−j

2

 !
q

j

2

 !
r jti−j

���������

���������

s

<∞

8>>>><
>>>>:

9>>>>=
>>>>;
,

br,t∞ p, qð Þ = x = xj
� �

∈w : sup
i∈ℕ0

1
r ⊕ tð Þi

〠
i

j=0

i

j

" #
pq

p

i−j

2

 !
q

j

2

 !
r jti−j

���������

���������
<∞

8>>><
>>>:

9>>>=
>>>;
:

ð14Þ
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Proof. The proof is a routine exercise and hence omitted. ☐

Theorem 5. The sequence spaces br,ts ðp, qÞ and br,t∞ðp, qÞ are
linearly isomorphic to ℓs and ℓ∞, respectively.

Proof. We provide the proof for the space br,ts ðp, qÞ: Define
the mapping T : br,ts ðp, qÞ⟶ ℓs by Tx = Br,tðp, qÞx for all x
∈ br,ts ðp, qÞ: It is easy to observe that T is linear and one to
one. Let y = ðyiÞ ∈ ℓs and x = ðxiÞ is as defined in (17). Then,
we have

xk kbr,ts p,qð Þ = 〠
∞

i=0

1
r ⊕ tð Þipq

〠
i

j=0

i

j

" #
pq

p

i−j

2

 !
q

j

2

 !
rjti−jxj

����������

����������

s0
BBBB@

1
CCCCA

1/s

= 〠
∞

i=0

1
r ⊕ tð Þipq

〠
i

j=0

i

j

" #
pq

p

i−j

2

 !
q

j

2

 !
rjti−jxj

����������

0
BBBB@

� 〠
j

k=0
−1ð Þj−k

i

j

" #
pq

q

j−k

2

 !
t j−k r ⊕ tð Þk

r jq

j

2

 ! yk

0
BBBBBBBBBB@

1
CCCCCCCCCCA

����������������

s1
CCCCCCCCCCA

1/s

= 〠
∞

i=0
yij js

 !1/s

= yk kℓs <∞:

ð19Þ

Thus, x ∈ br,ts ðp, qÞ and the mapping T : br,ts ðp, qÞ⟶ ℓs is
onto and norm preserving. Hence, the space br,ts ðp, qÞ is line-
arly isomorphic to ℓs: This completes the proof. ☐

Theorem 6. The space br,ts ðp, qÞ,1 ≤ s ≤∞, is not a Hilbert
space, except for the case s = 2:

Proof. Define the sequences x = ðxiÞ and y = ðyiÞ by

xi =

1 i = 0ð Þ,

−1ð Þi t
r

� 	i

−

r ⊕ tð Þq

i−1
2

 !
ti−1

i

1

" #
pq

riq

i

2

 !

0
BBBBBBBBBB@

1
CCCCCCCCCCA

i > 0ð Þ,

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

yi =

1 i = 0ð Þ,

−1ð Þi t
r

� 	i

+
r ⊕ tð Þq

i−1
2

 !
ti−1

i

1

" #
pq

riq

i

2

 !

0
BBBBBBBBBB@

1
CCCCCCCCCCA

i > 0ð Þ:

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

ð20Þ

We realise that ðBr,tðp, qÞxÞi = ð1, 1, 0, 0,⋯Þ and ðBr,tðp,
qÞyÞi = ð1,−1, 0, 0,⋯Þ: Then

x + yk k2br,ts p,qð Þ + x − yk k2br,ts p,qð Þ = 8 ≠ 22+2/s

= 2 xk k2br,ts p,qð Þ + yk k2br,ts p,qð Þ
� �

:

ð21Þ

Thus, br,ts ðp, qÞ norm violates the parallelogram identity.
Hence, br,ts ðp, qÞ is not a Hilbert space, except for the case
s = 2: ☐

Now we give certain inclusion relations related to the
spaces br,ts ðp, qÞ and br,t∞ðp, qÞ:

Theorem 7. The inclusion ℓs ⊂ br,ts ðp, qÞ,1 ≤ s ≤∞, strictly
holds.

Proof. We provide proof of the inclusion ℓs ⊂ br,ts ðp, qÞ,
1 ≤ s <∞: Let x = ðxiÞ ∈ ℓs for 1 < s <∞: Applying Hölder’s
inequality, we have

〠
∞

i=0
Br,t p, qð Þx� �

i

�� ��s ≤ 〠
∞

i=0
〠
i

j=0

i

j

" #
pq

p

i−j

2

 !
q

j

2

 !
r jti−j

r ⊕ tð Þi
xj
�� ��

0
BBBBBBBBBB@

1
CCCCCCCCCCA

s

≤ 〠
∞

i=0
〠
i

j=0

i

j

" #
pq

p

i−j

2

 !
q

j

2

 !
r jti−j

r ⊕ tð Þi
xj
�� ��s

0
BBBBBBBBBB@

1
CCCCCCCCCCA
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� 〠
i

j=0

i

j

" #
pq

p

i−j

2

 !
q

j

2

 !
r jti−j

r ⊕ tð Þi

0
BBBBBBBBB@

1
CCCCCCCCCA

s−1

= 〠
∞

i=0
〠
i

j=0

i

j

" #
pq

p

i−j

2

 !
q

j

2

 !
r jti−j

r ⊕ tð Þi
xj
�� ��s

0
BBBBBBBBB@

1
CCCCCCCCCA

= 〠
∞

j=0
xj
�� ��s 〠

∞

i=j

i

j

" #
pq

p

i−j

2

 !
q

j

2

 !
r jti−j

r ⊕ tð Þi

0
BBBBBBBBB@

1
CCCCCCCCCA
:

ð22Þ

Thus, kxksbr,ts ðp,qÞ ≤ Kkxksℓs <∞,whereK = sup
j∈ℕ0

ð∑∞
i=j

i

j

" #
pq

p

i−j

2

 !
q

j

2

 !
r jti−j/ðr ⊕ tÞiÞ, provided K exists. This yields

the fact that x ∈ br,ts ðp, qÞ: Thus, ℓs ⊂ br,ts ðp, qÞ: Similarly, we
can show that ℓ1 ⊂ br,t1 ðp, qÞ:

Now consider the sequence xi = ð−1Þi, then it is easy to
see that xi ∈ b

r,t
s ðp, qÞ \ ℓs: Hence, the inclusion ℓs ⊂ br,ts ðp, qÞ

is strict. This completes the proof. ☐

Theorem 8. The inclusion br,ts ðp, qÞ ⊂ br,tk ðp, qÞ,1 ≤ s < k <∞,
strictly holds.

Proof. It is known that inclusion ℓs ⊂ ℓk holds for 1 ≤ s < k <
∞ and the mapping Br,tðp, qÞ: br,ts ðp, qÞ⟶ ℓs is isomorphic,
therefore, the inclusion br,ts ðp, qÞ ⊂ br,tk ðp, qÞ holds. To prove
the strictness part, we recall that the inclusion ℓs ⊂ ℓk strictly
holds for 1 ≤ s < k <∞:We choose y ∈ ℓk \ ℓs and x as defined
in (17). Then, Br,tðp, qÞx = y ∈ ℓk \ ℓs: This implies that x ∈
br,tk ðp, qÞ \ br,ts ðp, qÞ: Hence, the inclusion br,ts ðp, qÞ ⊂ br,tk ðp, qÞ
is strict. ☐

Theorem 9. The inclusion br,ts ðp, qÞ ⊂ br,t∞ðp, qÞ strictly holds.

Proof. The proof is similar to the proof of Theorem 8. To
show the strictness part, we consider the sequence xk = ð1, 1,

1,⋯Þ: Then, it is clear that x ∈ br,t∞ðp, qÞ \ br,ts ðp, qÞ: Hence,
the inclusion br,ts ðp, qÞ ⊂ br,t∞ðp, qÞ strictly holds. ☐

We recall that domain λΦ of a triangle Φ in space λ has a
basis if and only if λ has a basis. This statement together with
Theorem 5 gives us the following result.

Theorem 10. Let ξj = ðBr,tðp, qÞxÞj for each j ∈ℕ0: Define the

sequence bðjÞðp, qÞ = ðbðjÞi ðp, qÞÞ of elements of the space br,ts
ðp, qÞ for every fixed j ∈ℕ0 by

b jð Þ
i p, qð Þ = −1ð Þi−j

i

j

" #
pq

q

i−j

2

 !
ti−j r ⊕ tð Þj

riq

i

2

 ! j ≤ ið Þ,

0 j > ið Þ:

8>>>>>>>>>>><
>>>>>>>>>>>:

ð23Þ

Then, the sequence fbðjÞðp, qÞg forms a basis for the
space br,ts ðp, qÞ and every x ∈ br,ts ðp, qÞ can be uniquely

expressed in the form x =∑∞
j=0ξjb

ðjÞðp, qÞ for each j ∈ℕ0:

3. Köthe-Toeplitz Duals

In this section, we obtain Köthe-Toeplitz duals (α-, β-, and
γ-duals) of the spaces br,ts ðp, qÞ and br,t∞ðp, qÞ: We omit the
proofs for cases s = 1 and s =∞ as these can be obtained
by analogy and provide proofs for only the case 1 < s <∞
in the current section. First, we recall the definitions of
Köthe-Toeplitz duals.

Definition 11. The Köthe-Toeplitz duals or α − ,β − , and
γ-duals of subset λ ⊂w are defined by

λα = a = aið Þ ∈w : ax = aixið Þ ∈ ℓ1for all x ∈ λf g,
λβ = a = aið Þ ∈w : ax = aixið Þ ∈ cs for all x ∈ λf g and,
λγ = a = aið Þ ∈w : ax = aixið Þ ∈ bs for all x ∈ λf g,

ð24Þ

respectively.

Quite recently, Talebi [25] obtained Köthe-Toeplitz duals
of the domain of an arbitrary invertible summability matrix
in ℓs space. We follow his approach to find the Köthe-
Toeplitz duals of the spaces br,ts ðp, qÞ and br,t∞ðp, qÞ: In the rest
of the paper, N will denote the family of all finite subsets of
ℕ0 and k = s/1 − s is the complement of s:
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Theorem 12. Define the sets dðkÞðp, qÞ and d∞ðp, qÞ by

Then, ½br,t1 ðp, qÞ�α = d∞ðp, qÞ,½br,ts ðp, qÞ�α = dðkÞðp, qÞ and

½br,t∞ðp, qÞ�α = dð1Þðp, qÞ:

Proof. Let 1 < s <∞: Let ðaiÞ ∈w and y = ðyiÞ be the Br,tðp, qÞ
-transform of sequence x = ðxiÞ: Then, from the equality (17),
we have

aixi = 〠
i

j=0
−1ð Þi−j

i

j

" #
pq

q

i−j

2

 !
ti−j r ⊕ tð Þj

riq

i

2

 ! aiyj = Gr,t p, qð Þy� �
i
,

ð26Þ

for all i ∈ℕ0, where the matrix Gr,tðp, qÞ = ðgr,tij ðp, qÞÞ is
defined by

gr,tij p, qð Þ = −1ð Þi−j

i

j

" #
pq

q

i−j

2

 !
ti−j r ⊕ tð Þj

riq

i

2

 ! ai 0 ≤ j ≤ ið Þ,

0 j > ið Þ:

8>>>>>>>>>>><
>>>>>>>>>>>:

ð27Þ

Applying Theorem 2.1 of [25], we immediately obtained
that

This completes the proof. ☐

d kð Þ p, qð Þ = a = aið Þ ∈w : sup
N∈N

〠
∞

j=0
〠
i∈N

−1ð Þi−j

i

j

" #
pq

q

i−j

2

 !
ti−j r ⊕ tð Þj

riq

i

2

 ! ai

���������������

���������������

k

<∞

8>>>>>>>>>>><
>>>>>>>>>>>:

9>>>>>>>>>>>=
>>>>>>>>>>>;

and,

d∞ p, qð Þ = a = aið Þ ∈w : sup
j∈ℕ0

〠
∞

i=0
−1ð Þi−j

i

j

" #
pq

q

i−j

2

 !
ti−j r ⊕ tð Þj

riq

i

2

 ! ai

���������������

���������������
<∞

8>>>>>>>>>><
>>>>>>>>>>:

9>>>>>>>>>>=
>>>>>>>>>>;
:

ð25Þ

br,ts p, qð Þ
 �α = a = aið Þ ∈w : sup
N∈N

〠
∞

j=0
〠
i∈N

−1ð Þi−j

i

j

" #
pq

q

i−j

2

 !
ti−j r ⊕ tð Þj

riq

i

2

 ! ai

���������������

���������������

k

<∞

8>>>>>>>>>>><
>>>>>>>>>>>:

9>>>>>>>>>>>=
>>>>>>>>>>>;

: ð28Þ
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Theorem 13. Define the sets d1ðp, qÞ,d2ðp, qÞ,d3ðp, qÞ, and
d½k�ðp, qÞ by

Then, ½br,t1 ðp, qÞ�β = d1ðp, qÞ ∩ d2ðp, qÞ,½br,ts �β = d1ðp, qÞ ∩
d½k�ðp, qÞ and ½br,t∞ðp, qÞ�β = d1ðp, qÞ ∩ d3ðp, qÞ:

Proof. Let ðaiÞ ∈w and y = ðyiÞ be the Br,tðp, qÞ-transform of
sequence x = ðxiÞ: Then, from the equality (17), we get

〠
i

j=0
ajxj = 〠

i

j=0
〠
j

l=0
−1ð Þj−l

j

l

" #
pq

q

j−l

2

 !
t j−l r ⊕ tð Þl

r jq

j

2

 ! yl

8>>>>>>>>>><
>>>>>>>>>>:

9>>>>>>>>>>=
>>>>>>>>>>;
aj

= 〠
i

j=0
〠
i

l=j
−1ð Þl−j

l

j

" #
pq

q

l−j

2

 !
tl−j r ⊕ tð Þj

rlq

l

2

 ! al

8>>>>>>>>>><
>>>>>>>>>>:

9>>>>>>>>>>=
>>>>>>>>>>;
yj,

= Hr,t p, qð Þy� �
i
,

ð30Þ

for each i ∈ℕ0, where the matrix Hr,tðp, qÞ = ðhr,tij ðp, qÞÞ is
defined by

d1 p, qð Þ = a = alð Þ ∈w : 〠
∞

l=j
−1ð Þl−j

l

j

" #
pq

q

l−j

2

 !
tl−j r ⊕ tð Þj

rlq

l

2

 ! al exists for each j ∈ℕ0

8>>>>>>>>>><
>>>>>>>>>>:

9>>>>>>>>>>=
>>>>>>>>>>;
,

d2 p, qð Þ = a = alð Þ ∈w : sup
i, j∈ℕ0

〠
i

l=j
−1ð Þl−j

l

j

" #
pq

q

l−j

2

 !
tl−j r ⊕ tð Þj

rlq

l

2

 ! al

���������������

���������������
<∞

8>>>>>>>>>><
>>>>>>>>>>:

9>>>>>>>>>>=
>>>>>>>>>>;
,

d3 p, qð Þ = a = alð Þ ∈w : lim
i⟶∞

〠
i

j=0
〠
i

l=j
−1ð Þl−j

l

j

" #
pq

q

l−j

2

 !
tl−j r ⊕ tð Þj

rlq

l

2

 ! al

���������������

���������������
= 〠

i

j=0
lim
i⟶∞

〠
i

l=j
−1ð Þl−j

l

j

" #
pq

q

l−j

2

 !
tl−j r ⊕ tð Þj

rlq

l

2

 ! al

���������������

���������������

8>>>>>>>>>><
>>>>>>>>>>:

9>>>>>>>>>>=
>>>>>>>>>>;
,

d k½ � p, qð Þ = a = alð Þ ∈w : sup
i∈ℕ0

〠
i

j=0
〠
i

l=j
−1ð Þl−j

l

j

" #
pq

q

l−j

2

 !
tl−j r ⊕ tð Þj

rlq

l

2

 ! al

���������������

���������������

k

<∞

8>>>>>>>>>>><
>>>>>>>>>>>:

9>>>>>>>>>>>=
>>>>>>>>>>>;

: ð29Þ
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hr,tij p, qð Þ = 〠
i

l=j
−1ð Þl−j

l

j

" #
pq

q

l−j

2

 !
tl−j r ⊕ tð Þ j

rlq

l

2

 ! al 0 ≤ j ≤ ið Þ,

0 j > ið Þ,

8>>>>>>>>>>><
>>>>>>>>>>>:

ð31Þ

for all i, j ∈ℕ0:
Thus, by applying Theorem 2.2 of [25], we straightly get

br,ts p, qð Þ
 �β = d1 p, qð Þ ∩ d k½ � p, qð Þ: ð32Þ

This completes the proof. ☐

Theorem 14. Define the set d4ðp, qÞ by

Then, ½br,t1 ðp, qÞ�γ = d2ðp, qÞ,½br,ts ðp, qÞ�γ = d½k�ðp, qÞ and
½br,t∞ðp, qÞ�γ = d4ðp, qÞ:

Proof. The proof is similar to the previous theorem except
that Theorem 2.3 of [25] is employed instead of Theorem
2.2 of [25]. ☐

4. Matrix Mappings

In this section, we characterize a certain class of matrix
mappings from the spaces br,ts ðp, qÞ and br,t∞ðp, qÞ to space
μ ∈ fℓ∞, c, c0, ℓ1, bs, cs, cs0g. The following theorem is fun-
damental in our investigation.

Theorem 15. Let 1 ≤ s ≤∞ and λ be an arbitrary subset of w:

Then, Φ = ðϕijÞ ∈ ðbr,ts ðp, qÞ: λÞ if and only if ΨðiÞ = ðψðiÞ
mjÞ ∈

ðℓs : cÞ for each i ∈ℕ0, and Ψ = ðψijÞ ∈ ðℓs : λÞ, where

ψ
ið Þ
mj =

0 j >mð Þ,

〠
m

l=j
−1ð Þl−j

l

j

" #
pq

q

l−j

2

 !
tl−j r ⊕ tð Þj

rlq

l

2

 ! ϕil 0 ≤ j ≤mð Þ,

8>>>>>>>>>>><
>>>>>>>>>>>:

ψij = 〠
∞

l=j
−1ð Þl−j

l

j

" #
pq

q

l−j

2

 !
tl−j r ⊕ tð Þj

rlq

l

2

 ! ϕil: ð34Þ

for all i, j ∈ℕ0:

Proof. The proof is similar to the proof of Theorem 4.1 of
[13]. Hence, we omit details. ☐

Now, using the results presented in Stielglitz and Tietz
[46] together with Theorem 15, we obtain the following
results:

Corollary 16. The following statements hold:

(1) Φ ∈ ðbr,t1 ðp, qÞ: ℓ∞Þ if and only if

lim
m⟶∞

ψ
ið Þ
mj exists for all i, j ∈ℕ0, ð35Þ

sup
i,j∈ℕ0

ψ
ið Þ
mj

��� ��� <∞, ð36Þ

sup
i,j∈ℕ0

ψij

��� ��� <∞, ð37Þ

d4 p, qð Þ = a = aið Þ ∈w : sup
i∈ℕ0

〠
i

j=0
〠
i

l=j
−1ð Þl−j

l

j

" #
pq

q

l−j

2

 !
tl−j r ⊕ tð Þj

rlq

l

2

 ! al

���������������

���������������
<∞

8>>>>>>>>>><
>>>>>>>>>>:

9>>>>>>>>>>=
>>>>>>>>>>;
: ð33Þ
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(2) Φ ∈ ðbr,t1 ðp, qÞ: cÞ if and only if (35) and (36) hold, and
(37) and

lim
i⟶∞

ψij exists for all j ∈ℕ0, ð38Þ

also hold

(3) Φ ∈ ðbr,t1 ðp, qÞ: c0Þ if and only if (35) and (36) hold,
and (37) and

lim
i⟶∞

ψij = 0 for all j ∈ℕ0, ð39Þ

also hold

(4) Φ ∈ ðbr,t1 ðp, qÞ: ℓ1Þ if and only if (35) and (36) hold, and

sup
j∈ℕ0

〠
∞

i=0
ψij

��� ��� <∞, ð40Þ

also holds

(5) Φ ∈ ðbr,t1 ðp, qÞ: bsÞ if and only if (35) and (36) hold,
and (37) also holds with Ψði, jÞ instead of ψij, where
Ψði, jÞ =∑i

l=0ψl j

(6) Φ ∈ ðbr,t1 ðp, qÞ: csÞ if and only if (35) and (36) hold,
and (37) and (38) also hold with Ψði, jÞ instead of
ψij, where Ψði, jÞ =∑i

l=0ψl j

(7) Φ ∈ ðbr,t1 ðp, qÞ: cs0Þ if and only if (35) and (36) hold,
and (37) and (39) also hold with Ψði, jÞ instead of
ψij, where Ψði, jÞ =∑i

l=0ψl j

Corollary 17. The following statements hold:

(1) Φ ∈ ðbr,ts ðp, qÞ: ℓ∞Þ if and only if (35) holds, and

sup
m∈ℕ0

〠
m

j=0
ψ

ið Þ
mj

��� ���k <∞, ð41Þ

sup
i∈ℕ0

〠
i

j=0
ψij

��� ���k <∞, ð42Þ

also hold

(2) Φ ∈ ðbr,ts ðp, qÞ: cÞ if and only if (35) and (41) hold, and
(38) and (42) also hold

(3) Φ ∈ ðbr,ts ðp, qÞ: c0Þ if and only if (35) and (41) hold,
(39) and (42) also hold

(4) Φ ∈ ðbr,ts ðp, qÞ: ℓ1Þ if and only if (35) and (41) hold, and

sup
N∈N

〠
∞

j=0
〠
i∈N

ψij

�����
�����
k

<∞, ð43Þ

also holds

(5) Φ ∈ ðbr,ts ðp, qÞ: bsÞ if and only if (35) and (41) hold,
and (42) also holds with Ψði, jÞ instead of ψij, where
Ψði, jÞ =∑i

l=0ψl j

(6) Φ ∈ ðbr,ts ðp, qÞ: csÞ if and only if (35) and (41) hold,
and (38) and (42) also hold

(7) Φ ∈ ðbr,ts ðp, qÞ: cs0Þ if and only if (35) and (41) hold,
and (39) and (42) also hold with Ψði, jÞ instead of
ψij, where Ψði, jÞ =∑i

l=0ψl j

Corollary 18. The following statements hold:

(1) Φ ∈ ðbr,t∞ðp, qÞ: ℓ∞Þ if and only if (35) and

lim
m⟶∞

〠
m

j=0
ψ

ið Þ
mj

��� ��� = 〠
m

j=0
lim

m⟶∞
ψ

ið Þ
mj

��� ��� for each i ∈ℕ0,

ð44Þ

hold, and (42) also holds with k = 1

(2) Φ ∈ ðbr,t∞ðp, qÞ: cÞ if and only if (35) and (44) hold, and
(38) and

lim
i⟶∞

〠
i

j=0
ψij

��� ��� = 〠
i

j=0
lim
i⟶∞

ψij

��� ���, ð45Þ

also hold

(3) Φ ∈ ðbr,t∞ðp, qÞ: c0Þ if and only if (35) and (44) hold,
and

lim
i⟶∞

〠
i

j=0
ψij = 0, ð46Þ

also holds

(4) Φ ∈ ðbr,t∞ðp, qÞ: ℓ1Þ if and only if (35) and (44) hold,
and (43) also holds with k = 1

(5) Φ ∈ ðbr,t∞ðp, qÞ: bsÞ if and only if (35) and (44) hold,
and (42) also hold with k = 1, and Ψði, jÞ instead of
ψij, where Ψði, jÞ =∑i

l=0 ψl j

(6) Φ ∈ ðbr,t∞ðp, qÞ: csÞ if and only if (35) and (44) hold,
and (45) also holds with Ψði, jÞ instead of ψij, where
Ψði, jÞ =∑i

l=0 ψl j

(7) Φ ∈ ðbr,t∞ðp, qÞ: cs0Þ if and only if (35) and (44) hold,
and (46) also holds with Ψði, jÞ instead of ψij, where
Ψði, jÞ =∑i

l=0 ψl j

We recall a basic lemma due to Basar and Altay [47]
that will help in characterizing certain classes of matrix
mappings from the spaces br,ts ðp, qÞ and br,t∞ðp, qÞ to any
arbitrary space μ:

10 Journal of Function Spaces



Lemma 19 (see [47]). Let λ and μ be any two sequence spaces,
Φ be an infinite matrix and Ω be a triangular matrix. Then,
Φ ∈ ðλ : μΩÞ if and only if ΩΦ ∈ ðλ : μÞ:

Now, by combining Lemma 19 with Corollaries 16, 17,
and 18, we derive the following classes of matrix mappings:

Corollary 20. Let Φ = ðϕijÞ be an infinite matrix and define
the matrix Cα = ðcαijÞ by

cαij = 〠
i

l=0

α + i − l − 1

i − l

 !

α + i

i

 ! ϕl j, α > 1ð Þ, ð47Þ

for all i, j ∈ℕ0: Then, the necessary and sufficient conditions
that Φ belongs to any one of the classes ðbr,t1 ðp, qÞ: Cα

s Þ,
ðbr,t1 ðp, qÞ: Cα

∞Þ,ðbr,ts ðp, qÞ: Cα
∞Þ,ðbr,t∞ðp, qÞ: Cα

s Þ, and ðbr,t∞ðp,
qÞ: Cα

∞Þ can be obtained from the respective ones in Corollar-
ies 16, 17, and 18, by replacing the entries of the matrix Φ by
those of matrix Cα, where Cα

s and Cα
∞ are generalized Cesàro

sequence spaces of order α defined by Roopaei et al. [48].

Corollary 21. Let Φ = ðϕijÞ be an infinite matrix and define

the matrix ~C = ðCijÞ by

~Cij = 〠
i

l=0

ClCi−l
Ci+1

ϕl j, i, j ∈ℕ0ð Þ, ð48Þ

where ðCiÞ is the sequence of Catalan numbers. Then, the nec-
essary and sufficient conditions thatΦ belongs to any one of the
classes ðbr,t1 ðp, qÞ: c0ð~CÞÞ,ðbr,t1 ðp, qÞ: cð~CÞÞ,ðbr,ts ðp, qÞ: c0ð~CÞÞ,
ðbr,ts ðp, qÞ: cð~CÞÞ,ðbr,t∞ðp, qÞ: c0ð~CÞÞ, and ðbr,t∞ðp, qÞ: cð~CÞÞ can
be obtained from the respective ones in Corollaries 16, 17, and
18, by replacing the entries of the matrix Φ by those of matrix
~C, where cð~CÞ and c0ð~CÞ are Catalan sequence spaces defined
by _Ilkhan [49].

Corollary 22. Let Φ = ðϕijÞ be an infinite matrix and define

the matrix CðqÞ = ðcðqÞij Þ by

c qð Þ
ij = 〠

i

l=0

ql

i + 1½ �q
ϕl j, i, j ∈ℕ0ð Þ, ð49Þ

where ½i�q is the q-analogue of i ∈ℕ0: Then, the necessary and
sufficient conditions that Φ belongs to any one of the classes
ðbr,t1 ðp, qÞ: Xq

s Þ,ðbr,t1 ðp, qÞ: Xq
∞Þ,ðbr,ts ðp, qÞ: Xq

s Þ,
ðbr,t∞ðp, qÞ: Xq

∞Þ,ðbr,t∞ðp, qÞ: Xq
s Þ, and ðbr,t∞ðp, qÞ: Xq

∞Þ can be
obtained from the respective ones in Corollaries 16, 17, and
18, by replacing the entries of the matrix Φ by those of matrix
CðqÞ, whereXq

s andX
q
∞ are q-Cesàro sequence spaces defined

by Yaying et al. [28].

5. Geometric Properties

In this section, we examine some geometric properties of the
space br,ts ðp, qÞ: Before proceeding, we recall some notions in
Banach spaces which are necessary for this investigation. We
use the notation BðλÞ for unit ball in λ:

Definition 23 (see [50]). A Banach space λ has the weak
Banach-Saks property if every weakly null sequence ðxiÞ in
λ has a subsequence ðxijÞ whose Cesàro means sequence is

norm convergent to zero, that is,

lim
i⟶∞

1
i + 1〠

i

j=0
xij

�����
����� = 0: ð50Þ

Further, λ has the Banach-Saks property if every bounded
sequence in λ has a subsequence whose Cesàro means
sequence is norm convergent.

Definition 24 (see [51]). A Banach space λ has the Banach-
Saks type s, if every weakly null sequence ðxiÞ has a subse-
quence ðxijÞ such that, for some K > 0,

〠
i

j=0
xij

�����
����� ≤ K i + 1ð Þ1/s, ð51Þ

for all i ∈ℕ0:

Theorem 25. The sequence space br,ts ðp, qÞ is of Banach-Saks
type s:

Proof. Let ðςiÞ be a sequence of positive numbers satisfying
∑∞

i=0 ςi ≤ 1/2: Let ðxiÞ be a weakly null sequence in Bðbr,ts ðp,
qÞÞ: We set z0 = x0 = 0 and z1 = xi1 = x1: Then, there exists
u1 ∈ℕ0 such that

〠
∞

j=u1+1
z1 jð Þe jð Þ

�����
�����
br,ts p,qð Þ

< ς1: ð52Þ

Since ðxiÞ is a weakly null sequence, we realise that xi
⟶ 0 coordinatewise. Thus, there exists an i2 ∈ℕ0 such that

〠
u1

j=0
xi jð Þe jð Þ

�����
�����
br,ts p,qð Þ

< ς1, ð53Þ

when i ≥ i2: We again set z2 = xi2 : Then, there exists u2 > u1
such that

〠
∞

j=u2+1
z2 jð Þe jð Þ

�����
�����
br,ts p,qð Þ

< ς2: ð54Þ
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We again use the fact that xi ⟶ 0 coordinatewise, which
implies that there exists i3 > i2 such that

〠
u2

j=0
xi jð Þe jð Þ

�����
�����
br,ts p,qð Þ

< ς2, ð55Þ

when i ≥ i3:
Continuing this process will lead us to two increasing

sequences ðijÞ and ðujÞ such that

〠
ul

j=0
xi jð Þe jð Þ

�����
�����
br,ts p,qð Þ

< ςl, ð56Þ

for all i ≥ ij+1 and

〠
∞

j=ul+1
zl jð Þe jð Þ

�����
�����
br,ts p,qð Þ

< ςl: ð57Þ

where zl = xil : Thus

〠
i

l=0
zl

�����
�����
br,ts p,qð Þ

= 〠
i

l=0
〠
ul−1

j=0
zl jð Þe jð Þ + 〠

ul

j=ul−1+1
zl jð Þe jð Þ + 〠

∞

j=ul
zl jð Þe jð Þ

 !�����
�����
br,ts p,qð Þ

≤ 〠
i

l=0
〠
ul

j=ul−1+1
zl jð Þe jð Þ

 !�����
�����
br,ts p,qð Þ

+ 2〠
i

l=0
ςl:

ð58Þ

Now, since xi ∈ Bðbr,ts ðp, qÞÞ and kxkbr,ts ðp,qÞ =∑∞
i=0 j∑i

j=0
br,tij ðp, qÞxjj, we realise that kxkbr,ts ðp,qÞ ≤ 1: Therefore, we have

〠
i

l=0
〠
ul

j=ul−1+1
zl jð Þe jð Þ

 !�����
�����
p

br,ts p,qð Þ

= 〠
i

l=0
〠
ul

j=ul−1+1
〠
j

m=0
br,tjm p, qð Þzl mð Þ

�����
�����
p

≤ 〠
i

l=0
〠
∞

j=0
〠
j

m=0
br,tjm p, qð Þzl mð Þ

�����
�����
p

≤ i + 1:

ð59Þ

Now using the fact that 1 ≤ ði + 1Þ1/s for all i ∈ℕ0 and 1
≤ s <∞, we obtain

〠
i

l=0
zl

�����
�����
br,ts p,qð Þ

≤ i + 1ð Þ1/s + 1 ≤ 2 i + 1ð Þ1/s: ð60Þ

Thus, we conclude that br,ts ðp, qÞ is of the Banach-Saks
type s: ☐

Definition 26. The Gurarii’s modulus of convexity of a
normed linear space λ is defined by

βλ ςð Þ = inf 1 − inf
0≤ι≤1

ιx + 1 − ιð Þyk k: x, y
n

∈ B λð Þ, x − yk k = ςg, where 0 ≤ ς ≤ 2:
ð61Þ

Theorem 27. The Gurarii’s modulus of convexity of the
normed space br,ts ðp, qÞ is

βbr,ts p,qð Þ ≤ 1 − 1 −
ς

2

� �s� �1/s
,where 0 ≤ ς ≤ 2: ð62Þ

Proof. Let x ∈ br,ts ðp, qÞ: Then

xk kbr,ts p,qð Þ = Br,t p, qð Þx�� ��
ℓs
= 〠

∞

i=0
Br,t p, qð Þx� �

i

�� ��s !1/s

: ð63Þ

Let 0 ≤ ς ≤ 2 and consider the following two sequences:

x = Cr,t p, qð Þ 1 − ς

2
� �s� �� �1/s

, Cr,t p, qð Þ ς

2
� �

, 0, 0,⋯
� 	

,

y = Cr,t p, qð Þ 1 − ς

2
� �s� �� �1/s

, Cr,t p, qð Þ −ς
2

� �
, 0, 0,⋯

� 	
,

ð64Þ

where the matrix Cr,tðp, qÞ = ðcr,tij ðp, qÞÞ is the inverse of the
matrix Br,tðp, qÞ: Then, we observe that

xk kbr,ts p,qð Þ = Br,t p, qð Þx�� ��
ℓs
= 1 − ς

2
� �s� �1/s����

����
s

+ ς

2
��� ���s

= 1 − ς

2
� �s

+ ς

2
� �s

= 1,

yk kbr,ts p,qð Þ = Br,t p, qð Þy�� ��
ℓs
= 1 − ς

2
� �s� �1/s����

����
s

+ −ς
2
��� ���s

= 1 − ς

2
� �s

+ ς

2
� �s

= 1:

x − yk kbr,ts p,qð Þ = Br,t p, qð Þx − Br,t p, qð Þy�� ��
ℓs

=
�

1 − ς

2
� �s� �1/s

− 1 − ς

2
� �s� �1/s����

����
s

+ ς

2 −
−ς
2

� ���� ���s	1/s
= ς:

ð65Þ
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Finally, for 0 ≤ ι ≤ 1, we have

inf
0≤ι≤1

ιx + 1 − ιð Þyk kbr,ts p,qð Þ

= inf
0≤ι≤1

ιBr,t p, qð Þx + 1 − ιð ÞBr,t p, qð Þy�� ��
ℓs

= inf
0≤ι≤1

�
ι 1 − ς

2
� �s� �1/s

+ 1 − ιð Þ 1 − ς

2
� �s� �1/s����

����
s

+ ι
ς

2
� �

+ 1 − ιð Þ −ς
2

� ���� ���1/s

= inf
0≤ι≤1

1 − ς

2
� �s

+ 2ι − 1j js ς

2
� �sn o1/s

= 1 − ς

2
� �s� �1/s

:

ð66Þ

Consequently, βbr,ts ðp,qÞðςÞ ≤ 1 − ð1 − ðς/2ÞsÞ1/s: This com-

pletes the proof. ☐

Corollary 28. The following results hold:

(1) If ς = 2, then βbr,ts ðp,qÞðςÞ ≤ 1: Hence, br,ts ðp, qÞ is strictly
convex

(2) If 0 < ς < 2, then 0 < βbr,ts ðp,qÞðςÞ < 1: Hence, br,ts ðp, qÞ is
uniformly convex

6. Conclusion

The ðp, qÞ-Euler matrix Br,t of order ðr, tÞ generalizes some of
the well-known matrices presented in the literature, for
instance, Binomial matrix Br,t of order ðr, tÞ [39, 40], Euler
matrix of order r [10, 11], etc. Thus, the results presented
in this paper strengthen the results of [11, 14, 40, 52–55].
As for future scope, we shall study the domain of the matrix
Br,tðp, qÞ in the spaces c and c0 of convergent and null
sequences, respectively.
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In this article, we introduce a new Durrmeyer-type generalization of ðp, qÞ-Szász-Mirakjan operators using the ðp, qÞ-gamma
function of the second kind. The moments and central moments are obtained. Then, the Voronovskaja-type asymptotic formula
is investigated and point-wise estimates of these operators are studied. Also, some local approximation properties of these
operators are investigated by means of modulus of continuity and Peetre K-functional. Finally, the rate of convergence and
weighted approximation of these operators are presented.

1. Introduction

In recent years, ðp, qÞ-analogues of well-known positive
operators have been widely constructed and researched since
Mursaleen et al. first introduced ðp, qÞ-Berstein operators [1]
and ðp, qÞ-Bernstein-Stancu operators [2]. In [3], Acar first
introduced ðp, qÞ-Szász-Mirakjan operators and gave a recur-
rence relation for the moments of these operators. In [4],
Mursaleen et al. proposed a Kantorovich variant of the ðp, q
Þ-analogue of Szász-Mirakjan operators under the nonde-
creasing condition. In [5], Sharma and Gupta introduced ðp
, qÞ-Szász-Mirakjan-Kantorovich operators and studied their
approximation properties. In [6], Acar et al. constructed
King’s type ðp, qÞ-Szász-Mirakjan operators preserving x2

and discussed the order of approximation and weighted
approximation properties of these operators. In [7], Aral
and Gupta constructed ðp, qÞ-Szász-Mirakjan-Durrmeyer
operators using ðp, qÞ-gamma function of the first kind and
estimated moments and established some direct results of
these operators. In [8], Mursaleen et al. introduced a new
modification of Szász-Mirakjan operators based on the ðp, qÞ
-calculus and investigated their approximation properties
including weighted approximation and Voronovskaya-type

theorem. In [9], Mursaleen et al. proposed two different
Kantorovich-type ðp, qÞ-Szász-Mirakjan operators and dis-
cussed their error estimated. In [10], Kara and Mahmudov
constructed a new ðp, qÞ-Szász-Mirakjan operators as

Definition 1. Let 0 < q < p ≤ 1 and m ∈ℕ. For g : ½0,∞Þ
⟶ℝ, ðp, qÞ -Szász-Mirakjan operators can be defined as

Sp,qm g ; tð Þ = 〠
∞

k=0
sp,qm,k tð Þg

pm−k k½ �p,q
m½ �p,q

 !
, ð1Þ

where sp,qm,kðtÞ = ðpkðk−mÞ/qðkðk−1ÞÞkðk−1Þ/2Þð½m�kp,qtk/½k�p,q!Þep,qð−
½m�p,qpk−m+1q−ktÞ.

Meantime, quantitative estimates for the convergence in
the polynomial weighted spaces and Voronovskaya theorem
for new ðp, qÞ-Szász-Mirakjan operators (1) were given. All
these achievement motivates us to construct the Durrmeyer
analogue of the ðp, qÞ-Szász-Mirakjan operators defined
by (1).
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Definition 2. Let 0 < q < p ≤ 1 and m ∈ℕ. For g : ½0,∞Þ
⟶ℝ, we construct the ðp, qÞ-Szász-Mirakjan-Durrmeyer
operators as

Dp,q
m g ; tð Þ = m½ �p,q 〠

∞

k=0
sp,qm,k tð Þ

ð∞
0
q−kpk−msp,qm,k uð Þg uð Þdp,qu:

ð2Þ

Let us recall the basic notations of ðp, qÞ-calculus which
can be found in [11]. For any fixed real number p > 0 and q
> 0, the ðp, qÞ-integers ½m�p,q are defined as

m½ �p,q = pm−1 + pm−2q + pm−3q2+⋯+pqm−2 + qm−1

=

pm − qm

p − q
, p ≠ q ≠ 1,

mpm−1, p = q ≠ 1,

m½ �q, p = 1,

m, p = q = 1,

8>>>>>>>><
>>>>>>>>:

ð3Þ

where ½m�q denotes the q-integers and m = 0, 1, 2,⋯.
Also ðp, qÞ-factorial ½m�p,q! is defined as follows:

m½ �p,q! =
1½ �p,q 2½ �p,q ⋯ m½ �p,q, m ≥ 1,
1, m = 0:

(
ð4Þ

Now, we introduce two types of ðp, qÞ-analogues of expo-
nential function ep,qðtÞ and Ep,qðtÞ (see [7]):

ep,q tð Þ = 〠
∞

m=0

p m m−1ð Þð Þ/2tm

m½ �p,q!
, t ∈ℝ, pj j < 1 and qj j < 1,

Ep,q tð Þ = 〠
∞

m=0

q m m−1ð Þð Þ/2tm

m½ �p,q!
, t ∈ℝ, pj j < 1 and qj j < 1:

ð5Þ

Let g be an arbitrary function. The improper ðp, qÞ
-integral of gðtÞ on ½0,∞Þ was defined as (see [12])

ð∞
0
g tð Þdp,qt = p − qð Þ 〠

∞

i=−∞

qi

pi+1
g

qi

pi+1

� �
, 0 < q

p
< 1: ð6Þ

The ðp, qÞ-gamma function of the second kind was
defined in [12] as follows:

γp,q zð Þ =
ð∞
0
q z z−1ð Þð Þ/2tz−1ep,q −ptð Þdp,qt,R zð Þ > 0: ð7Þ

Meantime, the ðp, qÞ-gamma function fulfills the follow-
ing relation:

γp,q z + 1ð Þ = z½ �p,qγp,q zð Þ, ð8Þ

moreover, for any nonnegative integer m > 0, the following
relation holds:

γp,q m + 1ð Þ = m½ �p,q!: ð9Þ

2. Auxiliary Results

In order to discuss the approximation properties of the
operators Dp,q

m ðg ; tÞ, we need the following lemmas.

Lemma 3 (see ([10], Lemma 4)). For 0 < q < p ≤ 1, m ∈ℕ,
and t ∈ ½0,∞Þ, we have

Sp,qm 1 ; tð Þ = 1, Sp,qm u ; tð Þ = t, Sp,qm u2 ; t
� �

= t2 + pm−1

m½ �p,q
t,

Sp,qm u3 ; t
� �

= t3 + 2p + qð Þpm−2

m½ �p,q
t2 + p2m−2

m½ �2p,q
t,

Sp,qm u4 ; t
� �

= t4 + 3p2 + 2qp + q2
� �

pm−3

m½ �p,q
t3

+ 3p2 + 3qp + q2
� �

p2m−4

m½ �2p,q
t2 + p3m−3

m½ �3p,q
t:

ð10Þ

Lemma 4. For 0 < q < p ≤ 1, r = p/q,m ∈ℕ, and t ∈ ½0,∞Þ, we
have

Dp,q
m 1 ; tð Þ = 1,Dp,q

m u ; tð Þ = t + pmq−1

m½ �p,q
,

Dp,q
m u2 ; t
� �

= t2 +
pm 2½ �2p,qp−1q−2
� �

m½ �p,q
t +

p2mq−3 2½ �p,q
m½ �2p,q

,

Dp,q
m u3 ; t
� �

= t3 + q−1g1 rð Þ + 2p−1 + p−2q
� �

pm

m½ �p,q
t2

+ p−2 + g2 rð Þq−2 + g1 rð Þp−1q−1� �
p2m

m½ �2p,q
t

+ p3mq−3g3 rð Þ
m½ �3p,q

,

Dp,q
m u4 ; t
� �

= t4 + 3p−1 + 2qp−2 + q2p−3 + q−1h1 rð Þ� �
pm

m½ �p,q
t3

+ 3 + 2r + 1ð Þh1 rð Þð Þp−2 + 3p−3q + p−4q2 + q−2h2 rð Þ� �
p2m

m½ �2p,q
t2

+ p−3 + p−2q−1h1 rð Þ + p−1q−2h2 rð Þ + q−3h3 rð Þ� �
p3m

m½ �3p,q
t

+ q−4h4 rð Þp4m
m½ �4p,q

,

ð11Þ
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where g1ðrÞ =∑3
i=1½i�r , g2ðrÞ =∑1≤i<j≤3½i�r½j�r , g3ðrÞ = ½2�r½3�r,

h1ðrÞ =∑4
i=1½i�r , h2ðrÞ =∑1≤i<j≤4½i�r½j�r, h3ðrÞ =∑1≤i<j<k≤4½i�r

½j�r½k�r , and h4ðrÞ = ½2�r½3�r½4�r.

Proof. Using the ðp, qÞ-gamma function of the second kind,
we can obtain

Dp,q
m 1 ; tð Þ = m½ �p,q 〠

∞

k=0
sp,qm,k tð Þ

ð∞
0
q−kpk−msp,qm,k uð Þdp,qu

= m½ �p,q 〠
∞

k=0
sp,qm,k tð Þ

ð∞
0
q− k k+1ð Þð Þ/2p k−mð Þ k+1ð Þ

�
m½ �p,qu

� �k
k½ �p,q!

ep,q − m½ �p,qpk−m+1q−ku
� �

dp,qu

= m½ �p,q 〠
∞

k=0
sp,qm,k tð Þ

ð∞
0
q− k k+1ð Þð Þ/2p k−mð Þ k+1ð Þ

�
m½ �p,qu

� �k
k½ �p,q!

ep,q −p m½ �p,qpk−mq−ku
� �� �

dp,qu

= 〠
∞

k=0
sp,qm,k tð Þ

ð∞
0
q k k+1ð Þð Þ/2

m½ �p,qpk−mq−ku
� �k

k½ �p,q!
ep,q

� −p m½ �p,qpk−mq−ku
� �� �

dp,q m½ �p,qpk−mq−ku
� �

= 〠
∞

k=0
sp,qm,k tð Þ γp,q k + 1ð Þ

k½ �p,q!
= 〠

∞

k=0
sp,qm,k tð Þ = 1:

ð12Þ

and next using ½k + 1�p,q = pk + q½k�p,q, we have

Dp,q
m u ; tð Þ = m½ �p,q 〠

∞

k=0
sp,qm,k tð Þ

ð∞
0
q−k k+1ð Þ/2p k−mð Þ k+1ð Þ

�
m½ �p,qu

� �k
k½ �p,q!

ep,q − m½ �p,qpk−m+1q−ku
� �

udp,qu

= 〠
∞

k=0

sp,qm,k tð Þpm−k

m½ �p,q k½ �p,q!
ð∞
0
q−k k+1ð Þ/2+k k+2ð Þ

� m½ �p,qpk−mq−ku
� �k+1

ep,q −p m½ �p,qpk−mq−ku
� �� �

× dp,q m½ �p,qpk−mq−ku
� �

= 〠
∞

k=0

sp,qm,k tð Þpm−kq−1

m½ �p,q k½ �p,q!
ð∞
0
q k+1ð Þ k+2ð Þ/2sk+1ep,q −psð Þdp,qs

= 〠
∞

k=0

sp,qm,k tð Þpm−kq−1

m½ �p,q k½ �p,q!
γp,q k + 2ð Þ = 〠

∞

k=0

sp,qm,k tð Þpm−kq−1 k + 1½ �p,q
m½ �p,q

= 〠
∞

k=0

sp,qm,k tð Þpm−kq−1 pk + q k½ �p,q
� �

m½ �p,q
= 〠

∞

k=0
sp,qm,k tð Þ

pm−k k½ �p,q
m½ �p,q

+ 〠
∞

k=0
sp,qm,k tð Þ p

mq−1

m½ �p,q
= Sp,qm u ; tð Þ + Sp,qm 1 ; tð Þ = t + pmq−1

m½ �p,q
:

ð13Þ

Using the equality ½k + 1�p,q½k + 2�p,q = q3½k�2p,q + qð2q + pÞ
pk½k�p,q + ½2�p,qp2k and Lemma 3, we have

Dp,q
m u2 ; t
� �

= m½ �p,q 〠
∞

k=0
sp,qm,k tð Þ

ð∞
0
q−kpk−msp,qm,k uð Þu2dp,qu

= m½ �p,q 〠
∞

k=0
sp,qm,k tð Þ

ð∞
0
q− k k+1ð Þð Þ/2p k−mð Þ k+1ð Þ

�
m½ �p,qu

� �k
k½ �p,q!

ep,q − m½ �p,qpk−m+1q−ku
� �

u2dp,qu

= 〠
∞

k=0

sp,qm,k tð Þp2m−2k

m½ �2p,q k½ �p,q!
ð∞
0
q− k k+1ð Þð Þ/2+k k+3ð Þ

� m½ �p,qpk−mq−ku
� �k+2

ep,q −p m½ �p,qpk−mq−ku
� �� �

× dp,q m½ �p,qpk−mq−ku
� �

= 〠
∞

k=0

sp,qm,k tð Þp2m−2kq−3

m½ �2p,q k½ �p,q!
ð∞
0
q k+2ð Þ k+3ð Þð Þ/2sk+2ep,q −psð Þdp,qs

= 〠
∞

k=0

sp,qm,k tð Þp2m−2kq−3

m½ �2p,q k½ �p,q!
γp,q k + 3ð Þ

= 〠
∞

k=0

sp,qm,k tð Þp2m−2kq−3 k + 1½ �p,q k + 2½ �p,q
m½ �2p,q

= 〠
∞

k=0
sp,qm,k tð Þ

pm−k k½ �p,q
m½ �p,q

 !2

+ pmq−2 p + 2qð Þ
m½ �p,q

� 〠
∞

k=0
sp,qm,k tð Þ

pm−k k½ �p,q
m½ �p,q

+
p2mq−3 2½ �p,q

m½ �2p,q
〠
∞

k=0
sp,qm,k tð Þ

= Sp,qm u2 ; t
� �

+ pmq−2 p + 2qð Þ
m½ �p,q

Sp,qm u ; tð Þ

+
p2mq−3 2½ �p,q

m½ �2p,q
Sp,qm 1 ; tð Þ = t2 + p−1 + 2q−1 + pq−2

� �

� pm

m½ �p,q
t +

p2mq−3 2½ �p,q
m½ �2p,q

= t2 +
pm 2½ �2p,qp−1q−2
� �

m½ �p,q
t

+
p2mq−3 2½ �p,q

m½ �2p,q
:

ð14Þ

Using ½m�p,q = qm−1½m�r, we have

k + 1½ �p,q k + 2½ �p,q k + 3½ �p,q = q k½ �p,q + pk
� �

q2 k½ �p,q + 2½ �p,qpk
� �

� q3 k½ �p,q + 3½ �p,qpk
� �

= q6 k½ �3p,q
+ q3 3½ �p,q + q4 2½ �p,q + q5
� �

k½ �2p,qpk

+ q 2½ �p,q 3½ �p,q + q2 3½ �p,q + q3 2½ �p,q
� �

k½ �p,qp2k + 2½ �p,q 3½ �p,qp3k

= q6 k½ �3p,q + q5 3½ �r + 2½ �r + 1
� �

k½ �2p,qpk

+ q4 3½ �r 2½ �r + 3½ �r + 2½ �r
� �

k½ �p,qp2k + q3 3½ �r 2½ �rp3k

≔ q6 k½ �3p,q + q5g1 rð Þ k½ �2p,qpk + q4g2 rð Þ k½ �p,qp2k + q3g3 rð Þp3k:
ð15Þ
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Thus,

Dp,q
m u3 ; t
� �

= m½ �p,q 〠
∞

k=0
sp,qm,k tð Þ

ð∞
0
q−kpk−msp,qm,k uð Þu3dp,qu

= m½ �p,q 〠
∞

k=0
sp,qm,k tð Þ

ð∞
0
q−k k+1ð Þ/2p k−mð Þ k+1ð Þ

�
m½ �p,qu

� �k
k½ �p,q!

ep,q − m½ �p,qpk−m+1q−ku
� �

u3dp,qu

= 〠
∞

k=0

sp,qm,k tð Þp3m−3k

m½ �3p,q k½ �p,q!
ð∞
0
q−k k+1ð Þ/2+k k+4ð Þ

� m½ �p,qpk−mq−ku
� �k+3

ep,q −p m½ �p,qpk−mq−ku
� �� �

× dp,q m½ �p,qpk−mq−ku
� �

= 〠
∞

k=0

sp,qm,k tð Þp3m−3kq−6

m½ �3p,q k½ �p,q!

�
ð∞
0
q k+3ð Þ k+4ð Þð Þ/2sk+3ep,q −psð Þdp,qs

= 〠
∞

k=0

sp,qm,k tð Þp3m−3kq−6

m½ �3p,q k½ �p,q!
γp,q k + 4ð Þ

= 〠
∞

k=0

sp,qm,k tð Þp3m−3kq−6 k + 1½ �p,q k + 2½ �p,q k + 3½ �p,q
m½ �3p,q

= 〠
∞

k=0
sp,qm,k tð Þ

pm−k k½ �p,q
m½ �p,q

 !3

+ pmq−1g1 rð Þ
m½ �p,q

〠
∞

k=0
sp,qm,k tð Þ

� pm−k k½ �p,q
m½ �p,q

 !2

+ p2mq−2g2 rð Þ
m½ �2p,q

〠
∞

k=0
sp,qm,k tð Þ

pm−k k½ �p,q
m½ �p,q

+ p3mq−3g3 rð Þ
m½ �3p,q

〠
∞

k=0
sp,qm,k tð Þ = Sp,qm u3 ; t

� �

+ pmq−1g1 rð Þ
m½ �p,q

Sp,qm u2 ; t
� �

+ p2mq−2g2 rð Þ
m½ �2p,q

Sp,qm u ; tð Þ

+ p3mq−3g3 rð Þ
m½ �3p,q

Sp,qm 1 ; tð Þ

= t3 + q−1g1 rð Þ + 2p−1 + p−2q
� �

pm

m½ �p,q
t2

+ p−2 + g2 rð Þq−2 + g1 rð Þp−1q−1� �
p2m

m½ �2p,q
t + p3mq−3g3 rð Þ

m½ �3p,q
:

ð16Þ

Similarly, using
Q4

i=1½k + i�p,q = q10½k�4p,q + h1ðrÞq9½k�3p,qpk
+ h2ðrÞq8½k�2p,qp2k + h3ðrÞq7½k�p,qp3k + h4ðrÞq6p4k, we can
obtain

Dp,q
m u4 ; t
� �

= m½ �p,q 〠
∞

k=0
sp,qm,k tð Þ

ð∞
0
q−kpk−msp,qm,k uð Þu4dp,qu

= m½ �p,q 〠
∞

k=0
sp,qm,k tð Þ

ð∞
0
q− k k+1ð Þð Þ/2p k−mð Þ k+1ð Þ

�
m½ �p,qu

� �k
k½ �p,q!

ep,q − m½ �p,qpk−m+1q−ku
� �

u4dp,qu

= 〠
∞

k=0

sp,qm,k tð Þp4m−4k

m½ �3p,q k½ �p,q!
ð∞
0
q− k k+1ð Þð Þ/2ð Þ+ k k+5ð Þð Þ

� m½ �p,qpk−mq−ku
� �k+4

ep,q −p m½ �p,qpk−mq−ku
� �� �

× dp,q m½ �p,qpk−mq−ku
� �

= 〠
∞

k=0

sp,qm,k tð Þp4m−4kq−10

m½ �4p,q k½ �p,q!

�
ð∞
0
q k+4ð Þ k+5ð Þð Þ/2sk+4ep,q −psð Þdp,qs

= 〠
∞

k=0

sp,qm,k tð Þp4m−4kq−10

m½ �4p,q k½ �p,q!
γp,q k + 5ð Þ

= 〠
∞

k=0

sp,qm,k tð Þp4m−4kq−10 k + 1½ �p,q k + 2½ �p,q k + 3½ �p,q k + 4½ �p,q
m½ �4p,q

= 〠
∞

k=0
sp,qm,k tð Þ

pm−k k½ �p,q
m½ �p,q

 !4

+ pmq−1h1 rð Þ
m½ �p,q

� 〠
∞

k=0
sp,qm,k tð Þ

pm−k k½ �p,q
m½ �p,q

 !3

+ p2mq−2h2 rð Þ
m½ �2p,q

� 〠
∞

k=0
sp,qm,k tð Þ

pm−k k½ �p,q
m½ �p,q

 !2

+ p3mq−3h3 rð Þ
m½ �3p,q

� 〠
∞

k=0
sp,qm,k tð Þ

pm−k k½ �p,q
m½ �p,q

+ p3mq−4h4 rð Þ
m½ �4p,q

〠
∞

k=0
sp,qm,k tð Þ

= Sp,qm u4 ; t
� �

+ pmq−1h1 rð Þ
m½ �p,q

Sp,qm u3 ; t
� �

+ p2mq−2h2 rð Þ
m½ �2p,q

Sp,qm u2 ; t
� �

+ p3mq−3h3 rð Þ
m½ �3p,q

Sp,qm u ; tð Þ

+ p3mq−4h4 rð Þ
m½ �4p,q

Sp,qm 1 ; tð Þ

= t4 + 3p−1 + 2qp−2 + q2p−3 + q−1h1 rð Þ� �
pm

m½ �p,q
t3

+ 3 + 2r + 1ð Þh1 rð Þð Þp−2 + 3p−3q + p−4q2 + q−2h2 rð Þ� �
p2m

m½ �2p,q
t2

+ p−3 + p−2q−1h1 rð Þ + p−1q−2h2 rð Þ + q−3h3 rð Þ� �
p3m

m½ �3p,q
t

+ q−4h4 rð Þp4m
m½ �4p,q

:

ð17Þ

Lemma 5. Using Lemma 4, we immediately have the following
explicit formulas for the central moments:

Ap,q
m tð Þ≔Dp,q

m u − t ; tð Þ = q−1pm

m½ �p,q
,

Bp,q
m tð Þ≔Dp,q

m u − tð Þ2 ; t� �
= p−1 + pq−2
� �

pm

m½ �p,q
t +

q−3 2½ �p,qp2m
m½ �2p,q

:

ð18Þ

Lemma 6. The sequences ðpmÞ, ðqmÞ satisfy 0 < qm < pm ≤ 1
such that pm ⟶ 1, qm ⟶ 1 and pmm ⟶ β ∈ ½0, 1�, ½m�pm ,qm
⟶∞ as m⟶∞, rm = pm/qm, then
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lim
m⟶∞

m½ �pm ,qmA
pm ,qm
m tð Þ = β, ð19Þ

lim
m⟶∞

m½ �pm ,qmB
pm ,qm
m tð Þ = 2βt, ð20Þ

lim
m⟶∞

m½ �pm ,qmD
pm ,qm
m u − tð Þ4 ; t� �

= 0: ð21Þ

Proof. Applying Lemma 5, we can easily obtain (19) and (20).
While m⟶∞, we can rewrite

Dpm ,qm
m 1 ; tð Þ = 1Dpm ,qm

m u ; tð Þt + β

m½ �pm ,qm
;

Dpm ,qm
m u2 ; t

� �
~ t2 + 4β

m½ �pm ,qm
t,

Dpm ,qm
m u3 ; t

� �
~ t3 + 9β

m½ �pm ,qm
t2 ;

Dpm ,qm
m u4 ; t

� �
~ t4 + 16β

m½ �pm ,qm
t3:

ð22Þ

Using Dpm ,qm
m ððu − tÞ4 ; tÞ =Dpm ,qm

m ðu4 ; tÞ − 4Dpm ,qm
m ðu3 ; tÞ

t + 6Dpm ,qm
m ðu2 ; tÞt2 − 4Dpm ,qm

m ðu ; tÞt3 +Dpm ,qm
m ð1 ; tÞt4 and 16

− 9 × 4 + 4 × 6 − 4 × 1 = 0, we can get (21).

3. Voronovskaja-Type Theorem

Theorem 7. Let ðpmÞ, ðqmÞ be the sequences defined in Lemma
6 and g ∈ CB½0,∞Þ. Supposing that g′′ðtÞ exists at a point t
∈ ½0,∞Þ, then, we can obtain

lim
m⟶∞

m½ �pm ,qm Dpm ,qm
m g ; tð Þ − g tð Þð Þ = β g tð Þ + tg′ tð Þ

� �
,

ð23Þ

where CB½0,∞Þ denotes the set of all real-valued bounded
and continuous functions defined on ½0,∞Þ, endowed with the
norm kgk = sup

t∈½0,∞Þ
jgðtÞj.

Proof. By the Taylor’s expansion theorem of function g ∈
CB½0,∞Þ, we can obtain

g uð Þ − g tð Þ = g′ tð Þ u − tð Þ + 1
2 g

′′ tð Þ u − xð Þ2 +Θ u, tð Þ u − tð Þ2,
ð24Þ

where u, t ∈ ½0,∞Þ, Θðu, tÞ is bounded and lim
u⟶t

Θðu, tÞ
= 0. Applying the operator Dpm ,qm

m to the equality above, we
can obtain

Dpm ,qm
m g ; tð Þ − g tð Þ = g′ tð ÞApm ,qm

m tð Þ + 1
2g

′′ tð ÞBpm ,qm
m tð Þ

+Dpm ,qm
m Θ u, tð Þ u − tð Þ2 ; t� �

ð25Þ

Since lim
u⟶t

Θðu, tÞ = 0, then for all ε > 0, there exists δ > 0
such that ju − tj < δ and it will imply jΘðu, tÞj < ε for all fixed
t ∈ ½0,∞Þ as m sufficiently large. While if ju − tj ≥ δ, then jΘ
ðu, tÞj ≤ C/δ2ðu − tÞ2, where C > 0 is a constant. Using
Lemma 6

m½ �pm ,qm Dpm ,qm
m Θ u, tð Þ u − tð Þ2 ; t� ��� ��

≤ ε m½ �pm ,qm Dpm ,qm
m u − tð Þ2 ; t� ��� ��

+ C

δ2
m½ �pm ,qmD

pm ,qm
m u − tð Þ4 ; t� �

⟶ 0 m⟶∞ð Þ:
ð26Þ

The proof is completed.

4. Point-Wise Estimate

In this section, we establish two point-wise estimate of the
operators Dp,q

m ðg ; tÞ. First, a function g ∈ C½0,∞Þ is said to
satisfy the Lipschitz condition Lipγ on D (named g ∈ LipCg,γ

ðγ, EÞ), γ ∈ ð0, 1�, D ⊂ ½0,∞Þ if

g uð Þ − g tð Þj j ≤ Cg,γ u − tj jγ, u ∈ 0,∞½ Þ and t ∈D, ð27Þ

where Cg,γ is an absolute positive constant depending
only on g and γ.

Theorem 8. Let 0 < q < p ≤ 1, γ ∈ ð0, 1� and E be any bounded
subset on ½0,∞Þ . If g ∈ CB½0,∞Þ ∩ LipCg,γ

ðγ, EÞ, then, for all
t ∈ ½0,∞Þ, we have

Dp,q
m g ; tð Þ − g tð Þj j ≤ Cg,γ Bp,q

m tð ÞÞγ/2 + 2dγ t ; Eð Þ� �
, ð28Þ

where dðt ; EÞ denotes the distance between t and E
defined by

d t ; Eð Þ = inf u − tj j: u ∈ Ef g: ð29Þ

Proof. Let �E be the closure of E. Using the properties of
infimum, there is at least a point u0 ∈ �E such that dðt ; EÞ =
∣t − u0 ∣ . By the triangle inequality

g uð Þ − g tð Þj j ≤ g uð Þ − g u0ð Þj j + g tð Þ − g u0ð Þj j, ð30Þ

we can obtain

Dp,q
m g ; tð Þ − g tð Þj j ≤Dp,q

m g uð Þ − g u0ð Þj j ; tð Þ +Dp,q
m g tð Þ − g u0ð Þj j ; tð Þ

≤ Cg,γ Dp,q
m u − u0j jγ ; xð Þ+∣t − u0jγf g

≤ Cg,γ Dp,q
m u − tj jγ + t − u0j jγ ; tð Þ+∣t − u0jγf g

= Cg,γ Dp,q
m u − tj jγ ; tð Þ + 2 ∣ t − u0jγf g:

ð31Þ

Choosing p1 = 2/γ and p2 = 2/ð2 − γÞ and using the well-
known Hölder inequality, we have
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Dp,q
m f ; xð Þ − f xð Þj j ≤ Cg,γ Dp,q

m t − xj jp1γ ; x� �� �1/p1 Dp,q
m 1p2 ; xð Þð Þ1/p2 + 2dγ x ; Eð Þ

n o
≤ Cg,γ Dp,q

m t − xð Þ2 ; x� �� �γ/2 + 2dγ x ; Eð Þ
n o

≤ Cg,γ Bp,q
m tð Þð Þγ/2 + 2dγ x ; Eð Þ

� �
:

ð32Þ

Next, we obtain the local direct estimate of the operators
Dp,q
m , using the Lipcshitz-type maximal function of the order

γ introduced by Lenze [13] as

~ωγ g ; tð Þ = sup
t,u∈ 0,∞ð Þ,t≠u

∣g uð Þ − g tð Þ ∣
u − tj jγ , γ ∈ 0, 1ð �: ð33Þ

Theorem 9. Let g ∈ CB½0,∞Þ and γ ∈ ð0, 1�. Then, for all t
∈ ½0,∞Þ, we have

Dp,q
m g ; tð Þ − g tð Þj j ≤ ~ωγ g ; tð Þ Bp,q

m tð Þð Þγ/2: ð34Þ

Proof. From equation (33), we have

Dp,q
m g ; tð Þ − g tð Þj j ≤ ~ωγ g ; tð ÞDp,q

m u − tj jγ ; tð Þ: ð35Þ

Applying the well-known Hölder inequality, we can get

Dp,q
m g ; tð Þ − g tð Þj j ≤ ~ωγ g ; tð Þ Dp,q

m u − tð Þ2 ; t� �� �γ/2 ≤ ~ωγ g ; tð Þ Bp,q
m tð Þð Þγ/2:

ð36Þ

5. Local Approximation

In this section, we establish local approximation theorem for
ðp, qÞ-Szász-Mirakjan-Durrmeyer operators. Let us consider
the following K-functional:

K g ; δð Þ = inf
h∈S2

g − hk k + δ h′′
		 		n o

, ð37Þ

where δ ∈ ½0,∞Þ and S2 = fh ∈ CB½0,∞Þ: h′, h″ ∈ CB½0,∞Þg.
The usual modulus of continuity and the second-order mod-
ulus of smoothness of g can be defined by

ω g ; δð Þ = sup
0< uj j≤δ

sup
t∈ 0,∞½ Þ

g t + uð Þ − g tð Þj j,

ω2 g ; δð Þ = sup
0< uj j≤δ

sup
t∈ 0,∞½ Þ

g t + 2uð Þ − 2g t + uð Þ + g tð Þj j:

ð38Þ

By ([14], p.177, Theorem 2.4), there exists an absolute
constant C > 0 such

K g ; δ2
� �

≤ Cω2 g ; δð Þ, δ > 0: ð39Þ

Theorem 10. Let ðpmÞ, ðqmÞ be the sequences defined in
Lemma 6 and g ∈ CB½0,∞Þ. Then, for all m ∈ℕ, there exists
an absolute positive C1 = 4C such that

Dpm ,qm
m g ; tð Þ − g tð Þj j ≤ C1ω2 g ;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Apm ,qm
m tð Þ

� �2
+ Bpm ,qm

m tð Þ
r !

� + ω g ; Apm ,qm
m tð Þj jð Þ:

ð40Þ

Proof. For a given function g ∈ CB½0,∞Þ, let us define the
following new operators:

Dpm ,qm
m g ; tð Þ =Dpm ,qm

m g ; tð Þ − g Apm ,qm
m tð Þ + tð Þ + g tð Þ, g ∈ 0,∞½ Þ:

ð41Þ

By Lemma 4 and Lemma 5, we obtain

Dpm ,qm
m 1 ; tð Þ = 1 andDpm ,qm

m u ; tð Þ = t: ð42Þ

Let t, u ∈ ½0,∞Þ and h ∈ S2. By Taylor’s expansion for-
mula, we get

h uð Þ = h tð Þ + h′ tð Þ u − tð Þ +
ðu
t
h′′ vð Þ u − vð Þdv: ð43Þ

Applying Dpm ,qm
m to the above equality, we can write

Dpm ,qm
m h ; tð Þ − h tð Þ =Dpm ,qm

m

ðu
t
h′′ vð Þ u − vð Þdv ; t

� �

≤Dpm ,qm
m

ðu
t
u − vj jh′′ vð Þdv

����
���� ; t

� �

+
ðApm ,qm

m tð Þ+t

t
h′′ uð Þ Apm ,qm

m tð Þ + t − vð Þdv
�����

�����
≤Dpm ,qm

m u − tð Þ2 ; t� �
h′′
		 		 + Apm ,qm

m tð Þð Þ2 h′′
		 		

= Apm ,qm
m tð Þ + Bpm ,qm

m tð Þð Þ2 h′′
		 		:

ð44Þ

On the other hand, since ∣Dpm ,qm
m ðg ; tÞ ∣ ≤3∥g∥. Hence,

Dpm ,qm
m g ; tð Þ − g tð Þj j = Dpm ,qm

m g ; tð Þ + g Apm ,qm
m tð Þ + tð Þ − 2g tð Þj j

≤ Dpm ,qm
m g − h ; tð Þ − g − hð Þ tð Þj j

+ Dpm ,qm
m h ; xð Þ − h xð Þj j

+ g Apm ,qm
m xð Þ + xð Þ − g xð Þj j

≤ 4 g − hk k + Apm ,qm
m tð Þ + Bpm ,qm

m tð Þð Þ2 +
� �

h′′
		 		

+ ω g ; Apm ,qm
m tð Þj jð Þ:

ð45Þ

Taking infinum on the right hand side over all h ∈ S2 and
using (39), we obtain the desired assertion.

Corollary 11. Let ðpmÞ, ðqmÞ be the sequences defined in
Lemma 6 and g ∈ CB½0,∞Þ. Then, for any finite interval I ⊂
½0,∞Þ, the sequence fDpm ,qm

m ðg ; tÞg converges to g uniformly
on I.
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6. Rate of Convergence

Let

B2 0,∞½ Þ = g : g tð Þj j ≤Mg 1 + t2
� �� �

,
C2 0,∞½ Þ = g : g ∈ B2 0,∞½ Þ ∩ C 0,∞½ Þf g,

C0
2 0,∞½ Þ = g : g ∈ C2 0,∞½ Þand lim

t→∞

g tð Þj j
1 + t2

<∞
 �

,
ð46Þ

where Mg is an absolute constant depending only on g.
C0
2½0,∞Þ is equipped with the norm kgk2 = sup

t∈½0,∞Þ
jgðtÞj/ð1

+ t2Þ. As is known, if f ∈ C½0,∞Þ is not uniform, we cannot
obtain lim

δ⟶0+
ωðg ; δÞ = 0. In [15], Ispir defined the following

weighted modulus of continuity

Ω g ; δð Þ = sup
0<u≤δ,t∈ 0,∞ð Þ

g u + tð Þ − g tð Þj j
1 + u2ð Þ 1 + t2ð Þ , ð47Þ

and proved the properties of monotone increasing about
Ωðg ; δÞ as δ > 0, lim

δ⟶0+
Ωðg ; δÞ = 0 and the inequality

Ω g ; λδð Þ ≤ 2 1 + λð Þ 1 + δ2
� �

Ω g ; δð Þ, ð48Þ

while λ > 0 and g ∈ C0
2½0,∞Þ. Meantime, we recall the

modulus of continuity of g on the interval ½0, κ� ⊂ ½0,∞Þ by

ωκ g ; δð Þ = sup
u,t∈ 0,κð �, u−tj j≤δ

g uð Þ − g tð Þj j, δ > 0: ð49Þ

Theorem 12. Let g ∈ C2½0,∞Þ, 0 < q < p ≤ 1, and κ > 0, we
have

Dp,q
m g ; tð Þ − gk kC 0,κ½ � ≤ 4Mg 3 + 2κ2

� �
Bp,q
m κð Þ + 2ωκ+1 f ;

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Bp,q
m κð Þ

q� �
:

ð50Þ

Proof. For any t ∈ ½0, κ� and u > κ + 1, we easily have 1 ≤
ðu − κÞ2 ≤ ðu − tÞ2, thus

g uð Þ − g tð Þj j ≤ g uð Þj j + g tð Þj j ≤Mg 2 + u2 + t2
� �

=Mg 2 + t2 + u − t + tð Þ2� �
≤Mg 2 + 2t2 + u − tð Þ2� �

≤Mg 3 + 2t2
� �

u − tð Þ2
≤Mg 3 + 2κ2

� �
u − tð Þ2,

ð51Þ

and for any t ∈ ½0, κ�, u ∈ ½0, κ + 1� and δ > 0, we have

g uð Þ − g tð Þj j ≤ ωκ+1 ∣u − t∣;tð Þ ≤ 1 + ∣u − t ∣
δ

� �
ωκ+1 g ; δð Þ:

ð52Þ

For (51) and (52), we can get

g uð Þ − g tð Þj j ≤Mg 3 + 2κ2
� �

u − tð Þ2 + 1 + ∣u − t ∣
δ

� �
ωκ+1 g ; δð Þ:

ð53Þ

By Schwarz’s inequality, for any t ∈ ½0, κ�, we can get

Dp,q
m g ; tð Þ − g tð Þj j ≤Dp,q

m g uð Þ − g tð Þj j ; tð Þ
≤Mg 3 + 2κ2

� �
Dp,q
m u − tð Þ2 ; t� �

+Dp,q
m 1 + u − tj j

δ

� �
; t

� �
ωκ+1 g ; δð Þ

≤Mg 3 + 2κ2
� �

Dp,q
m u − tð Þ2 ; t� �

+ ωκ+1 g ; δð Þ 1 + 1
δ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dp,q
m u − tð Þ2 ; t� �q� �

≤Mg 3 + 2κ2
� �

Bp,q
m tð Þ + ωκ+1 f ; δð Þ 1 + 1

δ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Bp,q
m tð Þ

q� �

≤Mg 3 + 2κ2
� �

Bp,q
m κð Þ + ωκ+1 g ; δð Þ 1 + 1

δ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Bp,q
m κð Þ

q� �
:

ð54Þ

By taking δ =
ffiffiffiffiffiffiffiffiffiffiffiffiffi
Bp,q
m ðκÞp

and supremum over all t ∈ ½0, κ�,
we accomplish the proof of Theorem 12.

7. Weighted Approximation

In this section, we will discuss the following three theorems
about weighted approximation for the operators Dpm ,qm

m ðg ; t
Þ.

Theorem 13. Let f ∈ C0
2½0,∞Þ and the sequences ðpmÞ, ðqmÞ be

the sequences defined in Lemma 6; then, for any t ∈ ½0,∞Þ,
there exists N ∈ℕ+ such that for all m >N, the inequality

Dpm ,qm
m g ; tð Þ − g tð Þ

��� ���
1 + t2ð Þ2

≤ 10Ω f ; 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m½ �pm ,qm

q
0
B@

1
CA ð55Þ

holds.

Proof. Using (47) and (48), we can write

g uð Þ − g tð Þj j ≤ 1 + u − tð Þ2� �
1 + t2
� �

Ω f ; u − tj jð Þ
≤ 2 1 + u − tj j

δ

� �
1 + δ2
� �

Ω f ; δð Þ 1 + u − tð Þ2� �
1 + t2
� �

≤
4 1 + δ2
� �2 1 + t2

� �
Ω f ; δð Þ, u − tj j ≤ δ,

4 1 + δ2
� �

1 + t2
� �

Ω f ; δð Þ ∣u − t∣+ u − tj j3
δ

, u − tj j > δ:

8>><
>>:

ð56Þ

For any δ ∈ ð0, 1/2Þ and t, u ∈ ½0,∞Þ, (56) can be rewritten

g tð Þ − g xð Þj j ≤ 5 1 + t2
� �

Ω f ; δð Þ 5
4 + ∣u − t∣+ u − tj j3

δ

� �
:

ð57Þ
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Using (20) and (21), there exists N ∈ℕ+ such that for any
m >N ,

Dpm ,qm
m u − tð Þ2 ; t� �

≤
2

m½ �pm ,qm
t,Dpm ,qm

m u − tð Þ4 ; t� �
≤
t3

2 :

ð58Þ

By Schwarz’s inequality, we can obtain

Dpm ,qm
m u − tj j ; tð Þ ≤

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dpm ,qm
m u − tð Þ2 ; t� �q

≤
ffiffiffiffi
2t

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m½ �pm ,qm

q ,

ð59Þ

Dpm ,qm
m u − tj j3 ; t� �

≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dpm ,qm
m u − tð Þ2 ; t� �q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Dpm ,qm
m u − tð Þ4 ; t� �q

≤
t2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m½ �pm ,qm

q :

ð60Þ
Since Dpm ,qm

m is linear and positive, using (58)–(60), we can
obtain

Dpm ,qm
m g ; tð Þ − g tð Þj j ≤ 5 1 + t2

� �
Ω g ; δð Þ 5

4 + Dpm ,qm
m ∣u − t∣+ u − tj j3 ; t� �

δ

 !

≤ 5 1 + t2
� � 5

4 +
ffiffiffiffi
2t

p
+ t2

δ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m½ �pm ,qm

q
0
B@

1
CAΩ f ; δð Þ:

ð61Þ

Choosing δ = 1/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½m�pm ,qm

q
, we have

Dpm ,qm
m g ; tð Þ − g tð Þj j ≤ 5 1 + t2

� � 5
4 +

ffiffiffiffi
2t

p
+ t2

� �
Ω f ; 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

m½ �pm ,qm
q

0
B@

1
CA

≤ 10 1 + t2
� �2

Ω f ; 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m½ �pm ,qm

q
0
B@

1
CA:

ð62Þ

the conclusion holds.

Theorem 14. Let ðpmÞ, ðqmÞ be the sequences defined in
Lemma 6. Then, for any g ∈ C0

2½0,∞Þ, we have

lim
m⟶∞

Dpm ,qm
m g ; tð Þ − gk k2 = 0: ð63Þ

Proof. By weighted Korovkin theorem in [16], we see that it is
sufficient to verify the following three conditions:

lim
m⟶∞

Dpm ,qm
m uk ; t

� �
− tk

			 			
2
= 0, k = 0, 1, 2: ð64Þ

Since Dpm ,qm
m ð1 ; xÞ = 1, then (64) holds true for k = 0. By

Lemma 4, we can obtain

Dpm ,qm
m u ; tð Þ − tk k2 = sup

t∈ 0,∞½ Þ

Dpm ,qm
m u ; tð Þ − t

��� ���
1 + t2

≤
pmmq

−1
m

m½ �pm ,qm
sup

t∈ 0,∞½ Þ

t
1 + x2

= pmmq
−1
m

m½ �pm ,qm
⟶ 0,m⟶∞,

Dpm ,qm
m u2 ; t

� �
− t2

		 		
2 = sup

t∈ 0,∞½ Þ

Dpm ,qm
m u2 ; t

� �
− t2

��� ���
1 + t2

≤ sup
t∈ 0,∞½ Þ

t
1 + t2

pmm 2½ �2pm ,qmp
−1
m q−2m

� �
m½ �pm ,qm

+ sup
t∈ 0,∞½ Þ

t
1 + t2

p2mm q−3m 2½ �pm ,qm
m½ �2pm ,qm

=
pmm 2½ �2pm ,qmp

−1
m q−2m

� �
m½ �pm ,qm

+
p2mm q−3m 2½ �pm ,qm

m½ �2pm ,qm
⟶ 0, n⟶∞:

ð65Þ

Thus, the proof of Theorem 14 is completed.

Theorem 15. Let ðpmÞ, ðqmÞ be the sequences defined in
Lemma 6. Then, for any g ∈ C0

2½0,∞Þ and λ > 0, we have

lim
m⟶∞

sup
t∈ 0,∞½ Þ

Dpm ,qm
m g ; tð Þ − g tð Þ

��� ���
1 + t2ð Þ1+λ

= 0: ð66Þ

Proof. Let t0 ∈ ð0,∞Þ be arbitrary but fixed. Then,

sup
t∈ 0,∞½ Þ

Dpm ,qm
m g ; tð Þ − g tð Þ

��� ���
1 + t2ð Þ1+λ

≤ sup
t∈ 0,t0½ �

Dpm ,qm
m g ; tð Þ − g tð Þ

��� ���
1 + t2ð Þ1+λ

+ sup
t∈ t0,∞ð Þ

Dpm ,qm
m g ; tð Þ − g tð Þ

��� ���
1 + t2ð Þ1+λ

≤ Dpm ,qm
m g ; tð Þ − gk kC 0,t0½ �

+ gk k2 sup
t∈ t0,∞ð Þ

Dpm ,qm
m 1 + u2 ; t

� ���� ���
1 + t2ð Þ1+λ

+ sup
t∈ t0,∞ð Þ

g tð Þj j
1 + t2ð Þ1+λ

:

ð67Þ

Since jgðtÞj ≤Mgð1 + t2Þ, we have sup
t∈ðt0,∞Þ

jgðtÞj/
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ð1 + t2Þ1+λ ≤Mgkgk2/ð1 + t20Þλ. Let ε > 0 be arbitrary, we can
choose t0 to be so large that

Mg gk k2
1 + t20
� �λ < ε

3 : ð68Þ

In view of Lemma 4, while t ∈ ðt0,∞Þ, we can obtain

fk k2 lim
t⟶∞

lim
m⟶∞

Dpm ,qm
m 1 + u2 ; x

� ���� ���
1 + t2ð Þ1+λ

= fk k2 lim
t⟶∞

1
1 + t2ð Þλ

= 0:

ð69Þ

Hence, we can chooseN and t0 to be so large such that for
any m >N the inequality

sup
t∈ t0,∞½ Þ

gk k2
Dpm ,qm
m 1 + u2 ; t

� ���� ���
1 + t2ð Þ1+λ

< ε

3 : ð70Þ

holds. Also, the first term of the above inequality tends to
zero by Theorem 12, that is

Dpm ,qm
m g ; tð Þ − gk kC 0,t0½ � <

ε

3 : ð71Þ

Thus, combining (68)–(71), we obtain the desired result.
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Let X be a ball Banach function space on ℝn. We introduce the class of weights AXðℝnÞ. Assuming that the Hardy-Littlewood
maximal function M is bounded on X and X ′, we obtain that BMOðℝnÞ = fα ln ω : α ≥ 0, ω ∈ AXðℝnÞg. As a consequence, we
have BMOðℝnÞ = fα ln ω : α ≥ 0, ω ∈ ALpð·ÞðℝnÞðℝnÞg, where Lpð·ÞðℝnÞ is the variable exponent Lebesgue space. As an application,
if a linear operator T is bounded on the weighted ball Banach function space XðωÞ for any ω ∈ AXðℝnÞ, then the commutator ½b
, T� is bounded on X with b ∈ BMOðℝnÞ.

1. Introduction

It is well known that there is a relation between A∞ðℝnÞ
weights and BMOðℝnÞ, i.e., for any p ∈ ð1,∞�,

BMO ℝnð Þ = α ln W : α ≥ 0,W ∈ Ap ℝnð Þ� �
: ð1Þ

See, for instance, [1] (p. 409). The purpose of this note is
to reveal the relation between BMOðℝnÞ and AXðℝnÞweights
over the ball Banach function space X.

To state our results, we begin with the definition of the
ball Banach function space. Denote by the symbol MðℝnÞ
the set of all measurable functions on ℝn. For any x ∈ℝn

and r ∈ ð0,∞Þ, let Bðx, rÞ≔ fy ∈ℝn : jx − yj < rg and

B≔ B x, rð Þ: x ∈ℝn and r ∈ 0,∞ð Þf g: ð2Þ

Definition 1. A Banach space X ⊂MðℝnÞ is called a ball
Banach function space if it satisfies that

(i) k f kX = 0 implies that f = 0 almost everywhere

(ii) jgj ≤ j f j almost everywhere implies that kgkX ≤
k f kX

(iii) 0 ≤ f m↑f almost everywhere implies that k f mkX↑
k f kX

(iv) B ∈ B implies that 1B ∈ X, where B is as in (2);

(v) for any B ∈ B, there exists a positive constant CðBÞ,
depending on B, such that, for any f ∈ X,

ð
B
∣f xð Þ∣ dx ≤ C Bð Þ fk kX ð3Þ

For any ball Banach function space X, the associate space
(Köthe dual) X ′ is defined by setting

X ′ ≔ f ∈M ℝnð Þ : fk kX ′≔ sup ∥f g∥L1 ℝnð Þ : g ∈ X, ∥g∥X = 1
n o

<∞
n o

,

ð4Þ

where k·kX ′ is called the associate norm of k·kX (see, for
instance, [2] (Chapter 1, Definitions 2.1 and 2.3)).

Remark 2. By [3] (Proposition 2.3), we know that, if X is a ball
Banach function space, then its associate space X ′ is also a ball
Banach function space.
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Now, we introduce the class of weights AXðℝnÞ and recall
the function space BMO. A weight ω is a locally integrable
function such that 0 < ωðxÞ <∞ almost everywhere x ∈ℝn.

Definition 3. Let X be a ball Banach function space. We say
that a weight ω belongs to AXðℝnÞ if

sup
B∈B

∥ω1B∥X
∥1B∥X

∥ω−11B∥X ′
∥1B∥X ′

<∞, ð5Þ

here and hereafter 1B is the characteristic function for B.

Remark 4.

(1) There is an immediate consequence. Let X be a ball
Banach function space. If ω ∈ AXðℝnÞ, then ω−1 ∈
AX′ðℝnÞ

(2) We recall that the definition of ApðℝnÞ. Let p ∈ ½1,∞�.
A weight W belongs to ApðℝnÞ if

sup
B∈B

1
Bj j

ð
B
W xð Þ dx

� � 1
Bj j

ð
B
W xð Þ1−p′ dx

� �p−1
<∞ ð6Þ

By the definition of AXðℝnÞ and ApðℝnÞ, W ∈ ApðℝnÞ if
and only if ω≔W1/p ∈ ALpðℝnÞðℝnÞ for any p ∈ ½1,∞�.

The classical function space BMOðℝnÞ is the collection of
all locally integrable functions f such that

BMO ℝnð Þ≔ sup
B

1
Bj j

ð
B
f xð Þ − f Bj j dx, ð7Þ

where the supremum is taking all balls B in ℝn and f B is the
mean value of the function f on B, namely,

f B ≔
1
Bj j

ð
B
f yð Þ dy: ð8Þ

By the well-known John-Nirenberg inequality, John and
Nirenberg [4] proved that there exists a positive constant C
such that

∥f ∥BMO ℝnð Þ ≤ ∥f ∥BMOLp ℝnð Þ
≤ C∥f ∥BMO ℝnð Þ, ð9Þ

where p ∈ ½1,∞Þ and

BMOLp ℝnð Þ ≔ sup
B

1
Bj j

ð
B
f xð Þ − f Bj jp dx

� �1/p
: ð10Þ

We also recall that the Hardy-Littlewood maximal func-
tion M is defined by setting, for any locally integrable func-
tion f and x ∈ℝn,

Mf xð Þ≔ sup
B∈B

1B xð Þ
Bj j

ð
B
f yð Þj j dy: ð11Þ

Now, we state our result as the following theorem.

Theorem 5. Let X be ball Banach function spaces. If the
Hardy-Littlewood maximal function M is bounded on X
and X ′, then

BMO ℝnð Þ≔ α ln ω : α ≥ 0, ω ∈ AX ℝnð Þf g: ð12Þ

Remark 6. Let p ∈ ð1,∞Þ , Theorem5goes back to the classical
result for X ≔ LpðℝnÞ.

As an example, let P =P ðℝnÞ be the collection of all
measurable functions pð·Þ: ℝn ⟶ ½1,∞�. Then, the variable
Lebesgue space Lpð·ÞðℝnÞ is defined to be the set of all measur-
able functions f on ℝn such that

fk kLp ·ð Þ ℝnð Þ ≔ inf λ ∈ 0,∞ð Þ:
ð
ℝn

f xð Þj j
λ

� �p xð Þ
dx ≤ 1

( )
<∞:

ð13Þ

Denote p− ≔ ess inf
x∈ℝn

pðxÞ and p+ ≔ ess sup
x∈ℝn

pðxÞ. A mea-

surable function pð·Þ ∈P ðℝnÞ is said to be globally log-
Hölder continuous if there exists a p∞ ∈ℝ such that, for
any x, y ∈ℝn,

p xð Þ − p yð Þj j ≲ 1
log e + 1/ x − yj jð Þð Þ ,

p xð Þ − p∞j j ≲ 1
log e+∣x ∣ð Þ ,

ð14Þ

where the implicit positive constants are independent of x
and y.

Definition 7 ([5], Definition 1.4.). Given an exponent func-
tion pð·Þ: ℝn ⟶ ½1,∞Þ and a weight ω , we say that ω ∈
Apð·Þ if there exists a constant K such that for every ball B,

ω1Bk kLp ·ð Þ ℝnð Þ ω−11B
�� ��

Lp ·ð Þ′ ℝnð Þ ≤ C Bj j, ð15Þ

where 1/pðxÞ + 1/pðxÞ′ = 1 for almost everywhere x ∈ℝn.

Remark 8. Let pð·Þ be a globally log-Hölder continuous func-
tion satisfying 1 < p− ≤ p+ <∞ . By [3] (Lemma 2.5 and Prop-
osition 3.8.), for any ball B ⊂ℝn, ∣B ∣ = ∥1B∥Lpð·ÞðℝnÞ∥1B∥Lpð·Þ′ðℝnÞ
. This shows that for X = Lpð·ÞðℝnÞ

ALp ·ð Þ ℝnð Þ ℝ
nð Þ = Ap ·ð Þ ℝ

nð Þ: ð16Þ

Let pð·Þ be a globally log-Hölder continuous function sat-
isfying 1 < p− ≤ p+ <∞. We know that M is bounded on
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Lpð·ÞðℝnÞ and its duality Lpð·Þ′ðℝnÞ; see, for instance, [6, 7] and
their references.

Corollary 9. Let pð·Þ be a globally log-Hölder continuous
function satisfying 1 < p− ≤ p+ <∞ . Then, BMOðℝnÞ = fα
ln ω : α ≥ 0, ω ∈ Apð·ÞðℝnÞg.

2. Proof of Theorem 5

The following lemmas give two elementary properties of ball
Banach function spaces, whose proof is similar to the one
corresponding to Banach function spaces; see [2].

Lemma 10 (Holder’s inequality). Let X be a ball Banach func-
tion space with the associate space X ′. If f ∈ X and g ∈ X ′ ,
then f g is integrable and

ð
ℝn
∣f xð Þg xð Þ∣ dx ≤ ∥f ∥X∥g∥X ′: ð17Þ

Lemma 11 (G. G. Lorentz, W. A. J. Luxembourg). Every ball
Banach function space X coincides with its second associate
space X″. In other words, a function f belongs to X if and only
if it belongs to X″ and, in that case,

fk kX = fk kX″: ð18Þ

Under weak boundedness of the Hardy-Littlewood max-
imal function M on X, the norm ∥·∥X enjoys the following
property; see [8] (Lemma 2.2).

Lemma 12. Let X be a ball Banach function space and suppose
that the Hardy-Littlewood maximal operator M is weakly
bounded on X or X ′ , that is, there exists a positive constant
C such that

1 x∈ℝn:Mf xð Þ>λf g
��� ���

X
≤ Cλ−1 fk kX ð19Þ

or

1 x∈ℝn:Mf xð Þ>λf g
��� ���

X
, ≤ Cλ−1 fk kX′ ð20Þ

holds for all λ > 0 and all f ∈ X. Then, there exists a posi-
tive constant C such that for all balls B ∈ B, ∥1B∥X∥1B∥X ′ ≤
CjBj.

Remark 13. By Lemma10, we have jBj ≤ k1BkXk1BkX ′ for any
ball B ∈ B.

Lemma 14. Let φ ∈ L1locðℝnÞ and X be a ball Banach function
space. Suppose that the Hardy-Littlewood maximal operator
M is weakly bounded on X. Then, eφ ∈ AXðℝnÞ if and only if
there exists a positive constant C such that for any ball B ∈ B

eφ−φB1Bk kX
1Bk kX

≤ C,

e− φ−φBð Þ1B
�� ��

X
′

1Bk kX ′
≤ C:

ð21Þ

Proof.We first prove the sufficiency. In fact, by the definition
of AXðℝnÞ, we have

eφ1Bk kX
1Bk kX

e−φ1Bk kX ′
1Bk kX ′

= eφ−φB1Bk kX
1Bk kX

e− φ−φQð Þ1B
��� ���

X
′

1Bk kX ′
≤ C:

ð22Þ

Conversely, suppose that eφ ∈ AXðℝnÞ. Then by Lemmas
10 and 12

eφ−φB1Bk kX
1Bk kX

= e−φQ
eφ1Bk kX
1Bk kX

≤
1
Bj j

ð
B
e−φ xð Þ dx

eφ1Bk kX
1Bk kX

≤
e−φk kX ′ 1Bk kX

Bj j
eφ1Bk kX
1Bk kX

≤ C:

ð23Þ

Also,

e− φ−φBð Þ1B
�� ��

X
′

1Bk kX ′
= eφQ

e−φ1Bk kX′
1Bk kX′

≤
1
Bj j

ð
B
eφ xð Þ dx

eφ1Bk kX′
1Bk kX ′

≤
eφk kX 1Bk kX′

Bj j
e−φ1Bk kX ′
1Bk kX ′

≤ C:

ð24Þ

The John-Nirenberg inequality for ball Banach function
spaces X was established by Izuki et al. ([9], Theorem 3.1).

Lemma 15. Let X be a ball Banach function space such thatM
is bounded on X ′ and write C0 ≔ ∥M∥X ′→X′. Then, there
exists a positive constant C1 such that for all balls B, f ∈ BM
OðℝnÞ and λ ≥ 0,

1 x∈B:∣f−f B∣>λf g
��� ���

X
≤ C12

− λ/ 2n+2 1+2n+4C0ð Þ∥f ∥BMOð Þ2n+2 1+2n+4C0ð Þ∥f ∥BMOð Þ 1Bk kX :

ð25Þ

As a consequence of Lemma 15, we have the following
inequality.

Lemma 16. Let X be a ball Banach function space. Suppose
that M is bounded on X ′. Suppose that φ ∈ BMO. Then for
any α ∈ ½0, ðln 2/ð2n+2ð1 + 2n+4C0Þ∥f ∥BMOÞÞÞ and ball B ∈ B ,
we have

eα∣φ−φB∣1B
��� ���

X
≤ C1 1 − 2 α/ln 2ð Þ− 1/ 2n+2 1+2n+4C0ð Þ∥f ∥BMOð Þð Þ	 


21/ 2n+2 1+2n+4C0ð Þ∥f ∥BMOð Þ 1Bk kX ,

ð26Þ

where C1 is as in Lemma 15.
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Proof. By Lemma 15, we have

eα∣φ−φB∣
��� ���

X
≤ 〠

∞

k=0
1 x∈B:k+1≥∣φ−φB∣>kf ge

α∣φ−φB∣
��� ���

X

≤ 〠
∞

k=0
eα k+1ð Þ 1 x∈B:∣φ−φB∣>kf g

��� ���
X

≤ 〠
∞

k=0
C1e

α k+1ð Þ2−k/ 2n+2 1+2n+4C0ð Þ∥f ∥BMOð Þ∥1B∥X

= 〠
∞

k=0
C1e

α2 αk/ln 2ð Þ− k/ 2n+2 1+2n+4C0ð Þ∥f ∥BMOð Þð Þð Þ∥1B∥X

≤ C1 1 − 2 α/ln 2ð Þ− 1/ 2n+2 1+2n+4C0ð Þ∥f ∥BMOð Þð Þ	 

� 21/ 2n+2 1+2n+4C0ð Þ∥f ∥BMOð Þ∥1B∥X :

ð27Þ

Lemma 17. Let X be a ball Banach function space. If ω ∈ AX
ðℝnÞ, then ln ω ∈ BMOðℝnÞ.

Proof. Let φ≔ ln ω. Then, ω = eφ. By Lemmas 10, 12, and 14,
we obtain that

∥φ∥BMO ℝnð Þ ≤ C sup
B∈B

1
∣B ∣

ð
B
e∣φ xð Þ−φB∣dx

≤ C sup
B∈B

1
∣B ∣

"ð
x∈B:φ xð Þ−φB≥0f g

eφ xð Þ−φBdx

+
ð

x∈B:φ xð Þ−φB<0f g
e− φ xð Þ−φBð Þdx

#

≤ C sup
B∈B

1
∣B ∣

h
∥eφ−φB1B∥X∥1B∥X′

+ ∥e− φ−φBð Þ1B∥X ′∥1B∥X
i
<∞:

ð28Þ

Proof of Theorem 18. By Lemma 17, for any ω ∈ AXðℝnÞ and
α ≥ 0, φ≔ α ln ω ∈ BMOðℝnÞ. Conversely, suppose that φ ∈
BMOðℝnÞ. Since M is bounded on X ′, by Lemma 16, we
know that there exist β1 ∈ ½0, ln 2/ð2n+2ð1 + 2n+4∥M∥X′→X ′Þ∥
φ∥BMOÞÞ and C3 ∈ ð0,∞Þ such that, for any ball B ∈ B,

∥eβ1∣φ−φB∣1B∥X
∥1B∥X

≤ C3: ð29Þ

Similarly, since M is bounded on X, by Lemmas 11
and 16, we know that there exist β2 ∈ ½0, ln 2/ð2n+2ð1 +
2n+4∥M∥X→XÞ∥φ∥BMOÞÞ and C4 ∈ ð0,∞Þ such that, for any
ball B ∈ B,

∥eβ2 ∣φ−φB∣1B∥X ′
∥1B∥X ′

≤ C4: ð30Þ

Taking α =min fβ1, β2g and C =max fC3, C4g and
applying Lemma 14, we get the desired result.

3. Applications

In this section, we will show that the boundedness of the
commutator of a linear operator T on X with the BMO
function can be derived from the weighted boundedness
of T on X. We first establish the following Minkowski-
type inequality.

Lemma 19. Let X be a Banach function space and F a
measurable function on ℝn ×ℝm . If, for almost every x ∈
ℝn, Fðx, ·Þ ∈ L1ðℝmÞ and, for almost every y ∈ℝm, Fð·, yÞ ∈
X , then

ð
ℝm

∣ F ·, yð Þ ∣ dy
����

����
X

≤
ð
ℝm

F ·, yð Þk kX dy: ð31Þ

Proof. By Lemma 11, we have

ð
ℝm

∣ F ·, yð Þ ∣ dy
����

����
X

=
ð
ℝm

∣ F ·, yð Þ ∣ dy
����

����
X

″

= sup
ð
ℝn

ð
ℝm

∣ F x, yð Þ ∣ dyg xð Þ dx
����

����: g ∈ X ′such that∥g∥X′ = 1
� �

:

ð32Þ

From the Fubini theorem and Lemma 10, it follows that

ð
ℝn

ð
ℝm

F x, yð Þj jdyg xð Þdx
����

���� ≤
ð
ℝn

ð
ℝm

F x, yð Þj j g xð Þj jdydx

=
ð
ℝm

ð
ℝn

F x, yð Þj j g xð Þj jdxdy

≲
ð
ℝm

F ·, yð Þk kX gk kX ′ dy

=
ð
ℝm

F ·, yð Þk kXdy,

ð33Þ

which implies the desired conclusion. This finishes the proof
of Lemma 19.

Let T be a linear operator defined by

Tf xð Þ≔
ð
ℝn
K x, yð Þf yð Þdy: ð34Þ

Given a symbol b, we define the commutator ½b, T�f = b
T f − Tðbf Þ.

Let ω be a weight. Define XðωÞ≔ f f ∈MðℝnÞ: fω ∈ Xg
and ∥f ∥XðωÞ ≔ ∥fω∥X . We say that T is bounded on XðωÞ if
there exists a positive constant C such that for all f ∈ XðωÞ,

Tfð Þωk kX ≤ C∥fω∥X : ð35Þ

Theorem 20. Let X be a ball Banach function space. Suppose
that M is bounded on X and X ′ . If, for any ω ∈ AXðℝnÞ, T is
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bounded on XðωÞ then, for all b ∈ BMOðℝnÞ, ½b, T� is
bounded on X , i.e.,

b, T½ �fk kX ≤ C∥f ∥X , ð36Þ

where C is independent of f .

Proof. We adapt the idea from [10, 11]. Without loss of gen-
erality, we assume that b ≠ 0 in BMOðℝnÞ. By Theorem 5,
there exists a α ∈ ð0,∞Þ such that eαb ∈ AXðℝnÞ. As well
known, for every θ ∈ ½0, 2π�, b cos θ ∈ BMOðℝnÞ and ∥b cos
θ∥BMOðℝnÞ = ∥b∥BMOðℝnÞ. Thus,

eαb cos θ ∈ AX ℝnð Þ: ð37Þ

For any z ∈ℂ, define gðzÞ≔ ezα½bðxÞ−bðyÞ�. Then, gðzÞ is
analytic on ℂ and the Cauchy integral formula implies that

b xð Þ − b yð Þ = g′ 0ð Þ
α

= 1
2απi

ð
∣z∣=1

g zð Þ
zj j2 dz

= 1
2απ

ð2π
0
eiθα b xð Þ−b yð Þ½ �e−iθ dθ:

ð38Þ

For any θ ∈ ½0, 2π�, set hθðxÞ≔ f ðxÞe−αbðxÞeiθ . Since f ∈ X,
we have

hθk kX eαb cos θð Þ = f xð Þe−αbeiθeαb cos θ
��� ���

X
= fk kX : ð39Þ

By this and (38), we conclude that

b, T½ �f xð Þ =
ð
ℝn
K x, yð Þ 1

2π

ð2π
0
eiθα b xð Þ−b yð Þ½ �e−iθ dθ

� �
f yð Þ dy

= 1
2π

ð2π
0
T hθð Þ xð Þeαb xð Þeiθe−iθ dθ:

ð40Þ

Applying Lemma 19 and the weighted boundedness of T ,
we have

b, T½ �fk kX ≤
1

2απ

ð2π
0

T hθð Þk kX eαb cos θð Þ dθ ≤ C fk kX : ð41Þ

We complete the proof of Theorem 20.
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In this article, we consider and study a system of generalized set-valued variational inequalities involving relaxed cocoercive
mappings in Hilbert spaces. Using the projection method and Banach contraction principle, we prove the existence of a solution
for the considered problem. Further, we propose an iterative algorithm and discuss its convergence. Moreover, we establish
equivalence between the system of variational inequalities and altering points problem. Some parallel iterative algorithms are
proposed, and the strong convergence of the sequences generated by these iterative algorithms is discussed. Finally, a numerical
example is constructed to illustrate the convergence analysis of the proposed parallel iterative algorithms.

1. Introduction

The theory of variational inequality was planted in the early
1960’s by Stampacchia [1] in the framework of obstacle con-
straint minimization problems. The first evolutionary varia-
tional inequality was solved in the seminal paper of Lions
and Stampacchia [2]. Since its inception, it has enjoyed a vig-
orous development for the last few decades. This subject has
developed in multiple directions using innovative techniques
to solve fundamental problems to be insurmountable previ-
ously. This field is influential and experiencing an explosive
growth in theory as well as applications. Consequently, some
of these developments in this area enriched other mutual
areas of mathematical and engineering sciences such as eco-
nomics, transportation, nonlinear programming, and opera-
tions research. It has been shown that this theory provides
the most natural, direct, simple, unified, and efficient frame-
work for a general treatment of a wide class of unrelated lin-
ear and nonlinear problems; see, for example, [3–9] and the
references cited therein.

Recently, fixed-point methods have been extensively
investigated for solving monotone variational inequalities.
Among the fixed point algorithms, Mann-like iterative algo-

rithms are useful for solving several nonlinear problems. The
proximal point algorithm is a widely used tool for solving a
variety of (single objective) convex optimization problems
such as finding zeros of maximal monotone operators and
fixed points of nonexpansive mappings, as well as minimiz-
ing convex functions. In 2007, Agarwal et al. [10] introduced
the following iteration process. Let C be a nonempty convex
subset of a normed linear space X and let T : C→ C be an
operator. Then, for arbitrary x0 ∈ C, estimate xn ∈ C by the
following S-iterative scheme:

xn+1 = 1 − αnð ÞTxn + αnTyn,
yn = 1 − βnð Þxn + βnTxn,

ð1Þ

where fαng and fβng are real sequences in (0,1) satisfying
some suitable conditions. Sahu [11] proved that the S-itera-
tion process is more applicable than the Picard [12], Mann
[13], and Ishikawa [14] iteration algorithms because it con-
verges faster than these iteration processes for contraction
mappings and also works for nonexpansive mappings.
Recently, Cholamjiak et al. [15] applied the S-iteration pro-
cess for finding a minimizer of a convex function and fixed
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points of nonexpansive mappings in CAT(0) spaces. In [16],
Amir et al. studied the convex constraint multiobjective opti-
mization problem as the constrained set of fixed points of the
nonexpansive mapping.

On the other hand, a number of numerical methods such
as auxiliary principle, projection method, Wiener-Hopf
equations, dynamical systems, and decomposition have been
developed for solving the variational inequalities and related
optimization problems. Among these methods, the projec-
tion method and its variant forms have been proved inno-
vative and important tools for finding the approximate
solutions of variational inequalities. In this technique, the
concept of projection is used for the fixed-point formula-
tion of variational inequality. This alternative formulation
has played a significant role in developing various
projection-type methods for solving variational inequal-
ities. It is well known that the convergence of the projec-
tion methods requires that the operator must be strongly
monotone and Lipschitz continuous. It is also known that
the relaxed cocoercive mappings are more general than
strongly monotone mappings, and under some mild con-
ditions, relaxed cocoercive mappings can be reduced to
strongly monotone mappings. For some related works,
see, [17–24].

Following the facts and discussion mentioned above, in
this paper, we consider a system of generalized set-valued
variational inequalities defined over closed and convex sub-
sets of a real Hilbert space. We establish an equivalence
between the system of generalized set-valued variational
inequalities and nonlinear projection equations using the
projection technique. Further, by virtue of the projection
method and Banach contraction principle, we prove an exis-
tence result. Furthermore, we propose an iterative algorithm
and show that the approximate solution generated by the
proposed algorithm converges strongly to the unique solu-
tion of the system of generalized set-valued variational
inequalities involving relaxed cocoercive and relaxed mono-
tone mappings in Hilbert space. Moreover, we establish
equivalence between the system of variational inequalities
and altering points problem. Parallel Mann and parallel S
-iterative algorithms [11] have been proposed for solving
the considered system of variational inequalities. Finally,
the convergence analysis of the proposed parallel iterative
algorithms is discussed. A numerical example is constructed
to illustrate the convergence analysis of the proposed parallel
iterative algorithms. The results presented in this paper can
be viewed as generalizations and refinements of several
results existing in the literature and include general varia-
tional inequality and some other classes of variational
inequalities as special cases.

Now, we enumerate some basic notions, definitions, and
results that are worthwhile tools in succeeding analysis and
will be utilized in the rest of this paper.

Throughout the paper, unless otherwise specified, let H
be a real Hilbert space with inner product h·, · i and induced
norm ∥·∥.

Definition 1 [25]. A mapping T : H →H is said to be

(i) γ-strongly monotone, if there exists a constant γ > 0
such that

Tx − Ty, x − yh i ≥ γ∥x − y∥2,∀x, y ∈H : ð2Þ

(ii) μ1-cocoercive, if there exists a constant μ1 > 0 such
that

Tx − Ty, x − yh i ≥ μ1∥Tx − Ty∥2,∀x, y ∈H : ð3Þ

(iii) Relaxed μ2-cocoercive, if there exists a constant μ2
> 0 such that

Tx − Ty, x − yh i ≥ −μ2ð Þ∥Tx − Ty∥2,∀x, y ∈H : ð4Þ

(iv) Relaxed ðμ, γÞ-cocoercive, if there exist constants μ
, γ > 0 such that

Tx − Ty, x − yh i ≥ −μð Þ∥Tx − Ty∥2 + γ∥x − y∥2,∀x, y ∈H :

ð5Þ

(v) L-Lipschitz continuous, if there exists a constant L
> 0 such that

∥Tx − Ty∥ ≤ L∥x − y∥,∀x, y ∈H : ð6Þ

(vi) α-contraction, if there exists a constant 0 < α < 1
such that

∥Tx − Ty∥ ≤ α∥x − y∥,∀x, y ∈H : ð7Þ

T is called nonexpansive, if α = 1.

Remark 2.We remark that every γ -strongly monotone map-
ping is relaxed ðμ, γÞ -cocoercive mapping and every γ
-cocoercive mapping is 1/γ -Lipschitz continuous.

Define the norm ∥·∥∗ on H ×H by

∥ p, qð Þ∥∗ = ∥p∥+∥q∥,∀p, q ∈H : ð8Þ

Note that ðH ×H ,∥ · ∥∗Þ is a Banach space.

Definition 3 [26]. Let T : H →H be a single-valued map-
ping. A set-valued mapping G : H → 2H is said to be a
relaxed monotone with respect to T if and only if there exists
a constant c > 0 such that

Tu − Tv, x − yh i ≥ −cð Þ∥x − y∥2,∀x, y ∈H and for some u ∈G xð Þ, v ∈G yð Þ:
ð9Þ

Let Ω be a nonempty closed and convex subset of a real
Hilbert space H . Then, for any x ∈H , there exists a unique
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nearest point PΩðxÞ of Ω such that

∥x − PΩ xð Þ∥ ≤ ∥x − y∥,∀y ∈Ω: ð10Þ

The mapping PΩ is called the metric projection [27] from
H onto Ω. Note that the metric projection mapping PΩ is
nonexpansive from H onto Ω (see, Agarwal et al. [28]), i.e.,

∥PΩ xð Þ − PΩ yð Þ∥ ≤ ∥x − y∥,∀x, y ∈H : ð11Þ

Lemma 4 [27]. Let Ω be a closed and convex subset in H .
Then, for any s ∈H , the projection PΩ : H →Ω of H onto
Ω satisfies

t − s, r − th i ≥ 0,∀r ∈Ω, ð12Þ

if and only if

t = PΩ sð Þ,∀t ∈Ω: ð13Þ

Lemma 5. [29]. Let fωng be a nonnegative real sequence sat-
isfying the following condition

ωn+1 ≤ 1 − αnð Þωn + εn,∀n ≥ n0, ð14Þ

where αn ∈ ½0, 1�, ∑∞
n=0αn =∞, and εn = oðαnÞ. Then, limn→∞

ωn

= 0.

2. System of Generalized Set-Valued
Variational Inequalities

Let H be a real Hilbert space and Ω1 and Ω2 be the non-
empty closed and convex subsets of H . Let I = f1, 2g be an
index set; for each i ∈ I, let φi, ψi : H →H ;Mi : H ×H →
H be nonlinear single-valued mappings and Pi : H → CBð
HÞ be a set-valued mapping. We consider the problem of
finding ðx, yÞ ∈Ω1 ×Ω2 with u ∈ P1ðxÞ and v ∈ P2ðyÞ such
that

ϱ1M1 u, vð Þ + φ1 yð Þ − ψ1 xð Þ, ψ1 y∗ð Þ − φ1 yð Þh i ≥ 0,∀y∗ ∈Ω2,
ϱ2M2 v, uð Þ + φ2 xð Þ − ψ2 yð Þ, ψ2 x∗ð Þ − φ2 xð Þh i ≥ 0,∀x∗ ∈Ω1,

(

ð15Þ

where ϱ1 and ϱ2 are positive constants. We call problem (15)
a system of generalized set-valued variational inequalities.
Some special cases of problem (15) are listed below.

(i) If Pi : H →H are the single-valued mappings and
φi = I are the identity mappings, then problem (15)
reduces to the equivalent problem of finding ðx, yÞ ∈
Ω1 ×Ω2 such that

ϱ1M1 y, xð Þ + y − ψ1 xð Þ, ψ1 y∗ð Þ − yh i ≥ 0,∀y∗ ∈Ω2,
ϱ2M2 x, yð Þ + x − ψ2 yð Þ, ψ2 x∗ð Þ − xh i ≥ 0,∀x∗ ∈Ω1:

(

ð16Þ

Problem (16) is called the system of variational
inequalities.

(ii) If Mið·, · Þ =Mið·Þ, then problem (16) coincides with
the following problem of finding ðx, yÞ ∈H ×H such
that

ϱ1M1 xð Þ + y − ψ1 xð Þ, ψ1 y∗ð Þ − yh i ≥ 0,∀y∗ ∈Ω2,
ϱ2M2 yð Þ + x − ψ2 yð Þ, ψ2 x∗ð Þ − xh i ≥ 0,∀x∗ ∈Ω1:

(

ð17Þ

Problem (17) was studied by Sahu et al. [11].

(iii) If M1 =M2 = T , ψ1 = ψ2 = I and Ω1 =Ω2 = C, then
problem (17) reduces to the following system of
nonlinear variational inequalities of finding x, y ∈ C
such that

ϱT yð Þ + x − y, x∗ − xh i ≥ 0,∀x∗ ∈ C,
ηT xð Þ + y − x, x∗ − yh i ≥ 0,∀x∗ ∈ C:

(
ð18Þ

Problem (18) was studied by Verma [30]. He extended
the concept of variational inequalities to the system of non-
linear variational inequalities.

(iv) If Mið·, · Þ =Mið·Þ, ψ1ðxÞ = φ1ðyÞ, φ2ðxÞ = ψ2ðyÞ, ϱ1
= ϱ2 = 1 and Pi : H →H are the single-valued
mappings, then problem (15) coincides to the fol-
lowing system of extended general variational
inequalities of finding x, y ∈H such that

M1 xð Þ, ψ1 y∗ð Þ − φ1 yð Þh i ≥ 0,∀ψ1 y∗ð Þ ∈Ω1,
M2 yð Þ, ψ2 x∗ð Þ − φ2 xð Þh i ≥ 0,∀ψ2 x∗ð Þ ∈Ω2:

(
ð19Þ

An equivalent form of problem (19) was studied by Noor
et al. [31].

(v) If ψ1ðy∗Þ = ψ2ðx∗Þ = gðvÞ, φ1 = φ2 = φ and Ω1 =Ω2
=Ω, then problem (19) reduces to the following sys-
tem of variational inequalities of finding x, y ∈H , φ
ðxÞ, φðyÞ ∈Ω such that

M1 xð Þ, g vð Þ − φ yð Þh i ≥ 0,∀g vð Þ ∈Ω,
M2 yð Þ, g vð Þ − φ xð Þh i ≥ 0,∀g vð Þ ∈Ω:

(
ð20Þ

The problem of type (20) is called a system of extended
general variational inequalities with four nonlinear
operators.

Next, we establish the following lemma which plays a
crucial role to prove the existence result for the unique solu-
tion of the system of generalized set-valued variational
inequalities (15) and to propose an iterative algorithm for
studying convergence analysis.
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Lemma 6. LetΩ1 andΩ2 be the nonempty closed convex sub-
sets of a real Hilbert spaceH . Let I = f1, 2g be an index set; for
each i ∈ I, let φi, ψi : H →H and Mi : H ×H →H be the
nonlinear single-valued mappings. Let Pi : H → CBðHÞ be
a set-valued mapping. Then, the system of generalized set-
valued variational inequalities (15) has a solution ðx, y, u, vÞ
, if and only if ðx, y, u, vÞ, x ∈Ω1, y ∈Ω2, u ∈ P1ðxÞ, and v ∈
P2ðyÞ satisfies

φ1 yð Þ = PΩ1
ψ1 xð Þ − ϱ1M1 u, vð Þ½ �, ð21Þ

φ2 xð Þ = PΩ2
ψ2 yð Þ − ϱ2M2 v, uð Þ½ �, ð22Þ

where ϱ1 and ϱ2 are positive constants.

Proof. Let ðx, yÞ ∈Ω1 ×Ω2, u ∈ P1ðxÞ and v ∈ P2ðyÞ is a solu-
tion of the system of generalized set-valued variational
inequalities (15). Then

ϱ1M1 u, vð Þ + φ1 yð Þ − ψ1 xð Þ, ψ1 y∗ð Þ − φ1 yð Þh i ≥ 0,∀y∗ ∈Ω2,
ϱ2M2 v, uð Þ + φ2 xð Þ − ψ2 yð Þ, ψ2 x∗ð Þ − φ2 xð Þh i ≥ 0,∀x∗ ∈Ω1:

(

ð23Þ

Then, from Lemma 4, we have

φ1 yð Þ = PΩ1
ψ1 xð Þ − ϱ1M1 u, vð Þ½ �,

φ2 xð Þ = PΩ2
ψ2 yð Þ − ϱ2M2 v, uð Þ½ �:

ð24Þ

Conversely, suppose that ðx, y, u, vÞ, x ∈Ω1, y ∈Ω2, u ∈
P1ðxÞ and v ∈ P2ðyÞ satisfies

φ1 yð Þ = PΩ1
ψ1 xð Þ − ϱ1M1 u, vð Þ½ �,

φ2 xð Þ = PΩ2
ψ2 yð Þ − ϱ2M2 v, uð Þ½ �:

ð25Þ

Again, it follows from Lemma 4 that

ϱ1M1 u, vð Þ + φ1 yð Þ − ψ1 xð Þ, ψ1 y∗ð Þ − φ1 yð Þh i ≥ 0,∀y∗ ∈Ω2,
ϱ2M2 v, uð Þ + φ2 xð Þ − ψ2 yð Þ, ψ2 x∗ð Þ − φ2 xð Þh i ≥ 0,∀x∗ ∈Ω1:

ð26Þ

Thus, ðx, y, u, vÞ, x ∈Ω1, y ∈Ω2, u ∈ P1ðxÞ, and v ∈ P2ðyÞ
is solution of the system of generalized set-valued variational
inequalities (15).

Now, by virtue of the Banach contraction principle, we
shall show the existence of the unique solution for the system
of generalized set-valued variational inequalities (15).

Theorem 7. LetH be a real Hilbert space and I = f1, 2g be an
index set, for each i ∈ I; let Ωi be a closed and convex subset of
H . Let φi, ψi : H →H and Mi : H ×H →H be nonlinear
single-valued mappings such that φi is relaxed ð∈φi , εφiÞ
-cocoercive and Lφi

-Lipschitz type continuous, and ψi is
relaxed ð∈ψi

, εψi
Þ -cocoercive and Lψi

-Lipschitz type continu-
ous. Let Pi : H → CBðHÞ be a set-valued mapping such that

Pi is a relaxed monotone with respect to Mi with constant ci,
D -Lipschitz type continuous with constant ςi, and Mi is LMi

-Lipschitz type continuous in the first argument and LMi
′

-Lipschitz type continuous in the second argument. In addi-
tion, μi > 0 satisfies

0 < μ1, μ2 < 1, ð27Þ

where μ1 = κ1 + ι1 + ω2, μ2 = κ2 + ι2 + ω1, and

κ1 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εψ1

+ 1 + 2∈ψ1

� �
L2ψ1

r
, ι1 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + 2ϱ1c1 + ϱ21L

2
M1
ς21

q
,

κ2 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εψ2

+ 1 + 2∈ψ2

� �
L2ψ2

r
, ι2 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + 2ϱ2c2 + ϱ22L

2
M2
ς22

q
,

ω1 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εφ1

+ 1 + 2∈φ1

� �
L2φ1

r
+ LM1

′ ς2, ω2

=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εφ2

+ 1 + 2∈φ2

� �
L2φ2

r
+ LM2

′ ς1:

ð28Þ

Then, the system of generalized set-valued variational
inequalities (15) admits unique solution.

Proof. For any given x ∈Ω1, y ∈Ω2, we define a mapping ϑ
: H ×H →H ×H by

ϑ x, yð Þ = Φ x, yð Þ, Y x, yð Þð Þ, ð29Þ

where Φ, Y : Ω1 ×Ω2 →H are the single-valued mappings
defined by

Φ x, yð Þ = x − φ2 xð Þ + PΩ2
ψ2 yð Þ − ϱ2M2 v, uð Þ½ �, ð30Þ

Y x, yð Þ = y − φ1 yð Þ + PΩ1
ψ1 xð Þ − ϱ1M1 u, vð Þ½ �, ð31Þ

where u ∈ P1ðxÞ, v ∈ P2ðyÞ and ϱ1, ϱ2 are positive constants.
Utilizing the fact that the projection mapping PΩ1

is nonex-
pansive, it follows from (31) that

∥Y x1, y1ð Þ − Y x2, y2ð Þ∥
= ∥y1 − φ1 y1ð Þ + PΩ1

ψ1 x1ð Þ − ϱ1M1 u1, v1ð Þ½ �
− y2 − φ1 y2ð Þ + PΩ1

ψ1 x2ð Þ − ϱ1M1 u2, v2ð Þ½ �� �
∥

≤ ∥y1 − y2 − φ1 y1ð Þ − φ1 y2ð Þð Þ∥+∥PΩ1
½ψ1 x1ð Þ

− ϱ1M1 u1, v1ð Þ� − PΩ1
ψ1 x2ð Þ − ϱ1M1 u2, v2ð Þ½ �∥

≤ ∥y1 − y2 − φ1 y1ð Þ − φ1 y2ð Þð Þ∥+∥ψ1 x1ð Þ − ϱ1M1 u1, v1ð Þ
− ψ1 x2ð Þ − ϱ1M1 u2, v2ð Þ½ �∥

≤ ∥y1 − y2 − φ1 y1ð Þ − φ1 y2ð Þð Þ∥+∥x1 − x2 − ðψ1 x1ð Þ
− ψ1 x2ð ÞÞ∥+∥x1 − x2 − ϱ1 M1 u1, v1ð Þ −M1 u2, v1ð Þð Þ∥
+ϱ1∥M1 u2, v1ð Þ −M1 u2, v2ð Þ∥:

ð32Þ

Since the mapping φ1 is relaxed ð∈φ1
, εφ1

Þ-cocoercive and
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Lφ1
-Lipschitz type continuous, then we have

y1 − y2 − φ1 y1ð Þ − φ1 y2ð Þð Þk k2

       = y1 − y2k k2 − 2 φ1 y1ð Þ − φ1 y2ð Þ, y1 − y2h i
+ φ1 y1ð Þ − φ1 y2ð Þk k2

     ≤ y1 − y2k k2 + 2∈φ1
φ1 y1ð Þ − φ1 y2ð Þk k2

       − 2εφ1 y1 − y2k k2 + φ1 y1ð Þ − φ1 y2ð Þk k2

      ≤ 1 − 2εφ1
+ 1 + 2∈φ1

� �
L2φ1

h i
y1 − y2k k2,

ð33Þ

which implies that

y1 − y2 − φ1 y1ð Þ − φ1 y2ð Þð Þk k

≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εφ1

+ 1 + 2∈φ1
� �

L2φ1

r
y1 − y2k k:

ð34Þ

Again, using the fact that the mapping ψ1 is relaxed
ð∈ψ1

, εψ1
Þ-cocoercive and Lψ1

-Lipschitz type continuous,
then we have

x1 − x2 − ψ1 x1ð Þ − ψ1 x2ð Þð Þk k2

        = x1 − x2k k2 − 2 ψ1 x1ð Þ − ψ1 x2ð Þ, x1 − x2h i
  + ψ1 x1ð Þ − ψ1 x2ð Þk k2

      ≤ x1 − x2k k2 + 2∈ψ1
ψ1 x1ð Þ − ψ1 x2ð Þk k2

        − 2εψ1
x1 − x2k k2 + ψ1 x1ð Þ − ψ1 x2ð Þk k2

       ≤ 1 − 2εψ1
+ 1 + 2∈ψ1

� �
L2ψ1

h i
x1 − x2k k2,

ð35Þ

which implies that

x1 − x2 − ψ1 x1ð Þ − ψ1 x2ð Þð Þk k

≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εψ1

+ 1 + 2∈ψ1

� �
L2ψ1

r
x1 − x2k k:

ð36Þ

Since P1 is relaxed monotone with respect to M1 with
constant c1 in the first argument, D-Lipschitz type contin-
uous with constant ς1 and M1 is LM1

-Lipschitz type con-
tinuous in the first argument, then we have

∥x1 − x2 − ϱ1 M1 u1, v1ð Þ −M1 u2, v1ð Þð Þ∥2
= ∥x1 − x2∥

2 − 2ϱ1 M1 u1, v1ð Þ −M1 u2, v1ð Þ, x1 − x2h i
+ ϱ21∥M1 u1, v1ð Þ −M1 u2, v1ð Þ∥2

≤ ∥x1 − x2∥
2 + 2ϱ1c1∥x1 − x2∥

2 + ϱ21L
2
M1
∥u1 − u2∥

2

≤ ∥x1 − x2∥
2 + 2ϱ1c1∥x1 − x2∥

2 + ϱ21L
2
M1
ς21∥x1 − x2∥

2

= 1 + 2ϱ1c1 + ϱ21L
2
M1
ς21

� �
∥x1 − x2∥

2,

ð37Þ

which implies that

∥x1 − x2 − ϱ1 M1 u1, v1ð Þ −M1 u2, v1ð Þð Þ∥
≤

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + 2ϱ1c1 + ϱ21L

2
M1
ς21

q
∥x1 − x2∥:

ð38Þ

Since M1 is LM1
′ -Lipschitz type continuous in the sec-

ond argument and P2 is D-Lipschitz type continuous with
constant ς2, then we have

∥M1 u2, v1ð Þ −M1 u2, v2ð Þ∥ ≤ LM1
′ ∥v1 − v2∥ ≤ LM1

′ ς2∥y1 − y2∥:

ð39Þ

Thus, from (34), (36), (38), and (39), (32) becomes

Y x1, y1ð Þ − Y x2, y2ð Þk k

≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εφ1

+ 1 + 2∈φ1
� �

L2φ1

r
+ LM1

′ ς2
� �

y1 − y2k k

+
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 − 2εψ1
+ 1 + 2∈ψ1

� �
L2ψ1

r

+
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + 2ϱ1c1 + ϱ21L

2
M1
ς21

q �
x1 − x2k k:

ð40Þ

Again, utilizing the fact that the projection mapping
PΩ2

is nonexpansive, it follows from (30) that

∥Φ x1, y1ð Þ −Φ x2, y2ð Þ∥
= ∥x1 − φ2 x1ð Þ + PΩ2

ψ2 y1ð Þ − ϱ2M2 v1, u1ð Þ½ �
− x2 − φ2 x2ð Þ + PΩ2

ψ2 y2ð Þ − ϱ2M2 v2, u2ð Þ½ �� �
∥

≤ ∥x1 − x2 − φ2 x1ð Þ − φ2 x2ð Þð Þ∥+
∥PΩ2

ψ2 y1ð Þ − ϱ2M2 v1, u1ð Þ½ �
− PΩ2

ψ2 y2ð Þ − ϱ2M2 v2, u2ð Þ½ �∥
≤ ∥x1 − x2 − φ2 x1ð Þ − φ2 x2ð Þð Þ∥
+∥ψ2 y1ð Þ − ϱ2M2 v1, u1ð Þ − ψ2 y2ð Þ − ϱ2M2 v2, u2ð Þ½ �∥

≤ ∥x1 − x2 − φ2 x1ð Þ − φ2 x2ð Þð Þ∥+
∥y1 − y2 − ψ2 y1ð Þ − ψ2 y2ð Þð Þ∥+
∥y1 − y2 − ϱ2 M2 v1, u1ð Þ −M2 v2, u1ð Þð Þ∥
+ϱ2∥M2 v2, u1ð Þ −M2 v2, u2ð Þ∥:

ð41Þ

Since the mapping φ2 is relaxed ð∈φ2
, εφ2

Þ-cocoercive
and Lφ2-Lipschitz type continuous, then we have
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x1 − x2 − φ2 x1ð Þ − φ2 x2ð Þð Þk k2

       = x1 − x2k k2 − 2 φ2 x1ð Þ − φ2 x2ð Þ, x1 − x2h i
+ φ2 x1ð Þ − φ2 x2ð Þk k2

      ≤ x1 − x2k k2 + 2∈φ2
φ2 x1ð Þ − φ2 x2ð Þk k2

        − 2εφ2
x1 − x2k k2 + φ2 x1ð Þ − φ2 x2ð Þk k2

       ≤ 1 − 2εφ2 + 1 + 2∈φ2

� �
L2φ2

h i
x1 − x2k k2,

ð42Þ

which implies that

x1 − x2 − φ2 x1ð Þ − φ2 x2ð Þð Þk k

≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εφ2

+ 1 + 2∈φ2

� �
L2φ2

r
x1 − x2k k:

ð43Þ

Again, using the fact that the mapping ψ2 is relaxed
ð∈ψ2

, εψ2
Þ-cocoercive and Lψ2

-Lipschitz type continuous,
then we have

y1 − y2 − ψ2 y1ð Þ − ψ2 y2ð Þð Þk k2

        = y1 − y2k k2 − 2 ψ2 y1ð Þ − ψ2 y2ð Þ, y1 − y2h i
  + ψ2 y1ð Þ − ψ2 y2ð Þk k2

      ≤ y1 − y2k k2 + 2∈ψ2
ψ2 y1ð Þ − ψ2 y2ð Þk k2

        − 2εψ2
y1 − y2k k2 + ψ2 y1ð Þ − ψ2 y2ð Þk k2

       ≤ 1 − 2εψ2
+ 1 + 2∈ψ2

� �
L2ψ2

h i
y1 − y2k k2,

ð44Þ

which implies that

y1 − y2 − ψ2 y1ð Þ − ψ2 y2ð Þð Þk k

≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εψ2

+ 1 + 2∈ψ2

� �
L2ψ2

r
y1 − y2k k:

ð45Þ

Since P2 is relaxed monotone with respect to M2 with
constant c2 in the first argument, D-Lipschitz type contin-
uous with constant ς2 and M2 is LM2

-Lipschitz type con-
tinuous in the first argument, then we have

y1 − y2 − ϱ2 M2 v1, u1ð Þ −M2 v2, u1ð Þð Þk k2
= y1 − y2k k2 − 2ϱ2 M2 v1, u1ð Þ −M2 v2, u1ð Þ, y1 − y2h i

+ ϱ22∥M2 v1, u1ð Þ −M2 v2, u1ð Þ∥2
≤ ∥y1 − y2∥

2 + 2ϱ2c2∥y1 − y2∥
2 + ϱ22L

2
M2
∥v1 − v2∥

2

≤ ∥y1 − y2∥
2 + 2ϱ2c2∥y1 − y2∥

2 + ϱ22L
2
M2
ς22∥y1 − y2∥

2

= 1 + 2ϱ2c2 + ϱ22L
2
M2
ς22

h i
∥y1 − y2∥

2,

ð46Þ

which implies that

y1 − y2 − ϱ2 M2 v1, u1ð Þ −M2 v2, u1ð Þð Þk k
≤

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + 2ϱ2c2 + ϱ22L

2
M2
ς22

q
∥y1 − y2∥:

ð47Þ

Since M2 is LM2
′ -Lipschitz type continuous in the sec-

ond argument and P1 is D-Lipschitz type continuous with
constant ς1, then we have

∥M2 v2, u1ð Þ −M2 v2, u2ð Þ∥ ≤ LM2
′ ∥u1 − u2∥ ≤ LM2

′ ς1∥x1 − x2∥:

ð48Þ

Thus, from (43), (45), (47), and (48), (41) becomes

Φ x1, y1ð Þ −Φ x2, y2ð Þk k

≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εφ2

+ 1 + 2∈φ2

� �
L2φ2

r
+ LM2

′ ς1
� �

� x1 − x2k k +
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 − 2εψ2
+ 1 + 2∈ψ2

� �
L2ψ2

r

+
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + 2ϱ2c2 + ϱ22L

2
M2
ς22

q �
y1 − y2k k:

ð49Þ

Now, it follows from (40) and (49) that

∥Φ x1, y1ð Þ −Φ x2, y2ð Þ∥ + ∥Y x1, y1ð Þ − Y x2, y2ð Þ∥
≤ μ1∥x1 − x2∥ + μ2∥y1 − y2∥
≤max μ1, μ2f g ∥x1 − x2∥ + ∥y1 − y2∥ð Þ,

ð50Þ

where μ1 = κ1 + ι1 + ω2, μ2 = κ2 + ι2 + ω1, and

κ1 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εψ1

+ 1 + 2∈ψ1

� �
L2ψ1

r
, ι1 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + 2ϱ1c1 + ϱ21L

2
M1
ς21

q
,

κ2 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εψ2

+ 1 + 2∈ψ2

� �
L2ψ2

r
, ι2 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + 2ϱ2c2 + ϱ22L

2
M2
ς22

q
,

ω1 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εφ1

+ 1 + 2∈φ1

� �
L2φ1

r
+ LM1

′ ς2, ω2

=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εφ2

+ 1 + 2∈φ2

� �
L2φ2

r
+ LM2

′ ς1:

ð51Þ

It follows from (8), (29), and (50) that

∥ϑ x1, y1ð Þ − ϑ x2, y2ð Þ∥∗ ≤max μ1, μ2f g∥ x1, y1ð Þ − x2, y2ð Þ∥:
ð52Þ

It follows from conditions (27) and (52) that ϑ is a
contraction mapping. Therefore, there exists unique ðx, yÞ
∈Ω1 ×Ω2 such that ϑðx, yÞ = ðx, yÞ. Thus, we have

φ1 yð Þ = PΩ1
ψ1 xð Þ − ϱ1M1 u, vð Þ½ �,

φ2 xð Þ = PΩ2
ψ2 yð Þ − ϱ2M2 v, uð Þ½ �:

ð53Þ
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Therefore, by Lemma 6, one can conclude that ðx, y,
u, vÞ, x ∈Ω1, y ∈Ω2, u ∈ P1ðxÞ, and v ∈ P2ðyÞ is the unique
solution of the system of generalized set-valued variational
inequalities (15).

3. Iterative Algorithm and Convergence Result

In this section, we suggest an iterative algorithm to analyse
the convergence of the system of generalized set-valued var-
iational inequalities (15).

By utilizing (21) and (22) of Lemma 6, we can offer the
following iterative forms:

y = 1 − γnð Þy + γn y − φ1 yð Þ + PΩ1
ψ1 xð Þ − ϱ1M1 u, vð Þ½ �� �

,
ð54Þ

x = 1 − δnð Þx + δn x − φ2 xð Þ + PΩ2
ψ2 yð Þ − ϱ2M2 v, uð Þ½ �� �

,
ð55Þ

where ϱ1 and ϱ2 are positive constants and the real sequences
γn, δn ∈ ½0, 1�. Now, we propose the following iterative
algorithm.

Algorithm 8. For any given ðx0, y0Þ ∈Ω1 ×Ω2, we choose u0
∈ P1ðx0Þ and v0 ∈ P2ðy0Þ. For ϱ1, ϱ2 > 0 and γn, δn ∈ ½0, 1�
and from (54) and (55), let

y1 = 1 − γnð Þy0 + γn y0 − φ1 y0ð Þ + PΩ1
ψ1 x0ð Þ − ϱ1M1 u0, v0ð Þ½ �� �

,

x1 = 1 − δnð Þx0 + δn x0 − φ2 x0ð Þ + PΩ2
ψ2 y0ð Þ − ϱ2M2 v0, u0ð Þ½ �� �

:

ð56Þ

Since u0 ∈ P1ðx0Þ and v0 ∈ P2ðy0Þ, by Nadler’s theorem
[32], there exist u1 ∈ P1ðx1Þ and v1 ∈ P2ðy1Þ such that

∥u0 − u1∥ ≤ 1 + 1ð ÞD P1 x0ð Þ, P1 x1ð Þð Þ,
∥v0 − v1∥ ≤ 1 + 1ð ÞD P2 y0ð Þ, P2 y1ð Þð Þ,

ð57Þ

where D is the Hausdorff metric. Let

y2 = 1 − γnð Þy1 + γn y1 − φ1 y1ð Þ + PΩ1
ψ1 x1ð Þ − ϱ1M1 u1, v1ð Þ½ �� �

,

x2 = 1 − δnð Þx1 + δn x1 − φ2 x1ð Þ + PΩ2
ψ2 y1ð Þ − ϱ2M2 v1, u1ð Þ½ �� �

:

ð58Þ

Again, it follows from Nadler’s theorem [32] that there
exist u2 ∈ P1ðx2Þ and v2 ∈ P2ðy2Þ such that

∥u1 − u2∥ ≤ 1 + 2−1
� �

D P1 x1ð Þ, P1 x2ð Þð Þ,
∥v1 − v2∥ ≤ 1 + 2−1

� �
D P2 y1ð Þ, P2 y2ð Þð Þ:

ð59Þ

Continuing in the same manner, we can figure out the
sequences fxng, fyng, fung, and fvng by the following itera-
tive process:

yn+1 = 1 − γnð Þyn + γn yn − φ1 ynð Þ + PΩ1
ψ1 xnð Þ − ϱ1M1 un, vnð Þ½ �� �

, ð60Þ

xn+1 = 1 − δnð Þxn + δn xn − φ2 xnð Þ + PΩ2
ψ2 ynð Þ − ϱ2M2 vn, unð Þ½ �� �

, ð61Þ
and for n = 0, 1; ;2,⋯, choose un+1 ∈ P1ðxn+1Þ and vn+1 ∈ P2ð
yn+1Þ such that

∥un+1 − un∥ ≤ 1 + n + 1ð Þ−1� �
D P1 xn+1ð Þ, P1 xnð Þð Þ, ð62Þ

∥vn+1 − vn∥ ≤ 1 + n + 1ð Þ−1� �
D P2 yn+1ð Þ, P2 ynð Þð Þ: ð63Þ

Now, we are accessible to study the convergence of the
proposed iterative algorithm for the system of generalized
set-valued variational inequalities (15).

Theorem 9. LetH be a real Hilbert space and I = f1, 2g be an
index set, for each i ∈ I; let Ωi be a closed convex subset of H .
Let φi, ψi : H →H and Mi : H ×H →H be nonlinear
single-valued mappings such that φi is relaxed ð∈φi

, εφi
Þ

-cocoercive, Lφi
-Lipschitz type continuous; ψi is relaxed ð∈ψi

, εψi
Þ -cocoercive, Lψi

-Lipschitz type continuous; and Mi is

LMi
-Lipschitz type continuous in the first argument and LMi

′
-Lipschitz type continuous in the second argument. Let Pi
: H → CBðHÞ be a set-valued mapping such that Pi is a
relaxed monotone with respect to Mi with constant ci and D
-Lipschitz type continuous with constant ςi. In addition, for
each i = 1, 2, ρi, ci > 0 satisfy the following conditions:

(i) 0 < ni, li < 1,

(ii) 2εψi
− ð1 + 2∈ψi

ÞL2ψi
< 1,

(iii) δnð1 − l1Þ − γnðm2 + n2Þ ≥ 0, γnð1 − l2Þ − δnðm1 + n1
Þ ≥ 0, such that

〠
∞

n=0
δn 1 − l1ð Þ − γn m2 + n2ð Þ

=∞,〠
∞

n=0
γn 1 − l2ð Þ − δn m1 + n1ð Þ =∞,

ð64Þ

where

l1 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εφ2 + 1 + 2∈φ2

� �
L2φ2

r
+ ϱ2LM2

′ ς1,m1

=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εψ2

+ 1 + 2∈ψ2

� �
L2ψ2

r
,

l2 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εφ1 + 1 + 2∈φ1

� �
L2φ1

r
+ ϱ1LM1

′ ς2,m2

=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εψ1

+ 1 + 2∈ψ1

� �
L2ψ1

r
,

n1 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + 2ϱ2c2 + ϱ22L

2
M2
ς22

q
, n2 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + 2ϱ1c1 + ϱ21L

2
M1
ς21

q
:

ð65Þ

Then, the approximate solution fðxn, yn, un, vnÞg
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generated by Algorithm 8 converges strongly to the unique
solution ðx, y, u, vÞ of the system of generalized set-valued var-
iational inequalities (15).

Proof. Let ðx, y, u, vÞ, x ∈Ω1, y ∈Ω2, u ∈ P1ðxÞ and v ∈ P2ðyÞ
be a solution of (15); then, from (55) and (61) of Algorithm 8
and utilizing the fact that the projection mapping PΩ2

is non-
expansive, we have

∥xn+1 − x∥ = ∥ 1 − δnð Þxn + δn xn − φ2 xnð Þð
+ PΩ2

ψ2 ynð Þ − ϱ2M2 vn, unð Þ½ �Þ
− 1 − δnð Þx + δn x − φ2 xð Þ + PΩ2

ψ2 yð Þ½�	
− ϱ2M2 v, uð Þ�Þ�∥ ≤ 1 − δnð Þ∥xn − x∥ + δn∥xn
− x − φ2 xnð Þ − φ2 xð Þð Þ∥
+δn∥PΩ2

ψ2 ynð Þ − ϱ2M2 vn, unð Þ½ �
− PΩ2

ψ2 yð Þ − ϱ2M2 v, uð Þ½ �∥
≤ 1 − δnð Þ∥xn − x∥ + δn∥xn − x − φ2 xnð Þ − φ2 xð Þð Þ∥
+δn∥ψ2 ynð Þ − ϱ2M2 vn, unð Þ − ψ2 yð Þð
− ϱ2M2 v, uð ÞÞ∥ ≤ 1 − δnð Þ∥xn − x∥ + δn∥xn
− x − φ2 xnð Þ − φ2 xð Þð Þ∥ + δn∥yn − y − ψ2 ynð Þð
− ψ2 yð ÞÞ∥ + δn∥yn − y − ϱ2 M2 vn, unð Þð
−M2 v, unð ÞÞ∥ + δnϱ2∥M2 v, unð Þ −M2 v, uð Þ∥:

ð66Þ

Since the mapping φ2 is relaxed ð∈φ2 , εφ2
Þ-cocoercive and

Lφ2
-Lipschitz type continuous, then we have

xn − x − φ2 xnð Þ − φ2 xð Þð Þk k2
= xn − xk k2 − 2 φ2 xnð Þ − φ2 xð Þ, xn − xh i

+ φ2 xnð Þ − φ2 xð Þk k2
≤ xn − xk k2 + 2εφ2 φ2 xnð Þ − φ2 xð Þk k2

− 2εφ2
xn − xk k2 + φ2 xnð Þ − φ2 xð Þk k2

≤ 1 − 2εφ2
+ 1 + 2εφ2

� �
L2φ2

h i
xn − xk k2,

ð67Þ

which implies that

∥xn − x − φ2 xnð Þ − φ2 xð Þð Þ∥

≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εφ2

+ 1 + 2εφ2

� �
L2φ2

r
∥xn − x∥:

ð68Þ

Again, using the fact that mapping ψ2 is relaxed ðεψ2
, εψ2

Þ
-cocoercive and Lψ2

-Lipschitz type continuous, then we have

yn − y − ψ2 ynð Þ − ψ2 yð Þð Þk k2

       = yn − yk k2 − 2 ψ2 ynð Þ − ψ2 yð Þ, yn − yh i
  + ψ2 ynð Þ − ψ2 yð Þk k2

      ≤ yn − yk k2 + 2∈ψ2
ψ2 ynð Þ − ψ2 yð Þk k2

        − 2εψ2
yn − yk k2 + ψ2 ynð Þ − ψ2 yð Þk k2

       ≤ 1 − 2εψ2
+ 1 + 2∈ψ2

� �
L2ψ2

h i
yn − yk k2,

ð69Þ

which implies that

∥yn − y − ψ2 ynð Þ − ψ2 yð Þð Þ∥

≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εψ2

+ 1 + 2∈ψ2

� �
L2ψ2

r
∥yn − y∥:

ð70Þ

Since P2 is relaxed monotone with respect to M2 with
constant c2 in the first argument, D-Lipschitz type continu-
ous with constant ς2 and M2 is LM2

-Lipschitz type continu-
ous in the first argument, then we have

∥yn − y − ϱ2 M2 vn, unð Þ −M2 v, unð Þð Þ∥2
= ∥yn − y∥2 − 2ϱ2 M2 vn, unð Þ −M2 v, unð Þ, yn − yh i

+ ϱ22∥M2 vn, unð Þ −M2 v, unð Þ∥2
≤ ∥yn − y∥2 + 2ϱ2c2∥yn − y∥2 + ϱ22L

2
M2
∥vn − v∥2

≤ ∥yn − y∥2 + 2ϱ2c2∥yn − y∥2 + ϱ22L
2
M2
ς22∥yn − y∥2

= 1 + 2ϱ2c2 + ϱ22L
2
M2
ς22

� �
∥yn − y∥2,

ð71Þ

which implies that

∥yn − y − ϱ2 M2 vn, unð Þ −M2 v, unð Þð Þ∥
≤

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + 2ϱ2c2 + ϱ22L

2
M2
ς22

q
∥yn − y∥:

ð72Þ

Since M2 is LM2
′ -Lipschitz type continuous in the second

argument and P1 is D-Lipschitz type continuous with con-
stant ς1, then, we have

∥M2 v, unð Þ −M2 v, uð Þ∥ ≤ LM2
′ ∥un − u∥ ≤ LM2

′ ς1∥xn − x∥:

ð73Þ

Thus, from (68), (70), (72), and (73), (66) becomes

xn+1 − xk k ≤ 1 − δn 1 −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εφ2 + 1 + 2∈φ2

� �
L2φ2

r
− ϱ2LM2

′ ς1

 �� �

� xn − xk k + δn

� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εψ2

+ 1 + 2∈ψ2

� �
L2ψ2

r

+
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + 2ϱ2c2 + ϱ22L

2
M2
ς22

q �
yn − yk k:

ð74Þ

Again, from (54) and (60) of Algorithm 8 and utilizing
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the fact that the projection mapping PΩ1
is nonexpansive, we

have

∥yn+1 − y∥ = ∥ 1 − γnð Þyn + γnðyn − φ1 ynð Þ + PΩ1
½ψ1 xnð Þ

− ϱ1M1 un, vnð Þ�Þ − ½ 1 − γnð Þy + γnðy − φ1 yð Þ
+ PΩ1

ψ1 xð Þ − ϱ1M1 u, vð Þ½ �Þ�∥
≤ 1 − γnð Þ∥yn − y∥+γn∥yn − y − φ1 ynð Þ − φ1 yð Þð Þ∥
+γn∥PΩ1

ψ1 xnð Þ − ϱ1M1 un, vnð Þ½ �
− PΩ1

ψ1 xð Þ − ϱ1M1 u, vð Þ½ �∥
≤ 1 − γnð Þ∥yn − y∥+γn∥yn − y − φ1 ynð Þ − φ1 yð Þð Þ∥
+γn∥ψ1 xnð Þ − ϱ1M1 un, vnð Þ − ψ1 xð Þ − ϱ1M1 u, vð Þ½ �∥

≤ 1 − γnð Þ∥yn − y∥+γn∥yn − y − φ1 ynð Þ − φ1 yð Þð Þ∥
+γn∥xn − x − ψ1 xnð Þ − ψ1 xð Þð Þ∥+γn∥xn − x

− ϱ1 M1 un, vnð Þ −M1 u, vnð Þð Þ∥
+γnϱ1∥M1 u, vnð Þ −M1 u, vð Þ∥:

ð75Þ

Since the mapping φ1 is relaxed ð∈φ1 , εφ1
Þ-cocoercive and

Lφ1
-Lipschitz type continuous, then we have

yn − y − φ1 ynð Þ − φ1 yð Þð Þk k2

       = yn − yk k2 − 2 φ1 ynð Þ − φ1 yð Þ, yn − yh i
  + φ1 ynð Þ − φ1 yð Þk k2

      ≤ yn − yk k2 + 2∈φ1 φ1 ynð Þ − φ1 yð Þk k2

        − 2εφ1
yn − yk k2 + φ1 ynð Þ − φ1 yð Þk k2

       ≤ 1 − 2εφ1
+ 1 + 2∈φ1

� �
L2φ1

h i
yn − yk k2,

ð76Þ

which implies that

∥yn − y − φ1 ynð Þ − φ1 yð Þð Þ∥

≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εφ1

+ 1 + 2∈φ1

� �
L2φ1

r
∥yn − y∥:

ð77Þ

Again, using the fact that mapping ψ1 is relaxed ð∈ψ1
, εψ1

Þ
-cocoercive and Lψ1

-Lipschitz type continuous, then we have

xn − x − ψ1 xnð Þ − ψ1 xð Þð Þk k2

        = xn − xk k2 − 2 ψ1 xnð Þ − ψ1 xð Þ, xn − xh i
  + ψ1 xnð Þ − ψ1 xð Þk k2

       ≤ xn − xk k2 + 2∈ψ1
ψ1 xnð Þ − ψ1 xð Þk k2

         − 2εψ1
xn − xk k2 + ψ1 xnð Þ − ψ1 xð Þk k2

        ≤ 1 − 2εψ1
+ 1 + 2∈ψ1

� �
L2ψ1

h i
xn − xk k2:

ð78Þ

which implies that

xn − x − ψ1 xnð Þ − ψ1 xð Þð Þk k

≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εψ1

+ 1 + 2∈ψ1

� �
L2ψ1

r
xn − xk k:

ð79Þ

Since P1 is relaxed monotone with respect to M1 with
constant c1 in the first argument, D-Lipschitz type continu-
ous with constant ς1 and M1 is LM1

-Lipschitz type continu-
ous in the first argument, then we have

∥xn − x − ϱ1 M1 un, vnð Þ −M1 u, vnð Þð Þ∥2
= ∥xn − x∥2 − 2ϱ1 M1 un, vnð Þ −M1 u, vnð Þ, xn − xh i

+ ϱ21∥M1 un, vnð Þ −M1 u, vnð Þ∥2
≤ ∥xn − x∥2 + 2ϱ1c1∥xn − x∥2 + ϱ21L

2
M1
∥un − u∥2

≤ ∥xn − x∥2 + 2ϱ1c1∥xn − x∥2 + ϱ21L
2
M1
ς21∥xn − x∥2

= 1 + 2ϱ1c1 + ϱ21L
2
M1
ς21

h i
∥xn − x∥2,

ð80Þ

which implies that

∥xn − x − ϱ1 M1 un, vnð Þ −M1 u, vnð Þð Þ∥
≤

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + 2ϱ1c1 + ϱ21L

2
M1
ς21

q
∥xn − x∥:

ð81Þ

Since M1 is LM1
′ -Lipschitz type continuous in the second

argument and P2 is D-Lipschitz type continuous with con-
stant ς2, then, we have

∥M1 u, vnð Þ −M1 u, vð Þ∥ ≤ LM1
′ ∥vn − v∥ ≤ LM1

′ ς2∥yn − y∥: ð82Þ

Thus, from (77), (79), (81), and (82), (75) becomes

∥yn+1 − y∥ ≤ 1 − γn 1 −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εφ1

+ 1 + 2∈φ1
� �

L2φ1

r
− ϱ1LM1

′ ς2

 �� �

∥yn − y∥+γn

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εψ1

+ 1 + 2∈ψ1

� �
L2ψ1

r
+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + 2ϱ1c1 + ϱ21L

2
M1
ς21

q� �
∥xn − x∥:

ð83Þ

For the sake of simplicity, we put

l1 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εφ2 + 1 + 2∈φ2

� �
L2φ2

r
+ ϱ2LM2

′ ς1,m1

=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εψ2

+ 1 + 2∈ψ2

� �
L2ψ2

r
,

l2 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εφ1 + 1 + 2∈φ1

� �
L2φ1

r
+ ϱ1LM1

′ ς2,m2

=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2εψ1

+ 1 + 2∈ψ1

� �
L2ψ1

r
,

n1 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + 2ϱ2c2 + ϱ22L

2
M2
ς22

q
, n2 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + 2ϱ1c1 + ϱ21L

2
M1
ς21

q
: ð84Þ
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Then, it follows from (74) and (83) that

∥xn+1 − x∥+∥yn+1 − y∥ ≤ 1 − δn 1 − l1ð Þ½ �∥xn − x∥
+ δn m1 + n1ð Þ∥yn − y∥
+ 1 − γn 1 − l2ð Þ½ �∥yn − y∥
+ γn m2 + n2ð Þ∥xn − x∥

= 1 − δn 1 − l1ð Þ + γn m2 + n2ð Þ½ �
� ∥xn − x∥+ 1 − γn 1 − l2ð Þ½
+ δn m1 + n1ð Þ�∥yn − y∥,

ð85Þ

which implies that

∥xn+1 − x∥+∥yn+1 − y∥ ≤ τ1∥xn − x∥+τ2∥yn − y∥
≤ ω ∥xn − x∥+∥yn − y∥ð Þ, ð86Þ

where
ω =max fτ1, τ2g, τ1 = 1 − δnð1 − l1Þ + γnðm2 + n2Þ and

τ2 = 1 − γnð1 − l2Þ + δnðm1 + n1Þ.
Thus, from (86), Lemma 5, and conditions, we have

lim
n→∞

∥xn − x∥+∥yn − y∥ð Þ = 0, ð87Þ

which implies that

lim
n→∞

∥xn − x∥ = lim
n→∞

∥yn − y∥ = 0: ð88Þ

Hence, xn → x and yn → y. It follows from (62) and (63)
that fung and fvng are Cauchy sequences; we can assume
that un → u and vn → v, strongly. Next, we show that u ∈ P1
ðxÞ and v ∈ P2ðyÞ. Since un ∈ P1ðxnÞ, then we have

d u, P1 xð Þð Þ ≤ ∥u − un∥+d un, P1 xð Þð Þ
≤ ∥u − un∥+ 1 + n−1

� �
D P1 xnð Þ, P1 xð Þð Þ

≤ ∥u − un∥+ 1 + n−1
� �

ς1∥xn − x∥→ 0 as n→∞:

ð89Þ

Hence, dðu, P1ðxÞÞ→ 0, so u ∈ P1ðxÞ as P1ðxÞ ∈ CBðHÞ.
Similarly, it is easy to show that v ∈ P2ðyÞ. Thus, by Lemma
6, one can deduce that ðx, y, u, vÞ, x ∈Ω1, y ∈Ω2, u ∈ P1ðxÞ,
and v ∈ P2ðyÞ is a solution to the system of generalized set-
valued variational inequalities (15).

4. Altering Points Problem

In this section, the concept of altering points problem is used
to find the solution of the considered system of variational
inequalities (16). We propose parallel Mann and parallel S
-iterative algorithms, and the strong convergence of the
sequences generated by these parallel iterative algorithms is
discussed.

Definition 10. [11]. Let Ω1 and Ω2 be nonempty subsets of a
metric space X. Then, the points x ∈Ω1 and y ∈Ω2 are the
altering points of mappings A1 : Ω1 →Ω2 and A2 : Ω2 →

Ω1, if

A1 xð Þ = y,
A2 yð Þ = x:

ð90Þ

Alt-
ðA1, A2Þ = fðx, yÞ ∈Ω1 ×Ω2 : A1ðxÞ = y andA2ðyÞ = xg is
called the set of altering points of the mappings A1 and A2.

Lemma 11 [33]. Let Ω1 andΩ2 be nonempty closed subsets of
a complete metric space X. Let A1 : Ω1 →Ω2 and A2 : Ω2
→Ω1 be Lipschitz continuous mappings with constants κ1
and κ2, respectively, such that κ1κ2 < 1. Then, the following
conditions hold:

(i) There exists unique point ðx, yÞ ∈Ω1 ×Ω2 such that x
and y are altering points of the mappings A1 and A2.

(ii) For arbitrary x1 ∈Ω1, the sequence fðxn, ynÞg ∈Ω1
×Ω2 generated by

yn = A1xn,
xn+1 = A2yn, n ∈ℕ,

(
ð91Þ

converges to ðx, yÞ.

Lemma 12. LetΩ1 andΩ2 be nonempty closed convex subsets
of a real Hilbert space H . Let I = f1, 2g be an index set, for
each i ∈ I; let φi, ψi : H →H andMi : H ×H →H be non-
linear single-valued mappings. Then, ðx, yÞ ∈Ω1 ×Ω2 is the
solution to the system of variational inequalities (16), if and
only if ðx, yÞ satisfies

y = PΩ2
ψ1 xð Þ − ϱ1M1 y, xð Þ½ �,

x = PΩ1
ψ2 yð Þ − ϱ2M2 x, yð Þ½ �,

ð92Þ

where ϱ1 and ϱ2 are positive constants.
Define the mappings A1 : Ω1 →Ω2 and A2 : Ω2 →Ω1 as

follows:

A1 ≔ PΩ2
ψ1 − ϱ1M1 y, ·ð Þ½ �, ð93Þ

A2 ≔ PΩ1
ψ2 − ϱ2M2 x, ·ð Þ½ �, ð94Þ

where ϱ1, ϱ2 are constants in ð0, 1�. By virtue of Lemma 4, we
can formulate the system of variational inequalities (16) into
the following equivalent altering points problem.

Find ðx, yÞ ∈Ω1 ×Ω2 such that

x = PΩ1
ψ2 − ϱ2M2 x, ·ð Þ½ � yð Þ,

y = PΩ2
ψ1 − ϱ1M1 y, ·ð Þ½ � xð Þ:

(
ð95Þ

Now, we propose the following parallel Mann iterative
algorithm to solve the system of variational inequalities (16)
as follows.
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Algorithm 13. LetΩ1,Ω2 be nonempty closed convex subsets
of a real Hilbert space H. For any ðx0, y0Þ ∈Ω1 ×Ω2, let fð
xn, ynÞg be an iterative sequence in Ω1 ×Ω2 defined by

xn+1 = 1 − αnð Þxn + αnA2 ynð Þ, ð96Þ

yn+1 = 1 − αnð Þyn + αnA1 xnð Þ, ð97Þ

where αn ∈ ½0, 1�, n ∈ℕ and A1, A2 are the mappings defined
by (93) and (94), respectively.

Also, we propose the following parallel S-iterative algo-
rithm to solve the system of variational inequalities (16).
Note that the parallel S-iterative algorithm is more general
than the parallel Mann iterative algorithm.

Algorithm 14. Let Ω1 and Ω2 be nonempty closed convex
subsets of a real Hilbert space H. For any ðx0, y0Þ ∈Ω1 ×Ω2
, let fðxn, ynÞg be an iterative sequence inΩ1 ×Ω2 defined by

xn+1 = A2 1 − αnð Þyn + αnA1 xnð Þ½ �, ð98Þ

yn+1 = A1 1 − αnð Þxn + αnA2 ynð Þ½ �, ð99Þ

where αn ∈ ð0, 1Þ, n ∈ℕ and A1, A2 are the mappings defined
by (93) and (94), respectively.

Theorem 15 [33]. Let Ω1 and Ω2 be nonempty closed convex
subsets of a Banach space X. Let A1 : Ω1 →Ω2 and A2 : Ω2
→Ω1 be Lipschitz continuous mappings with constants κ1
< 1 and κ2 < 1, respectively. Then, the sequence fðxn, ynÞg ∈
Ω1 ×Ω2 generated by the parallel S -iterative algorithm
(98)–(99) converges strongly to the unique point ðx, yÞ ∈Ω1
×Ω2 such that x and y are altering points of the mappings
A1 and A2.

Next, we prove the following proposition, which plays a
crucial role to prove the convergence of parallel iterative
algorithms.

Proposition 16. Let Ω1 and Ω2 be nonempty closed convex
subsets of a real Hilbert space H . For each i = 1, 2, let ψi
: H →H be the single valued mappings such that ψi is δψi

-strongly monotone and Lψi
-Lipschitz type continuous. Let

M1 : Ω2 ×Ω1 →H and M2 : Ω1 ×Ω2 →H be the single-
valued mappings such that Mi is δMi

-strongly monotone
and LMi

-Lipschitz type continuous with respect to the second
argument. Then, the mappings A1 and A2 defined by (93) and
(94) are Lipschitz type continuous with constant ð℧1 +Θ1Þ
and ð℧2 +Θ2Þ, respectively, where ℧i =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2δψi

+ L2ψi

q
and

Θi =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2ϱiδMi

+ ρ2i L
2
Mi

q
.

Proof. For any given x1, x2 ∈Ω1, (93), and using the nonex-
pansiveness of the projection mapping PΩ2

, we have

∥A1 x1ð Þ − A1 x2ð Þ∥ = ∥PΩ2
ψ1 − ϱ1M1 y, ·ð Þ½ � x1ð Þ

− PΩ2
ψ1 − ϱ1M1 y, ·ð Þ½ � x2ð Þ∥

≤ ∥ψ1 x1ð Þ − ϱ1M1 y, x1ð Þð Þ�
− ψ1 x2ð Þ − ϱ1M1 y, x2ð Þð Þ½ �∥

≤ ∥ψ1 x1ð Þ − ψ1 x2ð Þ − x1 − x2ð Þ∥
+∥ x1 − x2ð Þ − ϱ1ðM1 y, x1ð Þð Þ
−M1 y, x2ð Þð ÞÞ∥:

ð100Þ

Since ψ1 is δψ1
-strongly monotone and Lψ1

-Lipschitz type
continuous, then, we get

∥x1 − x2 − ψ1 x1ð Þ − ψ1 x2ð Þð Þ∥2
= ∥x1 − x2∥

2 − 2 ψ1 x1ð Þ − ψ1 x2ð Þ, x1 − x2h i
+ ∥ψ1 x1ð Þ − ψ1 x2ð Þ∥2

≤ ∥x1 − x2∥
2 − 2δψ1

∥x1 − x2∥
2 + L2ψ1

∥x1 − x2∥
2

= 1 − 2δψ1
+ L2ψ1

� �
∥x1 − x2∥

2

=℧2
1∥x1 − x2∥

2,

ð101Þ

which implies that

∥x1 − x2 − ψ1 x1ð Þ − ψ1 x2ð Þð Þ∥ ≤℧1∥x1 − x2∥: ð102Þ

Again, using the fact that M1 is δM1
-strongly monotone

and LM1
-Lipschitz type continuous with respect to the second

argument, we have

∥x1 − x2 − ϱ1 M1 y, x1ð Þð Þ −M1 y, x2ð Þð Þð Þ∥2
= ∥x1 − x2∥

2 − 2ϱ1 M1 y, x1ð Þð Þ −M1 y, x2ð Þð Þ, x1 − x2h i
+ ρ21∥M1 y, x1ð Þð Þ −M1 y, x2ð Þð Þ∥2

≤ ∥x1 − x2∥
2 − 2ϱ1δM1

∥x1 − x2∥
2 + ρ21L

2
M1
∥x1 − x2∥

2

= 1 − 2ϱ1δM1
+ ϱ21L

2
M1

� �
∥x1 − x2∥

2

=Θ2
1∥x1 − x2∥

2,
ð103Þ

which implies that

∥x1 − x2 − ϱ1 M1 y, x1ð Þð Þ −M1 y, x2ð Þð Þð Þ∥ ≤Θ1∥x1 − x2∥:

ð104Þ

Utilizing (102) and (104), (100) becomes

∥A1 x1ð Þ − A1 x2ð Þ∥ ≤ ℧1 +Θ1ð Þ∥x1 − x2∥, ð105Þ

i.e., A1 is ð℧1 +Θ1Þ-Lipschitz continuous, where ℧1 =
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2δψ1

+ L2ψ1

q
and Θ1 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2ϱ1δψ1

+ ϱ21L
2
M1

q
. Similarly,

one can prove that A2 is ð℧2 +Θ2Þ-Lipschitz continuous.

Now, we prove the convergence of the parallel Mann iter-
ative scheme (96)–(97).

Theorem 17. Let Ω1 and Ω2 be nonempty closed convex sub-
sets of a real Hilbert space H . For each i = 1, 2, let ψi : H
→H be the single-valued mapping such that ψi is δψi

-strongly monotone and Lψi
-Lipschitz type continuous. Let

M1 : Ω2 ×Ω1 →H and M2 : Ω1 ×Ω2 →H be the single-
valued mappings such that Mi is δMi

-strongly monotone
and LMi

-Lipschiz type continuous with respect to the second
argument. For any ðx0, y0Þ ∈Ω1 ×Ω2, let fðxn, ynÞg be an
iterative sequence in Ω1 ×Ω2 generated by Algorithm 13,
where αn ∈ ½0, 1� satisfying ∑∞

n=0αn =∞ and A1, A2 are the
mappings defined by (93) and (94), respectively. In addition,
the following condition holds:

0 <℧i +Θi < 1, ð106Þ

where ℧i =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2δψi

+ L2ψi

q
and Θi =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2ϱiδMi

+ ϱ2i L
2
Mi

q
,

for i = 1, 2. Then

(i) There exists unique point ðx, yÞ ∈Ω1 ×Ω2, which is
the solution of the system of variational inequalities
(16).

(ii) The sequence fðxn, ynÞg generated by parallel Mann
iterative Algorithm 13 converges strongly to the point
ðx, yÞ.

Proof.

(i) Conclusion follows from Lemma 11 and (95).

(ii) It follows from (94), (95), (96), and Lipschitz conti-
nuity of mapping A2 that

∥xn+1 − x∥ = ∥ 1 − αnð Þxn + αnA2 ynð Þ − x∥
= ∥ 1 − αnð Þxn + αnA2 ynð Þ − 1 − αnð Þx − αnx∥
≤ 1 − αnð Þ∥xn − x∥+αn∥A2 ynð Þ − x∥
= 1 − αnð Þ∥xn − x∥+αn∥A2 ynð Þ − A2 yð Þ∥
≤ 1 − αnð Þ∥xn − x∥+αn ℧2 +Θ2ð Þ∥yn − y∥:

ð107Þ

Again, utilizing (93), (95), (97), and Lipschitz continuity
of mapping A1, we get

∥yn+1 − y∥ = ∥ 1 − αnð Þyn + αnA1 xnð Þ − y∥
= ∥ 1 − αnð Þyn + αnA1 xnð Þ − 1 − αnð Þy − αny∥
≤ 1 − αnð Þ∥yn − y∥+αn∥A1 xnð Þ − y∥
= 1 − αnð Þ∥yn − y∥+αn∥A1 xnð Þ − A1 xð Þ∥
≤ 1 − αnð Þ∥yn − y∥+αn ℧1 +Θ1ð Þ∥xn − x∥:

ð108Þ

Letting Θ =max f℧1 +Θ1,℧2 +Θ2g; then, from (107)
and (108), we have

xn+1 − xk k + yn+1 − yk k
≤ 1 − αnð Þ xn − xk k + αn ℧2 +Θ2ð Þ yn − yk k

+ 1 − αnð Þ yn − yk k + αn ℧1 +Θ1ð Þ xn − xk k
≤ 1 − αnð Þ xn − xk k + αnΘ yn − yk k

+ 1 − αnð Þ yn − yk k + αnΘ xn − xk k
= 1 − αn 1 −Θð Þð Þ xn − xk k + yn − yk k½ �:

ð109Þ

Thus, from (8) and (109), we have

∥ xn+1, yn+1ð Þ − x, yð Þ∥∗ = ∥ xn+1 − x, yn+1 − yð Þ∥∗
= ∥xn+1 − x∥+∥yn+1 − y∥
≤ 1 − αn 1 −Θð Þð Þ ∥xn − x∥+∥yn − y∥½ �
≤ 1 − αn 1 −Θð Þð Þ∥ xn, ynð Þ − x, yð Þ∥∗:

ð110Þ

Since ∑∞
n=0αn =∞ and from condition (106), we have Θ

∈ ð0, 1Þ. Thus, from Lemma 5, we can conclude that lim
n→∞

∥ð
xn, ynÞ − ðx, yÞ∥∗ = 0. Therefore, lim

n→∞
∥xn − x∥ = 0 = lim

n→∞
∥yn

− y∥. Hence, the sequences fxng and fyng generated by par-
allel Mann iterative algorithm converge strongly to x and y,
respectively.

Now, we prove the convergence of the parallel S-iterative
algorithm (98)–(99).

Theorem 18. Let Ω1 and Ω2 be nonempty closed and convex
subsets of a real Hilbert space H . For each i = 1, 2, let ψi
: H →H be the single-valued mapping such that ψi is δψi

-strongly monotone and Lψi
-Lipschitz type continuous. Let

M1 : Ω2 ×Ω1 →H and M2 : Ω1 ×Ω2 →H be the single-
valued mappings such that Mi is δMi

-strongly monotone
and LMi

-Lipschitz type continuous with respect to the second
argument. For any ðx0, y0Þ ∈Ω1 ×Ω2, let fðxn, ynÞg be an
iterative sequence in Ω1 ×Ω2 generated by Algorithm 14,
where αn ∈ ð0, 1Þ, A1, and A2 are the mappings defined by
(93) and (94), respectively. In addition, the following condition
holds:

0 <℧i +Θi < 1, ð111Þ
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where ℧i =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2δψi

+ L2ψi

q
and Θi =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2ρiδMi

+ ρ2i L
2
Mi

q
,

for i = 1, 2. Then

(i) There exists unique point ðx, yÞ ∈Ω1 ×Ω2, which is
the solution of the system of variational inequalities
(16).

(ii) The sequence fðxn, ynÞg generated by parallel S-iter-
ative Algorithm 14 converges strongly to the point ðx
, yÞ.

Proof.

(i) The conclusion follows from Lemma 11 and (95).

(ii) It follows from (94), (95), (98), and Lipschitz conti-
nuity of A2, we get

∥xn+1 − x∥ = ∥A2 1 − αnð Þyn + αnA1 xnð Þ½ � − x∥
= ∥A2 1 − αnð Þyn + αnA1 xnð Þ½ � −A2 yð Þ∥
≤ ℧2 +Θ2ð Þ∥ 1 − αnð Þyn + αnA1 xnð Þ − y∥
≤ ℧2 +Θ2ð Þ 1 − αnð Þ∥yn − y∥+αn∥A1 xnð Þ − y∥½ �
= ℧2 +Θ2ð Þ 1 − αnð Þ∥yn − y∥+αn∥A1 xnð Þ − A1 xð Þ∥½ �
≤ ℧2 +Θ2ð Þ 1 − αnð Þ∥yn − y∥+αn ℧1 +Θ1ð Þ∥xn − x∥½ �:

ð112Þ

Using the same facts, we have

∥yn+1 − y∥ ≤ ℧1 +Θ1ð Þ 1 − αnð Þ∥xn − x∥½
+ αn ℧2 +Θ2ð Þ∥yn − y∥�: ð113Þ

Letting Θ =max f℧1 +Θ1,℧2 +Θ2g, then from (112)
and (113), we have

∥xn+1 − x∥+∥yn+1 − y∥ ≤ ℧2 +Θ2ð Þ 1 − αnð Þ∥yn − y∥ + αn½
� ℧1 +Θ1ð Þ∥xn − x∥� + ℧1 +Θ1ð Þ
� 1 − αnð Þ∥xn − x∥+αn ℧2 +Θ2ð Þ∥yn − y∥½ �

≤Θ 1 − αnð Þ∥yn − y∥+αnΘ∥xn − x∥½ � +Θ

� 1 − αnð Þ∥xn − x∥+αnΘ∥yn − y∥½ �
=Θ 1 − αn 1 −Θð Þð Þ½ � ∥xn − x∥+∥yn − y∥½ �:

ð114Þ

Thus, from (8) and (114), we have

∥ xn+1, yn+1ð Þ − x, yð Þ∥∗ = ∥ xn+1 − x, yn+1 − yð Þ∥∗
= ∥xn+1 − x∥+∥yn+1 − y∥
≤Θ 1 − αn 1 −Θð Þð Þ½ � ∥xn − x∥+∥yn − y∥½ �
=Θ 1 − αn 1 −Θð Þð Þ½ �∥ xn, ynð Þ − x, yð Þ∥∗:

ð115Þ

Notice that Θ½ð1 − αnð1 −ΘÞÞ� <Θ and from condition
(111), we have Θ ∈ ð0, 1Þ. Thus, we can conclude that lim

n→∞
∥

ðxn, ynÞ − ðx, yÞ∥∗ = 0. Therefore, lim
n→∞

∥xn − x∥ = 0 = lim
n→∞

∥yn
− y∥. Hence, the sequences fxng and fyng generated by par-
allel S-iterative algorithm converge strongly to x and y,
respectively.

Finally, we discuss an example which illustrates the con-
vergence analysis of parallel Mann and parallel S-iterative
algorithms.

Example 1. Let H =ℝ,Ω1 = ð−∞,0� and Ω2 = ½0,∞Þ: Let ψ1
, ψ2 : H →H be the single-valued mappings defined by

ψ1 xð Þ = 2x − 1
3 , ψ2 xð Þ = 5x − 2

6 ,∀x ∈H : ð116Þ

Suppose that the mappings M1,M2 : H ×H →H are
defined by

M1 x, yð Þ = 4x + 3y − 2
3 , M2 x, yð Þ = 17x + 17y + 1

12 ,∀x, y ∈H :

ð117Þ

Then, it is easy to check that for each i = 1, 2, ψi is δψi

-strongly monotone and Lψi
-Lipschitz continuous with δψ1= 2/3 = Lψ1

and δψ2
= 5/6 = Lψ2

and Mi is δMi
-strongly

monotone and LMi
-Lipschitz continuous in the second argu-

ment with δM1
= 4/3 = LM1

and δM2
= 17/12 = LM2

. Let the
mappings A1 : Ω1 →Ω2 and A2 : Ω2 →Ω1 be defined as fol-
lows:

A1 ≔ PΩ2
ψ1 − ϱ1M1 y, ·ð Þ½ �,

A2 ≔ PΩ1
ψ2 − ϱ2M2 x, ·ð Þ½ �:

ð118Þ

Then, for ϱ1, ϱ2 = 1,

A1 xð Þ = PΩ2
ψ1 xð Þ −M1 y, xð Þ½ � = PΩ2

2x − 1
3 −

4x + 3y − 2
3

� �

= −2x − 3y + 1
3 ,∀x, y ∈H ,

A2 yð Þ = PΩ1
ψ1 yð Þ −M2 x, yð Þ½ � = PΩ1

5y − 2
6 −

17x + 17y + 1
12

� �

= −17x − 7y − 5
12 ,∀x, y ∈H :

ð119Þ

It is easy to verify that A1 is 2/3-Lipschitz continuous and
A2 is 7/12-Lipschitz continuous. Also,
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℧1 +Θ1 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2δψ1

+ L2ψ1

q
+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2ρ1δM1

+ ρ21L
2
M1

q

=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 4

3 + 4
9

r
+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 8

3 + 16
9

r
= 2
3 < 1,

℧2 +Θ2 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2δψ2

+ L2ψ2

q
+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 2ρ2δM2

+ ρ22L
2
M2

q

=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 10

6 + 25
36

r
+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 34

12 + 289
144

r
= 7
12 < 1:

ð120Þ

Thus, all the conditions of Theorem 17 and Theorem 18
are satisfied. Hence, by using Proposition 16, Algorithm 13,
and Algorithm 14, the conclusions of Theorem 17 and The-
orem 18 follow.

5. Concluding Remarks

In this paper, a system of generalized set-valued variational
inequalities involving relaxed cocoercive mappings in Hilbert
spaces is considered. Using the projection method and
Banach contraction principle, an existence result is proved.
Also, we proposed an iterative algorithm, and its convergence
is discussed. Moreover, we established an equivalence
between the system of variational inequalities and altering
points problem. Some parallel iterative algorithms are pro-
posed, and the strong convergence of the sequences gener-
ated by these iterative algorithms is discussed. Finally, a
numerical example is constructed to illustrate the conver-
gence analysis of the proposed parallel iterative algorithms.
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The objective of this research is to formulate a specific class of integral inequalities of Gronwall kind concerning retarded term and
nonlinear integrals with time scales theory. Our results generate several new inequalities that reflect continuous and discrete form,
as well as giving the unknown function an upper bound estimate. The effectiveness of such inequalities arises from the belief that it
is widely relevant in unique circumstances where there is no valid utilization of various available inequalities. Applications are
additionally represented to display the legitimacy of built-up hypotheses.

1. Introduction

Over the last decades, a variety of basic and critical inequal-
ities have been inspected with improvement in the methods
of differential and integral equations, which are anticipating
a great deal of study in the analysis of boundedness, global
existence, and stability of solutions of differential and integral
equations as well as difference equations [1, 2]. Among
others, the inequalities of the Gronwall-Bellman type are of
unique significance for providing explicit estimates for
unknown functions.

Bellman [3] has proven the integral inequality

L ℏð Þ ≤m +
ðℏ
ℏ1

G Pð ÞL Pð ÞdP , ℏ ∈ ℏ1, ℏ½ �, ð1Þ

for some m ≥ 0, which is significantly dedicated to evaluate
the equilibrium and asymptotic behavior with a view to find
solutions for integral equations. Such inequalities have been

remarkably strengthened over a very long period of time by
verifying their importance and intrinsic potential in the
diverse fields of applied sciences.

Afterward, Pachpatte [4] replaced the constant m from
the prior integral inequality by a nondecreasing function m

ðℏÞ and contemplated

L ℏð Þ ≤m ℏð Þ +H ℏð Þ
ðℏ
0
G Pð ÞL Pð ÞdP , ℏ ∈ 0,∞½ Þ: ð2Þ

The inequality (2) encourages fresh speculations and can
be classified as incredible techniques in the understanding of
specific differential and integral equations.

El-Owaidy et al. [5] introduced yet another basic type of
inequality

L ℏð Þ ≤m0 +
ðℏ
0
G Pð Þ LΨ Pð Þ +

ðP
0
J xð ÞL xð Þdx

� �
dP , ℏ ∈ 0,∞½ Þ,

ð3Þ
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in which integrand accommodates the power and allows it
more challenging to determine the unknown function where
0 ≤Ψ < 1 is included.

Several scholars researched linear and nonlinear modifi-
cations for booming such kinds of inequalities (see [6–12]).
Most articles tend to do with retarded nonlinear integral
inequalities. In this database, the retarded integral inequality
was identified by Lipovan [13].

L ℏð Þ ≤m +
ðℏ
ℏ1

G Pð Þρ L Pð Þð ÞdP +
ðω ℏð Þ

ω ℏ1ð Þ
J Pð Þρ L Pð Þð ÞdP , ℏ1

≤ ℏ < ℏ2,
ð4Þ

ρ ∈ Cðℝ+,ℝ+Þ, ρðLÞ > 0 for L > 0, and the integral con-
sists of nonlinear equations in its more standard way. Over
the span of late years, multiple retarded integral inequalities
have been discussed by numerous researchers [14, 15] and
the references therein.

Remarkably, the dynamic inequalities predict a necessary
position within the production of the basic principle of time-
scale dynamic equations. Hilger [16] was named to be the
primary researcher who started the growth of time scale ana-
lytics. The ultimate point is to study an equation or an
inequality which can be dynamic such that a time scale T

be a domain of an unknown function. The motivation that
guides the time scale theory is to unify continuous and dis-
crete inspection. Several authors have approached and
finished proper assessment of the characterizations and
utilization of different types of inequalities on a timely basis
[17–21] and the references in that. Around the beginning,
Bohner and Peterson [22] tested the integral inequality

L ℏð Þ ≤m ℏð Þ +
ðℏ
ℏ1

J Pð ÞL Pð ÞΔP , ℏ ∈ T : ð5Þ

Later in 2010, Li [23] has assessed the consequent nonlin-
ear integral inequality of one variable

Lγ ℏð Þ ≤m ℏð Þ +H ℏð Þ
ðℏ
ℏ1

G Pð ÞL ρ Pð Þð Þ + J Pð Þ½ �ΔP ,

ð6Þ

for ℏ ∈ ℏ1 with initial conditions LðℏÞ =ΩðℏÞ, ℏ ∈ ½β, ℏ1� ∩ T ,
YðρðℏÞÞ ≤ ðmðℏÞÞ1/γ for ℏ ∈ ℏ1, ρðℏÞ ≤ ℏ1, where γ ≥ 1 is a
constant, ρðℏÞ ≤ ℏ, −∞ < β = inf fρðℏÞ, ℏ ∈ T 0g ≤ ℏ1, and Ω
ðℏÞ ∈ Crdð½β, ℏ1� ∩ T ,ℝ+Þ. Besides that, Pachpatte [24] has
attempted to see the augmentation of the integral inequality

L ℏð Þ ≤m ℏð Þ
ðℏ
ℏ1

G Pð Þ L Pð Þ +
ðP
ℏ1

J P , xð ÞL xð ÞΔx
" #

ΔP ,

ð7Þ

such that J ðP , xÞ ≥ 0, J ΔðP , xÞ ≥ 0 for ℏ, x ∈ T and σ ≤ ℏ.

Further, in 2017, Haidong [25] suggested that nonlinear inte-
gral inequality be generalized as follows

L ℏð Þ ≤m ℏð Þ + G ℏð Þ
ðω ℏð Þ

ω ℏ1ð Þ
G1 Pð ÞL Pð Þ +G2 Pð Þ

ðℏ
ω ℏ1ð Þ

J xð ÞL xð ÞΔx
" #

ΔP

+ λm Tð Þ
ðω Tð Þ

ω ℏ1ð Þ
G1 Pð ÞL Pð Þ +G2 Pð Þ

ðℏ
ω ℏ1ð Þ

J xð ÞL xð ÞΔx
" #

ΔP ,

ð8Þ

where λ ≥ 0. Although a lot of studies have been conducted
on integral inequalities related to time scales, there is not that
much research on retarded integral inequalities on time
scales has been performed. For certain cases, however, spe-
cific types of integral and differential equations via power
are required to investigate time scale delay inequalities in
order to thrive and meet the desired targets.

Our primary concern of this work is not only to analyze
nonlinear integral inequalities with retarded term but also
to explore the well-known existing results which determine
the explicit bounds of the solutions of the unknown functions
of the particular dynamic equations on time scales. The new
speculations are used as supportive tools to exhibit the
description of integral inequalities and equations. The offered
dynamic integral strategy for acquiring new results is clear
and effective. There are other benefits of this technique: it is
fast and short. Moreover, the proposed procedure can be
modified to solve various systems with nonlinear fractional
partial differential equations.

The rest of the manuscript is arranged as follows. In Sec-
tion 2, we have some preliminary data which is an essential
element for our key studies. Section 3 is devoted to theoretical
discussions on the immense solutions of the problem beneath
consideration. The examples supporting the theoretical con-
sequences are given in Section 4. Finally, a few concluding
feedback and suggestions for future research are provided
in Section 5 and thus completes this work.

2. Basic Material on Time Scales

Below, we interpret some basic definitions and valuable the-
orem regarding time scale calculus.

A time scale T is an arbitrary nonempty closed subset of
the real numbers ℝ.

Definition 1 (see [22]). The forward jump operator σ on T be
defined by σðℏÞ = inf fP ∈ T : P > ℏg for all ℏ ∈ T . If
σðℏÞ = ℏ, then ℏ is said to be right-dense and right-
scattered if σðℏÞ > ℏ. The backward jump operator and left-
scattered and left-dense points are defined in a similar way.

Definition 2 (see [22]). ξ : T →ℝ+ is called the graininess
function if ξðℏÞ = σðℏÞ − ℏ. Also, ξðℏÞ = 0 for T =ℝ and
ξðℏÞ =P , with a positive constant P for T =Pℤ.

Definition 3 (see [22]). The set T k is derived from T as fol-
lows: if T has a left-scattered maximum m, then T k = T −m;
otherwise, T k = T .
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Definition 4 (see [22]). For some ℏ ∈ T k and a function
L ∈ ðT ,ℝÞ, the delta derivative of L is denoted by LΔðℏÞ
and satisfies

L σ ℏð Þð Þ −L Pð Þ − LΔ ℏð Þ σ ℏð Þ −Pð Þ�� �� ≤ ε σ ℏð Þ −Pj j,∀ε > 0,P ∈ℵ,
ð9Þ

and a neighborhood of ℏ isℵ. Also, L is the delta differen-
tial function at ℏ.

Definition 5 (see [22]). An antiderivative of L is L1 if
LΔ
1 ðℏÞ = LðℏÞ, ℏ ∈ T k, whereas

ðς
ς1

L ℏð ÞΔℏ =L1 ςð Þ −L1 ς1ð Þ, ς1, ς ∈ T , ð10Þ

is the Cauchy integral of L.

Definition 6 (see [22]). The set of all regressive and rd-
continuous functions G : T ⟶ℝ will be represented by R

provided 1 + ξðℏÞGðℏÞ ≠ 0 for all ℏ ∈ T k holds.

Definition 7. If T =ℝ and G : ℝ⟶ℝ are a continuous
function, then the exponential function is given by

eG ℏ,Pð Þ = e
Ð ℏ

P
G τ∗ð Þdτ∗ , eα ℏ,Pð Þ = eα ℏ−Pð Þ, eα ℏ, 0ð Þ = eα ℏð Þ,P , ℏ, α ∈ℝ:

ð11Þ

Theorem 8 (see [22]). If G ∈R, then

(i) eGðℏ, ℏÞ ≡ 1 and e0ðℏ, rÞ ≡ 1

eG σ ℏð Þ,Pð Þ ≡ 1 + ξ ℏð Þð ÞG ℏð ÞeG ℏ,Pð Þ,
1

eG ℏ,Pð Þ = e⊖G ℏ,Pð Þ = eG P , ℏð Þ:
ð12Þ

(ii) If J ∈R+, then ⊖ J ∈R+

(iii) If J ∈R+, then eJ ðℏ, ℏ0Þ > 0, for all ℏ0, ℏ ∈ T , where
⊖ J = −ðJ /ð1 + ξJ ÞÞ.

To more descriptions of the study of the time scale, we
direct the reader to Bohner and Peterson [22] excellent
monograph, which describes and organizes most of the time
scale logic.

3. Nonlinear Powered Integral Inequalities via
Retarded Term

Given the documentations all through the content for the
simplicity of perusing: ℝ stands for the set of real numbers,
ℂrd is the set of rd continuous functions, ℝ+ = ½0,∞Þ, ℏ1 ∈ T ,
ℏ1 ≥ 0, T 0 = ½ℏ1,∞Þ ∩ T , and

(H1). The continuous function LðℏÞ ∈ℂrdðT 0,ℝ+Þ is a
nonnegative.

(H2). ξðℏÞ ∈ CrdðT 0,ℝ+Þ is a function which is increasing
and differentiable on ½ℏ1,∞Þ so that ξðℏÞ ≤ ℏ, ξðℏ1Þ = ℏ1.

(H3). GðℏÞ, J ðℏÞ, BðℏÞ ∈ℂrdðT 0,ℝ+Þ.

(H4). mðℏÞ ∈ℂrdð½T 0, ð0,∞ÞÞ is nondecreasing.

(H5). μ, κ ∈ℂrdðℝ+,ℝ+Þ is a nondecreasing function and μ
ðJ Þ > 0, κðJ Þ > 0 for J > 0.

Specifically, the fundamental lemma to be used after-
wards is presented below:

Lemma 9 (see [26]). Let ψ ≥ 0, j ≥ ϑ ≥ 0, and j ≠ 0, then

ψϑ/j ≤
ϑ

j
ψ + j − ϑ

j
: ð13Þ

Proof. For ϑ = 0, inequality (13) is accurate, unless δ = 1 if
ϑ > 0, δ = ϑ/j, and

ψϑ/j ≤
ϑ

j
Yϑj/jψ + j − ϑ

j
Yϑ/j, Y > 0: ð14Þ

We obtain (13) for Y = 1.

Theorem 10. Suppose that (H1), (H2), (H3), and (H4) be
satisfied. Moreover

L ℏð Þ ≤m ℏð Þ +
ðξ ℏð Þ

ℏ1

G Pð ÞL Pð Þ L Pð Þ +
ðP
ℏ1

J xð ÞL xð ÞΔx
 !ℵ

ΔP

+
ðξ ℏð Þ

ℏ1

G Pð ÞL Pð Þ
ðP
ℏ1

B xð ÞL xð ÞΔx
 !

ΔP :

ð15Þ

∀ℏ ∈ T 0. Then

L ℏð Þ ≤m ℏð Þ + H 1 ℏð Þe⊖ −Yð Þ σ ℏð Þ, ℏ1ð Þ
1 −H 1 ℏð ÞÐ ξ ℏð Þ

ℏ1
χ Pð Þe⊖ −Yð Þ P ,P 1ð ÞΔP

,

ð16Þ

where ℵ ∈ ð0, 1� is a positive constant,

H 1 ℏð Þ =
ðξ ℏð Þ

ℏ1

G Pð ÞH Pð Þ ℵ H Pð Þ +
ðP
ℏ1

J xð ÞH xð ÞΔx
  !"

+ 1 −ℵð Þ +
ðP
ℏ1

B xð ÞH xð ÞΔx
#
ΔP ,

ð17Þ
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Y ℏð Þ = G ℏð Þ 2ℵ H ℏð Þð Þ 1 +
ðℏ
ℏ1

J Pð ÞΔP
 !"

+ 1 −ℵð Þ + 2H ℏð Þ
ðℏ
ℏ1

B Pð ÞΔP
#
,

ð18Þ

χ ℏð Þ = G ℏð Þ ℵ 1 +
ðℏ
ℏ1

J Pð ÞΔP
 !

+
ðℏ
ℏ1

B Pð ÞΔP
" #

:

ð19Þ
Proof. Let us define

Q ℏð Þ =
ðξ ℏð Þ

ℏ1

G Pð ÞL Pð Þ L Pð Þ +
ðP
ℏ1

J xð ÞL xð ÞΔx
 !ℵ

ΔP

+
ðξ ℏð Þ

ℏ1

G Pð ÞL Pð Þ
ðP
ℏ1

B xð ÞL xð ÞΔx
 !

ΔP ,

ð20Þ

therefore, (15) reaches to

L ℏð Þ ≤m ℏð Þ +Q ℏð Þ,Q ℏ1ð Þ = 0, ð21Þ

by executing Lemma 9 and (21) into (20), we deduce

Q ℏð Þ ≤
ðξ ℏð Þ

ℏ1

G Pð ÞL Pð Þ ℵ L Pð Þ +
ðP
ℏ1

J xð ÞL xð ÞΔx
 !

+ 1 −ℵð Þ
" #

ΔP

+
ðξ ℏð Þ

ℏ1

G Pð ÞL Pð Þ
ðP
ℏ1

B xð ÞL xð ÞΔx
 !

ΔP

≤
ðξ ℏð Þ

ℏ1

G Pð Þ m Pð Þ +Q Pð Þ½ �

� ℵ m Pð Þð +Q Pð Þ +
ðP
ℏ1

J xð Þ m xð Þ +Q xð Þð ÞΔx + 1 −ℵð Þ
 " #

ΔP

+
ðξ ℏð Þ

ℏ1

G Pð Þ m Pð Þ +Q Pð Þ½ �
ðP
ℏ1

B xð Þ m xð Þ +Q xð Þð ÞΔx
" #

ΔP

≤
ðξ ℏð Þ

ℏ1

G Pð Þm Pð Þ ℵ m Pð Þðð Þ +
ðP
ℏ1

J xð Þm xð ÞΔx
!!"

+ 1 −ℵð ÞG Pð Þm Pð Þ + G Pð Þm Pð Þ
ðP
ℏ1

B xð Þm xð ÞΔx
 !#

ΔP

+
ðξ ℏð Þ

ℏ1

G Pð Þ 2 ℵ m Pð Þð Þð Þ 1 +
ðP
ℏ1

J xð ÞΔ xð Þ
 ! !"

+ 1 −ℵð ÞG Pð Þ + 2G Pð Þm Pð Þ
ðP
ℏ1

B xð ÞΔ xð Þ
 !#

Q Pð ÞΔP

+
ðξ ℏð Þ

ℏ1

G Pð Þ ℵ 1 +
ðP
ℏ1

J xð ÞΔx
 ! !"

+G Pð Þ
ðP
ℏ1

B xð ÞΔx
 !#

Q2 Pð ÞΔP ≤H 1 ℏð Þ

+
ðξ ℏð Þ

ℏ1

Y Pð ÞQ Pð ÞΔP +
ðξ ℏð Þ

ℏ1

χ Pð ÞQ2 Pð ÞΔP ,

ð22Þ

where H 1ðℏÞ, YðℏÞ, and χðℏÞ are quoted in (17), (18), and

(19), respectively. Fixing ℏ2 ∈ T 0 for an arbitrary ℏ ∈ ½ℏ1, ℏ2�
∩ T and taking Q1ðℏÞ by

Q1 ℏð Þ ≤H 1 ℏ2ð Þ +
ðξ ℏð Þ

ℏ1

Y Pð ÞQ Pð ÞΔP +
ðξ ℏð Þ

ℏ1

χ Pð ÞQ2 Pð ÞΔP ,

ð23Þ

(22) can be carried out as

Q ℏð Þ ≤Q1 ℏð Þ,Q ξ ℏð Þð Þ ≤Q1 ξ ℏð Þð Þ ≤Q1 ℏð Þ,Q1 ℏ1ð Þ =H1 ℏ2ð Þ,
ð24Þ

since Q1ðℏÞ is nondecreasing, hence we can compose (23)
and (24) as

QΔ
1 ℏð Þ ≤ Y ξ ℏð Þð ÞξΔ ℏð ÞQ1 ℏð Þ + χ ξ ℏð Þð ÞξΔ ℏð ÞQ2

1 ℏð Þ, ð25Þ

take ZðℏÞ =Q−1
1 ðℏÞ, then ZΔðℏÞ = −Q−2

1 ðℏÞQΔ
1 ðℏÞ; therefore,

the last inequality with Theorem 8 yields

ZΔ ℏð Þ + Y ξ ℏð Þð ÞξΔ ℏð ÞZ ℏð Þ ≥ −χ ξ ℏð Þð ÞωΔ ℏð Þ, ð26Þ

or

Z ℏð Þ
e⊝ Yð Þ σ ℏð Þ, ℏ1ð Þ

 !Δ

= ZΔ ℏð Þ + Y ξ ℏð Þð ÞξΔ ℏð ÞZ ℏð Þ
e⊝ Yð Þ σ ℏð Þ, ℏ1ð Þ

≥ −χ ξ ℏð Þð ÞξΔ ℏð Þe! −Yð Þ σ ℏð Þ, ℏ1ð Þ:
ð27Þ

Integrating (27) and applyingZðℏ1Þ =H−1
1 ðℏ2Þ, we attain

Z ℏð Þ ≥
1 −H 1 ℏ2ð ÞÐ ℏℏ1 χ ξ Pð Þð ÞξΔ Pð Þe⊝ −Yð Þ σ ℏð Þ, ℏ1ð ÞΔP

H 1 ℏ2ð Þe⊝ −Yð Þ σ ℏð Þ, ℏ1ð Þ :

ð28Þ

Substituting ZðℏÞ =Q−1
1 ðℏÞ in (28) and from (24), we get

Q ℏð Þ ≤ H 1 ℏ2ð Þe⊝ −Yð Þ σ ℏð Þ, ℏ1ð Þ
1 −H 1 ℏ2ð ÞÐ ℏℏ1 χ ξ Pð Þð ÞξΔ Pð Þe⊝ −Yð Þ σ ℏð Þ, ℏ1ð ÞΔP

:

ð29Þ

Substituting the previous value in (21), we have

L ℏ2ð Þ ≤m ℏ2ð Þ + H 1 ℏ2ð Þe⊝ −Yð Þ σ ℏð Þ, ℏ1ð Þ
1 −H 1 ℏ2ð ÞÐ ξ ℏð Þ

ℏ1
χ Pð Þe⊝ −Yð Þ P ,P 1ð ÞΔP

,

ð30Þ

the arbitrariness of ℏ2 in the previous inequality claims the
optimal bound in (16).

Remark 11. ChoosemðℏÞ = u0, γ = 1,LðℏÞ ≤ ϕðuðtÞÞ, J ðℏÞ =
gðtÞ, and GðℏÞ = f ðtÞ, then Theorem 10 will become a small
deviation of Theorem 2.2 studied by Abdeldaim and EI-Deeb
[14], if T =ℝ and qðtÞ = 0.
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Theorem 12. The presumption (H1), (H2), (H4), and (H5),
GðℏÞ, J ðℏÞ ∈ℂrdðT 0,ℝ+Þ, and

L ℏð Þ ≤m ℏð Þ +
ðξ ℏð Þ

ℏ1

G Pð Þμ L Pð Þð Þ

� Lλ Pð Þ +
ðP
ℏ1

J xð Þκ L xð Þð ÞΔx
 !ℵ

ΔP ,∀ℏ ∈ T 0,
ð31Þ

satisfy, then

L ℏð Þ ≤ Σ−1 �M ℏð Þ� �
, ð32Þ

∀ℏ ∈ ½ℏ1, ℏ2�, where ℵ and λ are constants, ℵ > 0, λ ≥ 1,
ℵ + λ > 1, and

�M ℏð Þ = Σ m ℏð Þð Þ +
ðξ ℏð Þ

ℏ1

G Pð ÞF Pð ÞΔP ,F ℏð Þ

= G−1 P −1 P G mλ ℏð Þ
� �

+
ðℏ
ℏ1

J Pð ÞΔP
 ! " 

+ λ
ðω ℏð Þ

ℏ1

G Pð ÞΔP
!#!ℵ

,

ð33Þ

G ℓð Þ =
ðℓ
1

ΔP

κ Pð Þ , ℓ > 0, ð34Þ

P ℓð Þ =
ðℓ
1

ϕ G−1 Pð Þ� �
ΔP

μ G Pð Þð Þð Þ G−1 Pð Þ� �ℵ+λ−1 , ℓ > 0, ð35Þ

Σ ℓð Þ =
ðℓ
1

ΔP

μ Pð Þ , ℓ > 0, ð36Þ

the inverses of G, P , and Σ are G−1, P −1, and Σ−1, and select
ℏ3 in such a way that

P G mλ ℏð Þ
� �

+
ðℏ
ℏ1

J Pð ÞΔP
 !

+ λ
ðξ ℏð Þ

ℏ1

G Pð ÞΔP

≤
ðℓ
1

ϕ G−1 Pð Þ� �
ΔP

μ G−1 Pð Þ� �� �
G−1 Pð Þ� �ℵ+λ−1 , ξ m ℏð Þð Þ

+
ðξ ℏð Þ

ℏ1

G Pð ÞF Pð ÞΔP ≤
ΔP

μ Pð Þ ,P
−1

� P G mλ ℏð Þ
� �

+
ðℏ
ℏ1

J Pð ÞΔP
 ! 

+ λ
ðξ ℏð Þ

ℏ1

G Pð ÞΔP Þ ≤ ΔP

ϕ Pð Þ :

ð37Þ

Proof. Let ℏ3 ∈ T 0 be fixed for ℏ ∈ ½ℏ1, ℏ3� ∩ T and letting

Q2 ℏð Þ =m ℏ3ð Þ +
ðξ ℏð Þ

ℏ1

G Pð Þμ L Pð Þð Þ

� Lλ Pð Þ +
ðP
ℏ1

J xð Þκ L xð Þð ÞΔx
 !ℵ

ΔP ,
ð38Þ

(31) and (38) imply that

L ℏð Þ ≤Q2 ℏð Þ, Q2 ℏ1ð Þ =m ℏ3ð Þ, ð39Þ

since Q2ðℏÞ is nondecreasing, then (38) equals to

QΔ
2 ℏð Þ =G ξ ℏð Þð ÞξΔ ℏð Þμ L ξ ℏð Þð Þð Þ

� Lλ ξ ℏð Þð Þ +
ðξ ℏð Þ

ℏ1

J Pð Þκ L Pð Þð ÞΔP
 !ℵ

≤G ξ ℏð Þð ÞξΔ ℏð Þμ L ξ ℏð Þð Þð Þ

� Qλ
2 ξ ℏð Þð Þ +

ðξ ℏð Þ

ℏ1

J Pð Þκ Q2 Pð Þð ÞΔP
 !γ

≤G ξ ℏð Þð ÞξΔ ℏð Þμ L ξ ℏð Þð Þð ÞZℵ
1 ξ ℏð Þð Þ,

ð40Þ

where

Z1 ξ ℏð Þð Þ =Qλ
2 ξ ℏð Þð Þ +

ðξ ℏð Þ

ℏ1

J Pð Þκ Q2 Pð Þð ÞΔP , ð41Þ

Z1 ξ ℏ1ð Þð Þ =mλ ℏ3ð Þ,Q2 ξ ℏð Þð Þ ≤Z1 ξ ℏð Þð Þ: ð42Þ

By the definition of Z1ðξðℏÞÞ, utilizing (34), (42), and
Z1ðξðℏÞÞ > 0, we have

ZΔ
1 ξ ℏð Þð ÞξΔ ℏð Þ = λQλ−1

2 QΔ
2 ξ ℏð Þð ÞξΔ ℏð Þ + J ξ ℏð Þð ÞξΔ ℏð Þκ Q2 ξℏð ÞÞð Þ,

ð43Þ

so that

ZΔ
1 ξ ℏð Þð Þ ≤ λG ξ ℏð Þð ÞξΔ ℏð Þμ Z1 ξ ℏð Þð Þð ÞZℵ+λ−1

1 ξ ℏð Þð Þ

+ J ξ ℏð Þð Þκ Z1 ξ ℏð Þð Þð Þ ZΔ
1 ξ ℏð Þð Þ

κ Z1 ξ ℏð Þð Þð Þ

≤
λG ξ ℏð Þð ÞξΔ ℏð Þμ W ξ ℏð Þð Þð ÞZℵ+λ−1

1 ξ ℏð Þð Þ
κ Z1 ξ ℏð Þð Þð Þ

+ J ξ ℏð Þð Þ:
ð44Þ
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Integrating the above inequality, using (34) and (42),
we get

G Z1 ξ ℏð Þð Þð Þ ≤G mλ ℏ3ð Þ
� �

+
ðℏ
ℏ1

J ξ Pð Þð ÞΔP

+
ðℏ
ℏ1

λG ξ Pð Þð ÞξΔ Pð Þμ Z1 ξ Pð Þð Þð ÞZℵ+λ−1
1 ξ Pð Þð Þ

κ Z1 ξ Pð Þð Þð Þ ΔP

≤G mλ ℏ3ð Þ
� �

+
ðℏ2
ℏ1

J ξ Pð Þð ÞΔP

+
ðℏ
ℏ1

λG ξ Pð Þð ÞξΔ Pð Þμ Z1 ω Pð Þð Þð ÞZℵ+λ−1
1 ξ Pð Þð Þ

κ Z1 ξ Pð Þð Þð Þ ΔP ,

ð45Þ

for ℏ < ℏ3. Denoting

Q3 ℏð Þ =
ðℏ
ℏ1

λG ξ Pð Þð ÞξΔ Pð Þμ Z1 ξ Pð Þð Þð ÞZℵ+λ−1
1 ξ Pð Þð Þ

κ Z1 ξ Pð Þð Þð Þ ΔP ,

ð46Þ

(45) and (46) give

Z1 ξ ℏð Þð Þ ≤G−1 Q3 ℏð Þð Þ,Q3 ℏ1ð Þ =G mλ ℏ3ð Þ
� �

+
ðℏ3
ℏ1

J ξ Pð Þð ÞΔP :
ð47Þ

Differentiating (46) and applying (47), we observe that

QΔ
3 ℏð Þ = λG ξ ℏð Þð ÞξΔ ℏð Þμ Z1 ξ ℏð Þð Þð ÞZℵ+λ−1

1 ξ ℏð Þð Þ
κ Z1 ξ ℏð Þð Þð Þ

≤
λG ξ ℏð Þð ÞξΔ ℏð Þμ G−1 Q3 ℏð Þð Þ� �

G−1 Qℵ+λ−1
3 ℏð Þ

� �
κ G−1 Q3 ℏð Þð Þ� � ,

ð48Þ

implies

κ G−1 Q3 ℏð Þð Þ� �
QΔ
3 ℏð Þ

μ G−1 Q3 ℏð Þð Þ� �
G−1 Qℵ+λ−1

3 ℏð Þ
� � ≤ λG ξ ℏð Þð ÞξΔ ℏð Þ: ð49Þ

Inequality (49) with integration and (35) and (47)
generate the approximation

P Q3 ℏð Þð Þ ≤P G mλ ℏ3ð Þ
� �

+
ðℏ3
ℏ1

J ξ Pð Þð ÞΔP
 !

+ λ
ðℏ
ℏ1

G ξ Pð Þð ÞξΔ Pð ÞΔP ,
ð50Þ

Q3 ℏð Þ ≤P −1 P G mλ ℏ3ð Þ
� �

+
ðℏ2
ℏ1

J ξ Pð Þð ÞΔP
 ! 

+ λ
ðξ ℏð Þ

ℏ1

G Pð ÞΔP
!
:

ð51Þ

In view of (47) and (51), we derive

Zℵ
1 ξ ℏð Þð Þ ≤ G−1 P −1 P G mλ ℏ3ð Þ

� �
+
ðℏ2
ℏ1

J ξ Pð Þð ÞΔP
 ! " 

+ λ
ðξ ℏð Þ

ℏ1

G Pð ÞΔP
!#!ℵ

=F ℏð Þ:

ð52Þ

Substitute (52) in (40), integrate from ℏ1 to ℏ in the
resultant inequality, employ (36), and put ℏ = ℏ3, we
attain

Q2 ℏð Þ ≤ Σ−1 Σ m ℏ3ð Þð Þ +
ðξ ℏ2ð Þ

ℏ1

G Pð ÞF Pð ÞΔP
 !

: ð53Þ

The acquired inequality in (32) can be produced by the
arbitrary ℏ3 to the last inequality and from (39).

Remark 13. As a special case on T =ℝ, if we takeLðℏÞ = uðxÞ,
mðℏÞ = gðxÞ,GðℏÞ = kðx, tÞ,J = 0,ℵ = 1,μðLðℏÞÞ = ϕðuðtÞÞ,
ℏ1 = x0, and ξðℏÞ = x, then Theorem 12 changes to Theorem 2.1
of [27] due to Oguntuase.

Theorem 14. If GðℏÞ ∈ℂrdðT 0,ℝ+Þ, the conditions (H1),
(H2), (H4) and

Lℵ+1 ℏð Þ ≤m ℏð Þ +
ðξ ℏð Þ

ℏ1

G Pð ÞLℵ Pð ÞΔP
 !2

+ 2
ðξ ℏð Þ

ℏ1

G Pð ÞLℵ Pð Þ

� Lℵ Pð Þ +
ðP
ℏ1

G xð ÞLℵ xð ÞΔx
 !

ΔP , ∀ℏ ∈ T 0,

ð54Þ

hold. Then

L ℏð Þ ≤m1/ γ+1ð Þ ℏð Þ + 2
ℵ + 1

ðξ ℏð Þ

ℏ1

G Pð ÞΠ Pð Þe⊝ −Gð Þ σ Pð Þ,P 1ð ÞΔP ,

ð55Þ

provided with ℵ ∈ ð0, 1Þ is a constant and

Π ℏð Þ = m 1−ℵð Þ/ ℵ+1ð Þ ℏð Þ + 2 1 −ℵð Þ
ℵ + 1

ðξ ℏð Þ

ℏ1

G Pð Þe⊝ −Gð Þ 1 −ℵ
ℵ

P ,P 1ð ÞΔP
" #ℵ/ 1−ℵð Þ

,

ð56Þ
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such that

m 1−ℵð Þ/ ℵ+1ð Þ ℏð Þ + 2 1 −ℵð Þ
ℵ + 1

ðξ ℏð Þ

ℏ1

G Pð Þe 1−ℵð Þ/ℵ
⊝ −Gð Þ P ,P 1ð ÞΔP > 0,∀ℏ ∈ T :

ð57Þ

Proof. Fix ℏ4 ∈ T 0 an arbitrary ℏ ∈ ½ℏ1, ℏ4� ∩ T and denote the
positive and nondecreasing function Q4ðℏÞ by

Qℵ+1
4 ℏð Þ =m ℏ4ð Þ +

ðξ ℏð Þ

ℏ1

G Pð ÞLℵ Pð ÞΔP
 !2

+ 2
ðξ ℏð Þ

ℏ1

G Pð ÞLℵ Pð Þ

� Lℵ Pð Þ +
ðP
ℏ1

G xð ÞLℵ xð ÞΔx
 !

ΔP :

ð58Þ

(54) restates as

L ℏð Þ ≤Q4 ℏð Þ, L ξ ℏð Þð Þ ≤Q4 ξ ℏð Þð Þ ≤Q4 ℏð Þ,Q4 ℏ1ð Þ =m1/ 1+ℵð Þ ℏ4ð Þ:
ð59Þ

Differentiating (58) and employing (59), we get

ℵ + 1ð ÞQℵ
4 ℏð ÞQΔ

4 ℏð Þ = 2
ðξ ℏð Þ

ℏ1

G Pð ÞLℵ Pð ÞΔP
 !

G ξ ℏð Þð ÞξΔ ℏð ÞLℵ ξ ℏð Þð Þ

+ 2G ξ ℏð Þð ÞξΔ ℏð ÞLℵ ξ ℏð Þð Þ

� Lℵ ξ ℏð Þð Þ +
ðξ ℏð Þ

ℏ1

G Pð ÞLℵ Pð ÞΔP
 !

,

ð60Þ

which becomes

QΔ
4 ℏð Þ ≤ 2

ℵ + 1G ξ ℏð Þð ÞξΔ ℏð Þ Qℵ
4 ℏð Þ + 2

ðξ ℏð Þ

ℏ1

G Pð ÞQℵ
4 Pð ÞΔP

 !

≤
2

ℵ + 1G ξ ℏð Þð ÞξΔ ℏð ÞZ2 ℏð Þ, Z2 ℏ1ð Þ =mℵ/ 1+ℵð Þ ℏ4ð Þ,
ð61Þ

so that

Z2 ℏð Þ =Qℵ
4 ℏð Þ + 2

ðξ ℏð Þ

ℏ1

G Pð ÞQℵ
4 Pð ÞΔP , ð62Þ

Q4 ℏð Þ ≤Z1/ℵ
2 ℏð Þ, Q4 ξ ℏð Þð Þ ≤Z1/ℵ

2 ξ ℏð Þð Þ ≤Z1/ℵ
2 ℏð Þ:

ð63Þ
Taking derivative (62) and from (63), we deduce

ZΔ
2 ℏð Þ =ℵQℵ−1

4 ℏð ÞQΔ
4 ℏð Þ + 2G ξ ℏð Þð ÞξΔ ℏð ÞQℵ

4 ξ ℏð Þð Þ
≤

2ℵ
ℵ + 1G ξ ℏð Þð ÞξΔ ℏð ÞZ ℵ−1ð Þ/ℵ

2 ℏð ÞZ2 ℏð Þ + 2G ξ ℏð Þð ÞξΔ ℏð ÞZ2 ℏð Þ

≤
2ℵ
ℵ + 1G ξ ℏð Þð ÞξΔ ℏð ÞZ 2ℵ−1ð Þ/ℵ

2 ℏð Þ + 2G ξ ℏð Þð ÞξΔ ℏð ÞZ2 ℏð Þ,
ð64Þ

or equivalently,

Z
1−2ℵð Þ/ℵ
2 ℏð ÞZΔ

2 ℏð Þ − 2G ξ ℏð Þð ÞξΔ ℏð ÞZ 1−ℵð Þ/ℵ
2 ℏð Þ

≤
2ℵ
ℵ + 1G ξ ℏð Þð ÞξΔ ℏð Þ,

ð65Þ

which by using Theorem 8, (61), and (63) leads to bound

Z2 ℏð Þ ≤ e⊝ −Gð Þ σ ℏð Þ, ℏ1ð Þ m 1−ℵð Þ/ ℵ+1ð Þ ℏ4ð Þ
h

+ 2 1 −ℵð Þ
ℵ + 1

ðℏ
ℏ1

G ξ Pð Þð ÞξΔ Pð Þe 1−ℵð Þ/ℵ
⊝ −Gð Þ σ Pð Þ,P 1ð ÞΔP

#ℵ/ 1−ℵð Þ
,

ð66Þ

where G = −2GðℏÞ. From (61) and (66), it is noticed that

QΔ
4 ℏð Þ ≤ 2

ℵ + 1G ξ ℏð Þð ÞξΔ ℏð Þe⊝ −Gð Þ σ ℏð Þ, ℏ1ð Þ m 1−ℵð Þ/ ℵ+1ð Þ ℏ4ð Þ
h

+ 2 1 −ℵð Þ
ℵ + 1

ðξ ℏð Þ

ℏ1

G Pð Þe 1−ℵð Þ/ℵ
⊝ −Gð Þ P ,P 1ð ÞΔP

iℵ/ 1−ℵð Þ
,

ð67Þ

ℏ4 ∈ T 0 is chosen; therefore, the required estimation in
(55) can be obtained by integrating the above inequality from
ℏ1 to ℏ and then combining the obtained inequality with (59).

4. Enforcement on Theoretical Results

This segment is about to discuss the immediate utilization of
Theorem 14 by assessing the boundedness and uniqueness of
the retarded nonlinear integrodifferential equation on time
scales. For this, let us consider

γ + 1ð ÞLγ ℏð ÞLΔ ℏð Þ =H ξ ℏð Þ, L ξ ℏð Þð Þð Þ +A

� ξ ℏð Þ, L ξ ℏð Þð Þ,
ðℏ
ℏ1

I P ,L Pð Þð ÞΔP
 !

,L ℏ1ð Þ

= ℏ1,
ð68Þ

∀ℏ ∈ T 0, whereH ,I : T 0 ×ℝ⟶ℝ,A : T 0 ×ℝ

×ℝ⟶ℝ andω ℏð Þ ≤ ℏ, 0 < ωΔ ℏð Þ ≤ ℏ, ω ℏ1ð Þ = ℏ1:

ð69Þ
We suggest the boundedness on the solution of (68) in

the first illustration.
For example, if LðℏÞ is the solution of (68) with condi-

tions

H ℏ, L ℏð Þð Þj j ≤G2 ℏð Þ L2ℵ ℏð Þ�� ��, ð70Þ

A ℏ, L ℏð Þ,
ðℏ
ℏ1

I P , L Pð Þð
 !

ΔP

!�����
����� ≤ I P , L Pð Þð Þj j

� Lℵ ℏð Þ�� �� + ðℏ
ℏ1

I P ,L Pð Þð Þj jΔP
" #

,
ð71Þ
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then

∣L ℏð Þ∣ ≤ ℏ1 +
2

ℵ + 1

ðξ ℏð Þ

ℏ1

G Pð ÞΠ1 Pð Þe⊝ −Gð Þ σ Pð Þ,P 1ð ÞΔP ,

ð72Þ

where G , ℵ, and ξ are the same as in Theorem 14 and

Π1 ℏð Þ = ℏ1−ℵ1 + 2 1 −ℵð Þ
ℵ + 1

ðξ ℏð Þ

ℏ1

G Pð Þe 1−ℵð Þ/ℵ
! −Gð Þ P ,P 1ð ÞΔP

" #ℵ/ 1−ℵð Þ
:

ð73Þ

Proof. Keeping ℏ =P in (68) and integrating from ℏ1 to ℏ, we
have

Lℵ+1 ℏð Þ = Lℵ+1 ℏð Þ +
ðℏ
ℏ1

H ξ Pð Þ, L ξ Pð Þð Þð ÞΔP

+
ðℏ
ℏ1

A ξ Pð Þ, L ξ Pð Þð Þ,
ðP
ℏ1

I x,L xð Þð ÞΔx
 !

ΔP ,

ð74Þ

which with the help of (70) and (71) takes the form

Lℵ+1 ℏð Þ�� �� = ℏℵ+11 +
ðℏ
ℏ1

H ξ Pð Þ, L ξ Pð Þð Þðð ÞΔP
�����
+
ðℏ
ℏ1

A ω Pð Þ, L ξ Pð Þð Þð ,
ðP
ℏ1

I x, L xð ÞÞΔxð ÞΔP
�����

≤ ℏℵ+11

��� ��� + ðℏ
ℏ1

H ξ Pð Þ, L ξ Pð Þð Þð Þj jΔP

+
ðℏ
ℏ1

A ξ Pð Þ, L ξ Pð Þð Þð ,
ðP
ℏ1

I x, L xð Þð ÞΔx
!�����
�����ΔP

≤ ℏℵ+11 +
ðℏ
ℏ1

G ξ Pð Þð ÞLℵ ξ Pð Þð ÞΔP
 !2

+ 2
ðℏ
ℏ1

G ξ Pð ÞÞLℵ ξ Pð Þð� �

� Lℵ ξ Pð Þð Þ +
ðP
ℏ1

G xð Þ ∣ Lℵ xð ÞΔx
" #

:

ð75Þ

Let �GðℏÞ = ðGðℏÞÞ/ðξΔðξ−1ðℏÞÞÞ, then GðℏÞ ≤ �GðℏÞ for ℏ ∈ T 0
; therefore, (75) yields

Lℵ+1 ℏð Þ�� �� ≤ ℏℵ+11 +
ðξ ℏð Þ

ℏ1

�G Pð ÞLℵ Pð ÞΔP
 !2

+ 2
ðξ ℏð Þ

ℏ1

�G Pð ÞLℵ Pð Þ Lℵ Pð Þ +
ðP
ℏ1

�G xð ÞLℵ xð ÞΔx
" #

:

ð76Þ

The requisite bound (72) can be accomplished by the rea-

sonable implementation of Theorem 14 with some alter-
ations in the previous inequality; hence, here, we remove
the information.

The second example is based on the uniqueness on the
solution of (66).

For example, we list the following hypotheses as below

H ℏ, L1 ℏð Þð Þ −H ℏ, L2 ℏð Þð Þj j ≤G2 ℏð Þ L2ℵ
1 ℏð Þ −L2ℵ

2 ℏð Þ�� ��,
ð77Þ

A ℏ, L1 ℏð Þ,
ðℏ
ℏ1

I P , L1 Pð Þð ÞΔP
 !�����

−A ℏ, L2 ℏð Þ,
ðℏ
ℏ1

I P , L2 Pð Þð ÞΔP
 !

j

≤ I P , L1 Pð Þð Þ −I P , L2 Pð Þð Þj j

� Lℵ
1 ℏð Þ − Lℵ

2 ℏð Þ�� �� + ðℏ
ℏ1

I P , L1 Pð Þð Þ −I P , L2 Pð Þð Þj jΔP
" #

,

ð78Þ

then (68) has at most one solution.

Proof. The solutions L1ðℏÞ and L2ðℏÞ of (68) transform into

Lℵ+1
1 ℏð Þ − Lℵ+1

2 ℏð Þ =
ðℏ
ℏ1

H ξ Pð Þ, L1 ξ Pð Þð Þð ÞΔP

+
ðℏ
ℏ1

A ξ Pð Þ, L1 ξ Pð Þð Þ,
ðP
ℏ1

I x, L1 xð Þð ÞΔx
 !

ΔP

−
ðℏ
ℏ1

H ξ Pð Þ, L2 ξ Pð Þð Þð ÞΔP

+
ðℏ
ℏ1

A ξ Pð Þ, L2 ξ Pð Þð Þ,
ðP
ℏ1

I x, L2 xð Þð ÞΔx
 !

ΔP :

ð79Þ

Equivalently

Lℵ+1
1 ℏð Þ −Lℵ+1

2 ℏð Þ�� �� ≤ ðℏ
ℏ1

H ξ Pð Þ,L1 ξ Pð Þð Þð ÞΔP
�����

+
ðℏ
ℏ1

A ξ Pð Þ,L1 ξ Pð Þð Þð ,
ðP
ℏ1

I x, L1 xð ÞÞΔxð ÞΔP

−
ðℏ
ℏ1

H ξ Pð Þ, L2 ξ Pð Þð Þð ÞΔP

+
ðℏ
ℏ1

A ξ Pð Þ,L2 ξ Pð Þðð Þ,
ðP
ℏ1

I x, L2 xð ÞÞΔxð ÞΔP

≤
ðℏ
ℏ1

H ξ Pð Þ,L1 ξ Pð Þð Þð Þ −H ξ Pð Þ, L2 ξ Pð Þð Þð Þj jΔP

+
ðℏ
ℏ1

A ξ Pð Þ, L1 ξ Pð Þðð Þj ,
ðP
ℏ1

I x,L1 xð ÞÞÞΔxð Þ

−A ξ Pð Þ, L2 ξ Pð Þðð Þ,
ðP
ℏ1

I x, L2 xð ÞÞΔxð ÞjΔP :

ð80Þ
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Applying (77) and (78) in the above inequality, we get

Lℵ+1
1 ℏð Þ − Lℵ+1

2 ℏð Þ�� �� ≤ ðξ ℏð Þ

ℏ1

�G Pð Þ Lℵ
1 Pð Þ −Lℵ

2 Pð Þ� �
ΔP

 !2

+ 2
ðξ ℏð Þ

ℏ1

�G Pð Þ Lℵ
1 Pð Þ −Lℵ

2 Pð Þ� �

× Lℵ
1 Pð Þ −Lℵ

2 Pð Þ� �
+
ðP
ℏ1

�G xð Þ Lℵ
1 xð Þ −Lℵ

2 xð ÞΔx�" #
:

ð81Þ

The last inequality by making few modifications to the
Theorem 14 for the function

Lℵ+1
1 ℏð Þ −Lℵ+1

2 ℏð Þ�� ��, ð82Þ

induces

Lℵ+1
1 ℏð Þ −Lℵ+1

2 ℏð Þ	 

≤ 0: ð83Þ

Thus,L1ðℏÞ =L2ðℏÞ, and there exists at least one solution
of (68).

5. Conclusion

Unlike some proven and defined inequalities in the literature,
Theorem 10, Theorem 12, and Theorem 14 have examined
some dynamic integral inequalities of the Gronwall-
Bellman form in a single independent variable with a
retarded and nonlinear term that can be used to overcome
the qualitative properties of integral equations. Our observa-
tions may be used to solve the difficulty of measuring the
explicit bounds of undefined functions and to expand and
unify continuous inequalities by the use of basic technologies.
We believe that the findings obtained here are of a general
kind and offer many contributions to statistical data and
are useful to identify the existence and uniqueness of the
integrodifferential equations. As should be obvious, the pro-
vided results present a helpful resource in the study of solu-
tions of certain delay dynamic equations on time scales.
The inequalities that have been created unify some known
continuous and discrete inequalities. One can say that it will
be attractive for the researchers to generalize our results for
further exploration.
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We consider a family B½c�
n,ρ of operators which is a link between classical Baskakov operators (for ρ =∞) and their genuine

Durrmeyer type modification (for ρ = 1). First, we prove that for fixed n, c and a fixed convex function f , B½c�
n,ρ f is decreasing

with respect to ρ. We give two proofs, using various probabilistic considerations. Then, we combine this property with some
existing direct and strong converse results for classical operators, in order to get such results for the operators B½c�

n,ρ applied to
convex functions.

1. Introduction

The Baskakov-type operators depending on a real parameter
c were introduced by Baskakov in [1]. This class of operators
includes the classical Bernstein, Szász-Mirakjan, and
Baskakov operators as special cases for c = −1, c = 0, and
c = 1, respectively.

Let c ∈ℝ, n ∈ℝ, n > c for c ≥ 0, and −n/c ∈ℕ for c < 0.
Furthermore, let Ic = ½0,∞Þ for c ≥ 0 and Ic = ½0,−1/c� for

c < 0. Consider f : Ic →ℝ given in such a way that the corre-
sponding integrals and series are convergent.

The Baskakov-type operators are defined as follows:

B c½ �
n,∞ f

� �
xð Þ = 〠

∞

j=0
p c½ �
n,j xð Þf j

n

� �
, ð1Þ

where

pn,j xð Þ =

nj

j!
xje−nx , c = 0,

nc,
�j

j!
xj 1 + cxð Þ− n/c+jð Þ , c ≠ 0,

8>>>><
>>>>:

=

1
n − c

−cð Þj+1
B j + 1,−n/c − j + 1ð Þ x

j 1 + cxð Þ− n/c+jð Þ , c < 0,

nj

Γ j + 1ð Þ x
je−nx , c = 0,

1
n − c

cj+1

B j + 1, n/c − 1ð Þ x
j 1 + cxð Þ− n/c+jð Þ , c > 0,

8>>>>>>>>><
>>>>>>>>>:

ð2Þ
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and ac,�j ≔
Qj−1

l=0ða + clÞ, ac,�0 ≔ 1:
We remark that (2) is well defined also for j ∈ℝ, j ≥ 0,

which will be considered below.
The genuine Baskakov-Durrmeyer-type operators are

given by

B c½ �
n,1 f

� �
xð Þ = f 0ð Þp c½ �

n,0 xð Þ + f −
1
c

� �
p c½ �
n,−n/c xð Þ

+ 〠
−n/c−1

j=1
p c½ �
n,j xð Þ n + cð Þ

ð−1/c
0

p c½ �
n+2c,j−1 tð Þf tð Þdt, f orc < 0,

B c½ �
n,1 f

� �
xð Þ = f 0ð Þp c½ �

n,0 xð Þ + 〠
∞

j=1
p c½ �
n,j xð Þ

� n + cð Þ
ð∞
0
p c½ �
n+2c,j−1 tð Þf tð Þdt, f orc ≥ 0:

ð3Þ

In the last years, a nontrivial link between classical
Baskakov-type operators and their genuine Durrmeyer-type
modification came into the focus of research. Depending on
a parameter ρ ∈ℝ+, the linking operators are given by

B c½ �
n,1 f

� �
xð Þ = 〠

∞

j=0
F c½ �
n,j,ρ fð Þp c½ �

n,j xð Þ, ð4Þ

where

F c½ �
n,j,ρ fð Þ =

f 0ð Þ, j = 0, c ∈ℝ,

f −
1
c

� �
: j = −

n
c
, c < 0,

ð
Ic

μ
c½ �
n,j,ρ tð Þf tð Þdt, otherwise,

8>>>>>><
>>>>>>:

ð5Þ

with μ½c�n,j,ρðtÞ = ðnρ + cÞp½c�nρ+2c,jρ−1ðtÞ:
For c < 0, B½c�

n,ρ f is well defined if f ∈ L1½0, 1� with finite
limits at the endpoints of the interval ½0,−1/c�, i.e., f ð0Þ =
limx→0+ f ðxÞ and f ð−1/cÞ = limx→−1/c− f ðxÞ.

For c ≥ 0, the operators B½c�
n,ρ are well defined for functions

f ∈Wρ
n having a finite limit f ð0Þ = limx→0+ f ðxÞ where Wρ

n

denotes the space of functions f ∈ L1,loc½0,∞Þ satisfying cer-
tain growth conditions, i. e., there exist constants M > 0, 0
≤ q < nρ + c, such that a. e. on ½0,∞Þ.

f tð Þj j ≤Meqt f or c = 0,
f tð Þj j ≤Mtq/c f or c > 0:

ð6Þ

First, we prove that for fixed n, c and a fixed convex func-
tion f , B½c�

n,ρ f is decreasing with respect to ρ. We give two
proofs, using various probabilistic considerations. Then, we
combine this property with some existing direct and strong
converse results for classical operators, in order to get such
results for the operators B½c�

n,ρ applied to convex functions.

2. The Case c = −1
For the linking Bernstein operator, i.e., c = −1, Rasa and Sta
nila [2], (10) proved that for a convex function f ∈ C½0, 1�,

B −1½ �
n,ρ f ; xð Þ ≥ B −1½ �

n,σ f ; xð Þ ≥ f xð Þ, 1 ≤ ρ < σ ≤∞: ð7Þ

For the proof, they used that Bn,ρ can be written as a com-
bination of the classical Bernstein operator and Beta operator
and some corresponding results for the Beta operator from
Adell et al. [3], Theorem 1. For the case ρ = 1 and the case
ρ =∞, strong converse results are known [4], Theorem 1.1,
[5], p.117 [6], and [7], Theorem 3.2, Theorem 5:

B −1½ �
n,ρ f − f

��� ���
∞
~ ω2

φ f , n−1/2
� �

, ρ ∈ 1,∞f g, ð8Þ

where (see [5])

ω2
φ f , tð Þ≔ sup

0<h≤t
Δ2
hφ f

��� ���, ð9Þ

with φ2 a weight function and Δ2
h f ðxÞ = f ðx + hÞ − 2f ðxÞ + f

ðx − hÞ.
Thus, for f convex, 1 ≤ ρ ≤∞

0 ≤ B −1½ �
n,∞ f , xð Þ − f xð Þ ≤ B −1½ �

n,ρ f ; xð Þ − f xð Þ ≤ B −1½ �
n,1 f ; xð Þ − f xð Þ,

ð10Þ

leading to

C−1
1 ω2

φ f , n−1/2
� �

≤ B −1½ �
n,∞ f − f

��� ��� ≤ B −1½ �
n,ρ f − f

��� ��� ≤ B −1½ �
n,1 f − f

��� ���
≤ C1ω

2
φ f , n−1/2
� �

,
ð11Þ

i.e.,

B −1½ �
n,ρ f − f

��� ���
∞
~ ω2

φ f , n−1/2
� �

, 1 ≤ ρ ≤∞: ð12Þ

3. The Case c = 0
Consider the classical Szász-Mirakjan operators

B 0½ �
n,∞ f ; xð Þ≔ 〠

∞

j=0
p 0½ �
n,j xð Þf j

n

� �
ð13Þ

and also the operators

Sr f ; xð Þ =
rrx

Γ rxð Þ
ð∞
0
trx−1e−rt f tð Þdt, x > 0,

f 0ð Þ, x = 0,

8><
>: ð14Þ

where r > 0.
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Moreover, for r > 0, let (see [8]).

Gr f ; xð Þ =
r/xð Þr
Γ rð Þ

ð∞
0
tr−1e−rt/x f tð Þdt, x > 0,

f 0ð Þ, x = 0:

8><
>: ð15Þ

Theorem 1 (see [8], Theorem 5 and Remark 6). Let f and x
be fixed and f convex, such that Grðj f j ; xÞ <∞ for all r > 0.
Then, Grð f ; xÞ is nonincreasing with respect to r.

Then,

Sr f ; xð Þ = Grx f ; xð Þ: ð16Þ

For c = 0,

B 0½ �
n,ρ = B 0½ �

n,∞ ∘ Snρ: ð17Þ

Let f be convex and n and x be fixed, such that Grðj f j ; xÞ
<∞, for all r > 0.

Let 1 ≤ ρ ≤ σ. Then, by (16) and Theorem 1,

Snσ f ; xð Þ =Gnσx f ; xð Þ ≤ Gnρx f ; xð Þ = Snρ f ; xð Þ: ð18Þ

Now by (17),

B 0½ �
n,σ f = B 0½ �

n,∞ Snσð Þf ≤ B 0½ �
n,∞ Snρ

� �
f = B 0½ �

n,ρ f : ð19Þ

Thus,

B 0½ �
n,σ f ≤ B 0½ �

n,ρ f : ð20Þ

Strong converse results are known also in this case (see [6],
Theorem 1.2 and [9], Theorem 5.1, Theorem 5.2):

B 0½ �
n,ρ f − f

��� ���
∞
~ ω2

φ f , n−1/2
� �

, ρ ∈ 1,∞f g: ð21Þ

Thus, for f convex,

B 0½ �
n,ρ f − f

��� ���
∞
~ ω2

φ f , n−1/2
� �

, 1 ≤ ρ ≤∞: ð22Þ

4. The Case c = 1
To treat this case, we need some preliminaries.

If X and Y are independent random variables with densi-
ties f ðθÞ, gðθÞ, and θ > 0, then X/Y has density

w tð Þ =
ð∞
0
f tθð Þg θð Þθdθ: ð23Þ

Let ðUτÞτ≥0 and ðVτÞτ≥0 be two independent gamma pro-
cesses (see [8], p.129), i. e., Uτ has density 1/ΓðτÞθτ−1e−θ, θ
> 0. Let x > 0 and r > 0. Then, Zx

r ≔Urx/Vr+1 has density

wr,x tð Þ =
ð∞
0

1
Γ rxð Þ tθð Þrx−1e−tθ 1

Γ r + 1ð Þ θ
r+1e−θdθ

= trx−1

Γ rxð ÞΓ r + 1ð Þ
ð∞
0
θrx+re−θ t+1ð Þdθ, for t > 0:

ð24Þ

Substitute s = θðt + 1Þ. Then,

wr,x tð Þ = trx−1

Γ rxð ÞΓ r + 1ð Þ
ð∞
0

srx+r

t + 1ð Þrx+r e
−s ds
t + 1

= trx−1

t + 1ð Þrx+r+1
Γ rx + r + 1ð Þ
Γ rxð ÞΓ r + 1ð Þ

= 1
B rx, r + 1ð Þ

trx−1

t + 1ð Þrx+r+1 :

ð25Þ

Let Brð f ; xÞ =
Ð∞
0 wr,xðtÞf ðtÞdt.

Consequently,

Br f ; xð Þ = Ef
Urx

Vr+1

� �
= Ef Zx

rð Þ, ð26Þ

compare with [8], (9).
As in [10], Proof of Lemma 2, let 1 ≤ r ≤ s, x > 0. Since the

random vectors ðUrx,UsxÞ and ðVr+1, Vs+1Þ are independent,
we have

E Zx
r Usx, Vs+1jð Þ = E Urx ∣Usxð ÞE V−1

r+1 ∣Vs+1
� �

= r
s
UsxE V−1

r+1 ∣Vs+1
� �

,
ð27Þ

with [10], Lemma 1. Moreover, as in [10], (19), we get

E V−1
r+1 ∣Vs+1

� �
=V−1

s+1 ·
s
r
: ð28Þ

Thus,

E Zx
r Usx, Vs+1jð Þ = Usx

Vs+1
= Zx

s : ð29Þ

As at the end of [10], Proof of Lemma 2, taking here the
conditional expectation w.r.t. Zx

s , we get

E Zx
r ∣ Z

x
sð Þ = Zx

s , a:s:,1 ≤ r ≤ s, x > 0: ð30Þ

Now (30) is exactly the assumption of [8], Theorem 5 (a).
Accordingly, [8], Theorem 5 (a) and Remark 6 show that

Br f ≥Bs f , 1 ≤ r ≤ s, f convex: ð31Þ

This implies

Bnρ f ≥Bnσ f , 1 ≤ ρ ≤ σ, f convex,

B 1½ �
n,∞Bnρ f ≥ B 1½ �

n,∞Bnσ f , 1 ≤ ρ ≤ σ, f convex,
ð32Þ

where B½1�
n,∞ are the classical Baskakov operators.
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Since, B½1�
n,ρ = B½1�

n,∞ ∘Bnρ, we infer that

B 1½ �
n,σ f ≤ B 1½ �

n,ρ f , fconvex: ð33Þ

The direct and strong converse results are known also in
this case (see [11], Theorem 1.2, Theorem 1.3 and [12],
Theorem 1.1):

B 1½ �
n,ρ f − f

��� ���
∞
~ ω2

φ f , n−1/2
� �

, ρ ∈ 1,∞f g: ð34Þ

Thus, for f convex,

B 1½ �
n,ρ f − f

��� ���
∞
~ ω2

φ f , n−1/2
� �

, 1 ≤ ρ ≤∞: ð35Þ

5. An Application of Ohlin’s Lemma

For more details about the techniques used in this section, the
reader is referred to [13] and the references therein.

Lemma 2 (Ohlin’s Lemma) (see [14]). Let X and Y be two
random variables on the same probability space such that E
X = EY . If the distribution functions FX and FY cross exactly
one time, i.e., for some x0 holds

FX xð Þ ≤ FY xð Þif x < x0and FX xð Þ ≥ FY xð Þif x > x0, ð36Þ

then Ef ðXÞ ≤ Ef ðYÞ, for all convex functions f : ℝ→ℝ.

We have
Ð
Ic
μ½c�n,j,ρðtÞdt = 1 and Ð

Ic
tμn,j,ρðtÞdt = j/n.

Therefore, μ½c�n,j,ρ is the probability density function of a

random variable X½c�
n,j,ρ with expectation EX ½c�

n,j,ρ = j/n and

probability distribution function G½c�
n,j,ρðxÞ =

Ð x
0μ

½c�
n,j,ρðtÞdt.

Let ρ < σ. We will apply Ohlin’s Lemma to the random

variables X½c�
n,j,ρ and X½c�

n,j,σ. Since their expectation is equal,

we have to prove that G½c�
n,j,ρ and G½c�

n,j,σ cross exactly ones.
Let

g xð Þ = G c½ �
n,j,ρ xð Þ −G c½ �

n,j,σ xð Þ, x ∈ Ic: ð37Þ

Then, g′ðxÞ = μ½c�n,j,ρðxÞ − μ½c�n,j,σðxÞ.
In what follows, we suppose c ≠ 0; the case c = 0 can be

treated similarly or we can consider c→ 0 in the computa-
tions below. For c ≠ 0, we have

g′ xð Þ = K1x
jρ−1 1 + cxð Þ− np/c+jρ+1ð Þ − K2x

jσ−1 1 + cxð Þ− nσ/c+jσ+1ð Þ

= K2x
jρ−1 1 + cxð Þ− np/cnρc +jρ+1ð Þ K1

K2
− xj 1 + cxð Þ− n/c+jð Þ
h iσ−ρ	 


ð38Þ

with positive constants K1 and K2.
On int ðIcÞ, the equation g′ðxÞ = 0 is equivalent to

ðK1/K2Þ1/σ−ρð1 + cxÞn/c+j = xj.

First, suppose that j > 0 and, if c < 0, j < −n/c. Then, on
int ðIcÞ, the equation g′ðxÞ = 0 is equivalent to hðxÞ = x,
where

h xð Þ≔ K1
K2

� �1/j σ−ρð Þ
1 + cxð Þ1+n/cj, x ∈ int Icð Þ ð39Þ

is a strictly convex function. The equation hðxÞ = x has at
most two roots in int ðIcÞ, and so the derivative g′ has at
most two zeroes in int ðIcÞ. If c < 0, gð0Þ = gð−1/cÞ = 0; if
c > 0, gð0Þ = limx→∞gðxÞ = 0. Therefore, g′ has at least one
zero in int ðIcÞ.

Suppose that g′ has exactly one zero in int ðIcÞ, let it be x0.
Then, g′ has opposite signs in the two intervals determined by
x0. But (38) shows that g′ is positive near the endpoints of Ic.
This contradiction leads us to the conclusion that g′ has
exactly two zeroes x1 < x2 in int ðIcÞ; they are also roots of
the equation x = hðxÞ, hðxÞ being a strictly convex function.
Moreover, g′ is positive outside of ðx1, x2Þ and negative inside
it. Therefore, gðxÞ is strictly increasing for x < x1 and for x >
x2, and strictly decreasing for x1 < x < x2, with gðx1Þ > 0 and
gðx2Þ < 0.

We conclude that there exists x0 ∈ ðx1, x2Þ with gðx0Þ = 0,
gðxÞ ≥ 0 for x < x0, and gðxÞ ≤ 0 for x > x0. Remembering

that gðxÞ =G½c�
n,j,ρðxÞ − G½c�

n,j,σðxÞ, we see that

G c½ �
n,j,σ xð Þ ≤G c½ �

n,j,ρ xð Þ, x < x0,

G c½ �
n,j,σ xð Þ ≥G c½ �

n,j,ρ xð Þ, x > x0:
ð40Þ

Now Ohlin’s Lemma shows that

Ef X c½ �
n,j,σ

� �
≤ Ef X c½ �

n,j,ρ

� �
, ð41Þ

i.e.,

ð
Ic

μ
c½ �
n,j,σ tð Þf tð Þdt ≤

ð
Ic

μ
c½ �
n,j,ρ tð Þf tð Þdt, ð42Þ

for f convex, j > 0, and if c < 0, j < −n/c:
With notation from (5), this means that

F c½ �
n,j,σ fð Þ ≤ F c½ �

n,j,ρ fð Þ, f convex: ð43Þ

Moreover, (5) shows that the above relation is an equality
if j = 0 and, for c < 0, if j = −n/c. Now according to (4),

B c½ �
n,σ f ≤ B c½ �

n,ρ f , f convex, 0 < ρ < σ: ð44Þ

Letting σ→∞, we see that the above inequality is valid
for 0 < ρ < σ ≤∞. This was proved with other methods, for
c ∈ f−1, 0, 1g, in the preceding sections.

4 Journal of Function Spaces



Data Availability

No data were used to support this study.

Conflicts of Interest

The authors declare no competing financial interests.

Acknowledgments

This project was financed by Lucian Blaga University of Sibiu
& Hasso Plattner Foundation research grant LBUS-IRG-
2020-06.

References

[1] V. A. Baskakov, “An instance of a sequence of positive linear
operators in the space of continuous functions,” Doklady Aka-
demii Nauk SSSR, vol. 113, no. 2, pp. 249–251, 1957.

[2] I. Raşa and E. Stănilă, “On some operators linking the
Bernstein and the genuine Bernstein-Durrmeyer operators,”
Journal of Applied Functional Analysis, vol. 9, no. 3-4,
pp. 369–378, 2014.

[3] J. A. Adell, F. G. Badia, J. de la Cal, and F. Plo, “On the property
of monotonic convergence for Beta operators,” Journal of
Approximation Theory, vol. 84, no. 1, pp. 61–73, 1996.

[4] H.-B. Knoop and X. J. Zhou, “The lower estimate for linear
positive operators (II),” Results in Mathematics, vol. 25,
no. 3-4, pp. 315–330, 1994.

[5] Z. Ditzian and V. Totik, Moduli of Smoothness, Springer-Ver-
lag, New York, 1987.

[6] V. Totik, “Approximation by Bernstein polynomials,” Ameri-
can Journal of Mathematics, vol. 116, no. 4, pp. 995–1018,
1994.

[7] P. E. Parvanov and B. D. Popov, “The limit case of Bernstein’s
operators with Jacobi-weights,”Mathematica Balkanica, vol. 8,
pp. 165–177, 1994.

[8] J. A. Adell and J. de la Cal, “Using stochastic processes for
studying Bernstein-type operators, Proceedings of the Second
International Conference in Functional Analysis and Approx-
imation Theory (Acquafredda di Maratea, 1992),” Rendiconti
del Circolo Matematico di Palermo, vol. 2, Supplement 33,
pp. 125–141, 1993.

[9] M. Heilmann and G. Tachev, “Commutativity, direct and
strong converse results for Phillips operators,” East Journal on
Approximations, vol. 17, no. 3, pp. 299–317, 2011.

[10] J. A. Adell, J. de la Cal, and M. San Miguel, “Inverse beta and
generalized Bleimann-Butzer-Hahn operators,” Journal of
Approximation Theory, vol. 76, no. 1, pp. 54–64, 1994.

[11] K. G. Ivanov and P. E. Parvanov, “Weighted approximation by
Baskakov-type operators,” Acta Mathematica Hungarica,
vol. 133, no. 1–2, pp. 33–57, 2011.

[12] I. Gadiev, “Strong converse results for Baskakov operators,” Ser-
dica, vol. 40, pp. 273–318, 2014.

[13] J. Mrowiec, T. Rajba, and S. Wasowicz, “A solution to the
problem of Raşa connected with Bernstein polynomials,” Jour-
nal of Mathematical Analysis and Applications, vol. 446, no. 1,
pp. 864–878, 2017.

[14] J. Ohlin, “On a class of measures of dispersion with application
to optimal reinsurance,” ASTIN Bulletin, vol. 5, no. 2, pp. 249–
266, 1969.

5Journal of Function Spaces



Research Article
Global Existence of Solutions to a System of Integral Equations
Related to an Epidemic Model

Mohamed Jleli and Bessem Samet

Department of Mathematics, College of Science, King Saud University, P.O. Box 2455, Riyadh 11451, Saudi Arabia

Correspondence should be addressed to Bessem Samet; bsamet@ksu.edu.sa

Received 12 October 2020; Accepted 12 November 2020; Published 3 December 2020

Academic Editor: Syed Abdul Mohiuddine

Copyright © 2020 Mohamed Jleli and Bessem Samet. This is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work
is properly cited.

A system of integral equations related to an epidemic model is investigated. Namely, we derive sufficient conditions for the
existence and uniqueness of global solutions to the considered system. The proof is based on Perov’s fixed point theorem and
some integral inequalities.

1. Introduction

Many phenomena related to infectious diseases can be mod-
eled as an integral equation (see e.g., [1–4] and the references
therein). In [3], Gripenberg investigated the large time
behavior of solutions to the integral equation

x tð Þ = k p tð Þ −
ðt
0
A t − sð Þx sð Þ ds

� �
f tð Þ +

ðt
0
a t − sð Þx sð Þ ds

� �
, t ≥ 0,

ð1Þ

which arises in the study of the spread of an infectious disease
that does not induce permanent immunity. Namely,
sufficient conditions were provided so that (1) admits non-
negative, continuous, and bounded solution. Using the
comparison method and some integral estimates, Pachpatte
[5] established the convergence of solutions to (1) to 0 as
t⟶∞. In [6], Brestovanská studied the integral equation

x tð Þ = g1 tð Þ +
ðt
0
A1 t − sð ÞF1 s, x sð Þð Þ ds

� �
⋯

� gp tð Þ +
ðt
0
Ap t − sð ÞFp s, x sð Þð Þds

� �
,

ð2Þ

for all t ≥ 0. Namely, sufficient criteria for the global exis-

tence and uniqueness of global solutions to (2) were
derived. Moreover, under certain conditions, the conver-
gence of solutions to (2) to 0 as t⟶∞ was proved. In
[7], using weakly Picard technique operators in a gauge
space, Olaru investigated the qualitative behavior of solu-
tions to the integral equation

x tð Þ = g1 tð Þ +
ðt
0
K1 t, s, x sð Þð Þds

� �
g2 tð Þ +

ðt
0
K2 t, s, x sð Þð Þds

� �
, t ≥ 0:

ð3Þ

In this paper, we consider the system of integral equations

x tð Þ =
Y2
i=1

f i tð Þ +
ðt
0
Ai t − sð ÞFi s, x sð Þ, y sð Þð Þ ds

� �
, t ≥ 0,

y tð Þ =
Y2
i=1

gi tð Þ +
ðt
0
Bi t − sð ÞGi s, x sð Þ, y sð Þð Þ ds

� �
, t ≥ 0,

8>>>>><
>>>>>:

ð4Þ

where f i, Ai, gi, Bi ∈ Cð½0,∞ÞÞ and Fi,Gi ∈ Cð½0,∞Þ ×ℝ ×ℝÞ.
Namely, we are concerned with the global existence of solutions
to the considered system. Using Perov’s fixed point theorem,
sufficient conditions are derived for which the system (4) admits
one and only one continuous global solution.
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The rest of the paper is organized as follows. In Section 2,
we recall some notions on fixed point theory including Per-
ov’s fixed point theorem. In Section 3, we state and prove
our main result.

2. Preliminaries

Let n be a positive natural number and define the partial
order ≺n in ℝn by

y =

y1

y2

⋮

yn

0
BBBBB@

1
CCCCCA≺nz =

z1

z2

⋮

zn

0
BBBBB@

1
CCCCCA⇔ yi ≤ zi, i = 1, 2,⋯, n, ð5Þ

for all y, z ∈ℝn. We denote by 0ℝn the zero vector in ℝn, i.e.,

0ℝn =

0
0
⋮

0

0
BBBB@

1
CCCCA: ð6Þ

Let S be a nonempty set and d : S × S⟶ S be a given
mapping. We say that d is a vector-valued metric on S (see,
e.g., [8]), if for all x, y, z ∈ S,

(i) 0ℝn≺ndðx, yÞ
(ii) dðx, yÞ = 0ℝn ⇔ x = y

(iii) dðx, yÞ = dðy, xÞ
(iv) dðx, zÞ≺ndðx, yÞ + dðy, zÞ
In this case, we say that ðS, dÞ is a generalized metric

space. In such spaces, the notions of convergent sequence,
Cauchy sequence, and completeness are similar to those for
usual metric spaces.

Let Mnðℝ+Þ be set of square matrices of size n with
nonnegative coefficients. Given K ∈Mnðℝ+Þ, we denote by
ρðKÞ its spectral radius.

Lemma 1 (Perov’s fixed point theorem, see [9]). Let ðS, dÞ be
a complete generalized metric space and H : S⟶ S be a
given mapping. Suppose that there exists K ∈Mnðℝ+Þ with
ρðKÞ < 1 such that

d H xð Þ,H yð Þð Þ≺nKd x, yð Þ, ð7Þ

for all x, y ∈ S. Then, the mapping H admits a unique fixed
point in S.

3. Global Existence

The system (4) is investigated under the following assumptions:

(i) f i, Ai, gi, Bi ∈ Cð½0,∞ÞÞ and Fi,Gi ∈ Cð½0,∞Þ ×ℝ ×
ℝÞ, i = 1, 2

(ii) f i, gi, i = 1, 2, are bounded functions

(iii) Ai, Bi ∈ L1ðð0,∞ÞÞ ∩ Lςðð0,∞ÞÞ, i = 1, 2, for some
ς > 1

(iv) For all i = 1, 2, there exist positive constants LðiÞ1 and

LðiÞ2 such that

Fi t, u, vð Þ − Fi t, �u, �vð Þj j ≤ L ið Þ
1 u − �uj j + L ið Þ

2 v − �vj j, ð8Þ

for all t ≥ 0 and ðu, vÞ, ð�u, �vÞ ∈ℝ2

(v) For all i = 1, 2, there exist positive constants QðiÞ
1 ,

QðiÞ
2 , ℓðiÞ1 , and ℓðiÞ2 such that

Fi t, u, vð Þj j ≤Q ið Þ
1 u ∣ ℓ

ið Þ
1 +Q ið Þ

2

��� ���v���ℓ ið Þ
2 , ð9Þ

for all t ≥ 0 and ðu, vÞ ∈ℝ2

(vi) For all i = 1, 2, there exist positive constantsMðiÞ
1 and

MðiÞ
2 such that

∣Gi t, u, vð Þ −Gi t, �u, �vð Þ∣ ≤M ið Þ
1 ∣u − �u∣ +M ið Þ

2 v − �vj j, ð10Þ

for all t ≥ 0 and ðu, vÞ, ð�u, �vÞ ∈ℝ2

(vii) For all i = 1, 2, there exist positive constants PðiÞ
1 ,

PðiÞ
2 , σðiÞ1 , and σðiÞ2 such that

Gi t, u, vð Þj j ≤ P ið Þ
1 u ∣ σ

ið Þ
1 + P ið Þ

2

��� ���v���σ ið Þ
2 , ð11Þ

for all t ≥ 0 and ðu, vÞ ∈ℝ2

(viii) There exist positive constants ρ1 and ρ2 satisfying

μ + Q 1ð Þ
1 ρ

ℓ 1ð Þ
1
1 +Q 1ð Þ

2 ρ
ℓ 1ð Þ
2
2

� �
δ

� �
μ + Q 2ð Þ

1 ρ
ℓ 2ð Þ
1
1 +Q 2ð Þ

2 ρ
ℓ 2ð Þ
2
2

� �
δ

� �
≤ ρ1,

ð12Þ

μ + P 1ð Þ
1 ρ

σ
1ð Þ
1

1 + P 1ð Þ
2 ρ

σ
1ð Þ
2

2

� �
δ

� �
μ + P 2ð Þ

1 ρ
σ

2ð Þ
1

1 + P 2ð Þ
2 ρ

σ
2ð Þ
2

2

� �
δ

� �
≤ ρ2,

ð13Þ

where

μ =max μf , μg
n o

, ð14Þ

μf =max ∣f1 tð Þ∣,∣f2 tð Þ∣ : t ≥ 0f g, ð15Þ
μg =max ∣g1 tð Þ∣,∣g2 tð Þ∣ : t ≥ 0f g, ð16Þ
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δ =max
i=1,2

ð∞
0

∣ Ai sð Þ ∣ ds,
ð∞
0

∣ Bi sð Þ ∣ ds
� �

: ð17Þ

Remark 2.Notice that from (i) and (ii), one has μ <∞. More-
over, by (iii), one has δ <∞.

Our main result is given by the following theorem.

Theorem 3. Under assumptions (i)–(viii), system (4) admits
one and only one solution ðx∗, y∗Þ ∈ Cð½0,∞ÞÞ × Cð½0,∞ÞÞ
satisfying∣x∗ðtÞ ∣ ≤ρ1 and ∣y∗ðtÞ ∣ ≤ρ2, for all t ≥ 0.

Proof. Let T be an arbitrary positive number and IT = ½0, T�.
For i = 1, 2, let

CT ,ρi = x ∈ C ITð Þ: ∣ x tð Þ∣≤ρi, t ∈ ITf g: ð18Þ

We introduce the mappingH : CT ,ρ1 × CT ,ρ2 ⟶ CðITÞ ×
CðITÞ defined by

H x, yð Þ tð Þ = H 1 x, yð Þ tð Þ,H 2 x, yð Þ tð Þð Þ

=
Y2
i=1

H
ið Þ
1 x, yð Þ tð Þ,

Y2
i=1

H
ið Þ
2 x, yð Þ tð Þ

 !
, t ∈ IT ,

ð19Þ

where

H
ið Þ
1 x, yð Þ tð Þ = f i tð Þ +

ðt
0
Ai t − sð ÞFi s, x sð Þ, y sð Þð Þds, ð20Þ

H
ið Þ
2 x, yð Þ tð Þ = gi tð Þ +

ðt
0
Bi t − sð ÞGi s, x sð Þ, y sð Þð Þds, ð21Þ

for all i = 1, 2.
Let ðx, yÞ ∈ CT ,ρ1 × CT ,ρ2 . For all i = 1, 2 and t ∈ IT , using

(i), (ii), (iii), and (v), and taking in consideration Remark 2,
one obtains

H
ið Þ
1 x, yð Þ tð Þ

��� ��� ≤ ∣f i tð Þ∣ +
ðt
0
Ai t − sð Þj j∣Fi s, x sð Þ, y sð Þð Þ∣ds ≤ μ

+
ðt
0
∣Ai t − sð Þ∣ Q ið Þ

1 x sð Þj jℓ
ið Þ
1 +Q ið Þ

2 y sð Þj jℓ
ið Þ
2

	 

ds ≤ μ

+ Q ið Þ
1 ρ

ℓ ið Þ
1
1 +Q ið Þ

2 ρ
ℓ ið Þ
2
2

� �ðt
0
∣Ai t − sð Þ∣ds = μ

+ Q ið Þ
1 ρ

ℓ ið Þ
1
1 +Q ið Þ

2 ρ
ℓ ið Þ
2
2

� �ð∞
0
∣Ai τð Þ∣dτ ≤ μ

+ Q ið Þ
1 ρ

ℓ ið Þ
1
1 +Q ið Þ

2 ρ
ℓ ið Þ
2
2

� �
δ:

ð22Þ

Therefore, using (12), it holds that

H 1 x, yð Þ tð Þj j =
Y2
i=1

H
ið Þ
1 x, yð Þ tð Þ

��� ���
≤ μ + Q 1ð Þ

1 ρ
ℓ 1ð Þ
1
1 +Q 1ð Þ

2 ρ
ℓ 1ð Þ
2
2

� �
δ

� �

� μ + Q 2ð Þ
1 ρ

ℓ 2ð Þ
1
1 +Q 2ð Þ

2 ρ
ℓ 2ð Þ
2
2

� �
δ

� �
≤ ρ1,

ð23Þ

which yields

H 1 CT ,ρ1 × CT ,ρ2

	 

⊂ CT ,ρ1 : ð24Þ

Similarly, for all i = 1, 2 and t ∈ IT , using (i), (ii), (iii), and
(vii), and taking in consideration Remark 2, one obtains

H
ið Þ
2 x, yð Þ tð Þ

��� ��� ≤ ∣gi tð Þ∣ +
ðt
0
Bi t − sð Þj j∣Gi s, x sð Þ, y sð Þð Þ∣ds

≤ μ +
ðt
0
∣Bi t − sð Þ∣ P ið Þ

1 x sð Þj jσ
ið Þ
1 + P ið Þ

2 y sð Þj jσ
ið Þ
2

	 

ds

≤ μ + P ið Þ
1 ρ

σ
ið Þ
1

1 + P ið Þ
2 ρ

σ
ið Þ
2

2

� �ðt
0
∣Bi t − sð Þ∣ds

≤ μ + P ið Þ
1 ρ

σ
ið Þ
1

1 + P ið Þ
2 ρ

σ
ið Þ
2

2

� �
δ:

ð25Þ

Hence, using (13), it holds that

H 2 x, yð Þ tð Þj j =
Y2
i=1

H
ið Þ
2 x, yð Þ tð Þ

��� ���
≤ μ + P 1ð Þ

1 ρ
σ

1ð Þ
1

1 + P 1ð Þ
2 ρ

σ
1ð Þ
2

2

� �
δ

� �

� μ + P 2ð Þ
1 ρ

σ
2ð Þ
1

1 + P 2ð Þ
2 ρ

σ
2ð Þ
2

2

� �
δ

� �
≤ ρ2,

ð26Þ

which yields

H 2 CT ,ρ1 × CT ,ρ2

	 

⊂ CT ,ρ2 : ð27Þ

Therefore, it follows from (24) and (27) that the mapping
H maps the set CT ,ρ1 × CT ,ρ2 into itself, i.e.,

H : CT ,ρ1 × CT ,ρ2 ⟶ CT ,ρ1 × CT ,ρ2 : ð28Þ

Next, let us introduce the metric

dr : C ITð Þ × C ITð Þ⟶ℝ, ð29Þ

defined by

dr x, yð Þ =max
t∈IT

e−rt x tð Þ − y tð Þj j, x, yð Þ ∈ C ITð Þ × C ITð Þ, ð30Þ
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where r > 0will be specified later. Moreover, we introduce the
vector-valued metric

Dr : CT ,ρ1 × CT ,ρ2

	 

× CT ,ρ1 × CT ,ρ2

	 

⟶ℝ2, ð31Þ

defined by

Dr x, yð Þ, �x, �yð Þð Þ =
dr x, �xð Þ
dr y, �yð Þ

 !
, x, yð Þ, �x, �yð Þ ∈ CT ,ρ1 × CT ,ρ2 :

ð32Þ

It can be easily seen that ðCT ,ρ1 × CT ,ρ2 ,DrÞ is a complete
generalized metric space. On the other hand, for all ðx, yÞ,
ð�x, �yÞ ∈ CT ,ρ1 × CT ,ρ2 , and t ∈ IT , using (22), one has

H 1 x, yð Þ tð Þ −H 1 �x, �yð Þ tð Þj j =
Y2
i=1

H
ið Þ
1 x, yð Þ tð Þ −

Y2
i=1

H
ið Þ
1 �x, �yð Þ tð Þ

�����
�����

= H
1ð Þ
1 x, yð Þ tð ÞH 2ð Þ

1 x, yð Þ tð Þ −H
1ð Þ
1 �x, �yð Þ tð ÞH 2ð Þ

1 �x, �yð Þ tð Þ
��� ���

≤ H
1ð Þ
1 x, yð Þ tð Þ

��� ��� H 2ð Þ
1 x, yð Þ tð Þ −H

2ð Þ
1 �x, �yð Þ tð Þ

��� ���
+ H

2ð Þ
1 �x, �yð Þ tð Þ

��� ��� H 1ð Þ
1 x, yð Þ tð Þ −H

1ð Þ
1 �x, �yð Þ tð Þ

��� ���
≤ μ + Q 1ð Þ

1 ρ
ℓ 1ð Þ
1
1 +Q 1ð Þ

2 ρ
ℓ 1ð Þ
2
2

� �
δ

� �
H

2ð Þ
1 x, yð Þ tð Þ −H

2ð Þ
1 �x, �yð Þ tð Þ

��� ���
+ μ + Q 2ð Þ

1 ρ
ℓ 2ð Þ
1
1 +Q 2ð Þ

2 ρ
ℓ 2ð Þ
2
2

� �
δ

� �
H

1ð Þ
1 x, yð Þ tð Þ −H

1ð Þ
1 �x, �yð Þ tð Þ

��� ���:
ð33Þ

Moreover, using (iii), (iv), (20) and Hölder’s inequality,
for all i = 1, 2, one obtains

H
ið Þ
1 x, yð Þ tð Þ −H

ið Þ
1 �x, �yð Þ tð Þ

��� ���
= f i tð Þ +

ðt
0
Ai t − sð ÞFi s, x sð Þ, y sð Þð Þ ds − f i tð Þ

����
−
ðt
0
Ai t − sð ÞFi s, �x sð Þ, �y sð Þð Þ ds

���� ≤
ðt
0
∣Ai t − sð Þ∣ Fi s, x sð Þ, y sð Þð Þj

− Fi s, �x sð Þ, �y sð Þð Þj ds ≤
ðt
0
∣Ai t − sð Þ∣ L ið Þ

1 ∣ x sð Þ − �x sð Þ∣
	

+L ið Þ
2 ∣ y sð Þ − �y sð Þ ∣



ds = L ið Þ

1

ðt
0
∣Ai t − sð Þ∣ers e−rs ∣ x sð Þð

− �x sð Þ ∣ Þ ds + L ið Þ
2

ðt
0
∣Ai t − sð Þ∣ers e−rs ∣ y sð Þ − �y sð Þ ∣ð Þ ds

≤ L ið Þ
1

ðt
0
∣ Ai t − sð Þ ∣ ers ds

� �
dr x, �xð Þ + L ið Þ

2

ðt
0
∣ Ai t − sð Þ ∣ ers ds

� �
dr y, �yð Þ

=
ðt
0
∣ Ai t − sð Þ ∣ ers ds

� �
L ið Þ
1 dr x, �xð Þ + L ið Þ

2 dr y, �yð Þ
	 


≤ δς

ðt
0
ersς′ ds

� � 1
ς ′

L ið Þ
1 dr x, �xð Þ + L ið Þ

2 dr y, �yð Þ
	 


,

ð34Þ

where

ς′ = ς

ς − 1 , ð35Þ

δς =max
i=1,2

ð∞
0

Ai sð Þj jς ds
� �1/ς

,
ð∞
0

Bi sð Þj jς ds
� �1/ς

( )
:

ð36Þ

Notice that by (iii), one has δς <∞. Hence, it holds that

H
ið Þ
1 x, yð Þ tð Þ −H

ið Þ
1 �x, �yð Þ tð Þ

��� ��� ≤ δςς′
−1/ς′

r−1/ς′

� ertς′ − 1
	 
1/ς′

L ið Þ
1 dr x, �xð Þ + L ið Þ

2 dr y, �yð Þ
	 


:

ð37Þ

Therefore, by (33), one obtains

H 1 x, yð Þ tð Þ −H 1 �x, �yð Þ tð Þj j
≤ μ + Q 1ð Þ

1 ρ
ℓ 1ð Þ
1
1 +Q 1ð Þ

2 ρ
ℓ 1ð Þ
2
2

� �
δ

� �
δςς′

−1/ς′
r
−1
ς ′ ertς′ − 1
	 
1/ς′

� L 2ð Þ
1 dr x, �xð Þ + L 2ð Þ

2 dr y, �yð Þ
	 


+ μ + Q 2ð Þ
1 ρ

ℓ 2ð Þ
1
1 +Q 2ð Þ

2 ρ
ℓ 2ð Þ
2
2

� �
δ

� �
δςς′

−1/ς′
r−1/ς′ ertς′ − 1

	 
1/ς′
� L 1ð Þ

1 dr x, �xð Þ + L 1ð Þ
2 dr y, �yð Þ

	 

= δςς′

−1/ς′
r−1/ς′ ertς′ − 1

	 
1/ς′
� L 2ð Þ

1 μ + Q 1ð Þ
1 ρ

ℓ 1ð Þ
1
1 +Q 1ð Þ

2 ρ
ℓ 1ð Þ
2
2

� �
δ

� ��

+ L 1ð Þ
1 μ + Q 2ð Þ

1 ρ
ℓ 2ð Þ
1
1 +Q 2ð Þ

2 ρ
ℓ 2ð Þ
2
2

� �
δ

� ��
dr x, �xð Þ

+ δςς′
−1/ς′

r−1/ς′ ertς′ − 1
	 
1/ς′

L 2ð Þ
2 μ + Q 1ð Þ

1 ρ
ℓ 1ð Þ
1
1 +Q 1ð Þ

2 ρ
ℓ 1ð Þ
2
2

� �
δ

� ��

+ L 1ð Þ
2 μ + Q 2ð Þ

1 ρ
ℓ 2ð Þ
1
1 +Q 2ð Þ

2 ρ
ℓ 2ð Þ
2
2

� �
δ

� ��
dr y, �yð Þ,

ð38Þ

which yields

dr H 1 x, yð Þ,H 1 �x, �yð Þð Þ
≤ 1 − e−rTς′
	 
1/ς′

δςς′
−1/ς′

r−1/ς′ α11dr x, �xð Þ + α12dr y, �yð Þð Þ,
ð39Þ

where

α11 = L 2ð Þ
1 μ + Q 1ð Þ

1 ρ
ℓ 1ð Þ
1
1 +Q 1ð Þ

2 ρ
ℓ 1ð Þ
2
2

� �
δ

� �

+ L 1ð Þ
1 μ + Q 2ð Þ

1 ρ
ℓ 2ð Þ
1
1 +Q 2ð Þ

2 ρ
ℓ 2ð Þ
2
2

� �
δ

� �
,

ð40Þ

α12 = L 2ð Þ
2 μ + Q 1ð Þ

1 ρ
ℓ 1ð Þ
1
1 +Q 1ð Þ

2 ρ
ℓ 1ð Þ
2
2

� �
δ

� �

+ L 1ð Þ
2 μ + Q 2ð Þ

1 ρ
ℓ 2ð Þ
1
1 +Q 2ð Þ

2 ρ
ℓ 2ð Þ
2
2

� �
δ

� �
:

ð41Þ
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Similarly, using (iii), (vi), (21), and (25), one obtains

dr H2 x, yð Þ,H 2 �x, �yð Þð Þ ≤ 1 − e−rTς′
	 
1/ς′

δςς′
−1/ς′

r−1/ς′ α21dr x, �xð Þð
+ α22dr y, �yð ÞÞ,

ð42Þ

where

α21 =M 2ð Þ
1 μ + P 1ð Þ

1 ρ
σ

1ð Þ
1

1 + P 1ð Þ
2 ρ

σ
1ð Þ
2

2

� �
δ

� �

+M 1ð Þ
1 μ + P 2ð Þ

1 ρ
σ

2ð Þ
1

1 + P 2ð Þ
2 ρ

σ
2ð Þ
2

2

� �
δ

� �
,

ð43Þ

α22 =M 2ð Þ
2 μ + P 1ð Þ

1 ρ
σ

1ð Þ
1

1 + P 1ð Þ
2 ρ

σ
1ð Þ
2

2

� �
δ

� �

+M 1ð Þ
2 μ + P 2ð Þ

1 ρ
σ

2ð Þ
1

1 + P 2ð Þ
2 ρ

σ
2ð Þ
2

2

� �
δ

� �
:

ð44Þ

Therefore, it follows from (19), (39), and (42) that

Dr H x, yð Þ,H �x, �yð Þð Þ°ℝ2KDr x, yð Þ, �x, �yð Þð Þ, x, yð Þ, �x, �yð Þ ∈ CT ,ρ1
× CT ,ρ2 ,

ð45Þ

where K is the square matrix of size 2 defined by

K = 1 − e−rTς′
	 
1/ς′

δςς′
−1/ς′

r−1/ς′
α11 α12

α21 α22

 !
: ð46Þ

On the other hand, one has

ρ Kð Þ = 1 − e−rTς′
	 
1/ς′

δςς′
−1/ς′

r−1/ς′ρ
α11 α12

α21 α22

 !" #
:

ð47Þ

Therefore, taking

r1/ς′ ≥ δςς′
−1/ς′

ρ
α11 α12

α21 α22

 !" #
, ð48Þ

one obtains

ρ Kð Þ ≤ 1 − e−rTς′
	 
1/ς′

< 1: ð49Þ

Then, by Lemma 1, one deduces that the mapping H

defined by (19) admits a unique fixed point in CT ,ρ1 ×
CT ,ρ2 , which is the unique solution to (4) in CT ,ρ1 × CT ,ρ2 .
On the other hand, since the real number T > 0 is arbitrary,
it holds that (4) admits a unique continuous global solution
ðx∗, y∗Þ satisfying ∣x∗ðtÞ ∣ ≤ρ1 and ∣y∗ðtÞ ∣ ≤ρ2, for all t ≥ 0.
The proof is completed.

We end the paper with the following example.

Example 4. Consider the system of integral equations

x tð Þ = 2
t + 1 +

ðt
0

e−2 t−sð Þ

8 sin x sð Þ
4 + 3y sð Þffiffiffiffiffiffiffiffiffiffiffi

s + 16
p

� �
ds

� �

�
ðt
0

3e− t−sð Þ2

16 ffiffiffi
π

p x sð Þ
s2 + 2 + y sð Þ

2

� �
ds, t ≥ 0,

y tð Þ = t
t + 1 +

ðt
0

e− t−sð Þ

16 arctan 2x sð Þ + y sð Þ
5

� �
ds

� �

� 1 +
ðt
0

e− t−sð Þ2

16 ffiffiffi
π

p x sð Þ
6 + 2y sð Þ

s2 + 3

� �
ds

 !
, t ≥ 0:

ð50Þ

System (50) is a special case of System (4), where

f1 tð Þ = 2
t + 1 , f2 tð Þ = 0, A1 tð Þ = e−2t

8 , A2 tð Þ = 3e−t2

16 ffiffiffi
π

p ,

ð51Þ

F1 t, u, vð Þ = sin u
4 + 3vffiffiffiffiffiffiffiffiffiffiffi

t + 16
p

� �
, F2 t, u, vð Þ = u

t2 + 2 + v
2 ,

ð52Þ

g1 tð Þ = t
t + 1 , g2 tð Þ = 1, B1 tð Þ = e−t

16 , B2 tð Þ = e−t
2

16 ffiffiffi
π

p ,

ð53Þ

G1 t, u, vð Þ = arctan 2u + v
5

� �
,G2 t, u, vð Þ = u

6 + 2v
t2 + 3 :

ð54Þ
Let us check the validity of assumptions (i)–(viii). It can

be easily seen that

f i, Ai, gi, Bi ∈ C 0,∞½ Þð Þ, Fi,Gi ∈ C 0,∞½ Þ ×ℝ ×ℝð Þ, i = 1, 2,
ð55Þ

μf =max ∣f1 tð Þ∣,∣f2 tð Þ∣ : t ≥ 0f g = 2, ð56Þ

μg =max ∣g1 tð Þ∣,∣g2 tð Þ∣ : t ≥ 0f g = 1, ð57Þ

μ =max μf , μg
n o

= 2: ð58Þ

Moreover, one has

ð∞
0
∣A1 tð Þ∣dt = 1

16 ,
ð∞
0

A1 tð Þj jςdt = 1
2ς8ς for all ς > 1ð Þ, ð59Þ

ð∞
0
∣A2 tð Þ∣dt = 3

32 ,
ð∞
0

A2 tð Þj jςdt = 3
16 ffiffiffi

π
p

� �ς ffiffiffi
π

p
2 ffiffi

ς
p for all ς > 1ð Þ,

ð60Þ
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ð∞
0
∣B1 tð Þ∣dt = 1

16 ,
ð∞
0

B1 tð Þj jςdt = 1
ς16ς for all ς > 1ð Þ, ð61Þ

ð∞
0
∣B2 tð Þ∣dt = 1

32 ,
ð∞
0

B2 tð Þj jςdt =
ffiffiffi
π

p

2 ffiffi
ς

p 16 ffiffiffi
π

p� ς for all ς > 1ð Þ,

ð62Þ

δ =max
i=1,2

ð∞
0

∣ Ai sð Þ ∣ ds,
ð∞
0

∣ Bi sð Þ ∣ ds
� �

= 3
32 :

ð63Þ
Therefore, assumptions (i)–(iii) of Theorem 3 are satis-

fied. For all t ≥ 0 and ðu, vÞ, ð�u, �vÞ ∈ℝ2, one has

∣F1 t, u, vð Þ − F1 t, �u, �vð Þ∣ = sin u
4 + 3vffiffiffiffiffiffiffiffiffiffiffi

t + 16
p

� �����
− sin �u

4 + 3�vffiffiffiffiffiffiffiffiffiffiffi
t + 16

p
� ����� ≤ 1

4 ∣u − �u∣ + 3
4 ∣v − �v∣

ð64Þ

∣F2 t, u, vð Þ − F2 t, �u, �vð Þ∣ = u
t2 + 2 + v

2 −
�u

t2 + 2 −
�v
2

����
����

≤
1
2 ∣u − �u∣ + 1

2 v − �vj j,
ð65Þ

which shows that assumption (iv) of Theorem 3 is satisfied
with

L 1ð Þ
1 = 1

4 , L 1ð Þ
2 = 3

4 , L 2ð Þ
1 = L 2ð Þ

2 = 1
2 : ð66Þ

Similarly, one has

∣G1 t, u, vð Þ −G1 t, �u, �vð Þ∣ = arctan 2u + v
5

� �
− arctan 2�u + �v

5

� �����
����

≤
2
5 ∣u − �u∣ + 1

5 ∣v − �v∣

ð67Þ

∣G2 t, u, vð Þ − G2 t, �u, �vð Þ∣ = u
6 + 2v

t2 + 3 −
�u
6 −

2�v
t2 + 3

����
����

≤
1
6 ∣u − �u∣ + 2

3 v − �vj j,
ð68Þ

which shows that assumption (vi) of Theorem 3 is satisfied
with

M 1ð Þ
1 = 2

5 ,M
1ð Þ
2 = 1

5 ,M
2ð Þ
1 = 1

6 ,M
2ð Þ
2 = 2

3 : ð69Þ

For all t ≥ 0 and ðu, vÞ ∈ℝ2, one has

F1 t, u, vð Þj j = sin u
4 + 3vffiffiffiffiffiffiffiffiffiffiffi

t + 16
p

� �����
���� ≤ 1

4 uj j + 3
4 vj j, ð70Þ

∣F2 t, u, vð Þ∣ = u
t2 + 2 + v

2
��� ��� ≤ 1

2 ∣u∣ +
1
2 vj j, ð71Þ

which shows that assumption (v) of Theorem 3 is satisfied
with

Q 1ð Þ
1 = 1

4 ,Q
1ð Þ
2 = 3

4 ,Q
2ð Þ
1 =Q 2ð Þ

2 = 1
2 , ℓ

1ð Þ
1 = ℓ 1ð Þ

2 = ℓ 2ð Þ
1 = ℓ 2ð Þ

2 = 1:

ð72Þ

Similarly, one has

G1 t, u, vð Þj j = arctan 2u + v
5

� �����
���� ≤ 2

5 uj j + 1
5 vj j, ð73Þ

∣G2 t, u, vð Þ∣ = u
6 + 2v

t2 + 3

����
���� ≤ 1

6 ∣u∣ +
2
3 vj j, ð74Þ

which shows that assumption (VII) is satisfied with

P 1ð Þ
1 = 2

5 , P
1ð Þ
2 = 1

5 , P
2ð Þ
1 = 1

6 , P
2ð Þ
2 = 2

3 , σ
1ð Þ
1 = σ

1ð Þ
2 = σ

2ð Þ
1 = σ

2ð Þ
2 = 1:

ð75Þ

From the above estimates, one deduces that the system of
inequalities (12) and (13) is equivalent to

2 + 3
32

1
4 ρ1 +

3
4 ρ2

� �� �
2 + 3

64 ρ1 + ρ2ð Þ
� �

≤ρ1,

2 + 3
160 2ρ1 + ρ2ð Þ

� �
2 + 1

64 ρ1 + 4ρ2ð Þ
� �

≤ρ2:

8>>><
>>>:

ð76Þ

Taking ρ1 = ρ2 = ρ > 0, (76) reduces to

2 + 3
32 ρ

� �2
≤ ρ,

2 + 9
160 ρ

� �
2 + 5

64 ρ
� �

≤ ρ:

8>>><
>>>:

ð77Þ

On the other hand, one observes easily that

2 + 9
160 ρ

� �
2 + 5

64 ρ
� �

≤ 2 + 3
32 ρ

� �2
, ρ > 0: ð78Þ

Therefore, any ρ > 0 satisfying

2 + 3
32 ρ

� �2
≤ ρ, ð79Þ

is a solution to (77). In particular, for ρ = 36, one has

2 + 3
32 ρ

� �2
= 28:890625 < 36 = ρ: ð80Þ

Therefore, ρ = 36 is a solution to (77), which shows
that assumption (viii) of Theorem 3 is satisfied with
ðρ1, ρ2Þ = ð36, 36Þ.
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Finally, by Theorem 3, one deduces that system (50)
admits one and only one solution ðx∗, y∗Þ ∈ Cð½0,∞ÞÞ × C
ð½0,∞ÞÞ satisfying

sup
t≥0

∣x∗ tð Þ∣,∣y∗ tð Þ ∣f g ≤ 36: ð81Þ
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In the present paper, Durrmeyer type λ-Bernstein operators via (p, q)-calculus are constructed, the first and second
moments and central moments of these operators are estimated, a Korovkin type approximation theorem is established,
and the estimates on the rate of convergence by using the modulus of continuity of second order and Steklov mean are
studied, a convergence theorem for the Lipschitz continuous functions is also obtained. Finally, some numerical examples
are given to show that these operators we defined converge faster in some λ cases than Durrmeyer type (p, q)-Bernstein
operators.

1. Introduction

In 2016, Mursaleen et al. [1] proposed the following (p, q
)-analogue of Bernstein operators:

Bn,p,q f ; xð Þ = 〠
n

k=0
bn,k x ; p, qð Þf

k½ �p,q
pk−n n½ �p,q

 !
, x ∈ 0, 1½ �, ð1Þ

where bn,kðx ; p, qÞðk = 0, 1,⋯, nÞ are (p, q)-Bernstein basis
functions and defined as

bn,k x ; p, qð Þ = 1
pn n−1ð Þ/2

n

k

" #
p,q

pk k−1ð Þ/2xk 1 ⊖ xð Þn−kp,q , x ∈ 0, 1½ �:

ð2Þ

They also introduced and studied some important
approximation properties of the Stancu type of operators
(1) in [2]. After their construction, there are more and
more papers on the study of (p, q)-analogue of Bernstein
type operators, we mention some of them as [3–11], we
also mention some other positive linear operators as
[12–19].

Very recently, Cai et al. [20] proposed the following λ
-Bernstein operators based on (p, q)-integers as

Bλ
n,p,q f ; xð Þ = 〠

n

k=0
bλn,k x ; p, qð Þf

k½ �p,q
pk−n n½ �p,q

 !
, x ∈ 0, 1½ �,

ð3Þ

where
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bn,kðx ; p, qÞðk = 0, 1,⋯, nÞ are defined in (2), λ ∈ ½−1, 1�,
n ≥ 2, x ∈ ½0, 1�, and 0 < q < p ≤ 1. They also constructed the
(p, q)-analogue of Kantorovich type λ-Bernstein operators
and investigated their A-statistical convergence properties
in [21].

Inspired by above research, based on (3), we introduce
Durrmeyer type λ-Bernstein operators via (p, q)-calculus as

Dλ
n,p,q f ; xð Þ = n + 1½ �p,qp−n 〠

n

k=0

pk

qk
bλn,k x ; p, qð Þ

�
ð1
0
bn,k qt ; p, qð Þf tð Þdp,qt,

ð5Þ

where x ∈ ½0, 1�, 0 < q < p ≤ 1, bλn,kðx ; p, qÞðk = 0, 1,⋯, nÞ are
defined in (4) and bn,kð·;p, qÞðk = 0, 1,⋯, nÞ are defined in
(2). Apparently, when λ = 0, operators D0

n,p,qð f ; xÞ become

to Dðp,qÞ
n ð f ; xÞ which are defined as follows in [11],

D p,qð Þ
n f ; xð Þ = n + 1½ �p,qp−n

2 〠
n

k=0
b p,qð Þ
n,k xð Þ q

p

� �−k

�
ð1
0
b p,qð Þ
n,k qtð Þf tð Þdp,qt,

ð6Þ

where bðp,qÞn,k ðxÞ = pnðn−1Þ/2bn,kðx ; p, qÞ. We will show that

operators Dλ
n,p,qð f ; xÞ converge to f faster than operators

Dðp,qÞ
n ð f ; xÞ in some cases of λ by some numerical examples

in Section 4, say, we have more modeling flexibility when
adding the parameter λ.

We first mention some definitions based on (p, q)-inte-
gers; details can be found in [22–26]. For any fixed real num-
ber p > 0 and q > 0, the (p, q)-integers ½n�p,q are defined by

n½ �p,q = pn−1 + pn−2q + pn−3q2+⋯+pqn−2 + qn−1

=

pn − qn

p − q
, p ≠ q ≠ 1 ;

1 − qn

1 − q
, p = 1 ;

n, p = q = 1:

8>>>>>><
>>>>>>:

ð7Þ

(p, q)-factorial and (p, q)-binomial coefficients are defined as
follows:

n½ �p,q! =
n½ �p,q n − 1½ �p,q ⋯ 1½ �p,q, n = 1, 2,⋯ ;

1, n = 0,

(
n

k

" #
p,q

=
n½ �p,q!

k½ �p,q! n − k½ �p,q!
:

ð8Þ

The (p, q)-power basis ðx ⊕ tÞnp,q and ðx⊝tÞnp,q are defined
by

x ⊕ tð Þnp,q = x + tð Þ px + qtð Þ p2x + q2t
� �

⋯ pn−1x + qn−1t
� �

,

x⊝tð Þnp,q = x − tð Þ px − qtð Þ p2x − q2t
� �

⋯ pn−1x − qn−1t
� �

:

ð9Þ

Let f : ½0, a�→ℝ, then (p, q)-integration of a funciton f
is defined by

ða
0
f xð Þdp,qx = p − qð Þa〠

∞

k=0

qk

pk+1
f

qk

pk+1
a

� �
, p
q

����
���� > 1: ð10Þ

This paper is mainly organized as follows: in Section 2,
we estimate some moments and central moments of Dλ

n,p,qð
f ; xÞ in order to obtain our main results; in Section 3, we
study a Korovkin type approximation theorem and estimate
the rate of convergence of Dλ

n,p,qð f Þ to f by using the second
order modulus of smoothness, Peetre’s K-functional, Steklov
mean function, and Lipschitz class function; in Section 4, we
give some numerical experiments to verify our theoretical
results; in the final section, a conclusion is given.

2. Some Lemmas

Before giving our main results, we need the following
lemmas.

bλn,0 x ; p, qð Þ = bn,0 x ; p, qð Þ − λ

p1−n n½ �p,q + 1 bn+1,1 x ; p, qð Þ,

bλn,k x ; p, qð Þ = bn,k x ; p, qð Þ + λ
p1−n n½ �p,q − 2p1−k k½ �p,q + 1

p2−2n n½ �2p,q − 1
bn+1,k x ; p, qð Þ −

p1−n n½ �p,q − 2qp−k k½ �p,q − 1
p2−2n n½ �2p,q − 1

bn+1,k+1 x ; p, qð Þ
 !

, k = 1, 2,⋯, n − 1ð Þ

bλn,n x ; p, qð Þ = bn,n x ; p, qð Þ − λ

p1−n n½ �p,q + 1 bn+1,n x ; p, qð Þ,

8>>>>>>>>>><
>>>>>>>>>>:

ð4Þ
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Lemma 1. Let 0 < q < p ≤ 1, we have

ð1
0
bn,k qt ; p, qð Þdp,qt =

q
p

� �k pn

n + 1½ �p,q
; ð11Þ

ð1
0
tbn,k qt ; p, qð Þdp,qt =

q
p

� �k

p−k
p2n k + 1½ �p,q

n + 1½ �p,q n + 2½ �p,q
; ð12Þ

ð1
0
t2bn,k qt ; p, qð Þdp,qt =

q
p

� �k

p−2k
p3n k + 1½ �p,q k + 2½ �p,q

n + 1½ �p,q n + 2½ �p,q n + 3½ �p,q
:

ð13Þ

Proof. According to the following equations of Lemma 1 in [11]

ð1
0
b p,qð Þ
n,k qtð Þtsdp,qt =

q
p

� �k

p−kspn n+2s+1ð Þ/2 n½ �p,q! k + s½ �p,q!
k½ �p,q! n + s + 1½ �p,q!

, s = 0, 1, 2, 3⋯,

ð14Þ

and the fact that bðp,qÞn,k ðxÞ = pnðn−1Þ/2bn,kðx ; p, qÞ, we get the
proof of Lemma 1 easily.

Lemma 2. Let ekðtÞ = tkðk = 0, 1, 2Þ, λ ∈ ½−1, 1�, x ∈ ½0, 1�, and
0 < q < p ≤ 1, then for the operators Dλ

n,p,qð f ; xÞ, we have

Dλ
n,p,q e0 ; xð Þ = 1 ; ð15Þ

Dλ
n,p,q e1 ; xð Þ = x

q
+
pn q − 2½ �p,qx
� �
q n + 2½ �p,q

+
2λq n½ �p,q n + 1½ �p,qx2 1 − xn−1

� �
1 − q/pð Þ

pn n + 2½ �p,q p2−2n n½ �2p,q − 1
� �

+ λpn 1 − xn+1
� �

n + 2½ �p,q p1−n n½ �p,q − 1
� �

−
λ n + 1½ �p,qx 1 − xnð Þ 1 − q/pð Þ
n + 2½ �p,q p1−n n½ �p,q − 1

� �
−

2λq n + 1½ �p,qx 1 − xnð Þ
p n + 2½ �p,q p2−2n n½ �2p,q − 1

� �

−
λ 1⊝xð Þn+1p,q

pn n−1ð Þ/2 n + 2½ �p,q p1−n n½ �p,q − 1
� � ;

ð16Þ

Dλ
n,p,q e2 ; xð Þ =

q3 n½ �2p,qx2
n + 2½ �p,q n + 3½ �p,q

+
pn−1q n½ �p,qx 2½ �2p,q − q2x

� �
+ 2½ �p,qp2n

n + 2½ �p,q n + 3½ �p,q

+
λq2 1 − q2/p2
� �

n½ �p,q n + 1½ �p,qx2

p1−n n½ �p,q + 1
� �

n + 2½ �p,q n + 3½ �p,q

� 2q2 n − 1½ �p,qx 1 − xn−2
� �

p n½ �p,q − pn
− 1 − xn−1
� �" #

+
2λq n½ �p,q n + 1½ �p,qx2 1 − xn−1

� �
p − 3½ �p,qq2/p3
� �

p2−2n n½ �2p,q − 1
� �

n + 2½ �p,q n + 3½ �p,q

+
2½ �p,qλp2n 1 − xn+1

� �
p1−n n½ �p,q − 1
� �

n + 2½ �p,q n + 3½ �p,q

+
λpn−2q n + 1½ �p,qx 1 − xnð Þ

n + 2½ �p,q n + 3½ �p,q

� p2 + q2

p1−n n½ �p,q + 1
+ p 1 − p/qð Þ p + 2qð Þ

p1−n n½ �p,q − 1

" #

−
2½ �p,qλpn 1⊝xð Þn+1p,q

pn n−1ð Þ/2 p1−n n½ �p,q − 1
� �

n + 2½ �p,q n + 3½ �p,q

−
8λpn−1q2 n + 1½ �p,qx 1 − xnð Þ

p2−2n n½ �2p,q − 1
� �

n + 2½ �p,q n + 3½ �p,q

+
2λpn−1q 2q − pð Þ n + 1½ �p,qx 1!xð Þnp,q

pn n−1ð Þ/2 p2−2n n½ �2p,q − 1
� �

n + 2½ �p,q n + 3½ �p,q
:

ð17Þ
Proof. By (5), (11), and Lemma 2 of [20], we have

Dλ
n,p,q 1 ; xð Þ = n + 1½ �p,qp−n 〠

n

k=0

pk

qk
bλn,k x ; p, qð Þ

ð1
0
bn,k qt ; p, qð Þdp,q

= n + 1½ �p,qp−n 〠
n

k=0

pk

qk
bλn,k x ; p, qð Þ q

k

pk
pn

n + 1½ �p,q
= 〠

n

k=0
bλn,k x ; p, qð Þ = 1:

ð18Þ

Next, by the fact that ½k + 1�p,q = pk + q½k�p,q, (5) and (12),
we get

Dλ
n,p,q t ; xð Þ = n + 1½ �p,qp−n 〠

n

k=0

pk

qk
bλn,k x ; p, qð Þ

ð1
0
bn,k qt ; p, qð Þtdp,qt

= n + 1½ �p,qp−n 〠
n

k=0

pk

qk
bλn,k x ; p, qð Þ q

k

pk
p−k

p2n k + 1½ �p,q
n + 1½ �p,q n + 2½ �p,q

= 〠
n

k=0
bλn,k x ; p, qð Þ

pn k + 1½ �p,q
pk n + 2½ �p,q

=
q n½ �p,q
n + 2½ �p,q

Bλ
n,p,q t ; xð Þ + pn

n + 2½ �p,q
Bλ
n,p,q 1 ; xð Þ:

ð19Þ
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Then, the desired of (16) can be obtained by Lemma 2
and Lemma 3 of [20] and easy computations. Finally, by (5)
and (13), we have

Dλ
n,p,q t2 ; x
� �

= n + 1½ �p,qp−n 〠
n

k=0

pk

qk
bλn,k x ; p, qð Þ

ð1
0
bn,k qt ; p, qð Þt2dp,qt

= n + 1½ �p,qp−n 〠
n

k=0

pk

qk
bλn,k x ; p, qð Þ q

k

pk
p−2k

� p3n k + 1½ �p,q k + 2½ �p,q
n + 1½ �p,q n + 2½ �p,q n + 3½ �p,q

= 〠
n

k=0
bλn,k x ; p, qð Þ

p2n k + 1½ �p,q k + 2½ �p,q
p2k n + 2½ �p,q n + 3½ �p,q

:

ð20Þ

Using ½k + 1�p,q½k + 2�p,q = q3½k�2p,q + pkqð2q + pÞ½k�p,q +
½2�p,qp2k, we obtain

Dλ
n,p,q t2 ; x
� �

=
q3 n½ �2p,q

n + 2½ �p,q n + 3½ �p,q
Bλ
n,p,q t2 ; x
� �

+
pnq p + 2qð Þ n½ �p,q
n + 2½ �p,q n + 3½ �p,q

Bλ
n,p,q t ; xð Þ

+
2½ �p,qp2n

n + 2½ �p,q n + 3½ �p,q
:

ð21Þ

We can get (17) by Lemma 2–4 of [20] and some compu-
tations. Lemma 2 is proved.

Lemma 3. Let Φk
xðtÞ = ðt − xÞkðk = 1, 2Þ, λ ∈ ½−1, 1�, x ∈ ½0, 1�,

and 0 < q < p ≤ 1, then we have

Dλ
n,p,q Φ1

x ; x
� �

= 1 − q
q

x +
pn q − 2½ �p,qx
� �
q n + 2½ �p,q

+
2λq n½ �p,q n + 1½ �p,qx2 1 − xn−1

� �
1 − q/pð Þ

pn n + 2½ �p,q p2−2n n½ �2p,q − 1
� �

+ λpn 1 − xn+1
� �

n + 2½ �p,q p1−n n½ �p,q − 1
� �

−
λ n + 1½ �p,qx 1 − xnð Þ 1 − q/pð Þ
n + 2½ �p,q p1−n n½ �p,q − 1

� �
−

2λq n + 1½ �p,qx 1 − xnð Þ
p n + 2½ �p,q p2−2n n½ �2p,q − 1

� �

−
λ 1⊝xð Þn+1p,q

pn n−1ð Þ/2 n + 2½ �p,q p1−n n½ �p,q − 1
� � ≔Ωλ

n,p,q xð Þ ;

ð22Þ

≤
1 − q
q

+ 1
n + 2½ �p,q

+ 2
p1−n n½ �p,q − 1

+ 3

pn n−1ð Þ/2 n + 2½ �p,q p1−n n½ �p,q − 1
� �

≔Θ n ; p, qð Þ ;

ð23Þ

Dλ
n,p,q Φ2

x ; x
� �

≤
1 − qð Þ2
q2

+ 8
q n + 2½ �p,q

+ 4
p1−n n½ �p,q − 1

+ 1
n + 3½ �p,q

+ 8
q2 n + 2½ �p,q n + 3½ �p,q

+ 11

pn n−1ð Þ/2 n + 2½ �p,q p1−n n½ �p,q − 1
� �

+ 12

pn n−1ð Þ/2 n + 2½ �p,q n + 3½ �p,q p1−n n½ �p,q − 1
� �

≔Ψ n ; p, qð Þ:
ð24Þ

Proof.We can obtain (22) easily by (15) and (16). For λ ∈ ½0, 1�,
we have

Dλ
n,p,q Φ1

x ; x
� �

≤
1 − q
q

+ pn

n + 2½ �p,q
+

2q n½ �p,q n + 1½ �p,q 1 − q/pð Þ
pn n + 2½ �p,q p2−2n n½ �2p,q − 1

� �
+ pn

n + 2½ �p,q p1−n n½ �p,q − 1
� � :

ð25Þ

For λ ∈ ½−1, 0�, we have

Dλ
n,p,q Φ1

x ; x
� �

≤
1 − q
q

+ pn

n + 2½ �p,q
+

n + 1½ �p,q 1 − q/pð Þ
n + 2½ �p,q p1−n n½ �p,q − 1

� �
+

2 n + 1½ �p,q
n + 2½ �p,q p2−2n n½ �2p,q − 1

� �
+ 1
pn n−1ð Þ/2 n + 2½ �p,q p1−n n½ �p,q − 1

� � :

ð26Þ

On one hand, since

n½ �p,q
pn p1−n n½ �p,q + 1
� � =

n½ �p,q
p n½ �p,q + pn

≤
n½ �p,q

p n½ �p,q + qn
≤

n½ �p,q
n + 1½ �p,q

≤ 1,

ð27Þ
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we get

2q n½ �p,q n + 1½ �p,q 1 − q/pð Þ
pn n + 2½ �p,q p2−2n n½ �2p,q − 1

� � ≤
2q n + 1½ �p,q 1 − q/pð Þ

n + 2½ �p,q p1−n n½ �p,q − 1
� � :

ð28Þ

On the other hand, we have

n + 1½ �p,q
n + 2½ �p,q p2−2n n½ �2p,q − 1

� � ≤ pn

n + 2½ �p,q p1−n n½ �p,q − 1
� �

≤
1

pn n−1ð Þ/2 n + 2½ �p,q p1−n n½ �p,q − 1
� �

ð29Þ

with the fact that ½n + 1�p,q/p1−n½n�p,q + 1 = pn½n + 1�p,q/p½n�p,q
+ pn ≤ pn. Combing (25)–(29), we have

Dλ
n,p,q Φ1

x ; x
� �

≤
1 − q
q

+ pn

n + 2½ �p,q
+

2 n + 1½ �p,q 1 − q/pð Þ
n + 2½ �p,q p1−n n½ �p,q − 1

� �
+ 3
pn n−1ð Þ/2 n + 2½ �p,q p1−n n½ �p,q − 1

� �
≤
1 − q
q

+ 1
n + 2½ �p,q

+ 2
p1−n n½ �p,q − 1

+ 3
pn n−1ð Þ/2 n + 2½ �p,q p1−n n½ �p,q − 1

� � :
ð30Þ

Thus, the desired result of (23) is proved. Finally, by
Lemma 2 and the linear property of Dλ

n,p,qð f Þ, we have

Dλ
n,p,q Φ2

x ; x
� �

=Dλ
n,p,q e2 ; xð Þ − 2xDλ

n,p,q e1 ; xð Þ + x2

≤
q3 n½ �2p,q

n + 2½ �p,q n + 3½ �p,q
−
2
q
+ 1

 !
x2

+
pn−1q 2½ �2p,q n½ �p,qx
n + 2½ �p,q n + 3½ �p,q

+
2½ �p,qp2n

n + 2½ �p,q n + 3½ �p,q

+
2 2½ �p,qpnx2
q n + 2½ �p,q

+Λλ
n,p,q xð Þ

≤
1 − qð Þ2
q2

+
q 2½ �2p,q + 2 2½ �p,q
q n + 2½ �p,q

+
2½ �p,q q2 + 3½ �p,q

� �
q2 n + 2½ �p,q n + 3½ �p,q

+Λλ
n,p,q xð Þ,

ð31Þ

where Λλ
n,p,qðxÞ is some function related to λ, ½n�p,q and x, and

we will estimate it in two cases. For λ ∈ ½0, 1�, we have

Λλ
n,p,q xð Þ ≤ 4

p1−n n½ �p,q − 1 +
2½ �p,q

n + 2½ �p,q n + 3½ �p,q
+ 4
p n + 2½ �p,q p1−n n½ �p,q − 1

� �
+ 2
pn n−1ð Þ/2 n + 2½ �p,q p1−n n½ �p,q − 1

� �
+

2½ �p,q
p1−n n½ �p,q − 1
� �

n + 2½ �p,q n + 3½ �p,q
+ 2
pn n−1ð Þ/2 p1−n n½ �p,q − 1

� �
n + 2½ �p,q n + 3½ �p,q

:

ð32Þ

For λ ∈ ½−1, 0�, we have

Λλ
n,p,q xð Þ ≤ 4

p1−n n½ �p,q − 1 + 1
n + 3½ �p,q

+
2 3½ �p,q + 2

n + 2½ �p,q p1−n n½ �p,q − 1
� �

+ 3
q p1−n n½ �p,q − 1
� �

n + 2½ �p,q n + 3½ �p,q
+ 8

p1−n n½ �p,q − 1
� �

n + 2½ �p,q n + 3½ �p,q

+
2 + 2½ �p,q

pn n−1ð Þ/2 p1−n n½ �p,q − 1
� �

n + 2½ �p,q n + 3½ �p,q
:

ð33Þ

From the above two equations (32) and (33), we obtain

Λλ
n,p,q xð Þ ≤ 4

p1−n n½ �p,q − 1 + 1
n + 3½ �p,q

+
2 3½ �p,q + 2

p n + 2½ �p,q p1−n n½ �p,q − 1
� �

+ 3
pn n−1ð Þ/2 n + 2½ �p,q p1−n n½ �p,q − 1

� �
+ 8

p1−n n½ �p,q − 1
� �

n + 2½ �p,q n + 3½ �p,q

+
2 + 2½ �p,q

pn n−1ð Þ/2 p1−n n½ �p,q − 1
� �

n + 2½ �p,q n + 3½ �p,q
:

ð34Þ
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Combing (31), (33), and (34), we get

Dλ
n,p,q Φ2

x ; x
� �

≤
1 − qð Þ2
q2

+ 8
q n + 2½ �p,q

+ 4
p1−n n½ �p,q − 1

+ 1
n + 3½ �p,q

+ 8
q2 n + 2½ �p,q n + 3½ �p,q

+ 11
pn n−1ð Þ/2 n + 2½ �p,q p1−n n½ �p,q − 1

� �
+ 12
pn n−1ð Þ/2 n + 2½ �p,q n + 3½ �p,q p1−n n½ �p,q − 1

� � :
ð35Þ

Thus, we arrive at (24). Lemma 3 is proved.

Lemma 4. (See [6]).
Let sequences q≔ fqng = f1 − αng, p≔ fpng = f1 − βng

such that 0 ≤ βn < αn < 1, αn → 0, βn → 0 as n→∞. The fol-
lowing statements are true

(A) If lim
n→∞

enðβn−αnÞ = 1 and enβn /n→ 0, then ½n�pn ,qn →∞.

(B) If �limn→∞enðβn−αnÞ < 1 and enβnðαn − βnÞ→ 0, then
½n�pn ,qn →∞.

(C) If limn→∞enðβn−αnÞ < 1, �limn→∞enðβn−αnÞ = 1 and max
fenβn /n, enβnðαn − βnÞg→ 0, then ½n�pn ,qn →∞.

3. Rate of Convergence

In the sequel, let sequences q≔ fqng and p≔ fpng satisfy the
conditions of Lemma 4. We first give a Korovkin type
approximation theorem for Dλ

n,p,qð f Þ.

Theorem 5. Let f be a continuous function on ½0, 1�, λ ∈ ½−1
, 1� and n > 1, then Dλ

n,p,qð f ; xÞ converge uniformly to f on ½
0, 1�.

Proof. Since the hypothesis of sequences p and q, we know
that ½n + i�p,q →∞ði = 1, 2, 3Þ as n→∞. It is easy to get

Dλ
n,p,qðek ; xÞ→ xkðk = 0, 1, 2Þ combining the relation

½n + i�p,q = ½i�p,qpn + qi½n�p,qði = 0, 1, 2Þ. Therefore, we obtain
the desired result due to the well-known Korovkin theorem
(see [27], pp. 8-9).

Let f be a continuous function on ½0, 1� and endowed
with the norm k f k = supx∈½0,1�j f ðxÞj. Peetre’s K-functional
is defined by

K2 f ; δð Þ = inf
g∈C2

f − gk k + δ g′′
		 		n o

, ð36Þ

where δ > 0 and C2 = fg ∈ C½0, 1�: g′, g′′ ∈ C½0, 1�g. The sec-
ond order modulus of smoothness is defined as

ω2 f ; δð Þ = sup
0<h≤δ

sup
x,x+h,x+2h∈ 0,1½ �

f x + 2hð Þ − 2f x + hð Þ + f xð Þj j:

ð37Þ

We know that there is a relationship between K2ð f ; δÞ
and ω2ð f ;

ffiffiffi
δ

p Þ, that is

K2 f ; δð Þ ≤ Cω2 f ;
ffiffiffi
δ

p� �
, ð38Þ

where C is a positive constant. The modulus of continuity is
denoted by

ω f ; δð Þ = sup
0<h≤δ

sup
x,x+h∈ 0,1½ �

f x + hð Þ − f xð Þj j: ð39Þ

Then, the rate of convergence of Dλ
n,p,qð f Þ to f is given as

follows.

Theorem 6. Let f be a continuous function on ½0, 1�, λ ∈ ½−1
, 1�, and n > 1, we have

Dλ
n,p,q f ; xð Þ − f xð Þ

��� ���
≤ Cω2 f ; 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Θ n ; p, qð Þð Þ2 +Φ n ; p, qð Þ

q� �
+ ω f ;Θ n ; p, qð Þð Þ,

ð40Þ

where C is a positive constant, Θðn ; p, qÞ and Ψðn ; p, qÞ are
defined in (23) and (24).

Proof. Let us define auxiliary operators D̂
λ
n,p,qð f ; xÞ which

preserve linear functions as

D̂
λ
n,p,q f ; xð Þ =Dλ

n,p,q f ; xð Þ − f x +Ωλ
n,p,q xð Þ

� �
+ f xð Þ, ð41Þ

where Ωλ
n,p,qðxÞ is defined in (22). Obviously,

D̂
λ
n,p,q t − x ; xð Þ = 0: ð42Þ

Set g ∈ C2, by Taylor’s expansion, we have

g tð Þ = g xð Þ + g′ t − xð Þ +
ðt
x

t − uð Þg′′ uð Þdu, x, t ∈ 0, 1½ �:

ð43Þ
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Figure 1: The convergence of D−0:5
n,p,qð f ; xÞ to f ðxÞ.

n = 10, p = 0.9, q = 0.8
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f(x) = (x − 1/4)cos(2𝜋x)

D–1
n,p,q (f; x)

D1
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n (f; x)
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0.2
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Figure 2: The approximation graphs of Dðp,qÞ
n ð f ; xÞ, D−1

n,p,qð f ; xÞ, and D1
n,p,qð f ; xÞ.
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Applying D̂
λ
n,p,qðg ; xÞ to (43) and by (42), we obtain

D̂
λ
n,p,q g ; xð Þ − g xð Þ = D̂

λ
n,p,q

ðt
x

t − uð Þg′′ uð Þdu ; x
� �

: ð44Þ

Thus, by (41), we have

D̂
λ
n,p,q g ; xð Þ − g xð Þ

��� ��� ≤ Dλ
n,p,q

ðt
x

t − uð Þg′′ uð Þdu ; x
� �����

����
+
ðx+Ωλ

n,p,q xð Þ

x
x +Ωλ

n,p,q xð Þ − u
� �

g′′ uð Þdu
�����

�����
≤ Dλ

n,p,q Φ2
x ; x

� �
+ Ωλ

n,p,q xð Þ
� �2� �

g′′
		 		

≤ Θ n ; p, qð Þð Þ2 +Φ n ; p, qð Þ �
g′′
		 		,

ð45Þ

where Θðn ; p, qÞ and Ψðn ; p, qÞ are defined in (23) and (24).
According to (41), (5), and (15), we have

D̂
λ
n,p,q f ; xð Þ

��� ��� ≤ Dλ
n,p,q f ; xð Þ

��� ��� + 2 fk k ≤ 3 fk k: ð46Þ

Using (41), (45), and (46), we get

Dλ
n,p,q f ; xð Þ − f xð Þ

��� ��� ≤ D̂
λ
n,p,q f − g ; xð Þ − f − gð Þ xð Þ

��� ���
+ D̂

λ
n,p,q g ; xð Þ − g xð Þ

��� ���
+ f x +Ωλ

n,p,q xð Þ
� �

− f xð Þ
��� ���

≤ 4 f − gk k + Θ n ; p, qð Þð Þ2
+Φ n ; p, qð Þ� g′′

		 		 + ω f ;Θ n ; p, qð Þð Þ:
ð47Þ

n = 10, p = 0.9, q = 0.8

D–1
n,p,q

(f; x) − f(x)

(f; x) − f(x)

D(p,q)
n

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

D1
n,p,q (f; x) − f(x)

Figure 3: The error graphs of jDðp,qÞ
n ð f ; xÞ − f ðxÞj, jD−1

n,p,qð f ; xÞ − f ðxÞj, and jD1
n,p,qð f ; xÞ − f ðxÞj.

Table 1: The maximum error of jDðp,qÞ
n ð f ; xÞ − f ðxÞj, jD−1

n,p,qð f ; xÞ − f ðxÞj and jD1
n,p,qð f ; xÞ − f ðxÞj with p = 1 − 1/n, q = 1 − 2/n.

n 10 20 30 40 50 70 100

max D−1
n,p,q f ; xð Þ − f xð Þ

��� ���� �
0.4390 0.2868 0.2110 0.1672 0.1385 0.1033 0.0749

max D p,qð Þ
n f ; xð Þ − f xð Þ

��� ���� �
0.4345 0.2848 0.2101 0.1667 0.1382 0.1031 0.0748

max D1
n,p,q f ; xð Þ − f xð Þ

��� ���� �
0.4301 0.2827 0.2091 0.1661 0.1379 0.1030 0.0747
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Taking the infimum on the right hand side over all g ∈ C2

, we have

Dλ
n,p,q f ; xð Þ − f xð Þ

��� ��� ≤ 4K2 f ; 14 Θ n ; p, qð Þð Þ2 +Φ n ; p, qð Þ �� �
+ ω f ;Θ n ; p, qð Þð Þ:

ð48Þ

Therefore, we obtain

Dλ
n,p,q f ; xð Þ − f xð Þ

��� ��� ≤ Cω2 f ; 12

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Θ n ; p, qð Þð Þ2 +Φ n ; p, qð Þ

q� �
+ ω f ;Θ n ; p, qð Þð Þ:

ð49Þ

where C is a positive constant, Θðn ; p, qÞ and Ψðn ; p, qÞ are
defined in (23) and (24). Theorem 6 is proved.

Let f be a continuous function on ½0, 1�, the Steklov mean
function is defined as

One can write

f h xð Þ − f xð Þ = 4
h2

ðh/2
0

ðh/2
0

2f x + u + vð Þ½
− f x + 2 u + vð Þð Þ − f xð Þ�dudv

ð50Þ

by the fact that f h is continuous on ½0, 1�. It is obvious that

f h − fj jj j ≤ ~ω2 f , hð Þ, ð51Þ

where ~ω2ð f , δÞ = supx,u,v≥0 sup∣u−v∣≤δ ∣ f ðx + 2uÞ − 2f ðx + u

+ vÞ + f ðx + 2vÞ ∣ . If f is continuous on ½0, 1�, so are f h′ , f h′′
and

f h′
�� ���� �� ≤ 5

h
~ω f , hð Þ, f h′′

�� ���� �� ≤ 9
h2

~ω2 f , hð Þ, ð52Þ

where ~ωð f , hÞ = supx,u,v≥0,∣u−v∣<h ∣ f ðx + uÞ − f ðx + vÞ ∣ .
Details can be found in [28].

Now, we apply Steklov mean to prove the following
theorem.

Theorem 7. Let f be a continuous function on ½0, 1�, λ ∈ ½−1
, 1�, and n > 1, we have

Dλ
n,p,q f ; xð Þ − f xð Þ

��� ��� ≤ 5~ω f ,Θ n ; p, qð Þð Þ

+ 13
2
~ω2 f ,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Φ n ; p, qð Þ

p� �
,

ð53Þ

where Θðn ; p, qÞ and Ψðn ; p, qÞ are defined in (23) and (24).

Proof. Since

Dλ
n,p,q f ; xð Þ − f xð Þ

��� ��� ≤Dλ
n,p,q f − f hj j ; xð Þ
+ Dλ

n,p,q f h − f h xð Þ ; xð Þ
��� ���

+ f h xð Þ − f xð Þj j:

ð54Þ

By (5), (15), and (51), we have

Dλ
n,p,q f − f hj j ; xð Þ ≤ Dλ

n,p,q f − f hð Þ
��� ������ ��� ≤ f − f hj jj j ≤ ~ω2 f , hð Þ:

ð55Þ

By Taylor’s expansion, Lemma 3 and (52), we obtain

Dλ
n,p,q f h − f h xð Þ ; xð Þ

��� ��� ≤ f h′ xð Þ�� ��Dλ
n,p,q Φ1

x ; x
� �

+ 1
2 f h′′
�� ���� ��Dλ

n,p,q Φ2
x ; x

� �
≤
5Θ n ; p, qð Þ

h1
~ω f , h1ð Þ

+ 9Ψ n ; p, qð Þ
2h22

~ω2 f , h2ð Þ:

ð56Þ

Therefore, by (54)–(56), we have

Dλ
n,p,q f ; xð Þ − f xð Þ

��� ��� ≤ 5Θ n ; p, qð Þ
h1

~ω f , h1ð Þ

+ 9Ψ n ; p, qð Þ
2h22

+ 2
� �

~ω2 f , h2ð Þ

= 5~ω f ,Θ n ; p, qð Þð Þ
+ 13

2 ~ω2 f ,
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Φ n ; p, qð Þ

p� �
,

ð57Þ

by choosing h1 =Θðn ; p, qÞ, h2 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ψðn ; p, qÞp

. Theorem 7 is
proved.

Finally, we study the rate of convergence of Dλ
n,p,qð f Þ with

the help of functions of Lipschitz class LipMðξÞ, where M is a
positive constant, 0 < ξ ≤ 1. A function f belongs to LipMðξÞ if

∣f tð Þ − f xð Þ∣ ≤M t − xj jξ t, x ∈ 0, 1½ �ð Þ: ð58Þ

We have the following theorem.

Theorem 8. Let f ∈ LipMðξÞ, λ ∈ ½−1, 1�, and n > 1, we have

Dλ
n,p,q f ; xð Þ − f xð Þ

��� ��� ≤M Ψ n ; p, qð Þð Þξ/2, ð59Þ

where Ψðn ; p, qÞ is defined in (24).
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Proof. Since f ∈ LipMðξÞ and Dλ
n,p,qð f Þ are linear positive

operators, using Hölder’s inequality, we have

Dλ
n,p,q f ; xð Þ − f xð Þ

��� ��� ≤Dλ
n,p,q ∣f tð Þ − f xð Þ∣;xð Þ

≤MDλ
n,p,q t − xj jξ ; x
� �

=M n + 1½ �p,qp−n 〠
n

k=0

pk

qk
bλn,k x ; p, qð Þ

� �2−ξ/2

� pk

qk
bλn,k x ; p, qð Þ

� �ξ/2ð1
0
bn,k qt ; p, qð Þ t − xj jξdp,qt

≤M n + 1½ �p,qp−n 〠
n

k=0

pk

qk
bλn,k x ; p, qð Þ

"

ð1
0
bn,k qt ; p, qð Þdp,qt

�2−ξ/2

n + 1½ �p,qp−n 〠
n

k=0

pk

qk
bλn,k x ; p, qð Þ

"

ð1
0
bn,k qt ; p, qð Þ t − xð Þ2dp,qt

�ξ/2
=MDλ

n,p,q t − xð Þ2 ; x� �ξ/2
:

ð60Þ

Thus, Theorem 8 can be obtained by (24).

4. Numerical Examples

In this section, we give several numerical examples to show
the convergence of Dλ

n,p,qð f ; xÞ and Dðp,qÞ
n ð f ; xÞ to f ðxÞ with

different values of parameters.

Example 9. Let f ðxÞ = ðx − 1/4Þ sin ð2πxÞ and λ = −0:5. The
graphs of f ðxÞ and Dλ

n,p,qð f ; xÞ with different values of
parameters ðn = 10, p = 0:9, q = 0:85 ; n = 20, p = 0:99, q = 0:9
; n = 40, p = 0:9999, q = 0:99Þ are shown in Figure 1.

Example 10. Let f ðxÞ = ðx − 1/4Þ cos ð2πxÞ and n = 10, p =
0:9, q = 0:8. The graphs of f ðxÞ, Dðp,qÞ

n ð f ; xÞ and Dλ
n,p,qð f ; xÞ

for λ = −1 and λ = 1 are given in Figure 2. The error graphs
of jDðp,qÞ

n ð f ; xÞ − f ðxÞj and jDλ
n,p,qð f ; xÞ − f ðxÞj for λ = −1

and λ = 1 are given in Figure 3. Moreover, in Table 1, there
are given the maximum errors of jDðp,qÞ

n ð f ; xÞ − f ðxÞj, j
D−1
n,p,qð f ; xÞ − f ðxÞj, and jD1

n,p,qð f ; xÞ − f ðxÞj with different
values of parameters, where p = 1 − 1/n, q = 1 − 2/n.

5. Conclusion

In the present paper, we proposed a class of Durrmeyer type
λ-Bernstein operators based on (p, q)-calculus. Due to the
parameter λ, we have more flexibility in modeling. We stud-
ied the Korovkin type theorem, the estimated rate of conver-
gence by using Peetres K-functional, the modulus of
continuity of second order and Steklov mean; we also
obtained a convergence theorem for the Lipschitz continuous

functions. To make things more intuitive, we also give some
numerical examples.
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The purpose of this article is to introduce a Kantorovich variant of Szász-Mirakjan operators by including the Dunkl analogue
involving the Appell polynomials, namely, the Szász-Mirakjan-Jakimovski-Leviatan-type positive linear operators. We study the
global approximation in terms of uniform modulus of smoothness and calculate the local direct theorems of the rate of
convergence with the help of Lipschitz-type maximal functions in weighted space. Furthermore, the Voronovskaja-type
approximation theorems of this new operator are also presented.

1. Introduction

In the year 1950, a famous mathematician Szász [1] invented
the positive linear operators for the continuous function f on
½0,∞Þ and that were extensively searched rather than
Bernstein operators [2]. For z ∈ ½0,∞Þ and f ∈ C½0,∞Þ, Szász
introduced the operators as follows:

Sr f ; zð Þ = e−rz 〠
∞

k=0

rzð Þk
k!

f
k
r

� �
, ð1Þ

where C½0,∞Þ is the space of continuous functions on ½0,∞Þ.
In recent years, Szász-Mirakjan operators were introduced by
Sucu [3] by proposing an exponential function on Dunkl
generalization by including a nonnegative number η ≥ 0,
such that

S∗
r f ; zð Þ = 1

eη rzð Þ〠
∞

κ=0

rzð Þκ
γη κð Þ f

κ + 2ηθκ
r

� �
, ð2Þ

where eηðzÞ =∑∞
κ=0z

κ/γηðκÞ and a recursion formula for
s = 0, 1, 2,⋯.

γη κ + 1ð Þ
κ + 1 + 2ηθκ+1ð Þ = γη κð Þ,

θκ =
0 if κ = 2r, r ∈ℕ ∪ 0f g,
1 if κ = 2r + 1, r ∈ℕ ∪ 0f g:

(

ð3Þ

In 1969, Jakimovski and Leviatan introduced the
sequence of Szász-Mirakjan-type positive linear operators
by the use of Appell polynomials [4], LðuÞeuz =∑∞

κ=0HκðzÞuκ
such that

Jr h ; zð Þ = e−rz

L 1ð Þ〠
∞

κ=0
Hκ rzð Þf κ

r

� �
, ð4Þ

where Lð1Þ ≠ 0, LðuÞ =∑∞
κ=0bκu

κ, HκðzÞ =∑κ
j=0bjðzκ−j/ðκ − jÞ

!Þðκ ∈ℕÞ. Note that, if Lð1Þ = 1 in (4), the Szász-Mirakjan
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operator (1) is obtained. Most recently, in [5], Nasiruzzaman
and Aljohani have introduced the Szász-Mirakjan-Jakimovski-
Leviatan-type operators involving the Dunkl generalization
for the function f ∈ C½0,∞Þ by

P ∗
r,η f ; zð Þ = 1

L 1ð Þeη rzð Þ〠
∞

κ=0
Hκ rzð Þf κ + 2ηθκ

r

� �
: ð5Þ

Lemma 1. [5]. For the test function γj = t j, if j = 0, 1, 2, 3, 4,
the operators P ∗

r,η have P ∗
r,ηðγ0 ; zÞ = 1,P ∗

r,ηðγ1 ; zÞ = z + ð1/
rÞððL′ð1Þ/Lð1ÞÞ + 2ηÞ, and the following identities:

P ∗
r,η γ2 ; zð Þ = z2 + 1

r
2L′ 1ð Þ
L 1ð Þ + 4η + 1

 !
z + 1

r2

� L′′ 1ð Þ
L 1ð Þ + 1 + 4ηð Þ L′ 1ð Þ

L 1ð Þ + 4η2
 !

,

P ∗
r,η γ3 ; zð Þ = z3 + 3

r
L′ 1ð Þ
L 1ð Þ + 2η + 1

 !
z2 + 1

r2

� 3L′′ 1ð Þ
L 1ð Þ + 6 1 + 2ηð Þ L′ 1ð Þ

L 1ð Þ + 2 + 6η + 12η2
 !

z + 1
r3

� 3L′′′ 1ð Þ
L 1ð Þ + 3 1 + 2ηð Þ L′′ 1ð Þ

L 1ð Þ

 

+ 2 1 + 3η + 6η2
� � L′ 1ð Þ

L 1ð Þ + 8η3
!
,

P ∗
r,η γ4 ; zð Þ = z4 + 1

r
4L′ 1ð Þ
L 1ð Þ + 8η + 6

 !
z3 + 1

r2

� 6L′′ 1ð Þ
L 1ð Þ + 8 1 + 3ηð Þ L′ 1ð Þ

L 1ð Þ + 11 + 24η + 24η2
 !

z2

+ 1
r3

4L′′′ 1ð Þ
L 1ð Þ + 8 1 + 3ηð Þ L′′ 1ð Þ

L 1ð Þ + 2 11 + 24η + 24η2
� � 

� L′ 1ð Þ
L 1ð Þ + 6 + 16η + 24η+32η3

!
z + 1

r4

� L′v 1ð Þ
L 1ð Þ + 2 3 + 4ηð Þ L′′′ 1ð Þ

L 1ð Þ + 11 + 24η + 24η2
� � 

� L′′ 1ð Þ
L 1ð Þ + 6 + 16η + 24η2 + 32η3

� � L′ 1ð Þ
L 1ð Þ + 16η4

!
:

ð6Þ

There are several research articles mentioned regarding
the Szász-Mirakjan-type operators, for instance, [6–13]. For
some further related concepts and approximation, we refer
to see [9, 10, 14–20].

2. Kantorovich Operators Involving Appell
Polynomials and Their Moments

In this section, we construct the generalized operators of
recent investigation [5] including the Kantorovich polyno-

mial. For this purpose, we let f ∈ CΦ½0,∞Þ = f f ∈ C½0,
∞Þ: f ðtÞ =OðtΦÞg as t→∞; then, for all z ∈ ½0,∞Þ, Φ >
r, r ∈ℕ, Lð1Þ ≠ 0, and η ≥ 0, we define the operators as
follows:

R∗
r,η f ; zð Þ = r

L 1ð Þeη rzð Þ〠
∞

κ=0
Hκ rzð Þ

ð κ+1+2ηθκð Þ/r

κ+2ηθκð Þ/r
f tð Þdt: ð7Þ

Lemma 2. For j = 0, 1, 2, 3, 4, let the test function be γj = t j.
Then, operators R∗

r,ηð·; · Þ have the following identities:

R∗
r,η γ0 ; zð Þ = 1,

R∗
r,η γ1 ; zð Þ = z + 1

2r
2
L′ 1ð Þ
L 1ð Þ + 4η + 1

 !
,

R∗
r,η γ2 ; zð Þ = z2 + 1

r
2
L′ 1ð Þ
L 1ð Þ + 4η + 2

 !
z + 1

3r2

� 3
L′′ 1ð Þ
L 1ð Þ + 6 1 + 2ηð Þ L′ 1ð Þ

L 1ð Þ + 12η2 + 6η + 1

 !
,

R∗
r,η γ3 ; zð Þ = z3 + 3

2r
2
L′ 1ð Þ
L 1ð Þ + 4η + 3

 !
z2 + 3

2r2

� 2
L′′ 1ð Þ
L 1ð Þ + 2 3 + 4ηð Þ L′ 1ð Þ

L 1ð Þ + 8η2 + 8η + 3

 !
z

+ 1
4r3

12
L′′′ 1ð Þ
L 1ð Þ + 6 3 + 4ηð Þ L′′ 1ð Þ

L 1ð Þ + 6

 

� 8η2 + 8η + 3
� � L′ 1ð Þ

L 1ð Þ + 32η3 + 8η2 + 8η + 1

!
,

R∗
r,η γ4 ; zð Þ = z4 + 1

r
4
L′ 1ð Þ
L 1ð Þ + 8η + 8

 !
z3 + 1

r2

� 6
L′′ 1ð Þ
L 1ð Þ + 14 + 24ηð Þ L′ 1ð Þ

L 1ð Þ + 24η2 + 36η + 9

 !
z2

+ 1
r3

4
L′′′ 1ð Þ
L 1ð Þ + 14 + 24ηð Þ L′′ 1ð Þ

L 1ð Þ

 

+ 38 + 72η + 48η2
� � L′ 1ð Þ

L 1ð Þ + 32η3 + 48η2 + 36η + 13

!
z

+ 1
r4

L′v 1ð Þ
L 1ð Þ + 4 3 + 2ηð Þ L′′′ 1ð Þ

L 1ð Þ + 19 + 36η + 24η2
� � 

� L′′ 1ð Þ
L 1ð Þ + 13 + 36η + 48η2 + 32η3

� � L′ 1ð Þ
L 1ð Þ + 16η4

+ 16η3 + 8η2 + 2η + 1

!
:

ð8Þ

Proof. To prove this Lemma, we take into account [5] Lemma
1. Thus, for all j = 0, 1, 2, 3, 4 and γ j = t j, we can conclude that

2 Journal of Function Spaces



Thus, from (7) and (9), clearly we can write

R∗
r,η γ0 ; zð Þ =P ∗

r,η γ0 ; zð Þ = 1,

R∗
r,η γ1 ; zð Þ =P ∗

r,η γ1 ; zð Þ + 1
2rP

∗
r,η γ0 ; zð Þ,

R∗
r,η γ2 ; zð Þ =P ∗

r,η γ2 ; zð Þ + 1
r
P ∗

r,η γ1 ; zð Þ + 1
3r2 P

∗
r,η γ0 ; zð Þ,

R∗
r,η γ3 ; zð Þ =P ∗

r,η γ3 ; zð Þ + 3
2rP

∗
r,η γ2 ; zð Þ + 1

r2
P ∗

r,η γ1 ; zð Þ

+ 1
4r3 P

∗
r,η γ0 ; zð Þ,

R∗
r,η γ4 ; zð Þ =P ∗

r,η γ4 ; zð Þ + 2
r
P ∗

r,η γ3 ; zð Þ + 2
r2
P ∗

r,η γ2 ; zð Þ

+ 1
r3
P ∗

r,η γ1 ; zð Þ + 1
r4
P ∗

r,η γ0 ; zð Þ:
ð10Þ

Therefore, by applying Lemma 1, we get the required
results.

Lemma 3. For the central moments ðγ1 − zÞi, i = 1, 2, 4, we
have the following identities:

R∗
r,η γ1 − zð Þ ; zð Þ = 1

2r
2
L′ 1ð Þ
L 1ð Þ + 4η + 1

 !
,

R∗
r,η γ1 − zð Þ2 ; z� �

= z
r
+ 1
3r2

3
L′′ 1ð Þ
L 1ð Þ + 6 1 + 2ηð Þ L′ 1ð Þ

L 1ð Þ

 

+ 12η2 + 6η + 1

!
,

R∗
r,η γ1 − zð Þ4 ; z� �

= −
7
r2
z2 + 1

r3
−8

L′′′ 1ð Þ
L 1ð Þ − 4

L′′ 1ð Þ
L 1ð Þ

 

+ 24η + 20ð Þ L′ 1ð Þ
L 1ð Þ + 40η2 + 28η + 12

!
z

+ 1
r4

L′v 1ð Þ
L 1ð Þ + 4 3 + 2ηð Þ L′′′ 1ð Þ

L 1ð Þ

 

+ 19 + 36η + 24η2
� � L′′ 1ð Þ

L 1ð Þ + 13 + 36ηð

+ 48η2 + 32η3
� L′ 1ð Þ
L 1ð Þ + 16η4 + 16η3

+ 8η2 + 2η + 1

!
:

ð11Þ

3. Approximations in Weighted Space

In the present section, we follow the well-known results
by Gadziev [21] and recall the results in weighted spaces
with some additional conditions precisely, under the anal-
ogous of P.P. Korovkin’s theorem holds. In order to
define the uniformly approximations, we take z→ φðzÞ
be the kind of functions which is continuous and strictly
increasing with the assumptions ΦðzÞ = 1 + φ2ðzÞ and
limz→∞ΦðzÞ =∞. For this reason, we let BΦ½0,∞Þ be a set
of all such functions which are defined on ½0,∞Þ and verify-
ing the results

BΦ 0,∞½ Þ = f : ∣f zð Þ∣≤KfΦ zð Þ� 	
, ð12Þ

where Kf is a constant and depending only on function f and
BΦ½0,∞Þ equipped the norm with

∥f ∥Φ = sup
z∈ 0,∞½ Þ

∣f zð Þ ∣
Φ zð Þ : ð13Þ

ð κ+1+2ηθκð Þ/r

κ+2ηθκð Þ/r
t jdt =

1
r

 for j = 0,

1
2r2 + 1

r
κ + 2ηθκ

r

� �
 for j = 1,

1
3r3 + 1

r2
κ + 2ηθκ

r

� �
+ 1
r

κ + 2ηθκ
r

� �2
 for j = 2,

1
4r4 + 1

r3
κ + 2ηθκ

r

� �
+ 3
2r2

κ + 2ηθκ
r

� �2
+ 1
r

κ + 2ηθκ
r

� �3
 for j = 3,

1
5r5 + 1

r4
κ + 2ηθκ

r

� �
+ 2
r3

κ + 2ηθκ
r

� �2
+ 2
r2

κ + 2ηθκ
r

� �3
+ 1
r

κ + 2ηθκ
r

� �4
 for j = 4:

8>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>:

ð9Þ
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Furthermore, we denote the set all continuous functions
on ½0,∞Þ by C½0,∞Þ and its subsets be CΦ½0,∞Þ defined
as CΦ½0,∞Þ = BΦ½0,∞Þ ∩ C½0,∞Þ.

It is well known for the sequence of linear positive oper-
ators fKrgr≥1 (see [21]) maps CΦ½0,∞Þ into BΦ½0,∞Þ if and
only if

∣Kr Φ ; zð Þ∣ ≤MΦ zð Þ, ð14Þ

where M is a positive constant. For m ∈ℕ, let us denote

Cm
Φ 0½ ,∞Þ = f ∈ CΦ 0½ ,∞Þ: lim

z→∞

f zð Þ
Φ zð Þ = c, exists and is finite


 �
:

ð15Þ

Theorem 4. Let Hf = f f : such that f ðzÞ/ΦðzÞis convergent
when z→∞g. Then, for every f ∈Hf ∩ CΦ½0,∞Þ, operators
(7) are uniformly convergent on each compact subset of ½0,
∞Þ such that

R∗
r,η f ; zð Þ⇒ f , ð16Þ

where ⇒ denotes the uniform convergence.

Proof. In view of Lemma 2, we use Korovkin’s theorem by
[22]; then, it is enough to see that for each j = 0, 1, 2

R∗
r,η γj ; z
� �

→ zj ð17Þ

uniformly. Thus obviously, we get limr→∞R∗
r,ηðγ0 ; zÞ = 1,

limr→∞R∗
r,ηðγ1 ; zÞ = z, and limr→∞R∗

r,ηðγ2 ; zÞ = z2, which
completes the proof of Theorem 4.

Theorem 5 [21, 23]. Let the positive linear operators fJrgr≥1
acting from CΦ½0,∞Þ to BΦ½0,∞Þ and for j = 0, 1, 2 if it ver-
ifies that limr→∞kJrðγjÞ − zjk

Φ
= 0, then for every f ∈ Cm

Φ ½0,
∞Þ it satisfies

lim
r→∞

Jr fð Þ − fk kΦ = 0: ð18Þ

Theorem 6. For every φ ∈ Cm
Φ ½0,∞Þ, operators R∗

r,η satisfy

lim
r→∞

R∗
r,η φð Þ − φ

��� ���
Φ
= 0: ð19Þ

Proof. It is enough to prove Theorem 6; we use the well-
known Korovkin theorem and show

lim
r→∞

∥R∗
r,η γj

� �
− zj∥Φ = 0, j = 0, 1, 2: ð20Þ

Taking into account Lemma 2, then it is easy to see that

∥R∗
r,η γ0ð Þ − 1∥Φ = sup

z∈ 0,∞½ Þ

∣R∗
r,η 1 ; zð Þ − 1 ∣

Φ zð Þ = 0: ð21Þ

For j = 1, we can write here

∥R∗
r,η γ1ð Þ − z∥Φ = sup

z∈ 0,∞½ Þ

R∗
r,η γ1 ; zð Þ − z

 
Φ zð Þ

= sup
z∈ 0,∞½ Þ

1
Φ zð Þ

1
2r

2L′ 1ð Þ
L 1ð Þ + 4η + 1

 !
:
ð22Þ

If r→∞, then easily we get ∥R∗
r,ηðγ1Þ − z∥Φ → 0. Simi-

larly, for j = 2, we conclude that

∥R∗
r,η γ2ð Þ − z2∥Φ = sup

z∈ 0,∞½ Þ

∣R∗
r,η γ2 ; zð Þ − z2 ∣

Φ zð Þ

= sup
z∈ 0,∞½ Þ

z
1 + z2

1
r

2 L
′ 1ð Þ
L 1ð Þ + 4η + 2

 !


+ sup
z∈ 0,∞½ Þ

1
Φ zð Þ

1
3r2 3 L

′′ 1ð Þ
L 1ð Þ + 6 1 + 2ηð Þ

 
� L′ 1ð Þ
L 1ð Þ + 12η2 + 6η + 1

!j:
ð23Þ

Thus, we easily get ∥R∗
r,ηðγ2Þ − z2∥Φ → 0, as r→∞.

Theorem 7. If φ ∈ Cm
Φ½0,∞Þ. Then, operatorsR∗

r,η follow that

lim
r→∞

sup
z∈ 0,∞½ Þ

∣R∗
r,η φ ; zð Þ − φ zð Þ ∣

Φ zð Þð Þ1+ξ
= 0, ð24Þ

where the number ξ ∈ ½0,∞Þ.

Proof. By the virtue of ∣φðzÞ ∣ ≤kφkΦð1 + z2Þ and for any pos-
itive real z0, we easily obtain

lim
r→∞

sup
z∈ 0,∞½ Þ

∣R∗
r,η φ ; zð Þ − φ zð Þ ∣

Φ zð Þð Þ1+ξ

≤ sup
z≤z0

∣R∗
r,η φ ; zð Þ − φ zð Þ ∣

Φ zð Þð Þ1+ξ
+ sup

z≥z0

∣R∗
r,η φ ; zð Þ − φ zð Þ ∣

Φ zð Þð Þ1+ξ

≤ R∗
r,η φ ; zð Þ − φ zð Þ

��� ���
C 0,z0½ �

+ φk kΦ sup
z≥z0

� ∣R∗
r,η 1 + t2 ; z
� �

− φ zð Þ ∣
Φ zð Þð Þ1+ξ

+ sup
z≥z0

∣φ zð Þ ∣
Φ zð Þð Þ1+ξ

= J 1 + J 2 + J 3, supposeð Þ:
ð25Þ

Thus,

J 3 = sup
z≥z0

∣φ zð Þ ∣
Φ zð Þð Þ1+ξ

≤ sup
z≥z0

φk kΦ 1 + z2
� �

Φ zð Þð Þ1+ξ
≤

φk kΦ
1 + z20
� �ξ : ð26Þ
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From Lemma 2, it follows that

lim
r→∞

sup
z≥z0

R∗
r,η 1 + t2 ; z
� �
Φ zð Þ = 1: ð27Þ

Now, for each ε > 0, there exists r1 ∈ℕ for all r ≥ r1 such
that

sup
z≥z0

R∗
r,η 1 + t2 ; z
� �
Φ zð Þ ≤

1 + z20
� �ξ

φk kΦ
ε

3 + 1: ð28Þ

Therefore, for all r ≥ r1

J 2 = φk kΦ sup
z≥z0

R∗
r,η 1 + t2 ; z
� �
Φ zð Þð Þ1+ξ

≤
φk kΦ

1 + z20
� �ξ + ε

3 : ð29Þ

In view of (26) and (29), we get

J 2 + J 3 ≤ 2 φk kΦ
1 + z20
� �ξ + ε

3 : ð30Þ

If we choose any z0 so large, such that kφkΦ/ð1 + z20Þξ ≤
ε/6, then we get

J 2 + J 3 ≤
2ε
3 , for all r ≥ r1: ð31Þ

On the other hand, there exists r2 ≥ r such that

J 1 = R∗
r,η φ ; zð Þ − φ zð Þ

��� ���
C 0,z0½ �

≤
ε

3 : ð32Þ

Finally, take r3 = max ðr1, r2Þ and on combining (31) and
(32) with the above expression, we get

sup
z∈ 0,∞½ Þ

∣R∗
r,η φ ; zð Þ − φ zð Þ ∣

Φ zð Þð Þ1+ξ
< ε: ð33Þ

This completes the proof of Theorem 7.

Definition 8. For every �δ > 0 and all f ∈ C½0,∞Þ, the modulus
of continuity of the uniformly continuous function f on ½0,
∞Þ defined as

�ω f ; �δ
� �

= sup
∣t1−t2∣≤�δ

f t1ð Þ − f t2ð Þj j, t1, t2 ∈ 0½ ,∞Þ,

∣f t1ð Þ − f t2ð Þ∣ ≤ 1 + ∣t1 − t2 ∣
�δ
2

� �
�ω f ; �δ
� �

:

ð34Þ

Theorem 9 [24]. Let the sequence of positive linear operators
fKgr≥1 : ½x, y�→ C½u, v� and ½u, v� ⊆ ½x, y�, then

(1) for any f ∈ C½x, y� and z ∈ ½u, v�, it follows that

Kr f ; zð Þ − f zð Þj j
≤ f zð Þj j Kr 1 ; zð Þ − 1j j

+ Kr 1 ; zð Þ + 1
�δ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Kr t − zð Þ2 ; z� �q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Kr 1 ; zð Þ
p
 �

�ω f ; �δ
� �

,

ð35Þ

(2) if any φ′ ∈ C½x, y�, then for all z ∈ ½u, v� one has

Kr ϕ ; zð Þ − ϕ zð Þj j
≤ ϕ zð Þj j Kr 1 ; zð Þ − 1j j + ϕ′ zð Þ 

� Kr t − z ; zð Þj j + Kr t − zð Þ2 ; z� �
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Kr 1 ; zð Þ
p

+ 1
�δ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Kr t − zð Þ2 ; z� �q
 �

�ω ϕ′ ; �δ
� �

:

ð36Þ

Theorem 10. Let f ∈ CΦ½0,∞Þ, then for all z ∈ ½0,∞Þ it follows
the inequality

∣R∗
r,η f ; zð Þ − f zð Þ∣ ≤ 2�ω f ;

ffiffiffiffiffiffiffiffiffiffiffiffiffi
�δ
∗
r,η zð Þ

q� �
, ð37Þ

where �δ =
ffiffiffiffiffiffiffiffiffiffiffiffiffi
�δ
∗
r,ηðzÞ

q
=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R∗

r,ηððγ1 − zÞ2 ; zÞ
q

.

Proof. If we consider Lemma 2 and Theorem 9, then we can
obtain

R∗
r,η f ; zð Þ − f zð Þ

 
≤ f zð Þj j R∗

r,η γ0 ; zð Þ − 1
 

+ R∗
r,η γ0 ; zð Þ + 1

�δ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R∗

r,η γ0 − zð Þ2 ; z� �q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R∗

r,η γ0 ; zð Þ
q
 �

�ω

� f ; �δ
� �

,
ð38Þ

where if we take �δ =
ffiffiffiffiffiffiffiffiffiffiffiffiffi
�δ
∗
r,ηðzÞ

q
=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R∗

r,ηððγ1 − zÞ2 ; zÞ
q

then we

are easily denumerable to get results.

Theorem 11. For any z ∈ ½0,∞Þ, if ϕ ∈ CΦ
′½0,∞Þ, then we have

the inequality

R∗
r,η ϕ ; zð Þ − ϕ zð Þ

  ≤ 1
2r

2
L′ 1ð Þ
L 1ð Þ + 4η + 1

 !
 ϕ′ zð Þ 

+ 2�δ
∗
r,η zð Þ�ω ϕ′ ;

ffiffiffiffiffiffiffiffiffiffiffiffiffi
�δ
∗
r,η zð Þ

q� �
,

ð39Þ

where �δ =
ffiffiffiffiffiffiffiffiffiffiffiffiffi
�δ
∗
r,ηðzÞ

q
=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R∗

r,ηððγ1 − zÞ2 ; zÞ
q

.
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Proof. If we consider Lemmas 2 and 3 and (2) of Theorem 9,
then it is obvious to get that

R∗
r,η ϕ ; zð Þ − ϕ zð Þ

 
≤ R∗

r,η γ0 ; zð Þ − 1
  ϕ zð Þj j + ϕ′ zð Þ 
� R∗

r,η γ1 − z ; zð Þ
  +R∗

r,η γ1 − zð Þ2 ; z� �
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R∗

r,η γ0 ; zð Þ
q

+ 1
�δ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R∗

r,η γ1 − zð Þ2 ; z� �q
 �
�ω ϕ′ ; �δ
� �

:

ð40Þ

Put �δ =
ffiffiffiffiffiffiffiffiffiffiffiffiffi
�δ
∗
r,ηðzÞ

q
=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R∗

r,ηððγ1 − zÞ2 ; zÞ
q

, then we easily

get our desired results of Theorem 11.
From [25] for an arbitrary f ∈ Cm

Φ½0,∞Þ,m ∈ℕ ∪ f0g, the
weighted modulus of continuity introduced such that

�Ω f ; �δ
� �

= sup
z∈ 0,∞½ Þ,∣h∣≤�δ

∣f z + hð Þ − f zð Þ ∣
1 + h2
� �

1 + z2ð Þ
: ð41Þ

Two main properties of this modulus of continuity are
lim�δ→0 �Ωð f ; �δÞ = 0 and

∣f tð Þ − f zð Þ∣ ≤ 2 1 + ∣t − z ∣
�δ

� �
1 + �δ

2� �
1 + z2
� �

� 1 + t − zð Þ2� �
�Ω f ; �δ
� �

,
ð42Þ

where t, z ∈ ½0,∞Þ and �Ω weighted modulus of continuity of
the function for f ∈ Cm

Φ½0,∞Þ.

Theorem 12. Let f ∈ Cm
Φ½0,∞Þ, then for all z ∈ ½0,∞Þ we have

the inequality

sup
z∈ 0,αr ηð Þ½ Þ

R∗
r,η f ; zð Þ − f zð Þ

 
1 + z2

≤M 1 + αr ηð Þð ÞΩ f ;
ffiffiffiffiffiffiffiffiffiffiffi
αr ηð Þ

p� �
,

ð43Þ

where M = 2ð2 +M1 +
ffiffiffiffiffiffiffi
M2

p Þ > 0, for M1,M2 > 0 and

αr ηð Þ =max 1
r
, 1
3r2

3
L′′ 1ð Þ
L 1ð Þ + 6 1 + 2ηð Þ L′ 1ð Þ

L 1ð Þ

 (

+ 12η2 + 6η + 1

!)
:

ð44Þ

Proof. We use expressions (41) and (42) and applying the
Cauchy-Schwarz inequality to operators R∗

r,η, we get

R∗
r,η f ; zð Þ − f zð Þ

  ≤ 2 1 + �δ
2� �

1 + z2
� �

�Ω f ; �δ
� �

� 1 +R∗
r,η γ1 − zð Þ2 ; z� �

+R∗
r,η

n
� 1 + γ1 − zð Þ2� � ∣γ1 − z ∣

�δ
; z

� ��
:

ð45Þ

We know the expression

R∗
r,η 1 + γ1 − zð Þ2� � ∣γ1 − z ∣

�δ
; z

� �

= 1
�δ
R∗

r,η ∣γ1 − z∣;zð Þ +R∗
r,η γ1 − zð Þ2 ∣γ1 − z ∣

�δ
; z

� �

≤
1
�δ

R∗
r,η γ1 − zð Þ2 ; z

� �1/2
+ R∗

r,η γ1 − zð Þ4 ; z� �� �1/2

� R∗
r,η

γ1 − zð Þ2
�δ
2 ; z

 !( )1/2

= 1
�δ

R∗
r,η γ1 − zð Þ2 ; z

� �1/2
1 +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R∗

r,η γ1 − zð Þ4 ; z� �qn o
:

ð46Þ
In view of Lemma 3, we can obtain

R∗
r,η γ1 − zð Þ2 ; z� �

≤ αr ηð Þ z + 1ð Þ ≤M1 z + 1ð Þ as r→∞,

R∗
r,η γ1 − zð Þ4 ; z� �

≤ βr ηð Þ z2 + z + 1
� �

≤M2 z2 + z + 1
� �

as r→∞,
ð47Þ

where M1 and M2 are positive constant and

αr ηð Þ =max 1
r
, 1
3r2 3 L

′′ 1ð Þ
L 1ð Þ + 6 1 + 2ηð Þ L′ 1ð Þ

L 1ð Þ

 (

+ 12η2 + 6η + 1
!)

,

βr ηð Þ =max −
7
r2
, 1
r3

−8 L
′′′ 1ð Þ
L 1ð Þ − 4 L

′′ 1ð Þ
L 1ð Þ + 24η + 20ð Þ

 (

� L′ 1ð Þ
L 1ð Þ + 40η2 + 28η + 12

!
, 1
r4

L′v 1ð Þ
L 1ð Þ + 4 3 + 2ηð Þ

 

� L′′′ 1ð Þ
L 1ð Þ + 19 + 36η + 24η2

� � L′′ 1ð Þ
L 1ð Þ

+ 13 + 36η + 48η2 + 32η3
� � L′ 1ð Þ

L 1ð Þ + 16η4 + 16η3

+ 8η2 + 2η + 1
!)

:

ð48Þ
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Thus, from inequality (45), we get

R∗
r,η f ; zð Þ − f zð Þ

 
≤ 2 1 + �δ

2� �
1 + z2
� �

�Ω f ; �δ
� �

1 +R∗
r,η γ1 − zð Þ2 ; z� �h

+ 1
�δ

R∗
r,η γ1 − zð Þ2 ; z

� �1/2
1 +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R∗

r,η γ1 − zð Þ4 ; z� �qn o�

≤ 2 1 + �δ
2� �

1 + z2
� �

�Ω f ; �δ
� �

1 +M1 z + 1ð Þ½

+ 1
�δ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
αr ηð Þ z + 1ð Þ

p
1 +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M2 z2 + z + 1ð Þ

pn o�
:

ð49Þ

If we choose �δ =
ffiffiffiffiffiffiffiffiffiffiffi
αrðηÞ

p
and taking supremum z ∈ ½0,

αrðηÞÞ, then we easily get the result.

4. Direct Approximation Results of R∗
r,η

The present section gives some direct approximation results
in space of K-functional and in Lipschitz spaces. We take
Cb½0,∞Þ be the set of all continuous and bounded functions
defined on ½0,∞Þ.

Definition 13. For every �δ > 0 and f ∈ C½0,∞Þ the K -func-
tional is defined such that

Kψ f ; �δ
� �
= inf f − ψk kCb 0,∞Þ½ + �δ ψ′′

�� ��
Cb 0,∞Þ½

� �
: ψ, ψ′ ∈ C2

b 0,∞Þ½
n o

,

ð50Þ

Ck
b 0½ ,∞Þ
= f : f ∈ Cb 0½ ,∞Þ, k ∈ℕ ; such that lim

z→∞

f zð Þ
1 + z2

=mf<∞

 �

:

ð51Þ
For an absolute constant M > 0, one has

Kψ f ; �δ
� �

≤M �ω2 f ;
ffiffiffi
�δ

p� �
+min 1, �δ

� �
fk kCb 0,∞Þ½

n o
:

ð52Þ

Let �ω2ð f ; �δÞ denote the modulus of continuity of order
two such that

�ω2 f ; �δ
� �

= sup
0<h<�δ

sup
z ∈0,∞½ Þ

f z + 2hð Þ − 2f z + hð Þ + f zð Þj j, ð53Þ

while the classical modulus of continuity is given by

�ω f ; �δ
� �

= sup
0<h<�δ

sup
z∈ 0,∞½ Þ

f z + hð Þ − f zð Þj j: ð54Þ

Theorem 14. For an arbitrary φ ∈ C2
b½0,∞Þ, let an auxiliary

operator S∗
r,η be such that

K∗
r,η φ ; zð Þ

=R∗
r,η φ ; zð Þ + φ zð Þ − φ z + 1

2r
2
L′ 1ð Þ
L 1ð Þ + 4η + 1

 !( )
:

ð55Þ

Then, for any ϕ ∈ C2
b½0,∞Þ operators (55), verify the

inequality

K∗
r,η ϕ ; zð Þ − ϕ yð Þ

 
≤ �δ

∗
r,η zð Þ++ 1

4r2
2
L′ 1ð Þ
L 1ð Þ + 4η + 1

 !2( )
∥ψ′′∥,

ð56Þ

where �δ
∗
r,ηðzÞ is defined by Theorem 10.

Proof. For any ϕ ∈ C2
b½0,∞Þ, it is easy to verify that K∗

r,η
ðγ0 ; zÞ = 1 and

K∗
r,η γ1 ; zð Þ

=R∗
r,η γ1 ; zð Þ + z − z + 1

2r 2 L
′ 1ð Þ
L 1ð Þ + 4η + 1

 !( )
= z:

ð57Þ

We have

R∗
r,η φ ; zð Þ

��� ��� ≤ φk k,

∣K∗
r,η φ ; zð Þ∣ ≤ ∣R∗

r,η φ ; zð Þ∣ + ∣φ zð Þ∣ + ∣φ

� z + 1
2r 2 L

′ 1ð Þ
L 1ð Þ + 4η + 1

 !( )
∣ ≤ 3∥φ∥:

ð58Þ

For any ϕ ∈ C2
b½0,∞Þ, the Taylor series expression

gives us

ϕ tð Þ = ϕ zð Þ + t − zð Þϕ′ zð Þ +
ðt
z
t − χð Þϕ′′ χð Þdχ: ð59Þ

Therefore, after applying the operators K∗
r,η, on both
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sides we get

K∗
r,η ϕ ; zð Þ − ϕ zð Þ = ϕ′ zð ÞK∗

r,η γ1 − z ; zð Þ +K∗
r,η

�
ðγ1
z

γ1 − χð Þϕ′′ χð Þdχ ; z
� �

=K∗
r,η

ðt
z
γ1 − χð Þϕ′′ χð Þdχ ; z

� �

=R∗
r,η

ðγ1
z

γ1 − χð Þϕ′′ χð Þdχ ; z
� �

+
ðz
z
z − χð Þϕ′′ χð Þdχ ; z

−
ðz+ 1/2rð Þ 2 L′ 1ð Þ/L 1ð Þð Þ+4η+1ð Þ
z

� z + 1
2r 2 L

′ 1ð Þ
L 1ð Þ + 4η + 1

 !
− χ

 !
ϕ′′

� χð Þdχ ; K∗
r,η ϕ ; zð Þ − ϕ zð Þ

 
≤ R∗

r,η

ðγ1
z

γ1 − χð Þϕ′′ χð Þdχ ; z
� �


+
ðz+ 1/2rð Þ 2 L′ 1ð Þ/L 1ð Þð Þ+4η+1ð Þ
z


� z + 1

2r 2 L
′ 1ð Þ
L 1ð Þ + 4η + 1

 !
− χ

 !
ϕ′′ χð Þdχ

:
ð60Þ

We know the inequality

ðt
z
t − χð Þϕ′′ χð Þdχ


 ≤ t − zð Þ2 ϕ′′

�� ��,
ðz+ 1/2rð Þ 2 L′ 1ð Þ/L 1ð Þð Þ+4η+1ð Þ
z


� z + 1

2r 2 L
′ 1ð Þ
L 1ð Þ + 4η + 1

 !
− χ

 !
ϕ′′ χð Þdχ


≤

1
2r 2 L

′ 1ð Þ
L 1ð Þ + 4η + 1

 ! !2

ϕ′′
�� ��:

ð61Þ

Thus, we get

K∗
r,η ϕ ; zð Þ − ϕ yð Þ

 
≤ R∗

r,η γ1 − zð Þ2 ; z� �
+ 1
4r2 2 L

′ 1ð Þ
L 1ð Þ + 4η + 1

 !2( )
∥ϕ′′∥:

ð62Þ

This gives the complete proof.

Theorem 15. If ϕ ∈ C2
b½0,∞Þ, then for any f ∈ Cb½0,∞Þ oper-

ators R∗
r,η by (7) satisfying

R∗
r,η f ; zð Þ − f zð Þ

 
≤M �ω2 f ; 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�δ
∗
r,η zð Þ + 1

4r2
2
L′ 1ð Þ
L 1ð Þ + 4η + 1

 !2
vuut

8<
:

9=
;

2
4

+min 1 ; 1
4

�δ
∗
r,η zð Þ + 1

4r2
2
L′ 1ð Þ
L 1ð Þ + 4η + 1

 !2 !( )

� fk kCb 0,∞½ Þ

#
+ �ω f ; 1

2r
2
L′ 1ð Þ
L 1ð Þ + 4η + 1

 ! !
,

ð63Þ
where �δ

∗
r,ηðzÞ is defined by Theorem 10.

Proof. We prove Theorem 15 in view of Theorem 14. There-
fore, for all f ∈ Cb½0,∞Þ and ϕ ∈ C2

b½0,∞Þ, we get
R∗

r,η f ; zð Þ − f zð Þ
 

= K∗
r,η f ; zð Þ − f zð Þ + f z + 1

2r 2 L
′ 1ð Þ
L 1ð Þ + 4η + 1

 ! !
− f zð Þ




≤ ∣K∗
r,η f − ϕ ; zð Þ∣ + ∣K∗

r,η ϕ ; zð Þ − ϕ zð Þ∣ + ∣ϕ zð Þ − f zð Þ∣

+ f z + 1
2r 2 L

′ 1ð Þ
L 1ð Þ + 4η + 1

 ! !
− f zð Þ




≤ 4∥f − ϕ∥+ω f ; 1
2r 2 L

′ 1ð Þ
L 1ð Þ + 4η + 1

 !


 !

+ �δ
∗
r,η zð Þ + 1

4r2 2 L
′ 1ð Þ
L 1ð Þ + 4η + 1

 !2( )
∥ψ′′∥:

ð64Þ
If we take infimum for all ϕ ∈ C2

b½0,∞Þ, then in view of
(50) it is easy to conclude that

R∗
r,η f ; zð Þ − f zð Þ

 
≤ 4K2 f ; 14

�δ
∗
r,η zð Þ + 1

4r2 2 L
′ 1ð Þ
L 1ð Þ + 4η + 1

 !2 !( )

+ �ω f ; 1
2r 2 L

′ 1ð Þ
L 1ð Þ + 4η + 1

 ! !

≤M �ω2 f ; 12

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�δ
∗
r,η zð Þ + 1

4r2 2 L
′ 1ð Þ
L 1ð Þ + 4η + 1

 !2
vuut

8<
:

9=
;

2
4

+min 1 ; 14
�δ
∗
r,η zð Þ + 1

4r2 2 L
′ 1ð Þ
L 1ð Þ + 4η + 1

 !2 !( )

� fk kCb 0,∞½ Þ

#
+ �ω f ; 1

2r 2 L
′ 1ð Þ
L 1ð Þ + 4η + 1

 ! !
:

ð65Þ
The proof is completed here.
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Now, we give the local direct estimate for the operators
R∗

r,η defined by (7) via the well-known Lipschitz-type maxi-
mal function involving the parameters μ, ν > 0 and number
λ ∈ ð0, 1�. Thus, from [26], we recall that

LipλL =
(
f ∈ Cb 0½ ,∞Þ: ∣ f tð Þ − f zð Þ∣

≤L
t − zj jλ

μz2 + νz + tð Þλ/2
; z, t ∈ 0½ ,∞Þ

)
,

ð66Þ

where L is a positive constant.

Theorem 16. For any f ∈ LipλL satisfied by (70), operators
R∗

r,η hold the inequality

∣R∗
r,η f ; zð Þ − f zð Þ∣ ≤L

�δ
∗
r,η zð Þ

μz2 + νzð Þ

 !λ/2

, ð67Þ

where �δ
∗
r,ηðzÞ is obtained by Theorem 10.

Proof. Let f ∈ LipλL for 0 < λ ≤ 1; then, first we verify the
results are true when λ = 1. For any μ, ν ≥ 0, it is easy to use
the result ðμz2 + νz + tÞ−1/2 ≤ ðμz2 + νzÞ−1/2 and then we
apply the Cauchy-Schwarz inequality. Thus, we can write

R∗
r,η f ; zð Þ − f zð Þ

  ≤ R∗
r,η f tð Þ − f zð Þj j ; zð Þ +f zð Þj j 1 ; zð Þ − 1

 
≤R∗

r,η
∣t − z ∣

μz2 + νz + tð Þ1/2
; z

 !

≤L μz2 + νz
� �−1/2

R∗
r,η t − zj j ; zð Þ

≤L μz2 + νz
� �−1/2

R∗
r,η γ1 − zð Þ2 ; z1/2:

ð68Þ

From these conclusions, we get that the statement holds
for λ = 1. Now, we check if the statement is valid if 0 < λ <
1. For this reason, we use monotonicity property to R∗

r,η
and apply the well-known Hölder inequality

R∗
r,η f ; zð Þ − f zð Þ

  ≤R∗
r,η ∣f tð Þ − f zð Þ∣;zð Þ

≤ R∗
r,η f tð Þ − f zð Þj j2/λ ; z
� �� �λ/2

� R∗
r,η γ0 ; zð Þ

� � 2−λð Þ/2

≤L
R∗

r,η γ1 − zð Þ2 ; z� �
t + μz2 + νz

( )λ/2

≤L μz2 + νz
� �−λ/2

R∗
r,η γ1 − zð Þ2 ; z� �n oλ/2

≤L μz2 + νz
� �−λ/2

R∗
r,η γ1 − zð Þ2 ; z

� �λ/2

=L
�δ
∗
r,η zð Þ

μz2 + νzð Þ

 !λ/2

,

ð69Þ

which completes the proof.

Here, we obtain the other local approximation results of
R∗

r,η in Lipschitz spaces. For all Lipschitz maximal function
f ∈ Cb½0,∞Þ, 0 < λ ≤ 1 and t, z ∈ ½0,∞Þ, from [27] we recall
that

�ωλ f ; zð Þ = sup
t≠z, t∈ 0½ ,∞Þ

∣f tð Þ − f zð Þ ∣
t − zj jλ

ð70Þ

Theorem 17. Let f ∈ Cb½0,∞Þ, then for all z ∈ ½0,∞Þ,

R∗
r,η f ; zð Þ − f zð Þ

  ≤ �δ
∗
r,η zð Þ

� �λ/2
�ωλ f ; zð Þ, ð71Þ

where �ωλð f ; zÞ is obtained in and �δ
∗
r,ηðzÞ is defined by Theo-

rem 10.

Proof. From the well-known Hölder inequality, we get

R∗
r,η f ; zð Þ − f zð Þ

  ≤R∗
r,η f tð Þ − f zð Þj j ; zð Þ

≤ �ωλ f ; zð Þ∣R∗
r,η t − zj jλ ; z
� �

≤ �ωλ f ; zð Þ R∗
r,η γ0 ; zð Þ

� � 2−λð Þ/2

� R∗
r,η t − zj j2 ; z� �� �λ/2

= �ωλ f ; zð Þ R∗
r,η γ1 − zð Þ2 ; z� �� �λ/2

:

ð72Þ

Thus, we get the proof.

5. Voronovskaja-Type
Approximation Theorems

In this section, we establish a quantitative Voronovskaja-type
theorem for the operators R∗

r,ηð f ; zÞ.
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Theorem 18. Let f ∈ Cb½0,∞Þ, then for each z ∈ ½0,∞Þ

lim
r→∞

r R∗
r,η ψ ; zð Þ − ψ zð Þ

n o
= 2

L′ 1ð Þ
L 1ð Þ + 4η + 1

 !
ψ′ zð Þ
2

+ zψ′′ zð Þ
2

,

ð73Þ

where ψ′ðzÞ, ψ′′ðzÞ ∈ Cb½0,∞Þ.

Proof. From the expression of Taylor’s expansion of function
ψðzÞ in Cb½0,∞Þ, we write

ψ tð Þ = ψ zð Þ + t − zð Þψ′ zð Þ + 1
2 t − zð Þ2ψ′′ zð Þ + t − zð Þ2Qz tð Þ,

ð74Þ

where QzðtÞ is the remainder term and Qz ∈ ½0,∞Þ with
QzðtÞ→ 0 as t→ z. On applying the operators R∗

r,ηð·;zÞ
to (74), then use the Cauchy-Schwarz inequality. Thus,
we get

R∗
r,η ψ ; zð Þ − ψ zð Þ = ψ′ zð ÞR∗

r,η γ1 − z ; zð Þ + ψ′′ zð Þ
2 R∗

r,η

� γ1 − zð Þ2 ; z� �
+R∗

r,η γ1 − zð Þ2Qz γ1ð Þ ; z� �
≤ ψ′ zð ÞR∗

r,η γ1 − z ; zð Þ + ψ′′ zð Þ
2 R∗

r,η

� γ1 − zð Þ2 ; z� �
+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R∗

r,η γ1 − zð Þ4 ; z� �q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R∗

r,η Q2
z γ1ð Þ ; z� �q

:

ð75Þ

Since we have limr→∞R∗
r,ηðQ2

zðγ1Þ ; zÞ = 0, therefore

lim
r→∞

r R∗
r,η γ1 − zð Þ2Qz γ1ð Þ ; z� �n o

= 0: ð76Þ

Thus, we have

lim
r→∞

r R∗
r,η ψ ; zð Þ − ψ zð Þ

n o

= lim
r→∞

r R∗
r,η γ1 − z ; zð Þψ′ zð Þ + ψ′′ zð Þ

2 R∗
r,η γ1 − zð Þ2 ; z� �(

+R∗
r,η γ1 − zð Þ2Qz γ1ð Þ ; z� �)

,

ð77Þ

which completes the proof.

As a consequence of Theorem 18, we immediately get the
corollary.

Corollary 19. For any ψ ∈ C½0,∞Þ, we have

lim
r→∞

r R∗
r,η ψ ; zð Þ − ψ zð Þ − 1

2r
2
L′ 1ð Þ
L 1ð Þ + 4η + 1

 !
ψ′ zð Þ

"

−
�δ
∗
r,η zð Þ
2

ψ′′ zð Þ
#
= 0:

ð78Þ

6. Conclusion

Motivated by article [5], we have introduced a Kantorovich
generalization of the Szász-Mirakjan operators by Dunkl
analogue involving the Appell polynomials. These types of
generalizations enable to give the generalized results rather
than the earlier study demonstrations by [3, 5, 7]. Lastly, we
have also discussed the Voronovskaja-type approximation
theorems of these new operators.
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This paper generalizes the special case of the Carlsson orthogonality in terms of the 2-HH norm in real normed linear space.
Dragomir and Kikianty (2010) proved in their paper that the Pythagorean orthogonality is unique in any normed linear space,
and isosceles orthogonality is unique if and only if the space is strictly convex. This paper deals with the complete proof of the
uniqueness of the new orthogonality through the medium of the 2-HH norm. We also proved that the Birkhoff and Robert
orthogonality via the 2-HH norm are equivalent, whenever the underlying space is a real inner-product space.

1. Introduction

Different notions of orthogonality in normed linear spaces
have been developed by various mathematicians. As a gen-
eralization of orthogonality from inner product space to
normed linear space “x is orthogonal to y if and only if
∥x + λy∥ = ∥x − λy∥ identically in λ” was suggested by
Robert ([1, 2]). However, it has the weakness that for
some normed linear space, at least one of every pair of
orthogonal elements would have to be zero, i.e., ∥x + λy∥
= ∥x − λy∥ for all λ only if x = 0 or y = 0. This difficulty
is not experienced in the isosceles, Pythagorean, and
Birkhoff orthogonalities.

To study the difference of orthogonality in the complex
case in comparison with the real case, Paul et al. in 2018 came
with a new concept of Birkhoff-James orthogonality by intro-
ducing new definitions on complex reflexive Banach spaces
and introduced more than one equivalent characterization
of Birkhoff-James orthogonality of compact linear operators
in the complex case [3]. In 1945, James came with the con-
cept of the Pythagorean and isosceles orthogonalities, which
characterize inner product space via their homogeneity and
additivity [4]. James also discussed the existence property of

isosceles orthogonality type. The property of the uniqueness
of isosceles orthogonality was not discussed until Kapoor
and Prasad’s paper was published. They proved that the
Pythagorean orthogonality is unique in any normed linear
space; however, the isosceles orthogonality is unique if and
only if the space is strictly convex [5].

Carlsson introduced a more general type of orthogonality
treating the isosceles and Pythagorean orthogonalities are
special cases [6]. Martini and Wu showed many interesting
connections between the Birkhoff and isosceles orthogonal-
ity. They proved that if a linear map preserves the Birkhoff
orthogonality, then it also preserves the isosceles orthogonal-
ity [7]. In 2007, Alsina and Tomas gave a different character-
ization of the inner product space with the help of weaker
linearity axioms of the scalar product and Pythagoras/isos-
celes orthogonality [8].

Using the concept of the p-HH norm as described in the
paper [9], Kikianty and Dragomir came up with a new notion
of orthogonality with the help of the 2-HH norm, which is
closely related to the Pythagorean and isosceles orthogonal-
ities [10]. They proved that the Pythagorean orthogonality
via 2-HH norm satisfies the nondegeneracy, continuity, and
symmetry properties; however, it is neither additive nor
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homogeneous in normed linear space, but it satisfies the
property of existence and uniqueness in any normed linear
spaces. Isosceles orthogonality via the 2-HH norm also sat-
isfies the nondegeneracy, continuity, and symmetry prop-
erties but neither additive nor homogeneous in general. If
the normed linear space X is convex, then the isosceles
orthogonality via 2-HH norm satisfies the property of
uniqueness, but the existent property holds in any normed
linear space [10].

According to Carlsson’s result described in [6], the isos-
celes and Pythagorean orthogonalities are special cases of
the generalized Carlsson orthogonality. We introduced a
new special case of the Carlsson orthogonality which satisfies
all requirements as stated in Carlsson’s orthogonality as well
as the nondegeneracy, simplification, and continuity prop-
erty of the inner product space. Furthermore, we proved that
such orthogonality is homogeneous if and only if the under-
lying space is an inner product space [11]. Motivated by the
results of Kikianty and Dragomir, and our previous result,
we have attempted to introduce a new notion of orthogonal-
ity through the medium of the 2-HH norm, which we denote
by the 2-HH-N orthogonality. We have proved that the 2-
HH-N orthogonality is unique in any normed linear space.
If the norm on X is induced by an inner product, then the
Robert and Birkhoff orthogonality via the 2-HH norm is
equivalent.

2. Definition Notation and Preliminary Results

Let us first establish the notations and terminologies used in
this paper. Let X be the normed linear space which we con-
sider to be real. For any x, y ∈ X, 2-HH-N denotesx as the
orthogonal toy via the 2-HH norm, which we defined with
the help of the new special case of the Carlsson orthogonality
discussed in [11]. The Pythagorean orthogonality plays an
important role in describing new orthogonality through the
medium of the 2-HH norm. Given any two elements x, y ∈
X, we say that x is Pythagorean orthogonal to y, written as
x⊥Py, if and only if ∥x + y∥2 = ∥x∥2 + ∥y∥2 [4]. Kikianty and
Dragomir introduced the Pythagorean orthogonality via the
2-HH norm and using a similar idea to that of Kapoor and
Prasad, they proved that “ the Pythagorean orthogonality
via 2-HH norm is unique in any normed space” [9]. Besides
that, they also define the Carlsson orthogonality via the 2-
HH norm in the paper [12].

For any ðx, yÞ ∈ X2, Kikianty and Dragomir defined the
p-norm on X2 as follows [10]:

∥ x, yð Þ∥p =
∥x∥p+∥y∥p, 1 ≤ p <∞

max ∥x∥,∥y∥f g, p =∞:

(
ð1Þ

From (1), it is obvious that ∥ðx, yÞ∥p = ∥ðy, xÞ∥p, and
therefore, the p-norm is symmetric. Using the concepts of
Hermite-Hadamard’s inequality, we have

ð1
0
∥ 1 − tð Þx + ty∥pdt ≤

∥x∥p+∥y∥p
2 =

∥ x, yð Þ∥pp
2 <∞: ð2Þ

With the help of (2), they defined the p-HH norm on X2

in the following ways [10]:

∥ x, yð Þ∥p−HH =

ð1
0
∥ 1 − tð Þx + ty∥p

� � 1
p
, if 1 ≤ p <∞

sup
t∈ 0,1½ �

∥ 1 − tð Þx + ty∥, if p =∞:

8>><
>>:

ð3Þ

For all x, y ∈ X, it is obvious that ∥ðx, yÞ∥p−HH = ∥ðy, xÞ
∥p−HH . Therefore, the p-HH norm is symmetric. They proved
that ðX2, kð:, :ÞkÞ is a normed linear space because the non-
degeneracy and homogeneity of the norm can be derived
from (3) and the triangle inequality follows from Minkows-
ki’s inequality. If the norm on X is induced by an inner prod-
uct ð:, :Þ, then as a special case of the p-HH norm, it is
denoted by the 2-HH norm. It is defined in the paper [9] as
follows:

∥ x, yð Þ∥2−HH =
ð1
0

1 − tð Þx + tyk k2dt: ð4Þ

For any p ≥ 1, the p-norm and p-HH norm are equivalent
in X2.

Definition 1. A real-valued function f defined on a nonempty
subset X ⊂ℝn is called convex if

(i) The domain X of the function is convex

(ii) For any x, y ∈ X and λ ∈ ½0, 1�

f λx + 1 − λð Þyð Þ ≤ λf xð Þ + 1 − λð Þf yð Þ: ð5Þ

If the inequality ((5)) is strict whenever x ≠ y and 0 < λ
< 1, it is called strictly convex. To study the properties of
orthogonality in normed linear space, it is interesting to
investigate the following properties of orthogonality in ordi-
nary Euclidean space as applied to normed linear space. For
any Euclidean space X, let x, y, z ∈ X. Then, the following
are considered as the main properties of orthogonality [9].

(i) Nondegeneracy: if x⊥x, then x = 0.
(ii) Simplification: if x⊥y, then for any α ∈ℝ, αx⊥αy.

(iii) Continuity: if fxng, fyng ⊂ X such that xn⊥yn for
every n ∈ℕ, xn → x and yn → y, then x⊥y.

(iv) Homogeneity: if x⊥y, then αx⊥βy for all α, β ∈ℝ.

(v) Symmetry: if x⊥y, then y⊥x:
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(vi) Additivity: if x⊥y and x⊥z, then x⊥y + z.

(vii) Existence: if x ≠ 0, then there exist λ ∈ℝ such that
x⊥λx + y.

(viii) Uniqueness: for any x ≠ 0, if there exists λ ∈ℝ such
that x⊥λx + y, then such λ is unique.

In this paper, we mainly focus on the last property.
Kapoor and Prasad proved that the Pythagorean orthogonal-
ity is unique in any normed linear space, but the isosceles
orthogonality is unique if and only if the normed linear space
is strictly convex [5]. Regarding the Robert orthogonality, the
property of existence is satisfied only in an inner-product
space [1].

Definition 2 [4]. A vector x is said to be isosceles orthogonal
to y if and only if

∥x − y∥ = ∥x + y∥: ð6Þ

Definition 3 [13]. A vector x is said to be the Birkhoff-James
orthogonal to y if and only if

∥x + λy∥ ≥ ∥x∥ for all λ ∈ℝ: ð7Þ

3. Main Result

Definition 4 [11]. A vector x is orthogonal to y if

∥x + 1
2 y∥

2+∥x − 1
2 y∥

2 = 1
2 ∥

ffiffiffi
2

p
x + y∥2+∥x∥2: ð8Þ

If the underlying space X is a real inner product space and the
relation (8) holds a. e on ½0, 1�. Then, using the concept of the
2-HH norm, we have

ð1
0
∥ 1 − tð Þx + 1

2 ty∥
2dt +

ð1
0
∥ 1 − tð Þx − 1

2 ty∥
2dt

= 1
2

ð1
0
∥

ffiffiffi
2

p
1 − tð Þx + ty∥2dt

+
ð1
0
∥ 1 − tð Þx∥2dt:

ð9Þ

Now, the left-hand side of relation (9)

ð1
0
∥ 1 − tð Þx + 1

2 ty∥
2dt +

ð1
0
∥ 1 − tð Þx − 1

2 ty∥
2dt

=
ð1
0

1 − tð Þx + 1
2 ty, 1 − tð Þx + 1

2 ty
� �

dt

+
ð1
0

1 − tð Þx − 1
2 ty, 1 − tð Þx − 1

2 ty
� �

dt

= 1
3 ∥x∥

2 + 1
12 ∥y∥

2 + 1
3 ∥x∥

2 + 1
12 ∥y∥

2

= 2
3 ∥x∥

2 + 1
6 ∥y∥

2:

ð10Þ

Again, the right-hand side of relation (9)

1
2

ð1
0
∥

ffiffiffi
2

p
1 − tð Þx + ty∥2dt +

ð1
0
∥ 1 − tð Þx∥2dt

= 1
2

ð1
0

ffiffiffi
2

p
1 − tð Þx + ty,

ffiffiffi
2

p
1 − tð Þx + ty

D E
dt

+ 1
3 ∥x∥

2 = 1
2

2
3 ∥x∥

2 + 1
3 ∥y∥

2
� �

+ 1
3 ∥x∥

2

= 2
3 ∥x∥

2 + 1
6 ∥y∥

2:

ð11Þ

Now, we consider a notion of orthogonality as follows: let
ðX:k:kÞ be a normed space. A vector x ∈ X is said to be 2-HH-
N orthogonal to y ∈ X (denoted by x⊥2−HH−Ny) if and only if

ð1
0
∥ 1 − tð Þx + 1

2 ty∥
2dt +

ð1
0
∥ 1 − tð Þx − 1

2 ty∥
2dt = 2

3 ∥x∥
2 + 1

6 ∥y∥
2:

ð12Þ

Kikianty and Dragomir in [9] proved that “ the Pythago-
rean orthogonality via 2-HH norm is unique in any normed
space X”. To prove this, they use the following lemma by
omitting the proof. We give a detailed proof of the lemma
as they stated in the paper [9].

Lemma 5. Let x, y ∈ X, where X is the normed linear space. Let
h be a function on ℝ defined by

h μð Þ≔
ð1
0
∥ 1 − tð Þy + μ txð Þ∥2dt: ð13Þ

Then, h is a convex function on ℝ, and for any r ∈ ð0, 1Þ
and μ1, μ2 ∈ℝ where hðμ1Þ ≠ hðμ2Þ, we have

h rμ1 + 1 − rð Þμ2½ � < rh μ1ð Þ + 1 − rð Þh μ2ð Þ: ð14Þ

Proof. Let r ∈ ð0, 1Þ and μ1, μ2 ∈ℝ such that hðμ1Þ ≠ hðμ2Þ.
Then,

h rμ1 + 1 − rð Þμ2½ � =
ð1
0
∥ 1 − tð Þy + rμ1 + 1 − rð Þμ2½ � txð Þ∥2dt

=
ð1
0
∥ 1 − tð Þy + rμ1 txð Þ + μ2 txð Þ − rμ2 txð Þ∥2dt

=
ð1
0
∥ 1 − tð Þy + rμ1 txð Þ + μ2 txð Þ − rμ2 txð Þ

− r 1 − tð Þy + r 1 − tð Þy∥2dt

=
ð1
0
∥r 1 − tð Þy + μ1 txð Þ½ � + 1 − rð Þ 1 − tð Þy½

+ μ2 txð Þ�∥2dt ≤
ð1
0
r2∥ 1 − tð Þy + μ1 txð Þ∥2dt

+ 1 − rð Þ2
ð1
0
∥ 1 − tð Þy + μ2 txð Þ∥2dt

+ 2r 1 − rð Þ
ð1
0
∥ 1 − tð Þy + μ1 txð Þ∥ ∥ 1 − tð Þy + μ2 txð Þ∥dt
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=
ð1
0
r∥ 1 − tð Þy + μ1 txð Þ∥2dt

+ 1 − rð Þ
ð1
0
∥ 1 − tð Þy + μ2 txð Þ∥2dt

+ r2 − r
� �ð1

0
∥ 1 − tð Þy + μ1 txð Þ∥2+∥ 1 − tð Þy	

+ μ2 txð Þ∥2 − 2∥ 1 − tð Þy + μ1 txð Þ∥ ∥ 1 − tð Þy
+ μ2 txð Þ∥�dt = rh μ1ð Þ + 1 − rð Þh μ2ð Þ

− r 1 − rð Þ
ð1
0
∥ 1 − tð Þy + μ1 txð Þ∥−∥ 1 − tð Þy½

+ μ2 txð Þ∥�2dt ≤ rh μ1ð Þ + 1 − rð Þh μ2ð Þ,
ð15Þ

which shows that h is a convex function. Since hðμ1Þ ≠
hðμ2Þ, then the inequality will be strict and therefore

h rμ1 + 1 − rð Þμ2½ � < rh μ1ð Þ + 1 − rð Þh μ2ð Þ: ð16Þ

As a similar concept of Lemma 5, we also prove the fol-
lowing lemma which is useful to prove the uniqueness prop-
erty of new orthogonality via the 2-HH norm.

Lemma 6. Let ðX:k:kÞ be a normed space and x, y ∈ X. Let h
be a function defined on ℝ by

h μð Þ≔
ð1
0
∥ 1 − tð Þy + μ

2
txð Þ∥2dt +

ð1
0
∥ 1 − tð Þy − μ

2
txð Þ∥2dt:

ð17Þ

Then, h is a convex function on ℝ and for any r ∈ ð0, 1Þ,
and μ1, μ2 ∈ℝ where hðμ1Þ ≠ hðμ2Þ, we have

h rμ1 + 1 − rð Þμ2½ � < rh μ1ð Þ + 1 − rð Þh μ2ð Þ: ð18Þ

Proof. Suppose hðμÞ = f ðμÞ + gðμÞ, where

f μð Þ =
ð1
0
∥ 1 − tð Þy + μ

2 txð Þ∥2dt,

g μð Þ =
ð1
0
∥ 1 − tð Þy − μ

2 txð Þ∥2dt:
ð19Þ

First, we show that f ðkÞ is a convex function. Let r ∈ ð0, 1Þ
and μ1, μ2 ∈ℝ such that hðμ1Þ ≠ hðμ2Þ.

f rμ1 + 1 − rð Þμ2½ � =
ð1
0
∥ 1 − tð Þy + 1

2 rμ1 + 1 − rð Þμ2½ � txð Þ∥2dt

=
ð1
0
∥ 1 − tð Þy + 1

2 rμ1 txð Þ + 1
2 μ2 txð Þ − 1

2 rμ2 txð Þ∥2dt

=
ð1
0
∥ 1 − tð Þy + rμ1

2 txð Þ + μ2
2 txð Þ − r

μ2
2 txð Þ

+ r 1 − tð Þy − r 1 − tð Þy∥2dt

=
ð1
0
∥r 1 − tð Þy + μ1

2 txð Þ
h i

+ 1 − rð Þ

� 1 − tð Þy + μ2
2 txð Þ

h i
∥2dt

≤ r2
ð1
0
∥ 1 − tð Þy + μ1

2 txð Þ∥2dt

+ 1 − rð Þ2
ð1
0
∥ 1 − tð Þy + μ2

2 txð Þ∥2dt

+ 2r 1 − rð Þ
ð1
0
∥ 1 − tð Þy + μ1

2 txð Þ∥∥ 1 − tð Þy

+ μ2
2 txð Þ∥dt = r

ð1
0
∥ 1 − tð Þy + μ1

2 txð Þ∥2dt

+ 1 − rð Þ
ð1
0
∥ 1 − tð Þy + μ2

2 txð Þ∥2dt

+ r2
ð1
0
∥ 1 − tð Þy + μ1

2 txð Þ∥2dt

+ 1 − rð Þ2
ð1
0
∥ 1 − tð Þy + μ2

2 txð Þ∥2dt

− r
ð1
0
∥ 1 − tð Þy + μ1

2 txð Þ∥2dt

− 1 − rð Þ
ð1
0
∥ 1 − tð Þy + μ2

2 txð Þ∥2dt

+ 2r 1 − rð Þ
ð1
0
∥ 1 − tð Þy + μ1

2 txð Þ∥∥ 1 − tð Þy

+ μ2
2 txð Þ∥dt = rf μ1ð Þ + 1 − rð Þf μ2ð Þ

+ r2 − r
� �ð1

0
∥ 1 − tð Þy + μ1

2 txð Þ∥−∥ 1 − tð Þy
h

+ μ1
2 txð Þ∥

i2
dt = rf μ1ð Þ + 1 − rð Þf μ2ð Þ

− r − r2
� �ð1

0
∥ 1 − tð Þy + μ1

2 txð Þ∥−∥ 1 − tð Þy
h

+ μ1
2 txð Þ∥

i2
dt ≤ rf μ1ð Þ + 1 − rð Þf μ2ð Þ,

ð20Þ

which shows that f is a convex function. Similarly, for the
function

g μð Þ =
ð1
0
∥ 1 − tð Þt − μ

2 txð Þ∥2dt, ð21Þ

we can show that

g rμ1 + 1 − rð Þμ2½ � ≤ rg μ1ð Þ + 1 − rð Þg μ2ð Þ, ð22Þ

and we conclude that g is also a convex function. Also, we
know that the sum of two convex functions is also convex.
Then, hðμÞ = f ðμÞ + gðμÞ is convex. Since hðμ1Þ ≠ hðμ2Þ,
then the inequality will be strict, and therefore

4 Journal of Function Spaces



h rμ1 + 1 − rð Þμ2½ � < rh μ1ð Þ + 1 − rð Þh μ2ð Þ: ð23Þ

Theorem 7. 2-HH-N orthogonality is unique in any normed
space X.

Proof. The proof has a similar idea to that of Kapoor and Pra-
sad (pp. 406) and Kikianty and Dragomir (pp. 41). Suppose
2-HH-N orthogonality is not unique. Then, we must have
elements x ≠ 0 and y ∈ X, and a λ > 0 such that x⊥2−HH−Ny
and x⊥2−HH−Nλx + y. Define a convex function

h μð Þ =
ð1
0
∥ 1 − tð Þy + μ

2 txð Þ∥2dt +
ð1
0
∥ 1 − tð Þy − μ

2 txð Þ∥2dt:

ð24Þ

Now,

h 1ð Þ =
ð1
0
∥ 1 − tð Þy + 1

2 txð Þ∥2dt +
ð1
0
∥ 1 − tð Þy − 1

2 txð Þ∥2dt

= 2
3 ∥y∥

2 + 1
6 ∥x∥

2 = h 0ð Þ + 1
6 ∥x∥

2:

ð25Þ

Setting β = ð2ð1 − tÞλÞ/t and note that

h βð Þ =
ð1
0

1 − tð Þy + 1
2 :

2 1 − tð Þλ
t

txð Þ











2
dt

+
ð1
0

1 − tð Þy − 1
2 :

2 1 − tð Þλ
t

txð Þ











2
d

=
ð1
0

1 − tð Þy + 1 − tð Þλxk k2dt +
ð1
0

1 − tð Þy − 1 − tð Þλxk k2dt

=
ð1
0

1 − tð Þ y + λxð Þk k2dt +
ð1
0

1 − tð Þ y − λxð Þk k2dt

= ∥y + λx∥2

3 + ∥y − λx∥2

3 ,

ð26Þ

and

h β + 1ð Þ =
ð1
0
∥ 1 − tð Þy + 1

2 :
2 1 − tð Þλ

t
+ 1

� �
txð Þ∥2dt

+
ð1
0
∥ 1 − tð Þy − 1

2 :
2 1 − tð Þλ

t
+ 1

� �
txð Þ∥2dt

=
ð1
0
∥ 1 − tð Þ y + λxð Þ + tx

2 ∥2dt +
ð1
0
∥ 1 − tð Þ y − λxð Þ

−
tx
2 ∥2dt = ∥y + λx∥2

3 + ∥y − λx∥2

3

+ ∥x∥2

6 = h βð Þ + ∥x∥2

6 :

ð27Þ

Now, suppose that 0 < β < 1 and note that hð1Þ ≠ hð0Þ
(since x ≠ 0), Lemma 6 gives

h βð Þ < βh 1ð Þ + 1 − βð Þh 0ð Þ: ð28Þ

Also, hðβ + 1Þ ≠ hðβÞ (since x ≠ 0), and with the help of
Lemma 6

h 1ð Þ < βh βð Þ + 1 − βð Þh β + 1ð Þ = βh βð Þ + 1 − βð Þ

� h βð Þ + ∥x∥2

6

� �
= βh βð Þ + 1 − βð Þ

� h βð Þ + h 1ð Þ − h 0ð Þ½ �⇒ h βð Þ > βh 1ð Þ + 1 − βð Þh 0ð Þ,
ð29Þ

which contradicts (28). Now, consider the case β > 1, we have

h 1ð Þ ≤ β − 1
β

h 0ð Þ + 1
β
h βð Þ = h 0ð Þ + 1

β
h βð Þ − h 0ð Þ½ �⇒ h 1ð Þ

− h 0ð Þ ≤ 1
β

h βð Þ − h 0ð Þ½ �⇒ ∥x∥2

6 ≤
1
β

h βð Þ − h 0ð Þ½ �:

ð30Þ

Since x ≠ 0, then, hðβÞ ≠ hð0Þ, and using the Lemma 6, we
have

h 1ð Þ < β − 1
β

h 0ð Þ + 1
β
h βð Þ: ð31Þ

Also, hð1Þ ≠ hðβ + 1Þ and Lemma 6 gives us

h βð Þ < 1
β
h 1ð Þ + β − 1

β
h β + 1ð Þ = 1

β
h 1ð Þ

� + β − 1
β

h βð Þ + h 1ð Þ − h 0ð Þ½ �⇒ h 1ð Þ

> 1
β
h βð Þ + β − 1

β
h 0ð Þ,

ð32Þ

which contradicts the relation (31). For the case β = 1, we
have

h 2ð Þ = h 1ð Þ + ∥x∥2

6 = h 0ð Þ + ∥x∥2

3 : ð33Þ

This shows that hð2Þ ≠ hð0Þ (since x ≠ 0). Then, we have

h 1ð Þ < 1
2 h 0ð Þ + 1

2 h 2ð Þ = 1
2 h 0ð Þ + h 0ð Þ + ∥x∥2

3

� �
⇒ h 1ð Þ

< h 0ð Þ + ∥x∥2

6 ,

ð34Þ

which contradicts (25). Thus, in all cases, we get a contradic-
tion. Hence, 2-HH-N orthogonality is unique in any normed
space.

5Journal of Function Spaces



In the following theorem, 2-HH-R and 2-HH-B denote
the Robert orthogonality and Birkhoff-James orthogonality
via the 2-HH norm, respectively.

Theorem 8. Let x, y ∈ X, where X is a real normed linear space
equipped with an inner-product space over the field K = ðℝ
orℂÞ and μ = λt. Then, 2-HH-R orthogonality implies 2-
HH-B orthogonality and conversely.

Proof. Assume x⊥2−HH−Ry. Then, for any μ ∈ℝ,

ð1
0
∥ 1 − tð Þx + μy∥2dt =

ð1
0
∥ 1 − tð Þx − μy∥2dt

=
ð1
0

1 − tð Þx − μy, 1 − tð Þx − μyh idt

=
ð1
0
∥ 1 − tð Þx∥2 − 1 − tð Þ x, yh i

− μ 1 − tð Þ y, xh i+∥μy∥2dt

=
ð1
0
∥ 1 − tð Þx∥2dt +

ð1
0
∥μy∥2dt

≥
ð1
0
∥ 1 − tð Þx∥2dt,

ð35Þ

which shows that x is 2-HH-B orthogonal to y. To prove the
converse part, it is enough to show that x⊥2−HH−By⇒ hx, yi
= 0⇒ x⊥2−HH−Ry. Let x⊥2−HH−By. Then, for any λ ∈K,

ð1
0

1 − tð Þx + λtyk k2dt ≥
ð1
0

1 − tð Þxk k2dt⇒
ð1
0

1 − tð Þxk k2dt

+ λ y, xh i + λy, x
h ið1

0
t 1 − tð Þdt

+ λj j2 yk k2
ð1
0
t2dt ≥

ð1
0

1 − tð Þxk k2dt⇒ Re

� λ y, xh i½ � + λj j2 yk k2 ≥ 0:
ð36Þ

Now, for λ = −hx, yi/2∥y∥2, inequality (36) becomes −
jhy, xij2/4∥y∥2 ≥ 0. Therefore, we have hx, yi = 0. On the other
hand, it is easy to show that hx, yi = 0⇒ x⊥2−HH−Ry:

4. Conclusion

We conclude that the new orthogonality via the 2-HH norm
is unique in any normed linear space. Moreover, if the under-
lying space is a real inner product space, the Robert and
Birkhoff orthogonality via the 2-HH norm are equivalent.
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The main focus of this investigation is the applications of modified sigmoid functions. Due to its various uses in physics,
engineering, and computer science, we discuss several geometric properties like necessary and sufficient conditions in the form
of convolutions for functions to be in the special class S∗

SG earlier introduced by Goel and Kumar and obtaining third-order
Hankel determinant for this class using modified sigmoid functions. Also, the third-order Hankel determinant for 2- and 3-fold
symmetric functions of this class is evaluated.

1. Introduction

In this section, we present the related material for better
understanding of the concepts discussed later in this article.
We start with the notation of A , the class of functions f
which are analytic in U = fz ∈ℂ : jzj < 1g and its series rep-
resentation is

f zð Þ = z + 〠
∞

n=2
anz

n, z ∈U: ð1Þ

Further, a subclass of class A which is denoted by S con-
tains all univalent functions in U: Bieberbach conjectured in
1916 that ∣an ∣ ≤n, n = 2, 3,⋯. De Branges proved this in
1985; see [1]. During this period, a lot of coefficient results
were established for some subfamilies of S . Some of these
classes are the class S∗, known as the class of starlike func-
tions, the class K , known as class of convex functions, and
R of bounded turning functions. These are defined as

S∗ ψð Þ = f ∈ S :
zf ′ zð Þ
f zð Þ ≺ ψ = 1 + z

1 − z
, z ∈U

( )
, ð2Þ

K ψð Þ = f ∈ S :
zf ′ zð Þ
� �

′

f ′ zð Þ
≺ ψ = 1 + z

1 − z
, z ∈U

8<
:

9=
;, ð3Þ

R ψð Þ = f ∈ S : f ′ zð Þ ≺ ψ = 1 + z
1 − z

, z ∈U
� �

: ð4Þ

Now, recall the subordination definition; we say that an
analytic function f1ðzÞ is subordinate to f2ðzÞ in U and is
symbolically written as f1ðzÞ ≺ f2ðzÞ if there occurs a Schwarz
function uðzÞ with properties that juðzÞj ≤ 1 and uð0Þ = 1
such that f1ðzÞ = f2ðuðzÞÞ. Moreover, if f2ðzÞ is in the class
S , then we have the following equivalency, due to [2, 3],
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f1 0ð Þ = f2 0ð Þ,
f1 Uð Þ ⊆ f2 Uð Þ:

ð5Þ

For two functions f1ðzÞ = z +∑∞
n=2 an,1z

n and f2ðzÞ = z
+∑∞

n=2 an,2z
n in U, then the convolution or Hadamard prod-

uct is defined by

f1 ∗ f2ð Þ zð Þ = z + 〠
∞

n=2
an,1an,2z

n: ð6Þ

By varying the right-hand side of subordinated inequality
in (2), several familiar classes can be obtained such as the
following:

(1) For ψ = ð1 + AzÞ/ð1 + BzÞ , we get the class S∗ðA, BÞ;
see [4] for details

(2) While for different values of A and B the class S∗ðαÞ
= S∗ð1 − 2α,−1Þ is obtained and investigated in [5]

(3) For ψ = 1 + ð2/π2Þðlog ðð1 + ffiffiffi
z

p Þ/ð1 − ffiffiffi
z

p ÞÞÞ2, the
class was defined and studied in [6]

(4) For ψ =
ffiffiffiffiffiffiffiffiffiffi
1 + z

p
, the class is denoted by S∗

L ; details can
be seen in [7, 8], and for further study, see [9]

(5) For ψ = cosh ðzÞ, the class is denoted by S∗
cosh; see

[10]

(6) For ψ = 1 + sin ðzÞ, the class is denoted by S∗
sin; see

[11] for details, and for further investigation, see [12]

(7) While for ψ = z +
ffiffiffiffiffiffiffiffiffiffiffiffi
1 + z2

p
, the class is denoted by S∗

l ;
see [13]

(8) For ψ = ez , the class denoted by S∗
e was defined and

studied in [14, 15]

(9) Similarly, if ψ = 1 + ð4/3Þz + ð2/3Þz2, then such a
class is denoted by S∗

C and was introduced in [16],
and for further study, the reader is referred to [17]

Also, several other subclasses of starlike functions were
introduced recently in [18–22] by choosing some particular
function for ψ such functions are associated with Bell num-
bers, shell-like curve connected with Fibonacci numbers,
and functions connected with the conic domains.

In this paper, we investigate starlike functions associated
with a kind of special functions known as modified sigmoid
function ψðzÞ = 2/ð1 + e−zÞ. In mathematics, the theory of
special functions is the most important for scientists and
engineers who are concerned with actual mathematical cal-
culations. To be specific, it has applications in problems of
physics, engineering, and computer science. The activation
function is an example of special function. These functions
act as a squashing function which is the output of a neuron
in a neural network between certain values (usually 0 and 1
and -1 and 1). There are three types of functions, namely,
piecewise linear function, threshold function, and sigmoid
function. In the hardware implementation of neural network,

the most important and popular activation function is the
sigmoid function. The sigmoid function is often used with
gradient descendent type learning algorithm. Due to differ-
entiability of the sigmoid function, it is useful in weight-
learning algorithm. The sigmoid function increases the size
of the hypothesis space that the network can represent. Some
of its advantages are the following:

(1) It gives real numbers between 0 and 1

(2) It maps a very large output domain to a small range
of outputs

(3) It never loses information because it is a one-to-one
function

(4) It increases monotonically

For more details, see [23].
The class S∗

SG defined by Goel and Kumar in [24] is
defined as

zf ′ zð Þ
f zð Þ ≺

2
1 + e−z

, z ∈Uð Þ: ð7Þ

For a parameter q, with n ∈ℕ = f1, 2, 3,⋯g, Pommerenke
[25, 26] defined Hankel determinant Hq,nð f Þ for functions
f ∈ S of the form (1) as follows:

Hq,n fð Þ =

an an+1 ⋯ an+q−1

an+1 an+2 ⋯ an+q

⋮ ⋮ ⋯ ⋮

an+q−1 an+q ⋯ an+2q−2

�����������

�����������
: ð8Þ

The growth of Hq,nð f Þ has been evaluated for different
subcollections of univalent functions. Exceptionally, for each
of the setsK , S∗, andR, the sharp bound of the determinant
H2,2ð f Þ = ja2a4 − a23j was found by Jangteng et al. [7, 27],
while for the family of close-to-convex functions the sharp
estimate is still unknown (see [28]). On the other hand,
for the set of Bazilevic functions, the best estimate of
jH2,2ð f Þj was proved by Krishna et al. [29]. For more work
on H2,2ð f Þ, see [30–34].

The determinant

H3,1 fð Þ =
1 a2 a3

a2 a3 a4

a3 a4 a5

��������

��������
ð9Þ

is known as the third-order Hankel determinant, and the
estimation of this determinant jH3,1ð f Þj is the focus of vari-
ous researchers of this field. In 2010, the first article on H3,1
ð f Þ was published by Babalola [35], in which he obtained
the upper bound of jH3,1ð f Þj for the classes of S∗, K , and
R. Later on, a few mathematicians extended this work for
various subcollections of holomorphic and univalent
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functions; see [36–41]. In 2017, Zaprawa [42] improved their
work by proving

H3,1 fð Þ�� �� ≤
1, for f ∈ S∗,
49
540 , for f ∈K ,

41
60 , for f ∈R:

8>>>>><
>>>>>:

ð10Þ

And he asserted that these inequalities are not sharp as well.
Additionally, for the sharpness, he investigated the subfam-
ilies of S∗, C , andR comprising functions withm-fold sym-
metry and acquired the sharp bounds. Recently, in 2018,
Kowalczyk et al. [43] and Lecko et al. [44] got the sharp
inequalities which are

H3,1 fð Þ�� �� ≤ 4/135,

H3,1 fð Þ�� �� ≤ 1/9,
ð11Þ

for the classes K and S∗ð1/2Þ, respectively, where the sym-
bol S∗ð1/2Þ indicates the family of starlike functions of order
1/2. Additionally, in 2018, the authors [45] got an improved
bound jH3,1ð f Þj ≤ 8/9 for f ∈ S∗, which is yet not the best
possible. In this article, our main purpose is to study neces-
sary and sufficient conditions for functions to be in the class
S∗

SG in the form of convolutions results, coefficient inequal-
ity, and important third-order Hankel determinant for this
class in (7) and also for its 2- and 3-fold symmetric
functions:

2. A Set of Lemmas

LetP be the family of functions pðzÞ that are holomorphic in
D with RepðzÞ > 0 and its series form is as follows:

p zð Þ = 1 + 〠
∞

n=1
cnz

n z ∈Dð Þ: ð12Þ

Lemma 1. If pðzÞ ∈P and it is of the form (12), then

cnj j ≤ 2 for n ≥ 1, ð13Þ

cn+k − δcnckj j ≤ 2 for 0 ≤ δ ≤ 1, ð14Þ

cncm − clckj j ≤ 4 for n +m = l + k, ð15Þ

cn+2k − δcnc
2
k

�� �� ≤ 2 1 + 2δð Þ for δ ∈ℝ, ð16Þ

c2 −
c21
2

����
���� ≤ 2 −

c1j j2
2

, ð17Þ

and for ξ ∈ℂ.

c2 − ξc21
�� �� ≤ 2 max 1 ; 2ξ − 1j jf g: ð18Þ

For the results in (13), (14), (15), (16), and (17), see [46].
Also, see [47] for (18).

Lemma 2. [48]. If pðzÞ ∈P and is represented by (12), then

c2 − νc21
�� �� ≤

−4v + 2 v ≤ 0ð Þ,
2 0 ≤ v ≤ 1ð Þ,
4v − 2 v ≥ 1ð Þ:

8>><
>>: ð19Þ

Lemma 3. Let p ∈P have representation of the form (12),
then

αc31 − βc1c2 + γc3
�� �� ≤ 2 αj j + 2 β − 2αj j + 2 α − β + γj j: ð20Þ

Proof. Consider the left-hand side of (20) and then rearran-
ging the terms, we have

αc31 − βc1c2 + γc3
�� �� = α c31 − 2c1c2 + c3

� 	
− β − 2αð Þ c1c2 − c3ð Þ��

+ α − β + γð Þc3j ≤ αj j c31 − 2c1c2 + c3
�� ��

+ β − 2αj j c1c2 − c3j j + α − β + γj j c3j j
≤ 2 αj j + 2 β − 2αj j + 2 α − β + γj j,

ð21Þ

where we have used (13) and (14).

3. Convolution Results for Class S∗
SG

Theorem 4. Let f ðzÞ ∈A be the form (1), then f ðzÞ ∈ S∗
SG, if

and only if

1
z

f zð Þ ∗ z − αz2

1 − zð Þ2
" #

≠ 0, ð22Þ

for all α = αξ = 2/ð1 − e−ξÞ and also for α = 1:

Proof. Since f ðzÞ ∈ S∗
SG is analytic in domain U, so f ðzÞ ≠ 0,

for all z ∈U∗ =U f0g, that is ð1/zÞf ðzÞ ≠ 0 for z ∈U, which
is equivalent to (22) for α = 1. In this case, the proof is com-
pleted. Now, from definition (7), there occurs a Schwarz
function uðzÞ, such that juðzÞj < 1 and uð0Þ = 0, such that

zf ′ zð Þ
f zð Þ = 2

1 + e−u zð Þ : ð23Þ

Equivalently,

zf ′ zð Þ
f zð Þ ≠

2
1 + e−ξ

,  ξj j = 1, ð24Þ

which implies that

zf ′ zð Þ − f zð Þ 2
1 + e−ξ

≠ 0: ð25Þ
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We know that

zf ′ zð Þ = f zð Þ ∗ z

1 − zð Þ2 ,

f zð Þ = f zð Þ ∗ z
1 − z

:

ð26Þ

By simple computation, equation (25) becomes

1
z

f zð Þ ∗ z − αz2

1 − zð Þ2
" #

≠ 0, ð27Þ

where α is given above.
Conversely, suppose equation (22) holds true for α = 1,

it implies that ð1/zÞf ðzÞ ≠ 0, for all z ∈U. Let
ΦðzÞ = zf ′ðzÞ/f ðzÞ be analytic in U, with Φð0Þ = 1. Also,
suppose that ΨðzÞ = 2/ð1 + e−zÞ, z ∈U. It is clear from
(24) that Ψð∂UÞ ∩ΦðUÞ = ϕ. Hence, the simply connected
domain ΦðUÞ is contained in connected component of Ψ
ð∂UÞ. The univalence of }Ψ}, together with the fact
Φð0Þ =Ψð0Þ = 1, shows that Φ ≺Ψ and implies that
f ðzÞ ∈ S∗

SG.

Theorem 5. Let f ðzÞ ∈A be of the form (1), then the necessary
and sufficient condition for function f ðzÞ that belongs to class
S∗

SG is

1 − 〠
∞

n=2

n 1 − e−ξ
� 	

− 2

1 − e−ξ

 !
anz

n−1 ≠ 0: ð28Þ

Proof. In the light of Theorem 4, we show that S∗
SG if and

only if

0 ≠ 1
z

f zð Þ ∗ z − αz2

1 − zð Þ2
" #

= 1
z

zf ′ zð Þ − α zf ′ zð Þ − f zð Þ
� �h i

= 1 − 〠
∞

n=2
α − 1ð Þn − αð Þanzn−1

= 1 − 〠
∞

n=2

n 1 − e−ξ
� 	

− 2
1 − e−ξ

 !
anz

n−1:

ð29Þ

Hence, the proof is completed.

Theorem 6. Let f ∈A be of the form (1) and satisfies

〠
∞

n=2

n 1 − e−ξ
� 	

− 2

1 − e−ξ

�����
����� anj j < 1, ð30Þ

then f ∈ S∗
SG.

Proof. To show f ∈ S∗
SG, we have to show that (28) is satisfied.

Consider

1 − 〠
∞

n=2
α − 1ð Þn − αð Þanzn−1

�����
����� > 1 − 〠

∞

n=2
α − 1ð Þn − αð Þanzn−1

�� ��
= 1 − 〠

∞

n=2
α − 1ð Þn − αð Þj j anj j zj jk−1

> 1 − 〠
∞

n=2
α − 1ð Þn − αð Þj j anj j

= 1 − 〠
∞

n=2

n 1 − e−ξ
� 	

− 2
1 − e−ξ

�����
����� anj j > 0,

ð31Þ

so by Theorem 5, f ðzÞ ∈ S∗
SG.

4. Upper Bound H3,1ð f Þ for Set S∗
SG

Theorem 7. Let f ∈ S∗
SG and is of the form (1), then

a3 − λa22
�� �� ≤ 1

4
max 1, 2λ − 1j j

2

� �
: ð32Þ

Proof. Since f ∈ S∗
SG, then there exists an analytic function

wðzÞ, jwðzÞj ≤ 1 and wð0Þ = 0, such that

zf ′ zð Þ
f zð Þ = 2

1 + e−w zð Þ : ð33Þ

Denote

Ψ w zð Þð Þ = 2
1 + e−w zð Þ ,

k zð Þ = 1 + c1z + c2z
2+⋯ = 1 +w zð Þ

1 −w zð Þ :
ð34Þ

Obviously, the function kðzÞ ∈P and wðzÞ = ðkðzÞ − 1Þ/
ðkðzÞ + 1Þ. This gives

w zð Þ = k zð Þ − 1
k zð Þ + 1 = c1z + c2z

2 + c3z
3+⋯

2 + c1z + c2z2 + c3z3+⋯
, ð35Þ

2
1 + e−w zð Þ = 1 + 1

4 c1z +
1
4 c2 −

1
8 c

2
1


 �
z2

+ 11
192 c

3
1 −

1
4 c2c1 +

1
4 c3


 �
z3

+ 1
4 c

2
1c2 −

1
2 c3c1 −

1
4 c

2
2 +

1
2 c4


 �
z4+⋯,

ð36Þ
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while

zf ′ zð Þ
f zð Þ = 1 + a2z + 2a3 − a22

� 	
z2 + a32 − 3a2a3 + 3a4

� 	
z3

+ −a42 + 4a22a3 − 4a2a4 − 2a23 + 4a5
� 	

z4+⋯:

ð37Þ

On equating coefficients of (36) and (37), we get

a2 =
1
4 c1,

ð38Þ

a3 =
1
8 c2 −

1
32 c

2
1, ð39Þ

a4 =
7

1152 c
3
1 −

5
96 c2c1 +

1
12 c3,

ð40Þ

a5 = −
1
16

17
1152 c

4
1 −

7
24 c

2
1c2 +

2
3 c3c1 +

3
8 c

2
2 − c4


 �
: ð41Þ

Now from (38) and (39), we have

a3 − λa22
�� �� = 1

8 c2 −
2λ + 1

4 c21

����
����: ð42Þ

Now, using (18), we get the required result.
If we put λ = 1, the above result becomes as follows.

Corollary 8. Let f ðzÞ ∈ S∗
SG be of the form (1) then

a3 − a22
�� �� ≤ 1

4
: ð43Þ

The result is best possible for function

f zð Þ = z exp
ðz
0

et
2 − 1

t et2 + 1
� 	 dt

 !
= z + 1

4 z
3+⋯: ð44Þ

Theorem 9. Let f ðzÞ ∈ S∗
SG be of the form (1), then

a2a3 − a4j j ≤ 1
6
: ð45Þ

The result is best possible for function defined as

f n zð Þ = z exp
ðz
0

et
3 − 1

t et3 + 1
� 	 dt

 !
= z + 1

6 z
4+⋯: ð46Þ

Applying Lemma 3, we get the required result.

Proof. By using (38), (39), and (40), we get

a2a3 − a4j j = 1
72 c

3
1 −

1
12 c2c1 +

1
12 c3

����
����: ð47Þ

Applying Lemma 3, we get the required result.

Theorem 10. Let f ðzÞ ∈ S∗
SG be of the form, (1) then

a2a4 − a23
�� �� ≤ 55

576
: ð48Þ

Proof. With the help of (38), (39), and (40), we get

a2a4 − a23
�� �� = 1

48 c3c1 −
7

9216 c
4
1 −

1
192 c

2
1c2 −

1
64 c

2
2

����
����: ð49Þ

Now, rearranging the terms

a2a4 − a23
�� �� = c1

192 c3 − c1c2ð Þ − c1c3 − c22
64 −

7
9216 c

4
1

����
����: ð50Þ

Using (13), (14), and (15), we get the required result.

For the third Hankel determinant, we need the following
result.

Lemma 11. [24]. Let f ðzÞ ∈ S∗
SG be of the form (1). Then,

a2j j ≤ 1
2
,

a3j j ≤ 1
4
,

a4j j ≤ 1
6
,

a5j j ≤ 1
8
:

ð51Þ

These results are sharp for function defined as

f n zð Þ = z exp
ðz
0

et
n−1 − 1

t etn−1 + 1
� 	 dt

 !
, for an n = 2, 3, 4, 5ð Þ:

ð52Þ

Theorem 12. Let f ðzÞ ∈ S∗
SG be of the form (1). Then,

H3,1 fð Þ�� �� ≤ 191
2304

≃ 0:0829: ð53Þ

Proof. Since

H3,1 fð Þ = a3 a2a4 − a23
� 	

− a4 a4 − a2a3ð Þ + a5 a3 − a22
� 	

, ð54Þ

by applying triangle inequality, we obtain

H3,1 fð Þ�� �� ≤ a3j j a2a4 − a23
�� �� + a4j j a4 − a2a3j j + a5j j a3 − a22

�� ��:
ð55Þ

Now, using Corollary 8, Theorems 9 and 10, and Lemma
11, we get the required result.
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5. Bounds of H3,1ð f Þ for 2-Fold and 3-Fold
Symmetric Functions

Let m ∈ℕ = f1, 2, 3,⋯g, if a rotation of domain D about the
origin through an angle 2π/m carries itself on the domain D

is calledm-fold symmetric. It is very much clear to see that an
analytic function f is m-fold symmetric in D, if

f e
2π
mz

� �
= e

2π
m f zð Þ, z ∈D: ð56Þ

By SðmÞ, we mean the set of m-fold symmetric univalent
functions having the following series form

f zð Þ = z + 〠
∞

k=2
amk+1z

mk+1, z ∈D: ð57Þ

The subclass S∗ðmÞ
SG is a set of m-fold symmetric starlike

functions associated with modified sigmoid function. More
precisely, an analytic function f of the form (57) belongs to

class S∗ðmÞ
SG if and only if

zf ′ zð Þ
f zð Þ = 2

1 + e− p zð Þ−1ð Þ/ p zð Þ+1ð Þð Þ , p ∈P mð Þ, ð58Þ

where the set P ðmÞ is defined by

P mð Þ = p ∈P : p zð Þ = 1 + 〠
∞

k=1
cmkz

mk, z ∈D

( )
: ð59Þ

Theorem 13. If f ∈ S∗ð2Þ
SG be of the form (57), then

H3,1 fð Þ�� �� ≤ 1
32

: ð60Þ

Proof. Since f ∈ S∗ð2Þ
SG ; therefore, there exists a function p ∈

P ð2Þ such that

zf ′ zð Þ
f zð Þ = 2

1 + e− p zð Þ−1ð Þ/ p zð Þ+1ð Þð Þ : ð61Þ

Using the series form (57) and (59), when m = 2 in the
above relation, we have

a3 =
1
8 c2,

a5 =
1
16 c4 −

3
128 c

2
2:

ð62Þ

Now,

H3,1 fð Þ = a3a5 − a23: ð63Þ

Therefore,

H3,1 fð Þ = c2
128 c4 −

3
8 c

2
2


 �
: ð64Þ

Using (13) and (14) along with triangle inequality, we get

H3,1 fð Þ�� �� ≤ 1
32 : ð65Þ

Theorem 14. If f ∈ S∗ð3Þ
SG be of the form (57), then

H3,1 fð Þ�� �� ≤ 1
36

: ð66Þ

Proof. Since f ∈ S∗ð3Þ
SG ; therefore, there exists a function p ∈

P ð3Þ such that

zf ′ zð Þ
f zð Þ = 2

1 + e− p zð Þ−1ð Þ/ p zð Þ+1ð Þð Þ : ð67Þ

Using the series form (57) and (59), when m = 3 in the
above relation, we have

a4 =
1
12 c3: ð68Þ

Now,

H3,1 fð Þ = −a24: ð69Þ

Therefore,

H3,1 fð Þ = 1
144 c

2
3: ð70Þ

Using (13), we get

H3,1 fð Þ�� �� ≤ 1
36 : ð71Þ

The result is best possible for function defined as follows:

f4 zð Þ = z exp
ðz
0

et
3 − 1

t et3 + 1
� 	 dt

 !
= z + 1

6 z
4+⋯: ð72Þ
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In the present work, we study and extend the notion of Wijsman J–convergence and Wijsman J ∗–convergence for the sequence
of closed sets in a more general setting, i.e., in the intuitionistic fuzzy metric spaces (briefly, IFMS). Furthermore, we also examine
the concept of Wijsman J ∗–Cauchy and J–Cauchy sequence in the intuitionistic fuzzy metric space and observe some properties.

1. Introduction

In 1951, Fast [1] initiated the theory of statistical conver-
gence. It is an extremely effective tool to study the conver-
gence of numerical problems in sequence spaces by the idea
of density. Statistical convergence of the sequence of sets
was examined by Nuray and Rhoades [2]. Ulusu and Nuray
[3] studied the Wijsman lacunary statistical convergence
sequence of sets and connected with the Wijsman statistical
convergence. Esi et al. [4] introduced the Wijsman λ-statis-
tical convergence of interval numbers. Kostyrko et al. [5]
generalized the statistical convergence and introduced the
notion of ideal J–convergence. Salát et al. [6, 7] investigated
it from the sequence space viewpoint and associated with the
summability theory. Further, it was analyzed by Khan et al.
[8] with the help of a bounded operator. In 2008, Das et al.
[9] analyzed J and J ∗–convergence for double sequences.
Kisi and Nuray [10] initiated new convergence definitions
for the sequence of sets. Furthermore, Gümüş [11] studied
the Wijsman ideal convergent sequence of sets using the
Orlicz function.

In 1965, Zadeh [12] started the fuzzy sets theory. This
theory has proved its usefulness and ability to solve many
problems that classical logic was unable to handle. Karmosil
et al. [13] introduced the fuzzy metric space, which has the
most significant applications in quantum particle physics.

Afterward, numerous researchers have studied the concept
of fuzzy metric spaces in different ways. George et al. [14,
15] modified the notion of fuzzy metric space and deter-
mined a Hausdorff topology for fuzzy metric spaces. Atanas-
sov [16] generalized the fuzzy sets and introduced the notion
of intuitionistic fuzzy sets in 1986. Park [17] examined the
notion of IFMS, and Saadati and Park [18] further analyzed
the intuitionistic fuzzy topological spaces. Moreover, statisti-
cal convergence, ideal convergence, and different properties
of sequences in intuitionistic fuzzy normed spaces were
examined by Mursaleen et al. [19–21]. Also one can refer to
Sengül and Et [22], Sengül et al. [23], Et and Yilmazer [24],
Mohiuddine and Alamri [25], andMohiuddine et al. [26, 27].

2. Preliminaries

We recall some concepts and results which are needed in
sequel.

Definition 1 [5]. A family of subsets J ⊆ 2ℕ is known as an
ideal in a non-empty set ℕ , if

(1) ∅∈J ,
(2) for any C ,D ∈ J ⇒C ∪D ∈ J ,
(3) for any C ∈ J and D ⊆C ,⇒D ∈ J .
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Remark 2 [5]. An ideal J is known as non-trivial if ℕ ∉ J .
A nontrivial ideal J is known as admissible if ffng: n ∈ℕg
∈ J .

Definition 3 [5]. A nonempty subsetF ⊆ 2ℕ is known as filter
in ℕ if

(1) for every ∅∉F ,

(2) for every C ,D ∈F ⇒C ∩D ∈F ,

(3) for every C ∈F with C ⊆D, one obtain D ∈F:

Proposition 4 [5]. For every ideal J , there is a filter FðJ Þ
associated with J defined as follows:

F Jð Þ = K ⊆ℕ : K =ℕ \ A, for someA ∈ Jf g: ð1Þ

Definition 5 [5]. Let fC1,C1,⋯g be a mutually disjoint
sequence of sets of J . Then, there is sequence of sets fD1,
D1,⋯g so that ∪∞

j=1D j ∈ J and each symmetric difference
C j△D jðj = 1, 2,⋯Þ is finite. In this case, admissible ideal J
is known as property ðAPÞ.

Lemma 6 [28]. Suppose J be an admissible ideal alongside
property ðAPÞ. Let a countable collection of subsets fCkg∞k=1
of positive integer ℕ in such a way that Ck ∈FðJ Þ. Then,
there exists a set C ⊂ℕ such that C \Ck is finite for all k ∈
ℕ and C ∈FðJ Þ.

Definition 7 [29]. Let ðM, dÞ be a metric space and fCkg be a
sequence of nonempty closed subsets ofMwhich is said to be
Wijsman convergent to the closed C of M, if

lim
k→∞

d x,Ckð Þ = d x,Cð Þfor every ∈M: ð2Þ

In other words, W − lim
k→∞

Ck =C .

In 2012, Nuray and Rhoades [2] initiated the theory of
Wijsman statistical convergence for a sequence of sets.
Furthermore, Kisi and Nuray [10] extended it into J

-convergence.

Definition 8 [10]. Suppose ðM, dÞ is a metric space. A non-
empty closed subset fCkg of M is known as Wijsman J –
convergent to a closed set C , if for every x ∈M, one has

k ∈ℕ : d x,Ckð Þ − d x,Cð Þj j ≥ ϵf g ∈ J : ð3Þ

Hence, one writes JW − lim
k→∞

Ck =C .

Definition 9 [10]. Suppose ðM, dÞ is a metric space. A non-
empty closed subset fCkg of M is known as Wijsman J –
Cauchy if for each x ∈M , there exists a positive integer
m =mðϵÞ so that the set

k ∈ℕ : d x,Ckð Þ − d x,Cp

� ��� �� ≥ ϵ
� �

∈ J , for all p ≥m: ð4Þ

Definition 10 [10]. Suppose ðM, dÞ is a separable metric
space and fCkg,C is nonempty closed subsets of M. A
sequence fCkg is known as Wijsman J ∗ –convergent to
C if and only if ∃P ∈FðJ Þ and P = fp = ðpj < pj+1, j ∈ℕÞg
⊂ℕ in such a manner that

lim
k→∞

d x,Cmk

� �
= d x,Cð Þ, for every x ∈M: ð5Þ

One writes J ∗
W − lim

k→∞
Ck =C .

Definition 11 [10]. Suppose ðM, dÞ is a separable metric
space and J is an admissible ideal. A sequence fCkg of
nonempty closed subsets of M is known as the Wijsman
J ∗ –Cauchy sequence if there exists P ∈FðJ Þ, where P =
fp = ðpj < pj+1, i ∈ℕÞg in such a way that subsequence
CP = fCpk

g is Wijsman Cauchy in M, i.e.,

lim
k,l→∞

∣d x,Cmk

� �
− d x,Cpl

� �
∣ = 0: ð6Þ

Remark 12 [10]. In general, the Wijsman topology is not
first-countable, if sequence of nonempty sets fCkg is
Wijsman convergent to set C , then every subsequence
of fCkg may not be convergent to C . Every subsequence of
the convergent sequence fCkg converges to the same limit
provided that M is a separable metric space.

Definition 13 [17]. LetM be a nonempty set, η and φ be fuzzy
sets on M2 × ð0,∞Þ, ∗ be a continuous t-norm, and ⋄ be a
continuous t -conorm. Then, the five-tuple ðM, η, φ,∗,⋄Þ is
known as an intuitionistic fuzzy metric space (for short,
IFMS) if it fulfills the subsequent conditions for all s, t > 0
and for every y, z,w ∈M:

(a) ηðy, z, sÞ + φðy, z, sÞ ≤ 1,
(b) ηðy, z, sÞ > 0,
(c) ηðy, z, sÞ = 1 if and only if y = z,

(d) ηðy, z, sÞ = ηðz, y, sÞ,
(e) ηðy, z, sÞ ∗ ηðz,w, tÞ ≤ ηðy,w, s + tÞ,
(f) ηðy, z,:Þ: ð0,∞Þ→ 0, 1� is continuous,
(g) φðy, z, sÞ < 1,
(h) φðy, z, sÞ = 0 if and only if y = z,

(i) φðy, z, sÞ = φðz, y, sÞ,
(j) φðy, z, sÞ⋄φðz,w, tÞ ≥ φðy,w, s + tÞ,
(k) φðy,:Þ: ð0,∞Þ→ 0, 1� is continuous.
In such situation, ðη, φÞ is called the intuitionistic fuzzy

metric (briefly, IFM).

Example 14 [17]. Suppose ðM, dÞ is a metric space. Define
c⋄d =min ðc + d, 1Þ and c ∗ d = cd for all c, d ∈ ½0, 1�, and
suppose η and φ are fuzzy sets on M2 × ð0,∞Þ defined as
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η y, z, sð Þ = s
s + d y, zð Þ , φ y, z, sð Þ = d y, zð Þ

s + d y, zð Þ : ð7Þ

Then ðM, η, φ,∗,⋄Þ is an IFMS.

Definition 15 [18]. Let ðM, η, φ,∗,⋄Þ be an IFMS and C be a
nonempty subset of M. For all s > 0 and x ∈M, we define

η x,C , sð Þ = sup η x, y, sð Þ: y ∈Cf g ð8Þ

and

φ x,C , sð Þ = inf φ x, y, sð Þ: y ∈Cf g, ð9Þ

where ηðx,C , sÞ and φðx,C , sÞ are the degree of nearness and
nonnearness of x to C at s, respectively.

Saadati and Park [18] studied the notion of convergence
sequence with respect to IFMS which are defined as follows:

Definition 16 [18]. Let ðM, η, φ,∗,⋄Þ be an IFMS. A sequence
x = ðxkÞ is convergent to ξ if for any 0 < ϵ < 0 and s > 0 there
exists k0 ∈ℕ in such a way that

η xk, ξ, sð Þ > 1 − ϵ andφ xk, ξ, sð Þ < ϵ for all k ≥ k0: ð10Þ

Definition 17 [20]. An IFMS ðM, η, φ,∗,⋄Þ is known as sepa-
rable if it contains a countable dense subset, i.e., there is a
countable set fxkg along with subsequent property: for any
s > 0 and for all ξ ∈M, there is at least one xn in order that

η xn, ξ, sð Þ ≥ 1 − ϵ and φ xn, ξ, sð Þ ≤ ϵ, for each ϵ ∈ 0, 1ð Þ:
ð11Þ

3. Wijsman J and J ∗–convergence in IFMS

Throughout this section, we denote J to be the admissible
ideal inℕ. We begin with the following definitions as follows.

Definition 18. Let ðM, η, φ,∗,⋄Þ be an IFMS. A sequence of
sets fCkg is said be Wijsman convergent to C if for every
ϵ > 0 and s > 0 there exists k0 ∈ℕ such that

lim
k→∞

η x, Ck, sð Þ = η x,C , sð Þ and lim
k→∞

φ x, Ck, sð Þ
= φ x, C, sð Þ for all k ≥ k0:

ð12Þ

The set of all Wijsman limit point of the sequence fCkg is
denoted by LfCkg.

Definition 19. Let ðM, η, φ,∗,⋄Þ be an IFMS and J be a
proper ideal in ℕ. A sequence fCkg of nonempty closed
subsets ofM is known as Wijsman J –convergent to C with
respect to IFM ðη, φÞ, if for every 0 < ϵ < 1, for each x ∈M
and for all s > 0 such that

k ∈ℕ : ∣η x,Ck, sð Þ − η x,C , sð Þ∣f
≤1 − ϵ or ∣ φ x,Ck, sð Þ − φ x,C , sð Þ∣≥ϵg ∈ J :

ð13Þ

We write ðη, φÞ − JW − lim
k→∞

Ck =C .

Example 20. Suppose ðM, η, φ,∗,⋄Þ is an IFMS and C , fCkg
is nonempty closed subsets of M. Assume M =ℝ2 and fCkg
are sequence defined by

Ck =
x, yð Þ ∈ℝ2 : 0 ≤ x ≤ k, 0 ≤ y ≤

1
k
:x, if k ≠ n2

x, yð Þ ∈ℝ2 : x ≥ 0, y = 1, if k = n2,

8<
:

C = x, yð Þ ∈ℝ2 : x ≥ 0, y = 0
� �

:

ð14Þ

Since

lim
k→∞

1
k
∣ n ≤ k : ∣η x, yð Þ,Ck, sð Þ − η x, yð Þ,C , sð Þ∣f
≤1 − ϵ or ∣ φ x, yð Þ,Ck, sð Þ − φ x, yð Þ,C , sð Þ∣≥ϵg∣ = 0:

ð15Þ

Therefore, the sequence of sets fCkg is Wijsman statistical
convergent to the set C .

Now, define the set S as

S ϵð Þ = k ∈ℕ : ∣η x, yð Þ,Ck, sð Þ − η x, yð Þ,C , sð Þ∣f
≤1 − ϵ or ∣ φ x, yð Þ,Ck, sð Þ − φ x, yð Þ,C , sð Þ∣≥ϵg:

ð16Þ

If we assume J = J d , then the Wijsman statistical con-
vergence coincides with the Wijsman ideal convergence.
Therefore,

k ∈ℕ : ∣η x, yð Þ,Ck, sð Þ − η x, yð Þ,C , sð Þ∣f
≤1 − ϵ or ∣ φ x, yð Þ,Ck, sð Þ − φ x, yð Þ,C , sð Þ∣≥ϵg

= k ∈ℕ : k = n2
� �

⊂ J d:

ð17Þ

Definition 21. Let ðM, η, φ,∗,⋄Þ be a separable IFMS and J be
an admissible ideal in ℕ. A sequence fCkg of nonempty
closed subsets of M is known as Wijsman J–Cauchy with
respect to IFM ðη, φÞ, if for each 0 < ϵ < 1, for each x ∈M
and for all s > 0, ∃ l = lðϵÞ such that

k ∈ℕ : ∣η x,Ck, sð Þ − η x,C l, sð Þ∣f
≤1 − ϵ or ∣ φ x,Ck, sð Þ − φ x,C l, tð Þ∣≥ϵg ∈ J :

ð18Þ

Definition 22. Let ðM, η, φ,∗,⋄Þ be a separable IFMS and
fCkg be any nonempty closed subset of M. The sequence
fCkg is known as Wijsman J ∗–Cauchy with respect to IFM
ðη, φÞ, if there exists P = fp = ðpjÞ: pj < pj+1, j ∈ℕg ⊂ℕ and
P ∈FðJ Þ with the result that the subsequence CP = fCpk

g
is Wijsman Cauchy in M, i.e.
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lim
k,l→∞

∣η x,Cpk
, s

� �
− η x,Cpl

, s
� �

∣ = 1 ð19Þ

and

lim
k,l→∞

∣φ x,Cpk
, s

� �
− φ x,Cpl

, s
� �

∣ = 0: ð20Þ

Definition 23. Let ðM, η, φ,∗,⋄Þ be a separable IFMS and J be
an proper ideal inℕ. Let fCkg be nonempty closed subsets of
M. The sequence fCkg is known as Wijsman J ∗–conver-
gent to C with respect to ðη, φÞ, if there exists P ∈FðJ Þ,
where P = fp = ðpjÞ: pj < pj+1, j ∈ℕg ⊂ℕ such that for each
s > 0, we have

lim
k→∞

η x,Cpk
, s

� �
= η x,C , sð Þ, ð21Þ

and

lim
k→∞

φ x,Cpk
, s

� �
= φ x,C , sð Þ: ð22Þ

In such case, we write ðη, φÞ − J ∗
W − limCk =C .

In the following theorem, we prove that every Wijsman
J–convergent implies the Wijsman J–Cauchy condition
in IFMS:

Theorem 24. Let ðM, η, φ,∗,⋄Þ be a separable IFMS and let
J be an arbitrary admissible ideal. Then, every Wijsman
J–convergent sequence of closet sets fCkg is Wijsman J –
Cauchy with respect to IFM ðη, φÞ.

Proof. Suppose ðη, φÞ − JW − lim
k→∞

Ck =C . Then, for every

0 < ϵ < 1, for all s > 0 and x ∈ X, the set

U ϵ, sð Þ = k ∈ℕ : ∣η x,Ck, sð Þ − η x,C , sð Þ∣f
≤1 − ϵ or ∣ φ x,Ck, sð Þ − φ x,C , sð Þ∣≥ϵg ð23Þ

belongs to J . Since J is an admissible ideal, then there
exists k0 ∈ℕ with the result that k0 ∉Uðϵ, sÞ. Now, sup-
pose that

V ϵ, sð Þ = k ∈ℕ : ∣η x,Ck, sð Þ − η x,Ck0
, s

� �
∣

�
≤ 1 − 2ϵð Þ or ∣ φ x,Ck, sð Þ − φ x,Ck0

, s
� �

∣≥2ϵg:
ð24Þ

Considering the inequality

η x,Ck, sð Þ − η x,Ck0
, s

� ��� �� ≤ η x,Ck, sð Þ − η x,C , sð Þj j
+ η x,Ck0

, s
� �

− η x,C , sð Þ�� ��, ð25Þ

and

∣φ x,Ck, sð Þ − φ x,Ck0
, s

� �
∣ ≤ ∣φ x,Ck, sð Þ − φ x,C , sð Þ∣

+ φ x,Ck0
, s

� �
− φ x,C , sð Þ�� ��: ð26Þ

Observe that if k ∈ Vðϵ, sÞ, therefore

η x,Ck, sð Þ − η x,C , sð Þj j + η x,Ck0
, s

� �
− η x,C , sð Þ�� �� ≤ 1 − 2ϵð Þ,

ð27Þ

and

∣φ x,Ck, sð Þ − φ x,C , sð Þ∣ + ∣φ x,Ck0
, s

� �
− φ x,C , sð Þ∣ ≥ 2ϵ:

ð28Þ

From another point of view, since k0 ∉Uðϵ, sÞ, we
obtain

η x,Ck0
, s

� �
− η x,C , sð Þ�� �� > 1 − ϵ and ∣φ x,Ck0

, s
� �

− φ x,C , sð Þ∣ < ϵ:

ð29Þ

We achieve that

η x,Ck, sð Þ − η x,C , sð Þj j ≤ 1 − ϵ or ∣φ x,Ck, sð Þ − φ x,C , sð Þ∣ ≥ ϵ:

ð30Þ

Hence, k ∈Uðϵ, sÞ. This implies that Uðϵ, sÞ ⊂Vðϵ, sÞ
∈ J for every 0 < ϵ < 1 and for all s > 0 and x ∈M. There-
fore, Vðϵ, sÞ ∈ J , so the sequence is fCkg which is
Wijsman J–Cauchy.

Theorem 25. Let ðM, η, φ,∗,⋄Þ be a separable IFMS and let J
be an admissible ideal. Then, every Wijsman J ∗–Cauchy
sequence of closed sets is Wijsman J–Cauchy.

Proof. Suppose that sequence fCkg is Wijsman J ∗–Cauchy
with respect to IFM ðη, φÞ. Then, for each x ∈M and for
each 0 < ϵ < 1, there exists P ∈FðJ Þ, where P = fðpjÞ: pj <
pj+1, j ∈ℕg in such a way that

η x,Cpk
, s

� �
− η x,Cpl

, s
� ���� ��� ≤ 1 − ϵ, ð31Þ

and

φ x,Cpk
, s

� �
− φ x,Cpl

, s
� ���� ��� ≥ ϵ,

∀k, l > k0 = k0 ϵð Þ:
ð32Þ

Suppose N =NðϵÞ = pk0+1. Therefore, for each ϵ > 0, one
obtains

η x,Cpk
, s

� �
− η x,CN , sð Þ

��� ��� ≤ 1 − ϵ, ð33Þ
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and

φ x,Cpk
, s

� �
− φ x,CN , sð Þ

��� ��� ≥ ϵ for all k > k0: ð34Þ

Now, suppose that K =ℕ \ P. Clearly, K ∈ J and

Q ϵ, sð Þ = k ∈ℕ ∣ η x,Ck, sð Þf − η x,CN , sð Þ∣ ≤ 1
− ϵ or ∣φ x,Ck, sð Þ − φ x,CN , sð Þ∣
≥ ϵ ⊂ K ∪ p1, p2,⋯, pk0

n o
∈ J :

ð35Þ

Hence, for all s > 0 and for each 0 < ϵ < 1, one can deter-
mine N =NðϵÞ so that Qðϵ, sÞ ∈ J , that is, sequence fCkg is
Wijsman J–Cauchy.

Theorem 26. Let J be an admissible ideal including property
(AP) and ðM, η, φ,∗,⋄Þ be a separable IFMS. Then, the notion
of Wijsman J ∗–Cauchy sequence of sets coincides with
Wijsman J –Cauchy with respect to ðη, φÞ and vice-versa.

Proof. The direct part is already proven in Theorem 25.
Now, suppose that sequence fCkg is Wijsman J–

Cauchy sequence with respect to IFM ðη, φÞ. Then by defini-
tion, if for every 0 < ϵ < 1, for each x ∈ X and for all s > 0,
there exists a m =mðϵÞ such that

B ϵ, sð Þ = k ∈ℕ η x,Ck, sð Þ − η x,Cn, sð Þj jf
≤ 1 − ϵ or φ x,Ck, sð Þ − φ x,Cn, sð Þj j ≥ ϵg ∈ I:

ð36Þ

Now, suppose that

Pj ϵ, sð Þ = k ∈ℕ η x,Ck, sð Þ − η x,Cmj
, s

� ���� ���n

> 1 − 1
j
or ∣ x,Ck, sð Þ − φ x,Cmj

, s
� �

∣< 1
j

	
,

ð37Þ

wheremj =mð1/jÞ, j = 1, 2, 3,⋯. Obviously, for j = 1, 2, 3⋯ ,
Pjðϵ, sÞ ∈FðJ Þ. Using Lemma 6, there exists P ⊂ℕ so that
P ∈FðJ Þ and P \ Pj are finite for all j.

Now, we prove that

lim
k,l→∞

∣η x,Ck, sð Þ − η x,C l, sð Þ∣ = 1, ð38Þ

and

lim
k,l→∞

∣φ x,Ck, sð Þ − φ x,C l, sð Þ∣ = 0: ð39Þ

To show the above equations, let ϵ > 0, and r ∈ℕ such
that r > 2/ϵ. If k, l ∈ P, then P \ Pj is a finite set; therefore,
there exists w =wðrÞ in order that

η x,Ck, sð Þ − η x,C lr
, s

� ��� �� > 1 − 1
r
,

η x,C l, sð Þ − η x,C lr
, s

� ��� �� > 1 − 1
r
,

ð40Þ

and

φ x,Ck, sð Þ − φ x,C lr
, s

� ��� �� < 1
r
,

φ x,C l, sð Þ − φ x,C lr
, s

� ��� �� < 1
r
,

ð41Þ

for all k, l >wðrÞ. Then, the above inequalities follow that for
k, l >wðrÞ

η x,Ck, sð Þ − η x,C l, sð Þj j ≤ η x,Ck, sð Þ − η x,C lr
, s

� ��� ��
+ η x,C l, sð Þ − η x,C lr

, s
� ��� �� > 1 − 1

r


 �
+ 1 − 1

r


 �
> 1 − ϵ,

ð42Þ

and

φ x,Ck, sð Þ − φ x,C l, sð Þj j ≤ φ x,Ck, sð Þ − φ x,C l j
, s

� ���� ���
+ φ x,C l, sð Þ − φ x,C l j

, s
� ���� ��� < 1

r
+ 1
r
< ϵ:

ð43Þ

Therefore, for each ϵ > 0, ∃w =wðϵÞ and k, l ∈ P ∈FðIÞ,
we achieve

k ∈ℕ : ∣η x,Ck, sð Þ − η x,C l, sð Þ∣≤1f
− ϵ or ∣ φ x,Ck, sð Þ − φ x,C l, sð Þ∣≥ϵg ∈ J :

ð44Þ

This proves that the sequence fCkg is a Wijsman J ∗–
Cauchy.

Theorem 27. Let ðM, η, φ,∗,⋄Þ be a separable IFMS and let J
be an admissible ideal. Then

η, φð Þ − J ∗
W − lim

k→∞
Ck =C ð45Þ

implies that sequence fCkg is a Wijsman J–Cauchy sequence
with respect to IFM ðη, φÞ.

Proof. Suppose that ðη, φÞ − J ∗
W − limk→∞Ck =C . Then,

there exists P = fp = ðpjÞ: pj < pj+1, j ∈ℕg ⊂ℕ with P ∈F
ðJ Þ so that CP = fCpk

g

lim
k→∞

η x,Cpk
, s

� �
= η x,C , sð Þ, ð46Þ
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and

lim
k→∞

φ x,Cpk
, s

� �
= φ x,C , sð Þ, ð47Þ

for any ϵ > 0 and k, l > k0.
Suppose r ∈ℕ and ϵ > 0 in such a way that r > 2/ϵ. If k,

l ∈ P, then P \ Pj is a finite set; therefore, there exists kðrÞ =
k so that

η x,Cpk
, s

� �
− η x,Cpl

, s
� ���� ��� ≤ η x,Cpk

, s
� �

− x,C , sð Þ
��� ���

+ η x,Cpl
, s

� �
− η x,C , sð Þ

��� ��� > 1 − 1
r


 �
+ 1 − 1

r


 �
> 1 − ϵ,

ð48Þ

and

φ x,Cpk
, s

� �
− φ x,Cpl

, s
� ���� ��� < φ x,Cpk

, s
� �

− φ x,C , sð Þ
��� ���

+ φ x,Cpl
, s

� �
− φ x,C , sð Þ

��� ��� < 1
r
+ 1
r
< ϵ:

ð49Þ

Therefore,

lim
k,l→∞

∣η x,Cpk
, s

� �
− η x,Cpl

, s
� �

∣ = 1, ð50Þ

and

lim
k,l→∞

∣φ x,Cpk
, s

� �
− φ x,Cpl

, s
� �

∣ = 0: ð51Þ

Hence, sequence fCkg is Wijsman J–Cauchy with
respect to IFM ðη, φÞ.

4. Wijsman J–cluster points and Wijsman J–
limit points in IFMS

Throughout this section, we denote J to be the proper ideal
in ℕ and define Wijsman J–cluster and J–limit points of
the sequence of sets in intuitionistic fuzzy metric space and
obtain some results.

Definition 28. Let ðM, η, φ,∗,⋄Þ be a separable IFMS. An ele-
ment C ∈M is known as the Wijsman J -cluster point of
fCkg if and only if for any x ∈M and for all ϵ, s > 0, one has

k ∈ℕ : η x,Ck, sð Þ − η x,C , sð Þj j < 1f
− ϵ or φ x,Ck, sð Þ − φ x,C , sð Þj j > ϵg ∉ J :

ð52Þ

We denote J ðη,φÞ
W ðΓfCkgÞ as the collection of all Wijsman

J -cluster points.

Definition 29. Let ðM, η, φ,∗,⋄Þ be a separable IFMS. An ele-
ment C ∈M is known as Wijsman J–limit point of
sequence fCkg of nonempty closed subsets of M provided

that P = fp = ðpjÞ: pj < pj+1, j ∈ℕg ⊂ℕ in such a way that P
∉ J , and for any x ∈M and s > 0, we obtain

lim
k→∞

η x,Ck, sð Þ = η x,C , sð Þ and lim
k→∞

φ x,Ck, sð Þ = φ x,C , sð Þ:
ð53Þ

We denote J ðη,φÞ
W ðΛfCkgÞ as the collection of all Wijsman

J–limit points.

Theorem 30. Let ðM, η, φ,∗,⋄Þ be a separable IFMS. Then, for

any sequence sets, fCkg ⊂M, J ðη,φÞ
W ðΛfCkgÞ ⊂ J

ðη,φÞ
W ðΓfCkgÞ.

Proof. Suppose C ∈ J
ðη,φÞ
W ðΛfCkgÞ. Then, there exists P =

fp1 < p2<⋯g ⊂ℕ such that P = fp = ðpjÞ: pj < pj+1, j ∈ℕg
∉ J and for all s > 0 and x ∈M, we have

lim
k→∞

η x,Cpk
, s

� �
= η x,C , sð Þ, ð54Þ

and

lim
k→∞

φ x,Cpk
, s

� �
= φ x,C , sð Þ: ð55Þ

According to Equations (54) and (55), there exists
k0 ∈ℕ so that for each ϵ > 0 and for any x ∈ X and k
> k0

η x,Cpk
, s

� �
− η x,C , sð Þ

��� ��� > 1 − ϵ, ð56Þ

and

φ x,Cpk
, s

� �
− φ x,C , sð Þ

��� ��� < ϵ: ð57Þ

Hence,

k ∈ℕ : ∣η x,Cpk
, s

� �
− η x,C , sð Þ∣>1

n

− ϵ,∣φ x,Cpk
, s

� �
− φ x,C , sð Þ∣<ϵ

o
⊇ P \ p1, p1, _, pk0
n o

:

ð58Þ

Then, the right-hand side of (58) does not belong to
J , and then

k ∈ℕ : η x,Cpk
, s

� �
− η x,C , sð Þ

��� ��� > 1
n

− ϵ, φ x,Cpk
, s

� �
− φ x,C , sð Þ

��� ��� < ϵ
o
∉ J ,

ð59Þ

which means that C ∈ J
ðη,φÞ
W ðΓfCkgÞ.

Theorem 31. Let ðM, η, φ,∗,⋄Þ be a separable IFMS. Then,

for any sequence fCkg ⊂M, J ðη,φÞ
W ðΓfCkgÞ ⊂ LfCkg.
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Proof. Let C ∈ J
ðη,φÞ
W ðΓfCkgÞ. Then, for each ϵ > 0 and for all

s > 0 and for each x ∈M, one has

k ∈ℕ : η x,Ck, sð Þ − η x,C , sð Þj j < 1f
− ϵ or φ x,Ck, sð Þ − φ x,C , sð Þj j > ϵg ∉ J :

ð60Þ

Suppose

Qk =
n
k ∈ℕ : η x,Ck, sð Þ − η x,C , sð Þj j > 1

−
1
k
, φ x,Ck, sð Þ − φ x,C , sð Þj j < 1

k

o
,

ð61Þ

for k ∈ℕ. fQkg∞k=1 is a descending sequence of subsets of ℕ.
Hence, Q = fk = ðkiÞ: ki < ki+1, i ∈ℕg ∉ J so that

lim
k→∞

η x,Cki
, s

� �
= η x,C , sð Þ, ð62Þ

and

lim
k→∞

φ x,Cki
, s

� �
= φ x,C , sð Þ, ð63Þ

which means that C ∈ LfCkg.
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Along with the theory of bases in function spaces, the existence of a basis is not always guaranteed. The class of power series spaces
contains many classical function spaces, and it is of interest to look for a criterion for this class to ensure the existence of bases which
can be expressed in an easier form than in the classical case given by Cannon or even by Newns. In this article, a functional
analytical method is provided to determine a criterion for basis transforms in nuclear Fréchet spaces ((NF)-spaces), which is
indeed a refinement and a generalization of those given in this concern through the theory of Whittaker on polynomial bases.
The provided results are supported by illustrative examples. Then, we give the necessary and sufficient conditions for the
existence of bases in Silva spaces. Moreover, a nuclearity criterion is given for Silva spaces with bases. Subsequently, we show
that the presented results refine and generalize the fundamental theory of Cannon-Whittaker on the effectiveness property in
the sense of infinite matrices.

1. Introduction

The existence of bases is one of the fundamental problems in
the classical theory of analytic functions. A functional ana-
lytic approach to the theory of bases in function spaces
emerges naturally when studying classes of functions which
play a vital role in applied mathematics and mathematical
physics. This paper is entirely devoted to the study of bases
in the spaces of holomorphic functions in one or two com-
plex variables. Let us consider two important problems which
arise in the study of function spaces as follows:

(1) Does the space under consideration possess a basis?

(2) If this is the case, how can any other basis of this
space be characterized?

Assume these problems are answered in a positive way.
Then, when E denotes the space and ðxnÞn∈ℕ stands for a
basis in E, each element x ∈ E admits a (unique) decomposi-

tion of the form ∑∞
n=1 anðxÞxn whereby for each n ∈ℕ, an is a

linear functional on E. In practice (e.g., in approximation
theory), the choice of a suitable basis is very important.

The present work essentially deals with these two funda-
mental problems in the case where the considered function
spaces admit a set of polynomials as a basis (or in the
terminology of Cannon-Whittaker, a basic set of polyno-
mials) [1–5]. Basic examples of such function spaces are
given by the space of holomorphic functions in an open disc
or the space of analytic functions on a closed disc. Of course,
as the theory of holomorphic functions in the plane allows
generalizations to higher dimensions, analogous problems
may be considered in the corresponding function spaces,
see [2, 6–14].

Cannon and Whittaker [5, 15–17] studied the existence
of basic sets of polynomials of one complex variable (as
bases) in the classical spaces OðBðrÞÞ, and later, many authors
considered such problem in the space Oð�BðrÞ × �BðrÞÞ, see for
example [2, 14, 18, 19]. The main tool in their investigations
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is a Cannon criterion, determining whether the considered
set of polynomials forms a basis for the space (or in theWhit-
taker terminology, this set of polynomials is effective). So that
by the effectiveness of the basic set of polynomials fPnðzÞg,
z ∈ℂ, in the closed ball �BðrÞ, it means that the set forms a
base for the class E of holomorphic functions regular in
�BðrÞ with norm given by Mð f , rÞ, f ∈ E.

In our approach here, we introduce the topic from a dif-
ferent point of views, as the change of basis problem pre-
sented in the abstract setting of nuclear Fréchet spaces
((NF)-spaces) and nuclear Silva spaces ((NS)-spaces) having
in mind essentially the basic example OðBðrÞÞ. Criteria are
obtained which tell us under which conditions an infinite
matrix P is a basis transform in both a (NF)-space and a
NS-space with basis. These criteria are then applied to the
case of power series spaces, thus yielding a refinement of
Cannon’s criterion in the case Oð�BðrÞÞ or even those given
in [4, 13, 18, 20]. It is worth mentioning that this problem
has been treated by many authors from different angles for
which we may mention [4, 5, 21, 22]. Furthermore, signifi-
cant advances of the subject in higher dimensional spaces
have been investigated as in the space of several complex var-
iables ℂn [2], monogenic function spaces [8–12, 23, 24], and
the matrix function spaces [22]. Much close to the effective-
ness problem is the study of spaces of entire functions having
finite growth, wherein [25] the author showed that such
spaces are also (NF)-spaces.

The main purpose of this paper is to find criteria under
which a sequence of vectors ðxnÞn∈ℕ in a (NF)-space E with
basis is itself a basis for E. This leads to the notion of basis-
preserving homeomorphisms between (NF)-spaces with
bases. The analog study on (NS)-spaces is also provided.
Our results are then applied to the case of power series spaces
to get a link with the theory of Whittaker on polynomial
bases [5] and the theory of Newns who treated the problem
of effectiveness by using the topological method approach
(see [4]). To begin our investigation, we first give a survey
of all necessary definitions and basic results from the general
theory of locally convex topological vector spaces and the
theory of nuclear spaces. For a more general account, we refer
to [26–29]. Then, we point out that the results obtained in
this paper might form the starting point of further investiga-
tions concerning basis transforms in more general locally
convex spaces and higher dimension context.

2. Preliminaries

In the sequel, P = ðPijÞ, Q = ðQijÞ, and T = ðTijÞ be infinite
complex matrices and the infinite identity matrix will be
denoted by I. All vector spaces will be Fréchet spaces over
ℂ, although all results are without changes valid for vector
spaces over ℝ: Since we are interested in basis transforms,
it will be convenient to look upon a space together with a
basis, and notation of the form ðV , bÞ will be used, where V
is the vector space and b = fbng+∞n=1 is a topological basis for
V . If V and W are isomorphic, then there exists an isomor-
phism φ, called a basis-preserving isomorphism, mapping
the basis b of V to a basis c of W (i.e., φðbnÞ = cn for all n);

ðV , bÞ and ðV , cÞ are called similar. This relation is written
ðV , bÞ ≃ ðV , cÞ. Obviously, it is not necessarily true that if b
and f are two bases for V then ðV , bÞ ≃ ðV , f Þ. If it is true
however we speak of conjugate bases. If x = ðxnÞ is a sequence
of vectors in V and for each k, the series

yk = 〠
n∈ℕ

Pknxn, k ∈ℕ ð1Þ

converges, we simply write y = Px.

2.1. Köthe Sequence Spaces. Let ω denote the space of all
infinite sequence of complex numbers and let A = ðaknÞ be
an infinite matrix of real nonnegative numbers such that
akn ≤ ak+1n for all n, k and for each n, these exist k such that
akn ≠ 0. Here, k and n stand for the row and the column
indices, respectively. With such a matrix A, we associate
the following subset of ω:

K Að Þ = ξ = ξnð Þ ∈ ω : ξk kk = 〠
∞

n=1
akn ξnj j<+∞,k ∈ℕ

( )
, ð2Þ

with the topology given by the seminorms k∙kk. Note that
P = fk∙k: k ∈ℕg is a sequence of norms on KðAÞ, which
is moreover a system of norms on KðAÞ. Putting for each
n ∈ℕ, en = ðδknÞk∈ℕ, we cite the following important result
proved by Pietsch in [29].

Theorem 1 (see [29]). KðAÞ is an (F)-space and e = ðenÞn∈ℕ is
a basis for KðAÞ.

Remark 2. It is well known that if ðV , xÞ is a (NF)-space
and the topology is given by seminorms pk, then ðV , xÞ
≃ ðKðAÞ, eÞ, where A is given by the relation akn = pkðxnÞ.
This makes it possible to use alternatively the seminorms
pk, kφð:Þkk, or jφð:Þjk where φ is the basis-preserving
isomorphism.

2.2. Nuclear Fréchet Spaces with Basis. We shall write shortly
(F)-space for Fréchet space and (NF)-space for nuclear Fré-
chet space, as is common in the literature (see [27, 30–32]).
Now, let ðE,P Þ be an (F)-space where it is henceforth
assumed that the countable system of seminorms P = fpk
: k ∈ℕg is in fact a sequence of norms. We therefore write
pk = k∙kk.

The following result given in [28, 33] is useful in the
sequel.

Theorem 3 (Banach’s homeomorphism theorem). Let ðE,P Þ
and ðF,QÞ be (F)-spaces and let T : E→ F be a bijective and
bounded linear operator. Then, T is a homeomorphism and
thus T−1 is also bounded.

The definition of the (NF)-spaces was introduced in [26]
as follows.

Definition 4 ((NF)-space with basis). Let ðE,P Þ be an (F)-
space. Then, it is called a (NF)-space if for each k ∈ℕ, there
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exist ℓ ∈ℕ and a sequences ðynÞn∈ℕ in E and ðLnÞn∈ℕ in E′
such that for each x ∈ E,

(i) x= k:kk∑n∈ℕ LnðxÞyn
(ii) ∑∞

n=1 kLnkℓ′kynkk < +∞

where kLnkℓ′ = supx∈E,kxkℓ≤1jLnðxÞj and if kLnkℓ′ =∞, then
kynkk = 0.

Now, we recall some functional theorems concerning
(NF)-spaces with basis.

Theorem 5 (Dynin-Mitiagin [34, 35]). Let ðE, xÞ be a (NF)-
space with basis. Then, for each k ∈ℕ, there exist ℓ ∈ℕ and
Kk > 0 such that, if for y ∈ E, y =∑∞

n=1 αnðyÞxn, where αnðyÞ
is the coefficient function, then

〠
∞

n=1
αn yð Þj j xnk kk < Kk yk kℓ: ð3Þ

Corollary 6 (see [34, 35]). Each base in a (NF)-space with
basis is absolute.

Theorem 7 (see [31]). Let E be a (NF)-space with a complete
biorthogonal system ðxn, x′nÞn∈ℕ: Then, x = ðxnÞn∈ℕ is a basis
for E if and only if for each k ∈ℕ, there exist ℓ ∈ℕ, and Kk > 0
such that for each y ∈ E,

sup
n∈ℕ

x′n yð Þ�� �� xnk kk ≤ Kk yk kℓ: ð4Þ

Theorem 8 (Haslinger’s criterion for a (NF)-space with basis
[30]). Let ðE, xÞ be a (NF)-space with basis and let ðyn, y′nÞn∈ℕ
be a complete biorthogonal system in E. Then, ðynÞn∈ℕ is a
basis in E if and only if for each k ∈ℕ, there exist ℓ ∈ℕ and
Kk > 0 such that for each j ∈ℕ,

sup
n∈ℕ

y′n xj
� ��� �� xnk kk ≤ Kk xj

�� ��
ℓ
: ð5Þ

2.3. Nuclear Köthe Sequence Spaces. As we have seen that a
Köthe sequence space KðAÞ is an (F)-space with basis e, we
have also according to [29].

Theorem 9. (see [29]). Let KðAÞ be a Köthe sequence space.
Then, KðAÞ is nuclear (and hence a (NF)-space with basis) if
and only if for each k ∈ℕ, there exists ℓ ∈ℕ such that

〠
n∈ℕ

akn
aℓn

< +∞: ð6Þ

Now, suppose that KðAÞ is a Köthe sequence space and

put

S Að Þ = ξ ∈ ω : sup
n∈ℕ

ξnj jakn < +∞
� �

,

ξk kk = sup
n∈ℕ

ξnj jakn, k ∈ℕ, ξ ∈ S Að Þ:
ð7Þ

Then, clearly, Q = fk∙kk : k ∈ℕg is a set of norms on
SðAÞ. We call SðAÞ the supremum space associated with
A. Then, we have

Theorem 10 (see [29]). ðSðAÞ,P Þ is an (F)-space.

Remark 11.

(i) Notice that, although SðAÞ is always an (F)-space, it
need not have a basis. Indeed, it is sufficient to con-
sider A = ðaknÞ with akn = 1 for all n, k ∈ℕ

(ii) Notice also that for this matrix A, the condition (6)
needed for the nuclearity of KðAÞ is not satisfied.
This might suggest that the nuclearity of KðAÞ could
be related to the existence of a basis for SðAÞ. This is
indeed the case as it was shown in [26, 30–32, 36],
which can be stated in the following theorem

Theorem 12.

(i) KðAÞ is nuclear if and only if SðAÞ is nuclear
(ii) KðAÞ and SðAÞ are homeomorphic

(iii) The standard basis e = ðenÞn∈ℕ of KðAÞ is also a basis
for SðAÞ, and thus, SðAÞ is a (NF)-space with basis

This theorem implies immediately that if KðAÞ is nuclear,
then ðKðAÞ, eÞ ≃ ðSðAÞ, eÞ.
2.4. Important Remarks. For (F)-spaces, and even for (NF)-
spaces, the existence of a basis is not always guaranteed, as
was shown in [34, 35]. The Haslinger’s criterion mentioned
previously in Theorem 8 is essential for our study, namely,
to establish whether or not an infinite matrix P determines
a basis transform in either (NF)-space or (NS)-space with
basis. That is what we strive to achieve in the sequel. This will
give a refinement of the criteria of effectiveness problem in
the sense of Cannon-Whittaker theory on basis of
polynomials.

Beforehand, we give a fruitful study concerning a crite-
rion for an (F)-space to be nuclear showing by supporting
examples that the provided criterion is attainable.

3. A Nuclearity Criterion for
(F)-Spaces with Basis

In this section, we give a criterion stating under which condi-
tions an (F)-space E with basis x = ðxnÞn∈ℕ is nuclear. Let us
recall that for an (F)-space E with x = ðxnÞn∈ℕ, the associated
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linear functional x′n, n ∈ℕ is bounded according to Schau-
der’s theorem [28] which states that “if E is an (F)-space
and ðxnÞn∈ℕ is a basis for E, then ðxnÞn∈ℕ is a Schauder’s
basis.”

As usual, it is tacitly understood that the topology of the
(F)-space is determined by a countable sequence ðk∙kmÞm∈ℕ
of norms.

Theorem 13. Let E be an (F)-space with basis x = ðxnÞn∈ℕ.
Then, the following are equivalent:

(i) E is nuclear

(ii) For each t ∈ℕ, there exists s ∈ℕ such that

〠
n∈ℕ

xnk kt
xnk ks

< +∞: ð8Þ

Proof. Let E be a nuclear space. Then, by Dynin-Mitiagin the-
orem 5, it follows that for all t ∈ℕ, there ought to exist s ∈ℕ
such that

〠
∞

n=0
xn′
�� ��

s
xnk kt <∞: ð9Þ

Since xn′ðxnÞ = 1, we have 1 ≤ ∥xn′∥s′∥xn∥s or ∥xn′∥s′≥ 1/∥
xn∥s. Consequently,

〠
∞

n=0

xnk kt
xnk ks

< +∞: ð10Þ

Conversely, assume that for each t ∈ℕ, there exists s ∈ℕ
such that

〠
∞

n=0

xnk kt
xnk ks

< +∞: ð11Þ

Let S be the following space:

S = a = anð Þn∈ℕ : an ∈ℂ for all n ∈ℕ and a½ �k
�

= 〠
∞

n=0
anj j xnk kk<+∞for all k ∈ℕ

�
:

ð12Þ

Then, clearly, S is a supremum space associated with
A = ðaknÞ where akn = kxnkk, hence a Fréchet space. By the
condition assumed, it follows from Theorem 12 that S is
nuclear.

Now, consider the map ψ : S→ E such that

ψ : anð Þn∈ℕ → 〠
∞

n=0
anx

n: ð13Þ

Obviously, ψ is linear, continuous, and injective. We now
prove that ψ is also surjective, i.e., if y ∈ E with y =∑∞

n=0 anx
n,

then a = ðanÞn∈ℕ ∈ S. Fix s ∈ℕ, then as ∑∞
n=0 anx

n converges
in F, lim

n→∞
janjkxnks <∞ whence

bs = sup
n∈ℕ

anj j xnk ks < +∞: ð14Þ

Now, let t ∈ℕ be chosen arbitrarily and let s ∈ℕ such
that ∑∞

n=0 ð∥xn∥t/∥xn∥sÞ < +∞. Hence,

〠
∞

n=0
anj j xnk kt = 〠

∞

n=0
anj j xnk ks

xnk kt
xnk ks

≤ bs 〠
∞

n=0

xnk kt
xnk ks

< +∞:

ð15Þ

Consequently, a = ðanÞn∈ℕ ∈ S. By virtue of Banach’s
homeomorphism theorem 3 (see [28]), ψ is bicontentious
and so E is homeomorphic to S or in other words E is nuclear.

Remark 14.

(1) Notice that Theorem 13 provides a relatively simple
tool for determining the nuclearity of an (F)-space
with basis. In what follows, for an (F)-space E having
a basis ðxnÞn∈ℕ satisfying (8), we put

S Að Þ = a = anð Þn∈ℕ : an ∈ℂ and for all k ∈ℕ, a½ �k
�

= 〠
∞

n=0
anj j xnk kk < +∞

� ð16Þ

(2) As we have seen, SðAÞ is a nuclear supremum space
which is isomorphic to E. Here, A = ðaknÞ with akn =
kxnkk

(3) From the isomorphism ψ constructed in the proof
above, it follows that if ðE, xÞ is a (NF)-space with
basis ðxnÞn∈ℕ, then the following isomorphisms hold:

E, xð Þ ≃ K Að Þ, eð Þ ≃ S Að Þ, eð Þ ð17Þ

We thus obtain that the natural system of seminorms on
E is equivalent to

(i) the system of norms

yk kk = 〠
n∈ℕ

anj jakn, k ∈ℕ ð18Þ

(ii) the system of norms
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yk kk = sup
n∈ℕ

anj jakn, k ∈ℕ ð19Þ

Note that in both cases, an = x′nðyÞ, n ∈ℕ.

(4) A nuclearity criterion for the more general case of
locally convex spaces having an equicontinuous
Schauder basis was proved by Kamthan in [32]. Our
Theorem 13 is a special case of his; however, since
we are working in (F)-spaces, the proof can be done
in a rather easy way. For the case of Köthe spaces,
we also refer to [36].

Now, we illustrate the usefulness of the criterion obtained
in Theorem 13.

Example 1. Consider the space OðBðRÞÞ of holomorphic
functions in the open disk BðRÞ provided with the countable
system P of seminorms pk where

pk fð Þ = sup
zj j≤rk

f zð Þj j, z ∈ℂ, ð20Þ

ðrkÞk∈ℕ being a strictly increasing sequence of positive num-
bers with 0 < rk < R, and lim

k→∞
rk = R. One may take, for exam-

ple, rk = R − ð1/kÞ (assuming tacitly that R > 1, if R ≤ 1, then
similar choices may, of course, be made) if R is finite and rk
= k if R is infinite.

As we saw before that ðOðBðRÞÞ, ξÞ is a Fréchet space with
basis ξ = ðznÞn∈ℕ, although it is well known that ðOðBðRÞÞ, ξÞ
is a (NF)-space (see [29]), its proof is not trivial.

As will be seen now, the criterion just proved yields the
nuclearity of ðOðBðRÞÞ, ξÞ in an easy way. Indeed, as for each
k ∈ℕ and n ∈ℕ,

znk kk = sup
zj j≤rk

znj j = rnk : ð21Þ

Taking k ∈ℕ fixed, then for each ℓ > k, we have

〠
∞

n=0

znk kk
znk kℓ

= 〠
∞

n=0

rnk
rnℓ

= 〠
∞

n=0

rk
rℓ

� 	n

< +∞: ð22Þ

So, the criterion applies.

Remark 15. Notice that, as we previously mentioned,

O B Rð Þð Þ, ξð Þ ≃ K Að Þ, eð Þ ≃ S Að Þ, eð Þ, ð23Þ

with A = ðaknÞ and akn = supjzj≤rk jznj, whence the natural sys-
tem of seminorms P = fk∙kk : k ∈ℕg and the system of
seminorms P KðAÞ and P SðAÞ induced on ðOðBðRÞÞ, ξÞ are
all equivalent. Here,

P K Að Þ = ∙k kk,K : k ∈ℕ

 �

,

P S Að Þ = :½ �k : k ∈ℕ

 �

,
ð24Þ

where if f ∈ OðBðRÞÞ admits the Taylor series at the origin,

f zð Þ = 〠
∞

n=0
cnz

n, ð25Þ

then, for k ∈ℕ, ½ f �k = supn∈ℕjcnjakn and k f kk,K =∑∞
n=0 jcnjakn.

Notice that we already obtain directly, and this by using
Cauchy’s inequality and the triangle inequality, respectively,
the following comparison between the systems of seminorms
under consideration for each k ∈ℕ and f ∈ OðBðRÞ,

f½ �k ≤ fk kk ≤ fk kk,K : ð26Þ

Thus, the equivalence between the systems of seminorms
established above gives stronger results.

Example 2. Consider the space OðBðRÞ × BðRÞÞ of holo-
morphic functions in two complex variables in the open
polydisc BðRÞ × BðRÞ, provided with the countable system
P of seminorms pk where

pk fð Þ = sup
∣u∣≤rk ,∣v∣≤rk

f u, vð Þj j: ð27Þ

Again, ðrkÞk∈ℕ is strictly increasing sequence of posi-
tive numbers with 0 < rk < R and lim

k→∞
rk = R. As is well

known, ðOðBðRÞ × BðRÞÞ, ξÞ is a Fréchet space. Moreover,
as it is shown again by the Taylor series at the origin
for any f ∈ OðBðRÞ × BðRÞÞ, the sequence ξ = ðunvmÞn,m∈ℕ
is a basis for OðBðRÞ × BðRÞÞ. Although it is known that
ðOðBðRÞ × BðRÞÞ, ξÞ is a (NF)-space, our criterion will yield
the nuclearity of it in a very simple way. Indeed, since for
each k ∈ℕ and n,m ∈ℕ,

unvmk kk = sup
∣u∣≤rk ,∣v∣<rk

unvmj j = rn+mk , ð28Þ

we obtain that, taking k ∈ℕ fixed, for each ℓ > k,

〠
∞

n=0
〠
∞

m=0

unvmk kk
unvmk kℓ

= 〠
∞

n=0
〠
∞

m=0

rk
rℓ

� 	n+m
= rℓ

rℓ − rk

� 	2
< +∞,

ð29Þ

the nuclearity of this space is proved.

4. Overview on Basis Transforms in (NF)-Spaces
and the General Theory of Effectiveness

4.1. Basis Transforms and Effectiveness Phenomena. In this
section, we provide a general overview of the notion of basis
transforms in (NF)-spaces from which a criterion is obtained.
This criterion shows that under which conditions, a sequence
of vectors ðxnÞn∈ℕ in a (NF)-space E with basis is itself a basis
for E. This leads to the notion of basis-preserving homeo-
morphisms between (NF)-spaces with basis. The given
results are then applied to the case of power series spaces
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giving a general criterion for basis transforms which improve
and refine that one of Cannon-Whittaker on the phenomena
of effectiveness.

The idea behind this study is to link the theory of basis
transforms in some locally convex space with the theory of
Cannon-Whittaker on polynomial bases. In the meantime,
we improve and refine the effectiveness phenomena which
represents the core of Whittaker’s theory.

It is worth mentioning that in the classical treatment of
the subject of polynomial bases as was introduced byWhitta-
ker and Cannon [17], the methods for establishing effective-
ness depend on the region of effectiveness and on the class of
functions for which the base is effective. The first attempt at
some uniformity among the different methods was made by
Newns, who gave in [4] a topological approach leading to a
general theory of effectiveness. Our approach is entirely dif-
ferent depending on functional analytical methods and the
basis transforms being performed by means of infinite matri-
ces. In the Cannon-Whittaker theory, the main tool they used
depends essentially on assuming the row-finite matrices of
coefficients and operators.

In what follows, it is thus understood that E is a
(NF)-space with basis ðxn, x′nÞn∈ℕ. Moreover, P = ðPijÞ
and Q = ðQijÞ stand for infinite matrices over ℂ and we
denote the infinite identity matrix by I. In such a way,
we formally write

yk = 〠
n∈ℕ

Pknxn, k ∈ℕ: ð30Þ

We start by stating the following result by Cnops and
Abul-Ez [37].

Theorem 16 (uniqueness theorem). Suppose that ðykÞk∈ℕ is a
basis for E. Then, P has two-sided inverse Q.

The following problem now arises: let E be a (NF)-space
with basis ðxnÞn∈ℕ and ðynÞn∈ℕ be a sequence in E satisfying
the relations

xn = 〠
j∈ℕ

Qnjyj ð31Þ

and formally,

yk = 〠
n∈ℕ

Pkn 〠
j∈ℕ

Qnjyj

 !
: ð32Þ

Under which condition on the matrices P and Q we con-
clude that ðykÞk∈ℕ is a basis for E?

Remark 17. In fact, (31) and (32) do not assume that ðykÞk∈ℕ
is a basis. An example is given by Faber polynomials which
are valid in a noncircular domain, see [38]. Since the nth
Faber polynomials is of degree n, it is possible to write each
zk as a linear combination (even a finite one) of Faber poly-
nomials. However, it is well known that Faber polynomials

in general do not form a basis for OðBðRÞÞ, but restricted
conditions should be considered, see the work of Newns
[4]. The answer of the above question is provided by the fol-
lowing interesting results by Cnops and Abul-Ez [37].

Theorem 18 (basis transforms in (NF)-spaces). Let the
sequence ðykÞk∈ℕ in E allow representations of the form (31)
and (32). Then, a biorthogonal system ðyn, y′nÞn∈ℕ forming a
basis for E may be constructed if and only if

(B.1) PQ =QP = I
(B.2) For each m ∈ℕ, there exist ℓ ∈ℕ, Km > 0 such that

for all k, n ∈ℕ

Qnkj j ykk km ≤ Km xnk kℓ: ð33Þ

Remark 19.

(1) From the isomorphism between ðE, ðxnÞn∈ℕÞ and
SðAÞ and the derived equivalent system of norms
on E (see also Theorems 13 and 12), we have that
(B.2) is equivalent to

(B ′.2) For eachm ∈ℕ, there exist ℓ ∈ℕ and Km > 0 such
that for all n, k, t ∈ℕ

Qnkj j Pktj j xtk km ≤ Km xnk kℓ ð34Þ

(2) On the other hand, using the sum-norm and apply-
ing the Dynin-Mitiagin theorem, we deduce that
(B.2) and (B.2) ′ are equivalent to

(B ′′.2) For each m ∈ℕ, there exist ℓ ∈ℕ and K′m > 0
such that for all n ∈ℕ

〠
k∈ℕ

〠
t∈ℕ

Qnkj j Pktj j xtk km ≤ K′m xnk kℓ ð35Þ

(3) Some comments on the requirement that P has two-
sided inverse Q. It is of course possible that P has sev-
eral two-sided inverses. But, if P is taken to belong to
some class of infinite matrices which forms a ring R
under the classical rules of addition and multiplica-
tion for matrices and moreover I ∈R, then, if P has
a two-sided inverses Q ∈R, Q is unique

An example of such a ringR is the ringRup of all infinite
upper-triangular matrices or the ring Rlo of all infinite
lower-triangular matrices. It is clear that if, e.g., P ∈Rup
has all diagonal elements different from zero, then P has a
two-sided inverse Q in Rup which is therefore unique (see
[39]). Nevertheless, it may happen that although the matrix
P we are considering belongs to some ring R of infinite
matrices, P admits a two-sided inverse which does not belong
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to the ringR. We address this phenomenon in the following
example.

Example 3. Let R be the ring of all infinite row-finite matri-
ces and P ∈R given by P = ðPijÞ∞i,j=1, where

Pii = 1, i ∈ℕ,
Pi,i+1 = −1, i ∈ℕ,
Pij = 0, j ≠ i or j ≠ i + 1,

ð36Þ

that is,

P =

1 −1 0 ⋯ 0 0
0 1 −1 ⋯ 0 0
0 0 1 −1 ⋯ 0
: : ⋱ ⋱ ⋱ :

0 0 ⋯ 0 1 −1
0 0 ⋯ 0 0 1

0
BBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCA

: ð37Þ

Then, P admits the two-sided inverse Q = ðQijÞ∞i,j=1 with

Qij =
0 if j < i,
1 if j ≥ i,

 
ð38Þ

that is,

Q =

1 1 1 ⋯ 1 1
0 1 1 ⋯ 1 1
0 0 1 ⋯ 1 1
: : ⋱ ⋱ : :

0 0 ⋯ 0 1 1
0 0 ⋯ 0 0 1

0
BBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCA

: ð39Þ

Clearly, Q is not row-finite.

Remark 20. Applying P to the space ðOðBð1/2ÞÞ, ξÞ, Pξ is
given by

pk zð Þ = zk − zk+1, k = 0, 1, 2,⋯, ð40Þ

and using our criterion for a basis transform, p = Pξ is indeed
a basis for OðBð1/2ÞÞ.

These considerations therefore suggest that, when an
infinite matrix P is given and we wish to use it as a basis
transform in some (NF)-space ðE, xÞ, we check the following:

(i) The existence of an infinite matrix Q which is a two-
sided inverse of P, i.e., (B.1)

(ii) The criterion (B.2) or (B ′.2) or (B ′′.2) holds

Suppose (i) is fulfilled. Then, the following situations may
occur:

(i.1) Q is the unique two-sided inverse of P; then, (ii)
above should be verified.

(i.2) P admits several two-sided inverses. If P defines a
basis transform, there is a unique two-sided inverse Q such
thatQp exists andQ satisfies (B.2). If P does not define a basis
transform, the set of inverses

Q : QP = PQ = I andQP existsf g: ð41Þ

The above remark leads to the following result.

Corollary 21. Let P be an infinite matrix having a two-sided
inverse Q such that Qp converges. Then, P defines a basis
transform if and only if the pair ðP,QÞ satisfies conditions
(B.2) (equivalently (B′.2) or (B′′.2)).

4.2. Power Series Spaces. A class of Köthe sequence spaces
which will be of special interest to us is that of so-called
power series spaces. Let α = ðαnÞn∈ℕ be an increasing
sequence of positive numbers and put for 0 < R < +∞ fixed,

ank = Re−1/k
� αn

: ð42Þ

Then, calling A = ðaknÞ and associating with it the Köthe
sequence space KðAÞ, it is well known that

}K Að Þ is nuclear⇔ lim
n→∞

log n
αn

= 0:} ð43Þ

In the case R =∞, we put

akn = ekαn ð44Þ

and A = ðaknÞ: It is then well known that

}K Að Þ is nuclear⇔ limsup
n→∞

log n
αn

< +∞:} ð45Þ

For an account of these results, we refer to [26]. In the
case 0 < R < +∞, the space KðAÞ is denoted by KðAÞ =ΛRð
αÞ while the case R =∞, the notation KðAÞ =Λ∞ðαÞ is used.

Notice that, putting rk = Re−1/k (0 < R < +∞) or rk = ekαn
(R =∞), then rk↑R or rk↑∞.

The question now arises to determine whether or not a
given (NF)-space with basis is similar to a space of the type
ðΛRðαÞ, eÞ or ðΛ∞ðαÞ, eÞ, the latter spaces being called power
series spaces.

Now, we illustrate the problem by means of the following.
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Example 4. The space ðOðBðRÞÞ, ξÞ, 0 < R < +∞. Define for
each k ∈ℕ and f ∈ OðBðRÞÞ,

fk kk = sup
zj j≤Re−1/k

f zð Þj j: ð46Þ

As lim
n→∞

ðlog n/nÞ = 0, we can take α = ðαnÞn∈ℕ with αn = n

for all n ∈ℕ. Consequently, ðOðBðRÞÞ, ξÞ ≃ΛRðℕ, eÞ.

Example 5 (the space ðOðBðℂÞ, ξÞÞ. In this case R =∞ and
we may describe the topology on OðℂÞ by the system of
seminorms P = fk∙kk : k ∈ℕg where for each k ∈ℕ and
f ∈ OðℂÞ,

fk kk = sup
zj j≤ek

f zð Þj j: ð47Þ

Hence, for each n ∈ℕ, kznkk = supjzj≤ek jznj = enk.
As supn∈ℕðlog n/nÞ < +∞, we can take α = ðαnÞn∈ℕ with

αn = n for all n ∈ℕ. Consequently, ðOðℂÞ, ξÞ ≃Λ∞ðℕ, eÞ:
In the sequel, we denote for convenience ðΛRðαÞ, eÞ ≃ K

ðα, RÞ, the associated supremum space will be denoted by S
ðα, RÞ.
4.3. Similarity Theorem. The following criterion will
completely answer the equation we mentioned above,
namely, to know under which conditions a (NF)-space with
basis is similar to some power series space Kðα, RÞ. To reach
this end, let us introduce the following notations.

Given the basis x = ðxnÞn∈ℕ of E and the sequence α =
ðαnÞn∈ℕ determining Kðα, RÞ, we put for each k ∈ℕ
RðkÞ = limsupn→∞kxnk1/αnk and rðkÞ = liminfn→∞kxnk1/αnk .
Clearly, rðkÞ ≤ RðkÞ for each k ∈ℕ.

Suppose that R is finite (the case R = +∞ is treated in a
similar way).

Theorem 22 (similarity theorem basis [37]). Let ðE, xÞ be a
(NF)-space with basis and let Kðα, RÞ be some power series
space. Then, ðE, xÞ ≃ Kðα, RÞ if and only if

(i) rðkÞ↑R
(iii) RðkÞ < R for each k ∈ℕ

After having established which (NF)-spaces with basis
are similar to a power sequence space (Theorem 22), we
now aim to apply the criterion obtained for basis transforms
(Theorem 18) to the case of power sequence spaces. To do
this, consider the power sequence space Kðα, RÞ with basis
e = ðetÞt∈ℕ. Then, we know that for each m ∈ℕ,

etk km =
Re−1/m
� �αt for 0 < R <∞,
emð Þαt forR =∞:

(
ð48Þ

In the sequel, we put rm = R−1/m (0 < R < +∞) or rm = em.
So, if P is an infinite matrix acting on e, then by a direct trans-

lation of Theorem 18, the authors of [37] established the fol-
lowing fundamental results.

Theorem 23 (basis criterion). Let Kðα, RÞ be a power
sequence space and let P be an infinite matrix. Then, Pe is a
basis for Kðα, RÞ if and only if

(i) there exists an infinite matrix Q such that PQ =
QP = I

(ii) for eachm ∈ℕ, there exist ℓ ∈ℕ and Km > 0 such that
for all n, k, t ∈ℕ,

Qnkj j Pktj jrαtm ≤ Kmr
αn
ℓ : ð49Þ

Definition 24 (see [37]). Let P be an infinite matrix which has
two-sided inverseQ and let r > 0 be fixed. Then, for n ∈ℕ, we
put

Jn P, rð Þ = sup
k,t

Qnkj j Pktj jrαt ð50Þ

and call

J P, rð Þ = lim
n→∞

Jn P, rð Þð Þ1/αn ð51Þ

if all JnðP, rÞ are finite, and +∞ otherwise.
From Theorem 23, the following result was deduced in

[37].

Theorem 25 (criterion for basis transforms [37]). Let Kðα, RÞ
be a power sequence space and let P be an infinite matrix with
two-sided inverse Q. Then, P determines a basis transform in
Kðα, RÞ if and only if for all 0 < r < R,

J P, rð Þ < R: ð52Þ

Remark 26. We saw before that the criterion (B ′.2) is equiv-
alent to (B ′′.2). This of course prompts the introduction of
the following entities: given r > 0, we put

Zn P, rð Þ =〠
k

〠
t

Qnkj j Pktj jrαt , ð53Þ

Z P, rð Þ = lim
n→∞

Zn P, rð Þð Þ1/αn : ð54Þ

This leads to the following important result which was
shown in [37].

Theorem 27 (general criterion for basis transforms [37]). Let
Kðα, RÞ be a power sequence space and let P be an infinite
matrix having a two-sided inverse Q. Then, P determines a
basis transforms in Kðα, RÞ if and only if for all 0 < r < R,

Z P, rð Þ < R: ð55Þ

Remark 28. It should be noted that Cannon [15] gave a crite-
rion of the form in (54) for certain spaces of holomorphic
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functions, although he did not prove that P defines a basis
transform but only that every function can be represented
by a series in Pξ.

4.4. Cannon-Whittaker’s Criterion Revisited. Consider the
space ðOðBðRÞÞ, ξÞ. In [15], Cannon considered an infinite
matrix P of the following type:

(i) P is row-finite

(ii) P possesses a row-finite two-sided inverses Q [5]

For each 0 < r < R, the following entities were introduced
[40]:

The Cannon sum λnðP, rÞ ≤∑k,r jQnkjkPkkr for the Can-
non bases. As for the non-Cannon base (general base), it
introduced the Cannon sum in the form:

Fn P, rð Þ = sup
t1,t2

sup
zj j≤r

〠
t2

k=t1
Qnk 〠

k

Pksz
s

 !
: ð56Þ

Consequently, for the corresponding Cannon functions

λ P, rð Þ = limsup
n→∞

λn P, rð Þ½ �1/n,

κ P, rð Þ = limsup
n→∞

Fn P, rð Þ½ �1/n:
ð57Þ

4.5. A Refinement of Cannon-Whittaker Criterion for
Effectiveness. Cannon proved that the set of polynomials
determined by Pξ is effective in ∣z ∣ <R if and only if κðP, rÞ
< R for all 0 < r < R and that for Cannon sets λðP, rÞ = κðP,
rÞ. When we look at JnðP, rÞ in the case under consideration,
it is clear that for all n ∈ℕ and 0 < r < R,

Jn P, rð Þ ≤ Fn P, rð Þ ≤ λn P, rð Þ,
J P, rð Þ ≤ κ P, rð Þ ≤ λ P, rð Þ:

ð58Þ

Besides the fact that Cannon only proved the effective-
ness of the set Pξ under the condition κðP, rÞ < R for all 0 <
r < R while we pointed out that JðP, rÞ < R for all 0 < r < R
implies that Pξ is a basis, it obviously follows from λðP, rÞ
< R for all 0 < r < R that JðP, rÞ < R for all 0 < r < R. Hence,
the given condition here using JðP, rÞ is weaker than the
one obtained by Cannon using λðP, rÞ in the case of so-
called Cannon sets (i.e., sets Pe for which λðP, rÞ = κðP, rÞ).
There is even more to say. Since we can also use ZðP, rÞ to
establish whether or not Pξ is a basis for OðBðRÞÞ and since
clearly for all n ∈ℕ and 0 < r < R,

Jn P, rð Þ ≤ Fn P, rð Þ ≤ λn P, rð Þ ≤ Zn P, rð Þ, ð59Þ

whence

J P, rð Þ ≤ κ P, rð Þ ≤ λ P, rð Þ ≤ Z P, rð Þ: ð60Þ

We may conclude that λðP, rÞ may also be used in the
case of non-Cannon sets. Of course, it should also be stressed
that the matrices P we are considering need not be row-finite.

Let us illustrate the previous observations in the case of
ðOðBð1ÞÞ, ξÞ, the space of holomorphic functions in the unit
ball.

Example 6. Consider the function ð1 − zÞ−1 =∑∞
j=0 z

j ∈ O
ðBð1ÞÞ. Then, we claim that set f1/ð1 − zÞ, z, z2,⋯,
zn,⋯g is a basis forOðBð1ÞÞ. Indeed, the associated
infinite matrix P is given by

P =

1 1 1 ⋯ 1 1
0 1 0 0 ⋯ 0
0 0 1 0 ⋯ 0
: : ⋱ ⋱ 0 :

0 ⋯ 0 0 1 0
0 ⋯ 0 0 0 1

0
BBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCA

: ð61Þ

Note that P is upper-triangular and has diago-
nal elements 1. Hence, it possesses a two-sided
inverse Q given by

Q =

1 −1 −1 ⋯ −1 −1
0 1 0 0 ⋯ 0
0 0 1 0 ⋯ 0
: : ⋱ ⋱ ⋯ :

0 ⋯ 0 0 1 0
0 ⋯ 0 0 0 1

0
BBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCA

: ð62Þ

Taking α = ðαnÞ =ℕ, a straightforward calculation
yields for each 0 < r < 1 that

(i) J0ðP, rÞ = supt∈ℕ, t≥1r
t = 1

(ii) JnðP, rÞ = rn,n ≥ 1

Consequently, JðP, rÞ = limsupn→∞½JnðP, rÞ�1/n = 1, so
that JðP, rÞ < 1 for each 0 < r < 1. Hence, Pξ is a basis for
the space OðBð1ÞÞ.

5. Application: Chebychev Polynomials

As an actual application of the criterion of basis transforms
which refines the analog one of Cannon-Whittaker, we deal
with the set of Chebychev polynomials of the first kind (see
[41]).

Consider the Chebychev polynomials of the first kind,
namely,

Pn zð Þ = 〠
n/1½ �

k=0

n

2k

 !
zn−2k z2 − 1

� �k
: ð63Þ
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This set fPnðzÞgn≥0 forms a basic set in the sense ofWhit-
taker [5] and also in the sense of Theorem 16. In view of the
expression (53) and (54) and after having the two matrices
jQnkj and jPktj, we may have

Zn P, rð Þ = liminf
n→∞

〠
n

k=0
〠
n/2

j=0
Qnkj j Pktj jrk−2j r2 − 1

�� ��j( )
: ð64Þ

Applying the well known Stirling’s formula n!~
ffiffiffiffiffiffiffiffiffiffi
2πnn

p
e−n as n→∞ to the combinatorics coefficients

n

2k

 !
= n!

2kð Þ! n − 2kð Þ! , ð65Þ

we can show after some calculations that the above series
in (64) converges well only for r ≤ 1. Consequently, ZðP,
rÞ ≤ r, r ≤ 1. Hence, fPnðzÞgn≥0 is a basis for OðBð1ÞÞ
and in the terminology of Cannon-Whittaker is effective
in unit disc Bð1Þ.

The material given in Sections 3 and 4 opened the door to
discuss the basis transforms in further functional spaces. In
the following section, we investigate some counterpart results
in nuclear Silva spaces with basis.

6. Nuclear Silva Spaces with Basis

For Fréchet spaces, and even for nuclear Fréchet spaces, the
existence of a basis is not always guaranteed, as shown in
the fundamental paper by Mitiagin-Zobin and Mitiagin [34,
35]. This problem had been treated by Cnops and Abul-Ez
[37] and has been exhaustive demonstrated in Sections 3
and 4 above, where nuclearity criterion is given for Fréchet
spaces with basis, as well as basis transforms in such spaces.
Related aspects had been treated for the space of holo-
morphic functions [10] and hyperholomorphic functions
[6] to give that the set of Bessel polynomials is a basis in a
functional space, and consequently, we have a (NF)-space.

It is worth mentioning that Abul-Ez [25] pointed out that
the space of entire functions of finite growth order and type is
a (NF)-space, as well as he studied the existence of basis in
such space. In this section, we are going to show that if E is
a (NF)-space and F = E′β is the corresponding Silva space,

then F admits a basis ðx′kÞk∈ℕ if and only if ðx′kÞk∈ℕ is the
dual basis of a basis in E. Moreover, a nuclearity criterion is
given for a Silva space with basis.

By definition (see [27], p. 264), a Silva space F is the
inductive limit of a sequence of Banach spaces ðFsÞs∈ℕ such
that for each s ∈ℕ, the unit ball of Fs is contained in the unit
ball of Fs+1 and is compact in Fs+1: Several other character-
izations of Silva spaces may be given. We mention here the
following:

(i) A locally convex space F is a Silva space if and only if
F is the strong dual of a Fréchet-Schwartz space E: If
ðk:ksÞs∈ℕ is a defining sequence of seminorms on E,
then F may also be considered as being the inductive
limit of the sequence of Banach spaces ðEk:ks′

′ Þ
s∈ℕ

whereby for each s ∈ℕ, Ek:ks′
′ is the linear hull of the

polar of the closed k:ks-unit ball (see again [27])

(ii) A locally convex space F is a Silva space if and only if
F is a complete DF-Schwartz space in which each
null sequence converges locally (see [28], Corollary
12.5.9, and [42])

Moreover, if F = Eβ
′ is a Silva space, E being a Fréchet-

Schwartz space, then F is nuclear if and only if E is nuclear
(see, e.g., [28], Theorem 21.5.3).

Now, let F be a Silva space and let ðxnÞn∈ℕ be a basis in F:
Then, by (ii) and the continuity theorem (see [28], Theorem
14.2.5), ðxnÞn∈ℕ is already a Schauder basis in F:

Remark 29.

(1) As an inductive limit of Banach spaces ðFsÞs∈ℕ, we
have the following

F1 ⊂ F2 ⊂ F3 ⋯⊂Fn ⊂⋯⊂ F ð66Þ

and we can describe the topology on F by the norms k:ks′ of
the spaces Fs. This means that k:ks′ is defined on Fs for x ∈
Fs : kxks′≤ kxks+1′ :

In Silva spaces, we have the following criterion of conver-
gence xn → x if and only if

(a) there exist s such that xn ∈ Fs for all n and x ∈ Fs

(b) xn → k:ks′x

(2) Every nuclear Fréchet space is a Fréchet-Schwartz
space so the dual of such spaces are Silva spaces

(3) The spaces OðΩÞ of functions holomorphic (regular)
in an arbitrary neighborhood of a compact set Ω are
of this type. Since we are going to prove that having a
basis in F is equivalent to having a basis in F ′, we can
transfer the basis criterion for nuclear Fréchet spaces
to nuclear Silva spaces

7. Series Representation in Silva Spaces

As a Silva space is an F+-space in the sense of Newns, Theo-
rem 3.2 of [4] and part of its proof may be reformulated as
follows.

Theorem 30 (see [4]). Let F =L s∈ℕFs be a Silva space and let
ðxnÞn∈ℕ be a sequence in F with xn ≠ 0 for all n ∈ℕ: For s ∈ℕ
fixed, suppose that each x ∈ Fs is represented in F by a series of
the form ∑n∈ℕ αnxn: Then, there exists σ ∈ℕ (depending only
on s) such that for each x ∈ Fs, x =∑n∈ℕ αnxn in Fσ:
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Moreover, calling Us the space of sequences ðαnÞn∈ℕ in ℂ
such that the series ∑n∈ℕn αnxn converges in Fσ to some ele-
ment of Fs and putting for each ðαnÞn∈ℕ ∈Us,

αnð Þn∈ℕ
�� ��

Us
= 〠

n∈ℕ
αnxn

�����
�����
s

+max
ℓ,t

〠
t

k=ℓ
αkxk

�����
�����
σ

, ð67Þ

we have that ðUs, k:kUs
Þ is a Banach space.

Finally, the linear mapping u : Us → Fs given by u
ððαnÞn∈ℕÞ =∑n∈ℕ αnxn is a continuous surjection.

Now, suppose that ðxnÞn∈ℕ is a basis for the Silva space,
then clearly the mapping u : Us → Fs is a continuous bijec-
tion, whence by Banach’s homeomorphism theorem 3, u is
bicontinuous. This leads to the following:

Theorem 31. Let F =L s∈ℕFs be a Silva space with basis
ðxnÞn∈ℕ and let for each s ∈ℕ,Us be defined as in Theorem
30. Then, Us and Fs are linearly homeomorphic for all s ∈ℕ
:

Corollary 32. Let F =L s∈ℕFs be a Silva space, and ðxnÞn∈ℕ be
a basis for F, and let for s ∈ℕ, σ ∈ℕ be such that x ∈ Fs
admits in Fσ the expansion x =∑n∈ℕ αnxn: If the continuous
linear functional αn on F is not identically zero on Fs, i.e., ð
αnjFs ≠ 0Þ, then xn ∈ Fσ:

Proof. Suppose that for some n ∈ℕ, αnjFs
≠ 0 and xn ∉ Fσ:

Then, taking y ∈ Fs such that αnðyÞ ≠ 0, we have that, as in
Fσ,y =∑k∈ℕ αkxk, the partial sums SnðyÞ =∑n

i=1 αiðyÞxi and
Sn−1ðyÞ =∑n−1

i=1 αiðyÞxi belong to Fσ whence αnðyÞxn = SnðyÞ
− Sn−1ðyÞ ∈ Fσ, a contradiction.

8. Nuclear Silva Spaces with Basis

Let F be a nuclear Silva space. Then, as we saw in Section 6,
F = Eβ

′whereby E is a (NF)-space and E ≃ Fβ
′. In what follows,

we therefore denote a basis for F (if it exists) by ðxk′Þk∈ℕ and
call ðxkÞk∈ℕ the corresponding biorthogonal sequence in E,
i.e., xℓ ∈ E with xℓðxk′Þ = δℓk for all k, ℓ ∈ℕ:

Theorem 33. Let F = Eβ
′ be a (NS)-space and let ðxk′Þk∈ℕ be a

sequence of nonzero elements in F: Then, ðxk′Þk∈ℕ is a basis
in F if and only if ðxkÞk∈ℕ is a basis in E:

Proof. If ðxkÞk∈ℕ is a basis for E then E being a (NF)-space, the
sequence ðxk′Þk∈ℕ is a basis in Eβ

′ = F (see, e.g., [28], Theorem

21.10.6). Conversely, suppose that ðxk′Þk∈ℕ is a basis for F:
Then, since ðxk′Þk∈ℕ is a Schauder basis, the biorthogonal sys-
tem ðxk, xk′Þk∈ℕ exists. We prove that the biorthogonal system

ðxk, xk′Þk∈ℕ is complete, i.e., E = �Spanfxk : k ∈ℕg:

Indeed, call L = �Spanfxk : k ∈ℕg and suppose that L ≠ E:
Then, if x ∈ E \ L, by the Hahn-Banach theorem, there ought
to exist x′ ∈ E′ such that x′ðxÞ = 1 and x′ðLÞ = f0g: But, as

x′ =∑∞
k=1 xkðx′Þxk′ and xkðx′Þ = 0 for all k ∈ℕ, x′ = 0, thus

yielding a contradiction.
Now, we prove that the complete biorthogonal system

ðxk, xk′Þk∈ℕ satisfies Haslinger’s criterion [30], i.e., for all s ∈
ℕ, there exists σ ∈ℕ such that

sup
k∈ℕ

xk′
�� ��

σ
′ xkk ks < +∞: ð68Þ

To this end, take s ∈ℕ fixed. On the one hand, by the rep-
resentation of seminorms, we have for each k ∈ℕ that

xkk ks = xkk ks′′= sup
xk′k ks

′=1
xk x′
� ��� ���: ð69Þ

On the other hand, in view of Theorem 31, there exists
σ ∈ℕ and a corresponding space Us such that Us is linearly
homeomorphic to Fs:Denoting again by u this isomorphism,
we may thus find C > 0 such that for all x′ ∈ Fs,

xk′
�� ��

s
′≥ 1

C
u−1 x′
� ��� ���

Us

: ð70Þ

Hence, for all x′ ∈ Fs and k ∈ℕ,

xk′
�� ��

s
′≥ 1

C
xk x′
� 

xk′
��� ���

σ
′ = 1

C
xk x′
� ��� ��� xk′

�� ��
σ
′: ð71Þ

Consequently,

sup
k∈ℕ

xkk ks xk′
�� ��

σ
′ ≤ C: ð72Þ

By virtue of Haslinger’s criterion (see [30]), ðxkÞk∈ℕ is a
basis for E:

Remark 34. The preceding theorem shows that if E is a (NF)-
space, then each basis in F = Eβ

′ is the dual basis of a basis in
E: In view of [28], Theorem 21.10.6, if ðxkÞ is absolute, so is
ðxk′Þ: But every basis in Eβ

′ is absolute, so we obtain that each
basis in a (NS)-space F is an absolute basis. This duality also
leads to the following.

9. A Nuclearity Criterion for Silva
Spaces with Basis

As was shown in [32], for a vector space E provided with a
system of seminorms P and having a Schauder basis
ðxkÞk∈ℕ, the following are equivalent:

(i) E is nuclear

(ii) For each p ∈P , there exists q ∈P such that

〠
k∈ℕ

p xkð Þ
q xkð Þ < +∞: ð73Þ
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In this section, a criterion for the nuclearity of Silva
spaces F with basis is proved whereby only the sequence of
norms of the defining Banach spaces Fs is used. In such a
way, a criterion for nuclearity is obtained which avoids the
use of the system of seminorms defining the inductive limit
topology on F.

Theorem 35. Let F = Eβ
′ be a Silva with basis ðxk′Þk∈ℕ: Then, F

is nuclear if and only if for each s ∈ℕ, there exists σ ∈ℕ such
that

〠
k∈ℕ

xk′
�� ��

σ
′

xk′
�� ��

s
′ < +∞: ð74Þ

Proof. Let F be nuclear. Then, E is a (NF)-space with basis
ðxkÞk∈ℕ (see Theorem 30) whence for each s ∈ℕ, there exists
σ ∈ℕ such that (see, e.g., [32])

〠
k∈ℕ

xkk ks
xkk kσ

<∞: ð75Þ

Moreover, putting A = ðaskÞk,s∈ℕ with ask = kxkks, E is line-
arly homeomorphic to the nuclear Köthe sequence space K
ðAÞ and so the topology on E is also determined by the defin-
ing sequence of norms ½:�s with

x½ �s = 〠
k∈ℕ

xk′ xð Þ�� �� xkk ks, x ∈ E ð76Þ

(see, e.g., [26]).
Taking duals, we thus have that

F = Eβ
′ ≃L s∈ℕ E′, ∙k ks′

� 
≃L t∈ℕ E′, ∙½ �t′

� 
, ð77Þ

whereby for each t ∈ℕ and x′ = ðE′, ½∙�t′Þ,

x′
h i

t
′= sup

k∈ℕ

1
xkk kt

x′ xkð Þ�� ��: ð78Þ

Notice that in particular for each k ∈ℕ,

xk′
h i

t
= 1

xkk kt
: ð79Þ

Combining (75) and (79), we thus obtain that for each t
∈ℕ, there exists τ ∈ℕ such that

〠
k∈ℕ

xk′
h i

τ

xk′
h i

t

< +∞: ð80Þ

Now, let s ∈ℕ be fixed. Then, there exist t ∈ℕ and K∗
s

> 0 such that for all k ∈ℕ,

K∗
s xk′
�� ��

s
≥ xk′
h i

t
, ð81Þ

while for that t ∈ℕ, there ought to exist τ ∈ℕ such that
(80) holds. However, for this τ, there exist σ ∈ℕ and Kτ >
0 such that for all k ∈ℕ,

Kτ xk′
h i

τ
≥ xk′
�� ��

σ
′: ð82Þ

Consequently, we obtain that for each s ∈ℕ, there exists
σ ∈ℕ such that (74) holds.

Conversely, suppose that for each s ∈ℕ, there exists σ ∈
ℕ such that (74) holds. Calling for each k, s ∈ℕ,

ask =

1
xk′
�� ��

s
′ if xk′ ∈ E′ , ∙k ks′

� 
= Fs,

0 if xk′ ∉ E′ , ∙k ks′
� 

= Fs,

8>><
>>: ð83Þ

and putting A = ðaskÞ, we have that the Köthe sequence space
KðAÞ is a (NF)-space, whence its topology is also determined
by the sequence of norms k∙ks, s ∈ℕ, with

ξk ks = sup
k∈ℕ

ξj jaskð Þ,

ξ = ξkð Þk∈ℕ ∈ K Að Þ:
ð84Þ

Its dual KðAÞ′ is thus given by

K Að Þ′ = y = akð Þk∈ℕ ∈ ω : ∃s ∈ℕwith y½ �s = 〠
k∈ℕ

akj j
ask

<∞

( )
,

ð85Þ

and of course, KðAÞβ′ is a nuclear Silva space.
Now, define B : F → ω by

B 〠
n∈ℕ

αn x′
� 

xn′
 !

= αn x′
� � 

n∈ℕ
: ð86Þ

Then, we claim that BðFÞ = KðAÞ′:
Indeed, if y ∈ KðAÞ′, then there exists s ∈ℕ such that

∑k∈ℕ ð∣αk∣/askÞ whence ∑k∈ℕ jαkjkxk′ks′<∞ or ∑k∈ℕ αkxk′ con-
verges absolutely in Fs and so ∑k∈ℕ αkxk′ ∈ F: This implies
that KðAÞ′ ⊂ BðFÞ:

Now, let x′ ∈ F admit the series representation x′ =
∑k∈ℕ αkðx′Þxk′: Then, there ought to exist s ∈ℕ such that x′
=∑k∈ℕ αkðx′Þxk′ ∈ Fs, the convergence being valid in Fs

whence supk∈ℕjαkðx′Þjkxk′ks′= K <∞: But for this s ∈ℕ,
there exists by assumption σ ∈ℕ such that (74) holds.

We claim that ½Bðx′Þ�σ exists. Indeed,

B x′
� h i

σ
= 〠

k∈ℕ

αk x′
� ��� ���
aσk

= 〠
k∈ℕ

αk x′
� ��� ���
ask

ask
aσk

≤ K〠
k∈ℕ

ask
aσk

<∞:

ð87Þ
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Consequently, Bðx′Þ ∈ KðAÞ′ and so BðFÞ ⊂ KðAÞ′:
Obviously, B is an isomorphism between F and KðAÞ′:

Now, we show that B−1 is continuous. Indeed, take y ∈
KðAÞ′: Then, there exists s ∈ℕ such that

y½ �s = 〠
k∈ℕ

αk x′
� ��� ���
ask

<∞: ð88Þ

Putting x′ = B−1y, we have

y½ �s = 〠
k∈ℕ

αkj j xk′
�� ��

s
′≥ 〠

k∈ℕ
αkxk′

�����
�����
s

′= x′
�� ��

s
′: ð89Þ

By virtue of the open mapping theorem, F and KðAÞ′ are
linearly homeomorphic whence F is nuclear.

Remark 36. Another possible approach to the proof of Theo-
rem 35 is one using the Grothendieck-Pietsch criterion for
nuclearity for Köthe sequence spaces (see [29, 36]). Indeed,
from our criterion, it follows that the basis considered is
absolute and an explicit expression for the system of semi-
norms defining the topology of F can be given in terms of a
Köthe sequence space. Applying the Grothendieck-Pietsch
criterion then yields the nuclearity of the space F: On the
other hand, if F is nuclear and has a basis, it follows from
Theorem 33 that this basis is absolute whence F is linearly
homeomorphic to some Köthe sequence space KðAÞ, which,
by assumption upon F, is nuclear. Hence, the Grothendieck-
Pietsch criterion holds which can then be translated into the
criterion of the above Theorem 35. For the Grothendieck-
Pietsch criterion, we refer to ([28], Theorem 21.6.2).

Example 7. In [32], Kamthan introduced the following Fré-
chet space ðOAðRe z < AÞ, ζÞ of holomorphic functions. Let
λ = ðλnÞn∈ℕ be a fixed strictly increasing sequence of positive
real numbers. With each sequence ðanÞn∈ℕ such that
limn→∞ sup ðjanj/λnÞ ≤ −A, we associate the function

f zð Þ = 〠
∞

n=1
ane

zλn , z ∈ℂ: ð90Þ

Take ε > 0 arbitrary chosen and consider the half-plane

Aε = z ∈ℂ : Re z ≤ A − εf g: ð91Þ

Then, for each n ∈ℕ and z ∈ Aε,

anj j ezλn
��� ��� ≤ anj jeAλne−ελn : ð92Þ

But, in virtue of the assumption,

lim
n→∞

sup log anj j
λn

≤ −A, ð93Þ

we find that

anj jeAλn = elog anj j+Aλ, ð94Þ

whence there exist C > 0 such that

sup
n∈ℕ

anj jeAλn ≤ C: ð95Þ

Consequently,

〠
n∈ℕ

sup
z∈Aε

ane
zλn

��� ��� ≤ C〠
n∈ℕ

e−ελn < +∞, ð96Þ

whence the series defining f is normally convergent on each
Aε, ε > 0: Consequently, f ∈ OAðRe z < AÞ:

We call OAðRe z < AÞ the subspace of OðRe z < AÞ
consisting of the elements f just defined and provide OAðRe
z < AÞ with the system P of seminorms pkwith

pk fð Þ = sup
Re z≤A− 1/kð Þ

f zð Þj j: ð97Þ

Then, it was proved by Kamthan that ðOAðRe z < AÞ,P Þ
is a Fréchet space. From the definition itself of the elements f
in OA, it follows that the sequence of functions ζ = ðezλnÞn∈ℕ
is a basis for the space ðOAðRe z < AÞ,P Þ. Then, we claim
that ðOAðRe z < AÞ, ζÞ is a (NF)-space. Indeed, from the def-
inition itself of OAðRe z < AÞ, it follows that ζ is a basis for it.

Having that ðOAðRe z < AÞ, ζÞ is a (NF)-space, then using
the discussion in Section 6, it can be seen that it is a (NS)-
space with basis. Now, let k ∈ℕ be fixed and take any l ∈ℕ
with l > k: Then,

〠
∞

n=1

ezλn
�� ��

k

ezλn
�� ��

l

= 〠
∞

n=1

e A− 1/kð Þð Þλn

e A− 1/lð Þð Þλn
= 〠

∞

n=1
e 1/lð Þ− 1/kð Þð Þλn <∞: ð98Þ

Therefore, by our criterion (Theorem 35), the nuclearity
is proved.

Example 8. Consider the space ðOð�SRÞ, ξÞ of holomorphic
functions in two complex variables z,w, provided with the
countable system P of seminorms pk where

pk fð Þ = sup
�Srk

f z,wð Þj j, ð99Þ

and �Sr is the closed hypersphere defined by

sup
�Srk

= z,w ∈ℂ : zj j2 + wj j2 ≤ r2k

 �

: ð100Þ

Again, ðrkÞk∈ℂ is a strictly increasing sequence of pos-
itive numbers with 0 < rk < R and lim

k→∞
rk = R. As is well

known, ðOð�SRÞ, ξÞ is a Fréchet, and consequently, it can
be proved that it is a Silva space. Moreover, as it was
shown again by the Taylor series at the origin for any f
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∈ Oð�SRÞ, the sequence

ξ = zmwnð Þm,n∈ℕ ð101Þ

is a basis for Oð�SRÞ. Although it is known that ðOð�SRÞ, ξÞ
is a (NF)-space and then a (NS)-space, our criterion will
yield the nuclearity of it in a very simple way. Indeed, as
for each k,m, n ∈ℕ, it can be proved that (see [2])

zmwnk kk =
rm+n
k

σm,n
, ð102Þ

where σm,n is given by

σm,n =
m + nð Þ 1/2ð Þ m+nð Þ

mm/2nn/2
whenm, n > 0,

1 whenm = 0 or n = 0:

8><
>: ð103Þ

Then, we obtain that, taking k ∈ℕ fixed, for each ℓ
> K ,

〠
∞

m=0
〠
∞

n=0

zmwnk kk
zmwnk kℓ

= 〠
∞

m=0
〠
∞

n=0

rk
rℓ

� 	m+n
= rℓ

rℓ − rkrℓ

� 	2
< +∞,

ð104Þ

the nuclearity of this space is proved.

10. General Remarks and Comments

The properties of series of the form ∑∞
i=0 ciPiðzÞ, z ∈ℂ where

PiðzÞ, i = 0, 1,⋯ are prescribed polynomials and ei chosen in
a field K of scalars, widely differ according to the particular
chosen polynomials. For example, the region of convergence
(which is called the region of effectiveness) may be a circle
(for Taylor series), an ellipse (for series of Legendre polyno-
mials), and a half-plane (for Newton’s interpolation series).
Whittaker [40], in his attempt to find the common properties
exhibited by all these polynomials, introduced the notion of
basic sets of polynomials. In his work [5], he defined the basic
sets, basic series, and effectiveness of basic sets. In [15–17],
Cannon obtained the necessary and sufficient condition for
the effectiveness of basic sets for classes of functions of finite
radii of regularity and entire functions. In the classical treat-
ment of the subject of basic sets [5], the methods for estab-
lishing effectiveness depend on the region of effectiveness
and the class of functions for which the set is effective.

The first attempt at some uniformity among the different
methods was made by Newns who gave in [4] a topological
approach leading to a general theory of effectiveness. It is well
known that a lot of classical function spaces are important
examples of so-called nuclear Fréchet spaces, for example,
spaces of null solutions of elliptic partial differential opera-
tors with constant coefficients such as the Cauchy-Riemann
operator and the Laplace operator.

On an abstract level, the problem of effectiveness of basic
sets of polynomials in spaces of holomorphic functions as
introduced by Cannon-Whittaker may be therefore consid-

ered as being related to the problem of the change of bases
in nuclear Fréchet spaces as well as in other related spaces.

In the present work, we show that general criteria for
basis transforms are obtained for the nuclearity of Fréchet
spaces with basis which are applied to characterize basis
transforms in terms of infinite matrices in classes of nuclear
Fréchet spaces. This study is considered to be a refinement
of those given by Cannon, Whittaker, and Newns and all rel-
evant generated topics.

In such a way analog results are given concerning nuclear
Silva spaces with bases. This might form a starting point for
further investigations regarding the basis transforms in more
general locally convex spaces or higher dimensional spaces
with different domains of convergence. Finally, it will be
expected in the forthcoming work to study basis transforms
in

(i) spaces involving product bases, inverse bases, trans-
pose bases, derived and integrated bases, etc.

(ii) spaces of entire functions having finite growth

(iii) spaces of holomorphic functions in Faber regions

(iv) spaces of several complex variables

(v) monogenic function spaces in the framework of Clif-
ford analysis.
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This article is aimed at introducing an iterative scheme to approximate the common solution of split variational inclusion and a
fixed-point problem of a finite collection of nonexpansive mappings. It is proven that under some suitable assumptions, the
sequences achieved by the proposed iterative scheme converge strongly to a common element of the solution sets of these
problems. Some consequences of the main theorem are also given. Finally, the convergence analysis of the sequences achieved
from the iterative scheme is illustrated with the help of a numerical example.

1. Introduction

Let H 1 and H 2 be two real Hilbert spaces endowed with
inner product h⋅ , ⋅i and induced norm k⋅k. A mapping
T : H 1 ⟶H 1 is called contraction, if ∃κ ∈ ð0, 1Þ such
that kTðφÞ − TðψÞk ≤ κkφ − ψk, ∀φ, ψ ∈H 1. If κ = 1, then
T becomes nonexpansive. A mapping T is said to have a
fixed point, if ∃φ ∈ ðH 1Þ such that TðφÞ = ðφÞ. Further, if
Tn : H 1 ⟶H 1, ðn = 1,⋯,MÞ is a finite collection of
nonexpansive mappings. Then, the fixed-point problem
(FPP) is defined as find φ ∈H 1 such that

\M
n=1

Tn φð Þ = φ: ð1Þ

It is easy to show that if
TM

n=1FixðTnÞ ≠ 0, then TM
n=1

FixðTnÞ is closed and convex. Many iterative methods
have been adopted to examine the solution of a fixed-
point problem for nonexpansive mappings and its variant
forms, see [1–5] and references therein.

We know that most of the techniques for solving the
fixed-point problems can be acquired from Mann’s iterative
technique [3], namely, for arbitrary x0 ∈C , compute

xk+1 = αkxk + 1 − αkð ÞTxk, k ≥ 0, ð2Þ

where T is a nonexpansive mapping from a nonempty closed
convex subset C of Hilbert space H 1 to itself and αn is a
control sequence, which force fxkg to converge (weak) to a
fixed point of T . To obtain the strong convergence result,
Moudafi [4] proposed the viscosity approximation method
by combining the nonexpansive mapping T with a contrac-
tion of given mapping f over C . For an arbitrary x0 ∈C ,
compute the sequence fxkg generated by

xk+1 = αk f xkð Þ + 1 − αkð ÞTxk, k ≥ 0, ð3Þ

where αn ∈ ð0, 1Þ goes slowly to zero. The sequence fxk+1g
achieved from this iterative method converges strongly to a
fixed point of T .

On the other hand, let us recall some work about split
variational inequality/inclusion problems. A multivalued
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mapping G : H 1 ⟶ 2H 1 is called maximal monotone, if its
graph gphðGÞ = fðφ, ψÞ ∈H 1 ×H 1 : ψ ∈GðφÞg is not prop-
erly contained by the graph of any other monotone mapping.
A monotone mapping G is maximal monotone if and only if
for ðφ, ζÞ ∈H 1 ×H 1, hφ − ψ, ζ − ϑi ≥ 0 for every ðψ, ϑÞ ∈
gphðGÞ implies that ζ ∈GðφÞ. If G is maximal monotone,
then operator JGλ = ðI + λGÞ−1 is well defined, nonexpansive,
and known as the resolvent of G with parameter λ > 0, which
is defined at every point of the domain.

The idea of split variational inequality problem (SVIP)
given by Censor et al. [6], which amounts to saying find a
solution of variational inequality whose image, under a given
bounded linear operator, solves another variational inequal-
ity. Find φ∗ ∈C such that

h φ∗ð Þ, φ − φ∗h i ≥ 0, ∀φ ∈C , ð4Þ

and such that

ψ∗ = Aφ∗ ∈D solves g ψ∗ð Þ, ψ − ψ∗h i ≥ 0, ∀ψ ∈D, ð5Þ

where C and D are closed, convex subsets of Hilbert spaces
H 1 andH 2, respectively; A : H 1 ⟶H 2 is a bounded linear
operator, and h : H 1 ⟶H 1 and g : H 2 ⟶H 2 are two
operators. They studied the weak convergent result to solve
SVIP.

Moudafi [7] generalized SVIP and introduced split
monotone variational inclusion problem (SpMVIP): find
φ∗ ∈H 1 such that

0 ∈ h φ∗ð Þ + G1 φ∗ð Þ, ð6Þ

and such that

ψ∗ = Aφ∗ ∈H 2 solves 0 ∈ g ψ∗ð Þ +G2 ψ∗ð Þ, ð7Þ

where G1 : H 1 ⟶ 2H1 and G2 : H 2 ⟶ 2H2 are multiva-
lued monotone mappings, A : H 1 ⟶H 2 is a bounded
linear operator, h : H 1 ⟶H 1 and g : H 2 ⟶H 2 are two
single-valued operators. The author also composed an itera-
tive algorithm to solve (SpMVIP) and showed that the
sequence achieved by the proposed algorithm converges
weakly to the solution of (SpMVIP). Numerous iterative
methods have been investigated for split variational inequal-
ity/inclusion problems, split common fixed-point problems,
split feasibility problems, and split zero problems and their
generalizations, see [6, 8–16] and references therein.

If h = g = 0 in SpMVIP, then we obtain the split varia-
tional inclusion problem (SpVIP) considered in [8], stated
as find φ∗ ∈H 1 such that

0 ∈G1 φ∗ð Þ ð8Þ

such that

ψ∗ = Aφ∗ ∈H 2 solves 0 ∈ G2 ψ∗ð Þ: ð9Þ

Byrne et al. [8] proposed the following iterative scheme
for SpVIP and studied the strong and weak convergence.
For arbitrary xo ∈H 1, compute the iterative sequence
achieved by the following scheme:

xk+1 = JG1
λ xk + μA∗ JG2

λ − I
� �

Axk
� �h i

, ð10Þ

for λ > 0:
Recently, Kazmi and Rizvi [17] suggested and examined

an iterative algorithm to estimate the common solution for
SpVIP and a fixed-point problem of a nonexpansive mapping
in Hilbert spaces. Puangpee and Sauntai [18] studied the split
variational inclusion problem and fixed-point problem in
Banach spaces. Haitao and Li [19] investigated the split
variational inclusion problem and fixed-point problem of
nonexpansive semigroup without prior calculation of opera-
tor norm. Later, many authors studied the common solution
of split variational inequality/inclusion problem and fixed-
point problem of nonexpansive mappings in the framework
of Hilbert/Banach spaces, see for example [18–24] and refer-
ences therein.

Following the works in [4, 7, 8, 17] and by the current
research in this flow, we propose an iterative scheme to
approximate a common solution of FPP and SpVIP. We
prove that the sequences achieved by the proposed iterative
scheme strongly converge to the common solution of FPP
and SpVIP. The iterative scheme and results discussed in this
article are new and can be viewed as generalization and
refinement of the previously published work in this area.

2. Prelude and Auxiliary Results

In this section, we assembled some underlying definitions
and supporting results.

Definition 1. Let CðC ⊂H 1Þ, the metric projection PC

onto the set C is defined as PC ðϑÞ ∈C and kϑ − PCðϑÞk =
inf
ϑ∈C

kϑ − ωk, ∀ω ∈H 1.

PC is also characterised by the facts that PCðϑÞ ∈C ,

ϑ − PC ϑð Þ, ω − PC ϑð Þh i ≤ 0 ð11Þ

and

ϑ − ωk k2 ≥ ϑ − PC ϑð Þk k2 + ω − PC ϑð Þk k2, ∀ϑ ∈H 1, ω ∈C :

ð12Þ

Remark 2 (see [25, 26]). For a nonexpansive mapping T and
projection PCðϑÞ ontoC , the following results hold in Hilbert
spaces:
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(i)

ϑ − ω, PC ϑð Þ − PC ωð Þh i ≥ PC ϑð Þ − PC ωð Þk k2, ∀ϑ, ω ∈H 1

ð13Þ

(ii) For all ðϑ, ωÞ ∈H 1 ×H 1,

ϑ − T ϑð Þð Þ − ω − T ωð Þð Þ, T ωð Þ − T ϑð Þh i
≤
1
2 T ϑð Þ − ϑð Þ − T ωð Þ − ωð Þð Þk k2:

ð14Þ

Thus, for all ðϑ, ωÞ ∈H 1 × FixðTÞ, we get

ϑ − T ϑð Þ, ω − T ωð Þh i ≤ 1
2 T ϑð Þ − ϑk k2 ð15Þ

(iii) For all ϑ, ω ∈H 1, t ∈ ð0, 1Þ
tϑ − 1 − tð Þωk k2 = t ϑk k2 + 1 − tð Þ ωk k2

− t 1 − tð Þ ϑ − ωk k2
ð16Þ

Definition 3. A mapping T : H 1 ⟶H 1 is said to be

(i) monotone, if

Tϑ − Tω, ϑ − ωh i ≥ 0, for all ϑ, ω ∈H 1 ð17Þ

(ii) τ-strongly monotone, if there exists a constant τ > 0
such that

Tϑ − Tω, ϑ − ωh i ≥ τ ϑ − ωk k2, ∀ϑ, ω ∈H 1 ð18Þ

(iii) γ-inverse strongly monotone, if there exists a con-
stant γ > 0 such that

Tϑ − Tω, ϑ − ωh i ≥ γ Tϑ − Tωk k2, ∀ϑ, ω ∈H 1

ð19Þ

(iv) firmly nonexpansive, if

Tϑ − Tω, ϑ − ωh i ≥ Tϑ − Tωk k2, ∀ϑ, ω ∈H 1

ð20Þ

Some important characteristics of an averaged operator
are mentioned below; for more details, we refer to [7, 27, 28].

Definition 4. A mapping T : H 1 ⟶H 1 is called an aver-
aged if and only if T is the average of identity mapping and
a nonexpansive mapping, that is, T = ð1 − tÞI + tS, where
t ∈ ð0, 1Þ and S : H 1 ⟶H 1 is nonexpansive.

Thus, firmly nonexpansive mappings are averaged. It can
also be seen that averaged mappings are nonexpansive.

Proposition 5.

(i) Let S : H 1 ⟶H 1 be an averaged and V : H 1 ⟶
H 1 be a nonexpansive mapping, then T = ð1 − tÞS +
tV is averaged for t ∈ ð0, 1Þ

(ii) If the composite fTngMn=1 is averaged and have a non-
empty common fixed point, then

∩
M

n=1
Fix Tnð Þ = Fix T1T2 ⋯⋯⋯ TMð Þ ð21Þ

(iii) If T is γ-inverse strongly monotone, then for r > 0, rT
is r/γ-inverse strongly monotone

(iv) T is averaged if its compliment I − T is γ-inverse
strongly monotone for some γ > ð1/2Þ

Lemma 6 (see [29]). Assume that T is nonexpansive self-
mapping of a closed convex subset D of a Hilbert space H 1.
If T has a fixed point, then I − T is demiclosed, i.e., whenever
fωng is a sequence inD converging weakly to some ω ∈D and
the sequence fðI − TÞωng converges strongly to some ϖ, then
ðI − TÞω = ϖ, where I is the identity mapping on H 1.

Lemma 7 (see [5]). If fvkg is a sequence of nonnegative real
numbers such that

vk+1 ≤ 1 − ξnð Þvk + ωk, k = 0, 1, 2⋯, ð22Þ

where fξkg is a sequence in (0,1) and fωkg is a sequence in ℝ
such that

(i) ∑∞
k=1ξk =∞

(ii) lim supk→∞ðωk/ξkÞ ≤ 0 or lim supk→∞jωkj <∞

Then, lim
k→∞

vk = 0.

We denote the solution set of SpVIP by Ξ = fφ∗ ∈H 1 :
0 ∈ G1ðφ∗Þand 0 ∈ G2ðAφ∗Þg and of FPP by ∩ M

n=1FixðTnÞ.

3. Iterative Scheme and Its Convergence

In this section, we present the iterative scheme and show that
the sequences obtained from the proposed iterative scheme
converge strongly to the common solution of FPP and SpVIP.

For integer K ≥ 1, we define the mapping T ½K� = TK mod M

with the mod function, which is taking values from the set
f1, 2,⋯,Mg, that is, if K = aM + b for some integer a ≥ 0 and
0 ≤ b ≤M, then T ½K� = TM if b = 0 and T ½K� = Tb if 0 < b <M.

Iterative Scheme 8. Step 0. Take fαkg ⊂ ð0, 1Þ. Choose u0 ∈
H 1 arbitrary and let k = 0.
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Step 1. Given uk ∈H 1, compute uk+1 ∈H 1 as

vk = JG1
λ uk + μA∗ JG2

λ − I
� �

Auk
h i

,

uk+1 = αk f ukð Þ + 1 − αkð ÞT k+1½ �vk,
ð23Þ

update k = k + 1 and go to Step 1.

Condition C. We assume that Tn : H 1 ⟶H 1, ðn = 1, 2,⋯,
MÞ, is a finite number of nonexpansive mappings such that
∩ M

n=1FixðTnÞ ≠ 0 and

∩
M

n=i
Fix Tnð Þ = Fix T1 ∘ T2∘⋯∘TMð Þ = Fix TM ∘ T1∘⋯∘TM−1ð Þ

=⋯ = Fix T2 ∘ T3∘⋯∘TM ∘ T1ð Þ:
ð24Þ

Lemma 9. φ∗ ∈H 1 and ψ∗ = Aφ∗ are solutions of SpVIP, if
and only if φ∗ = JG1

λ ðφ∗Þ and ψ∗ = Aφ∗ = JG2
λ ðψ∗Þ, for some

λ > 0.

Proof. The proof of the lemma follows immediately from the
definitions of resolvent operators.

Remark 10. If JGλ is the resolvent of maximal monotone
mapping G, A∗ is the adjoint operator of A and R is
the spectral radius of AA∗. Then, using the properties of
averaged mapping, one can easily show that the operator
½I + μA∗ðJGλ − IÞA� is averaged with λ > 0, μ ∈ ð0, 1/RÞ.

Now, we prove the following lemma which guarantees
the contractivity of L, which is needed to prove our main
result.

Lemma 11. Let H 1 and H 2 be two real Hilbert spaces and
A : H 1 ⟶H 2 be a bounded linear operator. Suppose that
G1 : H 1 ⟶H 1 and G2 : H 2 ⟶H 2 are maximal mono-
tone operators and T : H 1 ⟶H 1 be a nonexpansive map-
ping. Let f : H 1 ⟶H 1 be a κ-contraction mapping with
constant κ > 0. For any θ ∈ ð0, 1�, we define a mapping on
H 1 by

L ϑð Þ = θf ϑð Þ + 1 − θð ÞT JG1
λ ϑ + μA∗ JG2

λ − I
� �

Aϑ
� �h i

, ∀ϑ ∈H 1,

ð25Þ

where μ ∈ ð0, 1/RÞ, R is the spectral radius of the operator
AA∗, and A∗ is the adjoint operator of A. Then, the mapping
L is a contraction with constant 0 < 1 − θð1 − κÞ < 1; hence, L
has a unique fixed point.

Proof. The operators JG1
λ and JG2

λ are averaged being
firmly nonexpansive. For μ ∈ ð0, 1/RÞ, the operators

½I + μA∗ðJG2
λ − IÞA� and JG1

λ ðI + μA∗ðJG2
λ − IÞAÞ are averaged

and hence nonexpansive. Thus, for all u, v ∈H 1, we have

L ϑð Þ − L ωð Þk k
= θf ϑð Þ + 1 − θð ÞT JG1

λ ϑ + μA∗ JG2
λ − I

� �
Aϑ

� �h i���
− θf ωð Þ − 1 − θð ÞT JG1

λ ω + μA∗ JG2
λ − I

� �
Aω

� �h i���
≤ θ f ϑð Þ − f ωð Þk k + 1 − θð Þ Tϑ − Tωk k
≤ θκ ϑ − ωk k + 1 − θð Þ ϑ − ωk k
= 1 − θ 1 − κð Þ½ � ϑ − ωk k:

ð26Þ

Since 0 < 1 − θð1 − κÞ < 1 implies that L is a contraction,
hence L has a unique fixed point.

Theorem 12. Let H 1 and H 2 be two real Hilbert spaces and
A : H 1 ⟶H 2 be a bounded linear operator. Assume that
G1 : H 1 ⟶ 2H 1 and G2 : H 2 ⟶ 2H 2 are two maximal
monotone operators and f : H 1 ⟶H 1 is a contraction with
constant κ ∈ ð0, 1Þ. Let Tn : H 1 ⟶H 1, ðn = 1, 2,⋯,MÞ, be a
finite collection of nonexpansive mappings satisfying the
Condition C such that ∩ M

n=1FixðTnÞ ∩ Ξ ≠ 0. Let R be a
spectral radius of A⋆A, where A⋆ is the adjoint of A such that
μ ∈ ð0, 1/RÞ and fαkg be a sequence in (0,1) such that lim

k→∞
αk = 0, ∑∞

k=1αk =∞, and ∑∞
k=1jαk − αk−1j <∞. Then, the iter-

ative sequences fvkg and fukg generated by Iterative
Scheme 8 converge strongly to �v ∈ ∩ M

n=1FixðTnÞ ∩ Ξ, where
�v = P∩M

n=1FixðTnÞ∩Ξ f ð�vÞ.

Proof. Let u⋆ ∈ ∩ M
n=1FixðTnÞ ∩ Ξ, then we have JG1

λ u⋆ = u⋆,

JG2
λ Au⋆ = Au⋆, and Tnðu⋆Þ = u⋆, ðn = 1, 2,⋯MÞ, then using
Iterative Scheme 8, we evaluate

vk − u⋆k k2 = JG1
λ uk + μA∗ JG2

λ − I
� �

Auk
� �

− u⋆
��� ���2

= JG1
λ uk + μA∗ JG2

λ − I
� �

Auk
� �

− JG1
λ u⋆

��� ���2

≤ uk − u⋆k k2 + μ2 A⋆ JG2
λ − I

� �
Auk

��� ���2

+ 2μ uk − u⋆, A∗ JG2
λ − I

� �
Auk

D E

= uk − u⋆k k2 + μ2 JG2
λ − I

� �
Auk, AA∗ JG2

λ − I
� �

Auk
D E

+ 2μ uk − u⋆, A∗ JG2
λ − I

� �
Auk

D E

≤ uk − u⋆k k2 + μ2R JG2
λ − I

� �
Auk

��� ���2

+ 2μ uk − u⋆, A∗ JG2
λ − I

� �
Auk

D E
:

ð27Þ

Denoting ∇ = 2μhuk − u⋆, A∗ðJG2
λ − IÞAuki and using

(16), we have
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∇ = 2μ A uk − u⋆ð Þ, JG2
λ − I

� �
Auk

D E

= 2μ A uk − u⋆ð Þ + JG2
λ − I

� �
Auk

D

− JG2
λ − I

� �
Auk, JG2

λ − I
� �

Auk
E

= 2μ JG2
λ Auk − Au⋆, JG2

λ − I
� �

Auk
D E

− JG2
λ − I

� �
Auk

��� ���2
� �

≤ 2μ 1
2 JG2

λ − I
� �

Auk
��� ���2 − JG2

λ − I
� �

Auk
��� ���2

� �

≤ −μ JG2
λ − I

� �
Auk

��� ���2,
ð28Þ

using (28), (27) becomes

vk − u⋆k k2 ≤ uk − u⋆k k2 + μ Rμ − 1ð Þ JG2
λ − I

� �
Auk

��� ���2:
ð29Þ

Since μ ∈ ð0, 1/RÞ, we obtain

vk − u⋆k k2 ≤ uk − u⋆k k2: ð30Þ

Now, we show that fukg is bounded.

uk+1 − u⋆k k = αk f ukð Þ + 1 − αkð ÞT k+1½ �vk − u⋆
��� ���

≤ αk f ukð Þ − u⋆k k + 1 − αkð Þ T k+1½ �vk − u⋆
��� ���

≤ αk f ukð Þ − f u⋆ð Þk k + αk f u⋆ð Þ − u⋆k k
+ 1 − αkð Þ T k+1½ ��vk − T k+1½ �u

⋆
��� ���

≤ αkκ uk − u⋆k k + αk f u⋆ð Þ − u⋆k k
+ 1 − αkð Þ vk − u⋆k k

= 1 − αk 1 − κð Þ½ � uk − u⋆k k + αk f u⋆ð Þ − u⋆k k
≤max uk − u⋆k k, f u⋆ð Þ − u⋆k k

1 − κ

� �

⋯

≤ max u0 − u⋆k k, f u⋆ð Þ − u⋆k k
1 − κ

� �
:

ð31Þ

Hence, fukg is bounded, which implies that the sequences
fvkg, f f ðukÞg, and fT ½k+1�vkg are also bounded. It follows
from nonexpansiveness of Tn, ðn = 1,⋯MÞ, and Lipschitz
continuity of f with constant κ that

uk+M − ukk k = αk+M−1 f uk+M−1ð Þ + 1 − αk+M−1ð ÞT k+M½ � vk+M−1ð Þ
���
− αk−1 f uk−1ð Þ + 1 − αk−1ð ÞT k½ � vk−1ð Þ

���
= αk+M−1 f uk+M−1ð Þ − αk+M−1 f uk−1ð Þ
����
+ αk+M−1 f uk−1ð Þ + 1 − αk+M−1ð ÞT k½ � vk−1ð Þ
− 1 − αk+M−1ð ÞT k½ � vk−1ð Þ
+ 1 − αk+M−1ð ÞT k+M½ � vk+M−1ð Þ − αk−1 f uk−1ð Þ

+ 1 − αk−1ð ÞT k½ � vk−1ð Þ
����

≤ αk+M−1ð Þ f uk+M−1ð Þ − f uk−1ð Þk k
+ f uk−1ð Þk k αk+M−1 − αk−1j j
+ 1 − αk+M−1ð Þ T k+M½ � vk+M−1ð Þ − T k½ � vk−1ð Þ

��� ���
+ T k½ � vk−1ð Þ
��� ��� αk−1 − αk+M−1j j,

ð32Þ

that is,

uk+M − ukk k = κ αk+M−1ð Þ uk+M−1 − uk−1k k
+ 1 − αk+M−1ð Þ vk+M−1 − vk−1k k
+ 2 αk+M−1 − αk−1j jM1,

ð33Þ

where M1 = sup fk f ðuk−1Þk + kT ½k�ðvk−1Þk: k ∈ℕg. Since,

μ ∈ ð0, 1/RÞ, the operator JG1
λ ½I + μA∗ðJG2

λ − IÞA� is average
and hence nonexpansive, then we have

vk+M−1 − vk−1k k = JG1
λ uk+M−1 + μA∗ JG2

λ − I
� �

Auk+M−1
� ����

− JG1
λ uk−1 + μA∗ JG2

λ − I
� �

Auk−1
� ����

≤ JG1
λ I + μA∗ JG2

λ − I
� �

A
h i

uk+M−1

���
− JG1

λ I + μA∗ JG2
λ − I

� �
A

h i
uk−1

���
≤ uk+M−1 − uk−1k k:

ð34Þ

From (34), (33) becomes

uk+M − ukk k ≤ 1 − αk+M−1 1 − κð Þ½ � uk+M−1 − uk−1k k
+ 2 αk+M−1 − αk−1j jM1,

ð35Þ

let ξk = αk+M−1ð1 − κÞ, ωk = 2jαk+M−1 − αk−1jM1, by using
Lemma 7, we conclude that

lim
k→∞

uk+M − ukk k = 0: ð36Þ
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Now, we show that kuk − vkk⟶ 0 as k⟶∞. From
(29), it follows that

uk+1 − u⋆k k2 = αk f ukð Þ + 1 − αkð ÞT k+1½ �vk − u⋆
��� ���2

≤ αk f ukð Þ − u⋆k k2 + 1 − αkð Þ T k+1½ �vk − T k+1½ �u
⋆

��� ���2
≤ αk f ukð Þ − u⋆k k2 + 1 − αkð Þ vk − u⋆k k2
≤ αk f ukð Þ − u⋆k k2 + 1 − αkð Þ
� uk − u⋆k k2 + μ Rμ − 1ð Þ JG2

λ − I
� �

Auk
��� ���2

� �
:

ð37Þ

Therefore,

μ −Rμ + 1ð Þ JG2
λ − I

� �
Auk

��� ���2
≤ αk f ukð Þ − u⋆k k2 + uk − u⋆k k2 − uk+1 − u⋆k k2
= αk f ukð Þ − u⋆k k2 + uk+1 − ukk k uk − u⋆k k + uk+1 − u⋆k k½ �:

ð38Þ

Since ð1 −RμÞ > 0, αk ⟶ 0, and kuk+1 − ukk⟶ 0, we
get

JG2
λ − I

� �
Auk

��� ���⟶ 0, as k⟶∞: ð39Þ

Since μ ∈ ð0ð1/RÞÞ and using (27) and (29), we obtain

vk − u⋆k k2 = JG1
λ uk + μA∗ JG2

λ − I
� �

Auk
� �

− u⋆
��� ���2

= JG1
λ uk + μA∗ JG2

λ − I
� �

Auk
� �

− JG1
λ u⋆

��� ���2

≤ vk − u⋆, uk + μA∗ JG2
λ − I

� �
Auk − u⋆

D E

= 1
2 vk − u⋆k k2 + uk + μA∗ JG2

λ − I
� �

Auk − u⋆
��� ���2

�

− vk − u⋆ð Þ − uk + μA∗ JG2
λ − I

� �
Auk − u⋆

h i��� ���2
�

= 1
2 vk − u⋆k k2 + uk − u⋆k k2 + μ Rμ − 1ð Þ
h

� JG2
λ − I

� �
Auk

��� ���2 − vk − uk − μA∗ JG2
λ − I

� �
Auk

��� ���2
�

≤
1
2 vk − u⋆k k2 + uk − u⋆k k2 − vk − ukk k2 + μ2 A∗k	h

� JG2
λ − I

� �
Auk

���2 − 2μ vk − uk, A∗ JG2
λ − I

� �
Auk

D E�
�

≤
1
2 vk − u⋆k k2 − vk − ukk k2 + uk − u⋆k k2
h

+ 2μ A vk − ukð Þk k JG2
λ − I

� �
Auk

��� ���i:
ð40Þ

Thus, we get

vk − u⋆k k2 ≤ uk − u⋆k k2 + 2μ A vk − ukð Þk k JG2
λ − I

� �
Auk

��� ���
− vk − ukk k2:

ð41Þ

By (37) and (41), we have

uk+1 − u⋆k k2 ≤ αk f ukð Þ − u⋆k k2 + 1 − αkð Þ
� 2μ A vk − ukð Þk k JG2

λ − I
� �

Auk
��� ���h

+ uk − u⋆k k2 − vk − ukk k2
i

≤ αk f ukð Þ − u⋆k k2 + 2μ A vk − ukð Þk k
� JG2

λ − I
� �

Auk
��� ��� + uk − u⋆k k2 − vk − ukk k2,

ð42Þ

that is,

vk − ukk k2 ≤ αk f ukð Þ − u⋆k k2 + 2μ A vk − ukð Þk k
� JG2

λ − I
� �

Auk
��� ��� + uk − u⋆k k2 − uk+1 − u⋆k k2

≤ αk f ukð Þ − u⋆k k2 + 2μ A vk − ukð Þk k JG2
λ − I

� �
Auk

��� ���
+ uk − u⋆k k + uk+1 − u⋆k kð Þ uk+1 − ukk kð Þ:

ð43Þ

Since αk ⟶ 0, kuk+1 − ukk⟶ 0, kðJG2
λ − IÞAukk⟶ 0

as k⟶∞, we get

lim
k→∞

vk − ukk k = 0: ð44Þ

We recognized that the following relation holds:

uk+M − uk = uk+M − T k+M½ � vk+M−1ð Þ
+ T k+M½ � vk+M−1ð Þ − T k+M½ � uk+M−1ð Þ
+ T k+M½ � uk+M−1ð Þ − T k+M½ �T k+M−1½ � vk+M−2ð Þ

+

⋯

+T k+M½ �∘⋯∘T k+2½ � uk+1ð Þ − T k+M½ �∘⋯∘T k+2½ � vk+1ð Þ

+T k+M½ �∘⋯∘T k+2½ � vk+1ð Þ − T k+M½ �∘⋯∘T k+1½ � ukð Þ

+T k+M½ �∘⋯∘T k+1½ � ukð Þ − T k+M½ �∘⋯∘T k+1½ � vkð Þ

+T k+M½ �∘⋯∘T k+1½ � vkð Þ − uk:

ð45Þ
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By Iterative Scheme 8, we can easily see that kuk+1 −
T ½k+1�vkk⟶ 0 as k⟶∞. From (44) and nonexpansiveness
of Tnðn = 1, 2,⋯,MÞ, it follows that

uk+M − T k+M½ � vk+M−1ð Þ
��� ���⟶ 0

T k+M½ � vk+M−1ð Þ − T k+M½ � uk+M−1ð Þ
��� ���⟶ 0

T k+M½ � uk+M−1ð Þ − T k+M½ � ∘ T k+M−1½ � vk+M−2ð Þ
��� ���⟶ 0

⋮

T k+M½ �∘⋯∘T k+2½ � vk+1ð Þ − T k+M½ �∘⋯∘T k+1½ � ukð Þ
��� ���⟶ 0

T k+M½ �∘⋯∘T k+1½ � ukð Þ − T k+M½ �∘⋯∘T k+1½ � vkð Þ
��� ���⟶ 0:

ð46Þ

By using (36) and (45), we conclude that

lim
k→∞

T k+M½ � ∘ T k+M−1½ �∘⋯∘T k+2½ � ∘ T k+1½ � vkð Þ − uk
��� ���⟶ 0:

ð47Þ

Now, using (47) and (44), we write

T k+M½ � ∘ T k+M−1½ �∘⋯∘T k+1½ � vkð Þ − vk
��� ���

≤ T k+M½ � ∘ T k+M−1½ �∘⋯∘T k+1½ � vkð Þ − uk
��� ���
+ vk − ukk k⟶ 0,

ð48Þ

as k⟶∞, that is,

T k+M½ � ∘ T k+M−1½ �∘⋯∘T k+1½ � vkð Þ − uk
��� ���⟶ 0 as k⟶∞:

ð49Þ

Boundedness of fvkg implies that there exists a
subsequence fvkig of fvkg, converging weakly to w. Because
the collection of mappings fTn : 1 ≤ n ≤Mg is finite, we can
say for some integer K ∈ f1, 2,⋯,Ng

T kn½ � ≡ TK , ∀n ≥ 1: ð50Þ

Thus, from (49), we have

T n+M½ � ∘ T n+M−1½ �∘⋯∘T n+1½ � vkn

 �

− vkn

��� ���⟶ 0: ð51Þ

Therefore, using Lemma 6, we conclude that

w ∈ Fix T n+M½ �∘⋯T n+1½ �
� �

: ð52Þ

Thus, by the assumptions of Condition C, we have
w ∈ ∩ M

n=1FixðTnÞ. On the other hand,

vki = JG1
λ uki + μA∗ JG2

λ − I
� �

Auki

h i

uki + μA∗ JG2
λ − I

� �
Auki ∈ I + λG1ð Þvki

uki − vki + μA∗ JG2
λ − I

� �
Auki

λ
∈G1 vki


 �
:

ð53Þ

We know that the graph of a maximal monotone operator
is weakly strongly closed; hence, by taking i⟶∞ and using
(37) and (44), we get

0 ∈G1 wð Þ: ð54Þ

Since fukg, fvkg have the same asymptotical behaviour,
fAukig converges weakly to Aw. Therefore, by (39), the

nonexpansive property of JG2
λ and Lemma 6, we get 0 ∈ G2

ðAwÞ. Thus, w ∈ ∩ M
n=1FixðTnÞ ∩ Ξ.

Now, we need to show that lim sup
k→∞

h f ð�vÞ − �v, uk − �vi ≤ 0,

where �v = P∩M
n=1FixðTnÞ∩Ξ f ð�vÞ.

We have

lim sup
k→∞

f �vð Þ − �v, uk − �vh i = lim sup
k→∞

f �vð Þ − �v, T k+1½ �vk − �v
D E

≤ f �vð Þ − �v,w − �vh i ≤ 0,
ð55Þ

since �v ∈ ∩ M
n=1FixðTnÞ ∩ Ξ.

Finally, we show that xk ⟶ �v

uk+1 − �vk k2 = αk f ukð Þ + 1 − αkð ÞT k+1½ � vkð Þ − �v
��� ���2

= αk f ukð Þ + 1 − αkð ÞT k+1½ � vkð Þ − �v, uk+1 − �v
D E

= αk f ukð Þ − �v, uk+1 − �vh i + 1 − αkð Þ
� T k+1½ �vk − �v, uk+1 − �v
D E

≤ αk f ukð Þ − �v, uk+1 − �vh i
+ 1 − αkð Þ vk − �v, uk+1 − �vh i

≤ αk f ukð Þ − f �vð Þ, uk+1 − �vh i + αk f ukð Þ − �v, uk+1 − �vh i
+ 1 − αkð Þ vk − �v, uk+1 − �vh i

≤
αk
2 f ukð Þ − f �vð Þk k2 + uk+1 − �vk k2� 

+ αk f �vð Þ − �v, uk+1 − �vh i + 1 − αkð Þ
2

� uk − �vk k2 + uk+1 − �vk k2� 
≤
1
2 1 − αk 1 − κ2


 �	 �
uk+1 − �vk k2 + 1 − αkð Þ

2
� uk − �vk k2 + αk

2 uk+1 − �vk k2

+ αk f �vð Þ − �v, uk+1 − �vh i,
ð56Þ

7Journal of Function Spaces



which implies that

uk+1 − �vk k2 ≤ 1 − αk 1 − κ2

 �	 �

uk+1 − �vk k2
+ 2αk f �vð Þ − �v, uk+1 − �vh i:

ð57Þ

From Lemma 7 and (55), we conclude that uk ⟶ �v
and from kvk − ukk⟶ 0, vk ⇀w ∈ ∩ M

n=1FixTn ∩ Ξ, and
uk ⟶ �v as k⟶∞, we achieve that �v =w. This com-
pletes the proof.

4. Consequences

Suppose C andD are closed convex subsets of Hilbert spaces
H 1 and H 2, respectively. Then, find u ∈H 1 such that

u ∈C andAu ∈D, ð58Þ

is called the split feasibility problem (SFP), where A :
H 1 ⟶H 2 is a bounded linear operator. Byrne [9]
introduced the CD algorithm to approximate the solu-
tion of (58):

uk+1 = PC uk + μA∗ PD − Ið ÞAukð Þ, ð59Þ

where PC and PD are orthogonal projections onto C

and D, respectively.
The split common fixed-point problem (SCFPP) is an

extension of Problem (58), which has been widely investi-
gated in the present scenario. The SCFPP is the inverse prob-
lem design to search a vector in a fixed-point set so that its
image under a bounded linear operator corresponds to other
fixed-point set, that is, find u ∈H 1 such that

u =W uð Þ andAu =V Auð Þ, ð60Þ

where W : H 1 ⟶H 1 and W : H 2 ⟶H 2 are nonexpan-
sive mappings. By putting W = PC and W = PD, in (59), we
can have an iterative scheme, which converges to the solution
of SCFPP.

We denote the solution set of SFP (58) and SCFPP (60)
byΨ, andΩ, respectively. The following corollaries are given
as consequences of Theorem 12.

Corollary 13. Let C and D be two closed convex subsets of
Hilbert spaces H 1 and H 2, respectively. Let A : H 1 ⟶H 2
be a bounded linear operator and f : H 1 ⟶H 1 be a con-
traction mapping with constant κ ∈ ð0, 1Þ. Let Tn : H 1 ⟶
H 1, ðn = 1, 2,⋯,MÞ, be a finite collection of nonexpansive
mappings satisfying the condition C such that ∩ M

n=1FixðTnÞ
∩Ψ ≠ 0. Let R be the spectral radius of A⋆A, where A⋆ is
the adjoint of A such that μ ∈ ð0, 1/RÞ and fαkg be a sequence
in (0,1) with lim

k→∞
αk = 0, ∑∞

k=1αk =∞, and ∑∞
k=1jαk − αk−1j <

∞. Then, the iterative sequences fvkg and fukg generated
by Iterative Scheme 8 with JG1

λ = PC and JG2
λ = PD converge

to �v ∈ ∩ M
n=1FixðTnÞ ∩Ψ, where �v = P∩M

n=1FixðTnÞ∩Ψ f ð�vÞ.

Corollary 14. Let H 1 and H 2 be two real Hilbert spaces and
A : H 1 ⟶H 2 be a bounded linear operator. Assume that
G1 : H 1 ⟶ 2H 1 and G2 : H 2 ⟶ 2H 2 are maximal mono-
tone operators and f : H 1 ⟶H 1 is a κ-contraction map-
ping with constant κ ∈ ð0, 1Þ. Let Tn : H 1 ⟶H 1,
ðn = 1, 2,⋯,MÞ, be a finite collection of nonexpansive map-
pings satisfying the condition C such that ∩ M

n=1FixðTnÞ ∩Ω
≠ 0. Let R be spectral radius of A⋆A, where A⋆ is the adjoint
of A such that μ ∈ ð0, 1/RÞ and fαkg be a sequence in (0,1)
with lim

n→∞
αk = 0,∑∞

k=1αk =∞, and∑∞
k=1jαk − αk−1j <∞. Then,

the iterative sequences fvkg and fukg obtained from Iterative
Scheme 8 with JG1

λ =W and JG2
λ = V converge to �v ∈ ∩ M

n=1Fix
ðTnÞ ∩Ω, where �v = P∩M

n=1FixðTnÞ∩Ω f ð�vÞ.

Remark 15. If we take T1 = T2 =⋯TM = T , a nonexpansive
mapping, then we can obtain the iterative scheme and its
convergence theorem for the common solution of SpVIP
and a nonexpansive mapping T , studied in [17].

At last, we illustrate the convergence analysis of the
proposed iterative scheme with the help of the following
numerical example.

5. Numerical Example

Let H 1 =H 2 =ℝ and G1 : H 1 ⟶H 1 defined as G1ðuÞ = 2
ðu + 1Þ and G2 : H 2 ⟶H 2 defined as G2ðuÞ = −ð4/5Þu +
ð12/5Þ. For λ = 1/4, we compute the resolvents of G1 and
G2 as

JG1
λ uð Þ = I + λG1½ �−1 uð Þ = 2

3 u −
1
3 ,

JG2
λ uð Þ = I + λG2½ �−1 uð Þ = 5

4 u −
3
4 :

ð61Þ

Table 1: Computation of iterative sequences of Iterative Scheme 8
for the choices of parameters λ = 1/4 and αn = 1/3k and different
initial points u0 = 5 and u0 = −3.

λ = 1/4 u0 = 5 u0 = −3
No. iter. vk uk + 1 vk uk + 1
0 3.5 -0.48502 -0.25 -1.831663

1 -1.613765 -1.034683 -1.623747 -0.726077

2 -1.26012 -0.956449 -0.794558 -0.748519

3 -0.967337 -0.926583 -0.8113989 -0.775985

4 -0.944937 -0.989916 -0.8319989 -1.037605

5 -0.992437 -0.968237 -1.028204 -0.984733

6 -0.976178 -0.948843 -0.998550 -0.964922

7 -0.961632 -0.996486 -0.973792 -0.991042

8 -0.997364 -0.980131 -0.993282 -0.977974

9 -0.985098 -0.968597 -0.983481 -0.966999

10 -0.976448 -0.995792 -0.975249 -0.996349

11 -0.986844 -0.984495 -0.997262 -0.984711

12 -0.984495 -0.975650 -0.988533 -0.975811

13 -0.981737 -0.996719 -0.981858 -0.996662

14 -0.997539 -0.997635 -0.997496 -0.987612
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It can be easily seen that, here, Ξ = f−1g. Further, let
T1, T2, and T3 : H 1 ⟶H 1 are three nonexpansive map-
pings, defined by

T1 uð Þ = sin u + 1ð Þ − 1,

T2 uð Þ = −u − 3
2 ,

T3 uð Þ = cos πuð Þ + u
2

ð62Þ

such that

Fix T1ð Þ ∩ Fix T2ð Þ ∩ Fix T3ð Þ = −1f g: ð63Þ

Let f : H 1 ⟶H 1 be a contraction mapping defined
as f ðuÞ = u/2 and A be a bounded linear operator
defined as Au = −3u with adjoint operator A∗ such that
kAk = kA∗k = 3.

Since μ ∈ ð0, 1/9Þ and αk ∈ ð0, 1Þ, so we choose μ = 1/18
and αk = 1/3k; then, the sequences fvkg and fukg generated
by the iterative scheme are evaluated as

vk = JG1
λ uk + μA∗ JG2

λ − I
� �

Auk
h i

= 9
12 uk −

3
12 ,

uk+1 = αk f ukð Þ + 1 − αkð ÞT k+1½ �vk

= 1
6 k + 1ð Þ uk + 1 − 1

3 k + 1ð Þ
� �

T k+1½ �vk

ð64Þ

or for some positive integer a ≥ 0, and M = 3, we can write

From Table 1, we conclude that for two arbitrary differ-
ent initial points u0 = 5 and u0 = −3, the sequences fvkg and
fukg converge approximately to a point u⋆ = −1 ∈ ∩ M

n=1Fix
ðTnÞ ∩ Ξ.
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The main purpose of the present article is to construct a newly Szász-Jakimovski-Leviatan-type positive linear operators in the
Dunkl analogue by the aid of Appell polynomials. In order to investigate the approximation properties of these operators, first
we estimate the moments and obtain the basic results. Further, we study the approximation by the use of modulus of continuity
in the spaces of the Lipschitz functions, Peetres K-functional, and weighted modulus of continuity. Moreover, we study A
-statistical convergence of operators and approximation properties of the bivariate case.

1. Introduction

In 1969, Jakimovski and Leviatan introduced a sequence of
positive linear operators fLngn≥1 [1], by using Appell polyno-
mials [2] FðvÞevy =∑∞

s=0PsðyÞvs and defined as

Ln h ; yð Þ = e−ny

F 1ð Þ〠
∞

s=0
Ps nyð Þh s

n

� �
, ð1Þ

where Fð1Þ ≠ 0, FðvÞ =∑∞
s=0csv

s, and PsðyÞ =∑s
i=0ciðys−i/ðs −

iÞ!Þðs ∈ℕÞ. For all n ∈ℕ and ci/Fð1Þ ≥ 0, the positive linear
operators Ln are defined on ½0, 1Þ given by Wood in [3]. If
we take h ∈ E½0,∞Þ, then an analogue of Szász operators
was proved by Jakimovski and Leviatan, where E½0,∞Þ
denotes the set of functions on ½0,∞Þ} such that ∣hðyÞ ∣ ≤
aeκy , where a, κ are positive constants. They established
limn→∞ Lnðh ; yÞ⟶ hðyÞ is uniformly on each compact sub-
set of ½0, 1Þ (see [1, 4]). Precisely, for Fð1Þ = 1 in (1), the well-
known classical Szász operators [5] were obtained defined in
1950 such that

Sn h ; yð Þ = e−ny 〠
∞

s=0

nyð Þs
s!

h
s
n

� �
: ð2Þ

Recently, Szász-Mirakyan operators have been obtained
by researchers via the Dunkl generalization in approximation
process; for instance, we refer the readers to [6–12]. For more
details, related results relevant to the present article in differ-
ent functional spaces are seen in [13–19] and [20–23]. Sucu
[24] introduced Szász-Mirakyan operators by using the new
exponential function given in [25] as

eλ yð Þ = 〠
∞

s=0

ys

γλ sð Þ :

γλ 2pð Þ = 22pp!Γ p + λ + 1/2ð Þ
Γ λ + 1/2ð Þ ,

γλ 2p + 1ð Þ = 22p+1p!Γ p + λ + 3/2ð Þ
Γ λ + 1/2ð Þ :

ð3Þ

For p = 0, 1, 2,⋯ a recursion of γλ is given as

γλ p + 1ð Þ
p + 1 + 2λθp+1
� � = γλ pð Þ,

θp =
0 if p = 2s, s ∈ℕ,
1 if p = 2s + 1, s ∈ℕ:

( ð4Þ
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These types of generalizations gave rise to exponential
function and generalization of Hermite-type polynomials,
expressed in the form of the confluent hypergeometric func-
tion (see [25]).

2. Construction of Operators and
Estimation of Moments

For every h ∈ Cϑ½0,∞Þ = fh ∈ C½0,∞Þ: hðsÞ =OðsϑÞg as s
⟶∞, and all y ∈ ½0,∞Þ, ϑ > n, n ∈ℕ, Fð1Þ ≠ 0, λ ≥ 0, we
define

J ∗
n,λ h ; yð Þ = 1

F 1ð Þeλ nyð Þ〠
∞

s=0
Ps nyð Þh s + 2λθs

n

� �
: ð5Þ

Lemma 1. For all y ∈ ½0,∞Þ, PsðyÞ ≥ 0, λ ≥ 0, and Fð1Þ ≠ 0, if
we define

F αð Þeλ αyð Þ = 〠
∞

s=0
Ps yð Þαs: ð6Þ

Then for all n ∈ℕ, we have

F 1ð Þeλ nyð Þ = 〠
∞

s=0
Ps nyð Þ,

〠
∞

s=0
sPs nyð Þ = F ′ 1ð Þ + nyF 1ð Þ

� �
eλ nyð Þ,

〠
∞

s=0
s2Ps nyð Þ =

�
F″ 1ð Þ + 2ny + 1ð ÞF ′ 1ð Þ

+ ny ny + 1ð ÞF 1ð Þ
�
eλ nyð Þ,

〠
∞

s=0
s3Ps nyð Þ =

�
F‴ 1ð Þ + 3 ny + 1ð ÞF″ 1ð Þ

+ 3n2y2 + 6ny + 2
� �

F ′ 1ð Þ
+ ny n2y2 + 3ny + 2

� �
F 1ð Þ

�
eλ nyð Þ,

〠
∞

s=0
s4Ps nyð Þ =

�
F ′v 1ð Þ + 4ny + 6ð ÞF‴ 1ð Þ

+ 6n2y2 + 18ny + 11
� �

F″ 1ð Þ
+ 4n3y3 + 18n2y2 + 22ny + 6
� �

F ′ 1ð Þ
+ ny n3y3 + 6n2y2 + 11ny + 6

� �
F 1ð Þ

�
eλ nyð Þ:

ð7Þ

Lemma 2. Let λ ∈ ½0,∞Þ, Fð1Þ ≠ 0 and take ϕr = sr for r = 0
, 1, 2, 3, 4.

Then, for operators J ∗
n,λð·; · Þ by (5), we have the following

estimates:

J ∗
n,λ ϕ0 ; yð Þ = 1,

J ∗
n,λ ϕ1 ; yð Þ = y + 1

n
F ′ 1ð Þ
F 1ð Þ + 2λ

 !
,

J ∗
n,λ ϕ2 ; yð Þ = y2 + 1

n
2F ′ 1ð Þ
F 1ð Þ + 4λ + 1

 !
y

+ 1
n2

F″ 1ð Þ
F 1ð Þ + 1 + 4λð Þ F ′ 1ð Þ

F 1ð Þ + 4λ2
 !

,

J ∗
n,λ ϕ3 ; yð Þ = y3 + 3

n
F ′ 1ð Þ
F 1ð Þ + 2λ + 1

 !
y2

+ 1
n2

3F″ 1ð Þ
F 1ð Þ + 6 1 + 2λð Þ F ′ 1ð Þ

F 1ð Þ + 2 + 6λ

 !
y

+ 1
n3

 
3F‴ 1ð Þ
F 1ð Þ + 3 1 + 2λð Þ F″ 1ð Þ

F 1ð Þ

+ 2 1 + 3λ + 6λ2
� � F ′ 1ð Þ

F 1ð Þ + 8λ3
!
,

J ∗
n,λ ϕ4 ; yð Þ = y4 + 1

n
F ′ 1ð Þ
F 1ð Þ + 8λ + 6

 !
y3 + 1

n2

 
6F″ 1ð Þ
F 1ð Þ

+ 8 1 + 3λð Þ F ′ 1ð Þ
F 1ð Þ + 11 + 24λ + 24λ2

!
y2

+ 1
n3

 
6F‴ 1ð Þ
F 1ð Þ + 8 1 + 3λð Þ F″ 1ð Þ

F 1ð Þ

+ 2 11 + 24λ + 24λ2
� � F ′ 1ð Þ

F 1ð Þ

+ 6 + 16λ + 24λ2 + 32λ2
!
y

+ 1
n4

 
F ′v 1ð Þ
F 1ð Þ + 2 3 + 4λð Þ F

‴ 1ð Þ
F 1ð Þ

+ 11 + 24λ + 24λ2
� � F″ 1ð Þ

F 1ð Þ

+ 6 + 16λ + 24λ2 + 32λ3
� � F ′ 1ð Þ

F 1ð Þ + 16λ4
!
:

ð8Þ

Proof.
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(1) Take h = ϕ0, then

J ∗
n,λ ϕ0 ; yð Þ = 1

F 1ð Þeλ nyð Þ〠
∞

s=0
Ps nyð Þ = 1: ð9Þ

(2) For h = ϕ1

J ∗
n,λ ϕ1 ; yð Þ = 1

F 1ð Þeλ nyð Þ〠
∞

s=0
Ps nyð Þ s + 2λθs

n

� �

= 1
nF 1ð Þeλ nyð Þ〠

∞

s=0
sPs nyð Þ

+ 2λ
nF 1ð Þeλ nyð Þ 〠

∞

s=2k+1
θsPs nyð Þ for k

= 0, 1, 2, 3,⋯ = 1
nF 1ð Þeλ nyð Þ

� F ′ 1ð Þ + nyF 1ð Þ
� �

eλ nyð Þ + 2λ
n
:

ð10Þ

(3) For h = ϕ2

J ∗
n,λ ϕ2 ; yð Þ = 1

F 1ð Þeλ nyð Þ〠
∞

s=0
Ps nyð Þ s + 2λθs

n

� �2

= 1
n2F 1ð Þeλ nyð Þ〠

∞

s=0
s2Ps nyð Þ + 4λ

n2F 1ð Þeλ nyð Þ

� 〠
∞

s=2k+1
sPs nyð Þθs for k = 0, 1, 2, 3,⋯

+ 4λ2
n2F 1ð Þeλ nyð Þ 〠

∞

s=2k+1
Ps nyð Þθ2s for k

= 0, 1, 2, 3,⋯ = 1
F 1ð Þeλ nyð Þ

�
F″ 1ð Þ

+ 2ny + 1ð ÞF ′ 1ð Þ + ny ny + 1ð ÞF 1ð Þ
�
eλ nyð Þ

+ 4λ2
n2F 1ð Þeλ nyð Þ F ′ 1ð Þ + nyF 1ð Þ

� �
eλ nyð Þ

+ 4λ2
n2

:

ð11Þ

Similarly, we can prove easily (4) and (5).

Lemma 3. Let ψj = ðϕ1 − yÞj for j = 1, 2, 3, be the central
moments, then

J ∗
n,λ ψ1 ; yð Þ = 1

n
F ′ 1ð Þ
F 1ð Þ + 2λ

 !
,

J ∗
n,λ ψ2 ; yð Þ = y

n
++ 1

n2
F″ 1ð Þ
F 1ð Þ + 1 + 4λð Þ F ′ 1ð Þ

F 1ð Þ + 4λ2
 !

,

J ∗
n,λ ψ4 ; yð Þ = 1

n
4F ′ 1ð Þ
F 1ð Þ + 8λ

 !
y3 + 1

n2
−10

F ′ 1ð Þ
F 1ð Þ + 3

 !
y2

+ 1
n3

 
−4F″ 1ð Þ
F 1ð Þ + 2 7 + 12λð Þ F ′ 1ð Þ

F 1ð Þ

+ 2 3 + 8λ + 12λ2
� �!

y + 1
n4

 
F ′v 1ð Þ
F 1ð Þ

+ 2 3 + 4λð Þ F
‴ 1ð Þ
F 1ð Þ + 11 + 24λ + 24λ2

� � F″ 1ð Þ
F 1ð Þ

+ 6 + 16λ + 24λ2 + 32λ3
� � F ′ 1ð Þ

F 1ð Þ + 16λ4
!

+ 1
n

−4F ′ 1ð Þ
F 1ð Þ − 8λ

 !
:

ð12Þ

3. Global Approximation

In the present section, we follow Gadžiev [11] and recall the
weighted spaces of the functions on ½0,∞Þ, as well as addi-
tional conditions under which the analogous theorem of
P.P. Korovkin holds for such a kind of functions. Take y
⟶ ϕðyÞ be continuous and strictly increasing function with
σðyÞ = 1 + ϕ2ðyÞ and limy→∞ σðyÞ =∞. Let Bσ½0,∞Þ be a set
of functions defined on [0,∞), verifying the results

Bσ 0,∞½ Þ = h yð Þ : h yð Þj j ≤ Khσ yð Þf g, ð13Þ

where Kh is a constant and depending only on function h and
Bσ½0,∞Þ is space of all continuous as well as bounded func-
tions on ½0,∞Þ. Let the set of all continuous functions on ½0
,∞Þ will be denoted by Cσ½0,∞Þ and Bσ½0,∞Þ ⊂ Cσ½0,∞Þ
equipped with the norm khkσ = sup

y∈½0,∞Þ
jhj/σðyÞ.

Let us denote

Cm
σ 0,∞½ Þ = h ∈ Cσ : lim

y→∞

h yð Þ
σ yð Þ = k, k is positive constant

� 	
:

ð14Þ

It is well known that (see [26]) the sequence of linear pos-
itive operators fLngn≥1 maps Cσ½0,∞Þ into Bσ½0,∞Þ if and
only if
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∣Ln σ ; yð Þ∣ ≤ Cσ yð Þ, ð15Þ

where C is a positive constant.

Definition 4. For all h ∈ C½0,∞Þ, the modulus of continuity
for a uniformly continuous function h defined by

ω h ; δð Þ = sup
∣s1−s2∣≤δ

h s1ð Þ − h s2ð Þj j, s1, s2 ∈ 0,∞½ Þ: ð16Þ

For every δ > 0 and uniformly continuous function h ∈
C½0,∞Þ, we suppose

h s1ð Þ − h s2ð Þj j ≤ 1 + s1 − s2j j
δ2

� �
ω h ; δð Þ: ð17Þ

Theorem 5. For all h ∈ ½0,∞Þ ∩ fh : y ≥ 0, hðyÞ/σðyÞ is
convergent as y⟶∞g, operators J ∗

n,λ defined in (5) satisfy
J ∗

n,λ ⇒ h on each compact subset of ½0,∞Þ, with ⇒ stands
for uniform convergence.

Proof. From the well-known Korovkin’s theorem (see [27]),
for all r = 0, 1, 2, it is sufficient to see that

J ∗
n,λ ϕr ; yð Þ⟶ yr: ð18Þ

In the view of Lemma 2, it is obvious that J ∗
n,λ ðϕr ; yÞ

⟶ yr as n⟶∞, r = 0, 1, 2, which completes Theorem 5.

Theorem 6. Let J ∗
n,λ : C

m
σ ½0,∞Þ⟶ Bσ½0,∞Þ. Then for

every h ∈ Cm
σ ½0,∞Þ, we have

lim
n→∞

J ∗
n,λ h ; yð Þ − h



 


σ
= 0: ð19Þ

Proof. We prove this theorem by applying Korovkin’s theo-
rem so it is sufficient to show that

lim
n→∞

J ∗
n,λ ϕ j ; y
� �

− yj



 




σ
= 0, for j = 0, 1, 2: ð20Þ

From Lemma 2, we easily see that

J ∗
n,λ ϕo ; yð Þ − y0



 


σ
= sup

y∈ 0,∞½ Þ

J ∗
n,λ 1 ; yð Þ − 1

�� ��
σ yð Þ = 0 for j = 0:

ð21Þ

Similarly, for

J ∗
n,λ ϕ1 ; yð Þ − y



 


σ
= 1
n

F ′ 1ð Þ
F 1ð Þ + 2λ

 !
sup

y∈ 0,∞½ Þ

1
σ yð Þ : ð22Þ

which imply that kJ ∗
n,λðϕ1 ; yÞ − yk

σ
⟶ 0 as n⟶∞. For

j = 2

J ∗
n,λ ϕ2 ; yð Þ − y2



 


σ

= sup
y∈ 0,∞½ Þ

J ∗
n,λ ϕ2 ; yð Þ − y2

�� ��
σ yð Þ

= 1
n

2F ′ 1ð Þ
F 1ð Þ + 4λ + 1

 !
sup

y∈ 0,∞½ Þ

y
σ yð Þ

+ 1
n2

F″ 1ð Þ
F 1ð Þ + 1 + 4λð Þ F ′ 1ð Þ

F 1ð Þ + 4λ2
 !

sup
y∈ 0,∞½ Þ

1
σ yð Þ ,

ð23Þ

which clearly shows that kJ ∗
n,λðϕ2 ; yÞ − y2k

σ
⟶ 0, when-

ever n⟶∞:

Theorem 7. For all h ∈ CB½0,∞Þ, operators given by (5) satisfy

J ∗
n,λ h ; yð Þ − h yð Þ�� �� ≤ 2ω h ; δn yð Þð Þ, ð24Þ

where δnðyÞ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
J ∗

n,λðψ2 ; yÞ
q

and CB½0,∞Þ stand for space of
all continuous and bounded functions defined on ½0,∞Þ.

Proof. We prove Theorem 7 by using the well-known
Cauchy-Schwarz inequality and modulus of continuity.
Thus, we see that

J ∗
n,λ h ; yð Þ − h yð Þ

≤
1

F 1ð Þeλ nyð Þ〠
∞

s=0
Ps nyð Þ ; h s + 2λθs

n

� �
− h yð Þ

����
����

≤
1

F 1ð Þeλ nyð Þ〠
∞

s=0
Ps nyð Þ 1 + 1

δ

s + 2λθs
n

− y
����

����
� �

ω h ; δð Þ

= 1 + 1
F 1ð Þeλ nyð Þ〠

∞

s=0
Ps nyð Þ s + 2λθs

n
− y

����
����ω h ; δð Þ

(

≤ 1 + 1
δ

1
F 1ð Þeλ nyð Þ〠

∞

s=0
Ps nyð Þ s + 2λθs

n
− y

� �2
 !1

2

J ∗
n,λ ϕ0 ; yð Þ� �1

2

8<
:

9=
;ω h ; δð Þ

= 1 + 1
δ

J ∗
n,λ ϕ1 − yð Þ2 ; y� �� �1

2

� �
ω h ; δð Þ:

ð25Þ

If we take δ = δn =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
J ∗

n,λðψ2 ; yÞ
q

, we get the required

result asserted by Theorem 7.

4. Some Direct Results of J ∗
n,λ

The present section gives some direct approximation results
in the space of K-functional and in the Lipschitz spaces.
We suppose the following.

Definition 8. For every δ > 0 and h ∈ C½0,∞Þ, we define

K2 h ; δð Þ = inf
��

h − ψk kCB 0,∞½ Þ

+ δ ψ′′



 




CB 0,∞½ Þ

�
: ψ, ψ′ ∈ C2

B

�� 0,∞½ Þ
	
,

ð26Þ
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where C2
B½0,∞Þ is defined by

Ck
B 0,∞½ Þ =

�
h : h ∈ CB 0,∞½ Þ, k ∈ℕ ;

such that lim
y→∞

h yð Þ
σ yð Þ = kh <∞

	
:

ð27Þ

Now, there exists an absolute constant C > 0 such that

K2 h ; δð Þ <C ω2 h ;
ffiffiffi
δ

p� �
+min 1, δð Þ hk kCB 0,∞½ Þ

n o
, ð28Þ

where ω2ðh ; δÞ is the second-order modulus of continuity
given by

ω2 h ; δð Þ = sup
0<η<δ

sup
yϵ 0,∞½ Þ

h y + 2ηð Þ − 2h y + ηð Þ + h yð Þj j: ð29Þ

Moreover, the modulus of continuity of order one is

ω h ; δð Þ = sup
0<η<δ

sup
y∈ 0,∞½ Þ

h y + ηð Þ − h yð Þj j: ð30Þ

Theorem 9. Let h ∈ C2
B½0,∞Þ, we define an auxiliary opera-

tors K∗
n,λ such that

K∗
n,λ h ; yð Þ = J ∗

n,λ h ; yð Þ + h yð Þ − h y + 1
n

F ′ 1ð Þ
F 1ð Þ + 2λ

 !( )
:

ð31Þ

Then, for every ψ ∈ C2
B½0,∞Þ, operators K∗

n,λ satisfy

K∗
n,λ ψ ; yð Þ − ψ yð Þ�� �� ≤ Θn yð Þf g ψ″



 

, ð32Þ

where ΘnðyÞ = ðδnðyÞÞ2 + ð1/n2ÞððF ′ð1Þ/Fð1ÞÞ + 2λÞ2
and δnðyÞ are defined in Theorem 7.

Proof. Take ψ ∈ C2
B½0,∞Þ; then, we easily conclude that

K∗
n,λðϕ0 ; yÞ = 1 and

K∗
n,λ ϕ1 ; yð Þ = J ∗

n,λ ϕ1 ; yð Þ + y − y + 1
n

F ′ 1ð Þ
F 1ð Þ + 2λ

 !( )
= y:

ð33Þ

We also know easily

J ∗
n,λ h ; yð Þ

 

 ≤ hk k: ð34Þ

Therefore,

K∗
n,λ h ; yð Þ�� �� ≤ J ∗

n,λ h ; yð Þ�� �� + h yð Þj j

+ h y + 1
n

F ′ 1ð Þ
F 1ð Þ + 2λ

 !( )�����
����� ≤ 3 hk k:

ð35Þ

From the Taylor series we see

ψ sð Þ = ψ yð Þ + s − yð Þψ′ yð Þ +
ðs
y
s − μð Þψ″ μð Þdμ: ð36Þ

Applying K∗
n,λ, we have

K∗
n,λ ψ ; yð Þ − ψ yð Þ

= ψ′ yð ÞK∗
n,λ ϕ1 − y ; yð Þ +K∗

n,λ

ðϕ1
y

ϕ1 − μð Þψ″ μð Þdμ ; y
 !

=K∗
n,λ

ðϕ1
y

ϕ1 − μð Þψ″ μð Þdμ ; y
 !

= J ∗
n,λ

ðϕ1
y

ϕ1 − μð Þψ″ μð Þdμ ; y
 !

−
ðy+1

n
F ′ 1ð Þ
F 1ð Þ +2λ
� �

y
y + 1

n
F ′ 1ð Þ
F 1ð Þ + 2λ

 !
− μ

 !
ψ″ μð Þdμ,

K∗
n,λ ψ ; yð Þ − ψ yð Þ�� ��
≤ J ∗

n,λ

ðϕ1
y

ϕ1 − μð Þψ″ μð Þdμ ; y
 !�����

�����
+
ðy+1

n
F ′ 1ð Þ
F 1ð Þ +2λ
� �

y
y + 1

n
F ′ 1ð Þ
F 1ð Þ + 2λ

 !
− μ

 !
ψ″ μð Þdμ

������
������:

ð37Þ

Since we know

ðs
y
s − μð Þψ″ μð Þdμ

�����
����� ≤ s − yð Þ2 ψ″



 

,
ðy+1

n
F ′ 1ð Þ
F 1ð Þ +2λ
� �

y
y + 1

n
F ′ 1ð Þ
F 1ð Þ + 2λ

 !
− μ

 !
ψ″ μð Þdμ

������
������

≤
1
n

F ′ 1ð Þ
F 1ð Þ + 2λ

 ! !2

ψ″


 

:

ð38Þ

Therefore, we get

K∗
n,λ ψ ; yð Þ − ψ yð Þ�� ��
≤ J ∗

n,λ ϕ1 − yð Þ2 ; y� �
+ 1
n2

F ′ 1ð Þ
F 1ð Þ + 2λ

 !2( )
ψ″


 

:

ð39Þ

This gives the complete proof.
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Theorem 10. Let h ∈ CB½0,∞Þ and any ψ ∈ C2
B½0,∞Þ. Then,

there exists a constant C > 0 such that

J ∗
n,λ h ; yð Þ − h yð Þ�� �� ≤C

(
ω2 h ;

ffiffiffiffiffiffiffiffiffiffiffiffi
Θn yð Þp
2

 !

+min 1, Θn yð Þ
4

� �
hk kCB 0,∞½ Þ

)

+ ω h ; 1
n

F ′ 1ð Þ
F 1ð Þ + 2λ

 ! !
,

ð40Þ

where ΘnðyÞ is defined by Theorem 9.

Proof. We prove the result asserted by Theorem 10 in the
light of Theorem 9. Therefore, for all h ∈ CB½0,∞Þ and ψ ∈
C2
B½0,∞Þ, we get

J ∗
n,λ h ; yð Þ − h yð Þ�� ��
= K∗

n,λ h ; yð Þ − h yð Þ + h y + 1
n

F ′ 1ð Þ
F 1ð Þ + 2λ

 ! !
− h yð Þ

�����
�����

≤ K∗
n,λ h − ψ ; yð Þ�� �� + K∗

n,λ ψ ; yð Þ − ψ yð Þ�� �� + ψ yð Þ − h yð Þj j

+ h y + 1
n

F ′ 1ð Þ
F 1ð Þ + 2λ

 ! !
− h yð Þ

�����
�����

≤ 4 h − ψk k +Θn yð Þ ψ″


 

 + ω h ; 1

n
F ′ 1ð Þ
F 1ð Þ + 2λ

 !�����
�����

 !
:

ð41Þ

Taking infimum over all ψ ∈ C2
B½0,∞Þ and using (26), we

get

J ∗
n,λ h ; yð Þ − h yð Þ�� ��
≤ 4K2 h ; Θn yð Þ

4

� �
+ ω h ; 1

n
F ′ 1ð Þ
F 1ð Þ + 2λ

 ! !

≤C ω2 h ;
ffiffiffiffiffiffiffiffiffiffiffiffi
Θn yð Þp
4

 !
+min 1 ; Θn yð Þ

4

� �
hk kCB 0,∞½ Þ

( )

+ ω h ; 1
n

F ′ 1ð Þ
F 1ð Þ + 2λ

 ! !
:

ð42Þ

Here, we obtain some local approximation results of J ∗
n,λ

in the Lipschitz spaces. For all the Lipschitz maximal func-
tion h ∈ C½0,∞Þ, 0 < ϑ ≤ 1 and s, y ∈ ½0,∞Þ, we recall that

ωϑ h ; yð Þ = sup
s≠y,s∈ 0:∞½ Þ

h sð Þ − h yð Þj j
s − yj jϑ

: ð43Þ

Theorem 11. Let 0 < ϑ ≤ 1, then for all h ∈ CB½0,∞Þ, operators
J ∗

n,λ satisfy

J ∗
n,λ h ; yð Þ − h yð Þ�� �� ≤ ωϑ h ; yð Þ δn yð Þð Þϑ, ð44Þ

where ωϑðh ; yÞ is the Lipschitz maximal function defined by
(43) and δnðyÞ by Theorem 7.

Proof. To prove Theorem 11, we use the well-known Hölder
inequality by applying (43)

J ∗
n,λ h ; yð Þ − h yð Þ�� ��
≤ J ∗

n,λ h sð Þ − h yð Þj j ; yð Þ ≤ ωϑ h ; yð Þ J ∗
n,λ

�� s − yj jϑ ; y
� �

≤ ωϑ h ; yð Þ J ∗
n,λ ϕ0 ; yð Þ� �2−ϑ

2 J ∗
n,λ ϕ1 − yð Þ2 ; y� �� �ϑ

2

= ωϑ h ; yð Þ J ∗
n,λ ψ2 ; yð Þ� �ϑ

2:

ð45Þ

The proof is complete.

From [28] for an arbitrary h ∈ Cm
σ ½0,∞Þ, the weighted

modulus of continuity is introduced such that

Ω h ; δð Þ = sup
y∈ 0,∞½ Þ, ηj j≤δ

h y + ηð Þ − h yð Þj j
1 + η2ð Þ 1 + y2ð Þ : ð46Þ

The two main properties of this modulus of continuity
are limδ→0Ωðh ; δÞ = 0 and

h sð Þ − h yð Þj j ≤ 2 1 + s − yj j
δ

� �
1 + δ2
� �

1 + y2
� �

� 1 + s − yð Þ2� �
Ω h ; δð Þ,

ð47Þ

where s, y ∈ ½0,∞Þ.

Theorem 12. Let the operators J ∗
n,λ be defined by (5); then for

every h ∈ Cm
σ ½0,∞Þ, there exists a constant C > 0 such that

sup
y∈ 0,O 1

nð Þ½ Þ
J ∗

n,λ h ; yð Þ − h yð Þ�� ��
σ yð Þ

≤ C 1 +O
1
n

� �� �
Ω h ;

ffiffiffiffiffiffiffiffiffiffiffiffiffi
O

1
n

� �s !
,

ð48Þ

where σðyÞ = 1 + y2 and C = ð2 + C1 + 2C2Þ with C1 > 0, C2
> 0.
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Proof. In light of (46), (47), and Cauchy-Schwarz inequality,
we prove this theorem. Thus, we see

J ∗
n,λ h ; yð Þ − h yð Þ�� ��
≤ 2 1 + δ2
� �

1 + y2
� �

Ω h ; δð Þ
�
1 + J ∗

n,λ ϕ1 − yð Þ2 ; y� �
+ J ∗

n,λ 1 + ϕ1 − yð Þ2� � ϕ1 − yj j
δ

; y
� ��

ð49Þ

J ∗
n,λ 1 + ϕ1 − yð Þ2� � ϕ1 − yj j

δ
; y

� �

≤ 1 + 2 J ∗
n,λ ϕ1 − yð Þ4 ; y� �� �1

2 J ∗
n,λ

ϕ1 − yð Þ4
δ2

; y
 ! !1

2

:

ð50Þ
From Lemma 3, we easily conclude that for any positive

C1 and C1

J ∗
n,λ ϕ1 − yð Þ2 ; y� �

=O
1
n

� �
y + 1ð Þ2 ≤ C1 y + 1ð Þ2 as n⟶∞,

ð51Þ

J ∗
n,λ ϕ1 − yð Þ4 ; y� �

=O
1
n

� �
y + 1ð Þ4 ≤ C2 y + 1ð Þ4 as n⟶∞:

ð52Þ
Therefore,

J ∗
n,λ

ϕ1 − yð Þ2
δ2

; y
 ! !1

2

= 1
δ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
O

1
n

� �s
1 + yð Þ: ð53Þ

J ∗
n,λ ϕ1 − yð Þ4 ; y� �� �1

2 ≤ C2 1 + yð Þ2: ð54Þ

Hence, in light of (49), (50), (51), (52), (53) and (54) and
choosing δ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Oð1/nÞp

, if we take the supremum y ∈ ½0,Oð1/nÞÞ
, we get the result.

5. A-Statistical Convergence

Here, we obtain the A-statistical convergence for the oper-
ators J ∗

n,λ by (5). From [29], we recall the needed nota-
tions and notions for A-statistical convergence. Take
G = ðDnkÞ be a nonnegative infinite summability matrix.
For a given sequence y = ðykÞ, the A-transform of y is
denoted by Gy : ðGyÞn where the series converges for each
n and defined by

Gyð Þn = 〠
∞

k=1
ykDnk: ð55Þ

The matrix G is said to be regular if limðGyÞn = L
whenever limx = L and y = ðynÞ are said to be a A-statis-

tically convergent to L, i.e., stG − limy = L if for each ∈>0
, limn∑k:jyk−Lj≥∈Dnk = 0. For the recent work on statistical
convergence and statistical approximation, we refer to
[30–37].

Theorem 13. Let operators J ∗
n,λ be defined by 1 and a non-

negative regular summability matrix be G = ðDnkÞ; then, for
every h ∈ Cm

σ ½0,∞Þ

stG − lim
n

J ∗
n,λ h ; yð Þ − h



 


σ
= 0: ð56Þ

Proof. It is enough to show that

stG − lim
n

J ∗
n,λ ϕ j ; y
� �

− yj



 




σ
= 0, forj = 0, 1, 2: ð57Þ

From Lemma 2, we conclude that

J ∗
n,λ ϕ2 ; yð Þ − y



 


σ
= 1

n
F ′ 1ð Þ
F 1ð Þ + 2λ

 !�����
����� sup
y∈ 0,∞½ Þ

1
σ yð Þ

≤
1
n

F ′ 1ð Þ
F 1ð Þ + 2λ

 !�����
�����:

ð58Þ

which implies that

stG − lim
n

1
n

F ′ 1ð Þ
F 1ð Þ + 2λ

 !�����
����� = 0: ð59Þ

Similarly for j = 2

J ∗
n,λ ϕ2 ; yð Þ − y2



 


σ

= 1
n

2F ′ 1ð Þ
F 1ð Þ + 4λ + 1

 !�����
����� sup
y∈ 0,∞½ Þ

y
σ yð Þ

+ 1
n2

F″ 1ð Þ
F 1ð Þ + 1 + 4λð Þ F ′ 1ð Þ

F 1ð Þ + 4λ
 !�����

����� sup
y∈ 0,∞½ Þ

1
σ yð Þ

≤
1
2
1
n

2F ′ 1ð Þ
F 1ð Þ + 4λ + 1

 !�����
����� + 1

n
F ′ 1ð Þ
F 1ð Þ + 2λ

 !�����
�����:

ð60Þ
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which shows that

stG − lim
n

1
2
1
n

2F ′ 1ð Þ
F 1ð Þ + 4λ + 1

 !�����
�����

= stG − lim
n

1
n

F ′ 1ð Þ
F 1ð Þ + 2λ

 !�����
����� = 0:

ð61Þ

For a given ε > 0, we define the sets such that

U1 ≔ n : J ∗
n,λ ϕ2 ; yð Þ − y2



 

 ≥ ∈
 �

,

U2 ≔ n :
1
2
1
n

2F ′ 1ð Þ
F 1ð Þ + 4λ + 1

 !�����
����� ≥ ∈

2

( )
,

U3 ≔ n :
1
n

2F ′ 1ð Þ
F 1ð Þ + 2λ

 !�����
����� ≥ ∈

2

( )
: ð62Þ

Therefore, we conclude that U1 ⊆U2 ∪U3, and ∑k1∈U1
Dnk1

≤∑k1∈U2
Dnk1

+∑k1∈U3
Dnk1

. Hence, (61) implies that

stG − lim
n

J ∗
n,λ ϕ2 ; yð Þ − y2



 


σ
= 0: ð63Þ

This is denumerable to complete the proof.

6. Bivariate Operators and Their
Moments Estimation

Let ℝ2
+ =ℝ+ ×ℝ+ with ℝ+ = ½0,∞Þ and ℝ2

+ = fðy, y1Þ: 0 ≤ y
<∞, 0 ≤ y1 <∞g. Suppose Cðℝ2

+Þ is a set of all continuous
functions on ℝ2

+, endowed with the norm given by kgkCðℝ2
+Þ

= supðy,y1Þ∈ℝ2
+
jgðy, y1Þj. Then, for all g ∈ Cðℝ2

+Þ and n,m ∈
ℕ, we define

I ∗
n,m g ; y, y1ð Þ = 1

F 1ð Þeλ nyð ÞG 1ð Þeη my1ð Þ

� 〠
∞

s,t=0
Ps nyð ÞPt my1ð Þg s + 2λθs

n
, t + 2ηθt

m

� �
,

ð64Þ

where λ, η ≥ 0 and Fð1Þ,Gð1Þ ≠ 0.
For i, j = f0, 1, 2, 3, 4g, if we take s = s + 2λθs/n, t = t + 2

ηθt/m, and consider central moments as

g si, t j
� �

= s − yð Þi t − y1ð Þj: ð65Þ

then from Lemma 2 and Lemma 3, we easily conclude
Lemma 14 as follows:

Lemma 14. For all y, y1 ∈ℝ2
+ and sufficiently large n,m ∈ℕ,

we have

I ∗
n,m s − yð Þ2 ; y, y1
� �

=O
1
n

� �
y + 1ð Þ2

≤M1 y + 1ð Þ2 as n,m⟶∞,

I ∗
n,m t − y1ð Þ2 ; y, y1
� �

=O
1
m

� �
y1 + 1ð Þ2

≤M2 y1 + 1ð Þ2 as n,m⟶∞,

I ∗
n,m s − yð Þ4 ; y, y1
� �

=O
1
n

� �
y + 1ð Þ4

≤M3 y + 1ð Þ4 as n,m⟶∞,

I ∗
n,m t − y1ð Þ4 ; y, y1
� �

=O
1
m

� �
y1 + 1ð Þ4

≤M4 y1 + 1ð Þ4 as n,m⟶∞:

ð66Þ

Lemma 15. If we let

K∗
n,λ g ; y, y1ð Þ = 1

F 1ð Þeλ nyð Þ〠
∞

s=0
Ps nyð Þg s + 2λθs

n
, y1

� �
,

L∗
m,η g ; y, y1ð Þ = 1

G 1ð Þeη my1ð Þ〠
∞

t=0
Pt my1ð Þg y, t + 2ηθt

m

� �
:

ð67Þ

Then, it follows that

I ∗
n,m g ; y, y1ð Þ =K∗

n,λ L∗
m,η g ; y, y1ð Þ

� �
=L∗

m,η K∗
n,λ g ; y, y1ð Þ� �

:
ð68Þ

Proof. We easily see that

K∗
n,λ L∗

m,η g ; y, y1ð Þ
� �

=K∗
n,λ

1
G 1ð Þeη my1ð Þ〠

∞

t=0
Pt my1ð Þg y, t + 2ηθt

m

� � !

= 1
G 1ð Þeη my1ð Þ〠

∞

t=0
K∗

n,λ g y, t + 2ηθt
m

� �� �
Pt my1ð Þ

= 1
F 1ð Þeλ ny1ð ÞG 1ð Þeη my1ð Þ 〠

∞

s,t=0
Ps nyð Þ Ptð Þ my1ð Þg

� s + 2λθs
n

, t + 2ηθt
m

� �
=I ∗

n,n g ; y, y1ð Þ:

ð69Þ
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Similarly, we can see L∗
m,ηðK∗

n,λðg ; y, y1ÞÞ =L∗
m,ηðg ; y,

y1Þ.
Let the weighted function ρ be ρðy, y1Þ = 1 + y2 + y21. Take

Bρðℝ2
+Þ = fg : jgðy, y1Þj ≤Mgρðy, y1Þ Mg > 0g. We denote

the set of k-times continuously differentiable functions on
ℝ2

+ = fðy, y1Þ ∈ℝ2 : y, y1 ∈ ½0,∞Þg by CðkÞðℝ2
+Þ. We also

denote the class of functions such that

Cρ ℝ2
+

� �
= g : g ∈ Bρ ∩ Cρ ℝ2

+
� � �

,

Ck
ρ ℝ2

+
� �

=
�
g : g ∈ Cρ ℝ2

+
� �

;

 such that lim
y,y1ð Þ→∞

g y, y1ð Þ
ρ y, y1ð Þ = kg <∞

	
,

C0
ρ ℝ2

+
� �

=
�
g : g ∈ Ck

ρ ℝ2
+

� �
;

 such that lim
y,y1ð Þ→∞

g y, y1ð Þ
ρ y, y1ð Þ = 0

	
:

ð70Þ

Let the norm on Bρ be defined as kgkρ = supðy,y1Þ∈ℝ2
+
ðjgð

y, y1Þj/ρðy, y1ÞÞ.
For all g ∈ C0

ρðℝ2
+Þ and δ1, δ2 > 0, the weighted modulus

of continuity is given as

ωρ g ; δ1, δ2ð Þ = sup
y,y1ð Þ∈ 0,∞½ Þ

sup
0≤ αj j≤δ1,0≤ βj j≤δ2

� g y + α, y1 + βð Þ − g y, y1ð Þj j
ρ y, y1ð Þρ α, βð Þ ,

ð71Þ

and for any r1, r2 > 0 satisfying the inequality

ωρ g ; r1δ1, r2δ2ð Þ ≤ 4 1 + r1ð Þ 1 + r2ð Þ 1 + δ21
� �

� 1 + δ22
� �

ωρ g ; δ1, δ2ð Þ,
ð72Þ

it also follows that

g s, tð Þ − g y, y1ð Þj j
≤ ρ y, y1ð Þρ s − yj j, t − y1j jð Þωρ g ; s − yj j, t − y1j jð Þ
≤ 1 + y2 + y21
� �

1 + s − yð Þ2� �
� 1 + t − y1ð Þ2� �

ωρ g ; s − yj j, t − y1j jð Þ:

ð73Þ

Theorem 16. For all g ∈ C0
ρðℝ2

+Þ and sufficiently large n,m
∈ℕ

I ∗
n,m g ; y, y1ð Þ − g y, y1ð Þ�� ��

1 + y2 + y21
� �

≤ ξy,y1 1 +O n−1
� �� �

1 +O m−1� �� �
ωρ

� g ;O n−
1
2

� �
,O m−1

2

� �� �
,

ð74Þ

where ξy,y1 = ð1 + ðy + 1Þ +M1ðy + 1Þ2 + ffiffiffiffiffiffiffi
M3

p ðy + 1Þ3Þð1 + ð
y1 + 1Þ +M2ðy1 + 1Þ2 + ffiffiffiffiffiffiffi

M4
p ðy1 + 1Þ3Þ, and M1, M2, M3,

M4 > 0.

Proof. In view of the above explanation for all δn, δm > 0, we
see that

g s, tð Þ − g y, y1ð Þj j
≤ 4 1 + y2 + y21
� �

1 + s − yð Þ2� �
1 + t − y1ð Þ2� �

× 1 + s − yj j
δn

� �
1 + t − y1j j

δm

� �
� 1 + δ2n
� �

1 + δ2m
� �

ωρ g ; δn, δmð Þ
= 4 1 + y2 + y21
� �

1 + δ2n
� �

1 + δ2m
� �

× 1 + s − yj j
δn

+ s − yð Þ2 + s − yj j
δn

+ s − yð Þ2
� �

× 1 + t − y1j j
δm

+ t − y1ð Þ2 + t − y1j j
δm

t − y1ð Þ2
� �

ωρ

� g ; δn, δmð Þ:
ð75Þ

On applying the operators I ∗
n,m, we get

I ∗
n,m g ; y, y1ð Þ − g y, y1ð Þ�� ��
≤I ∗

n,m g s, tð Þ − g y, y1ð Þj j ; y, y1ð Þ4 1 + y2 + y21
� �

×I ∗
n,m 1 + s − yj j

δn
+ s − yð Þ2 + s − yj j

δn
s − yð Þ2 ; y, y1

� �

×I ∗
n,m

�
1 + t − y1j j

δm
+ t − y1ð Þ2 + t − y1j j

δm

� t − y1ð Þ2 ; y, y1
�
× 1 + δ2n
� �

1 + δ2m
� �

ωρ g ; δn, δmð Þ

= 4 1 + y2 + y21
� �

1 + δ2n
� �

1 + δ2m
� �

ωρ g ; δn, δmð Þ

×
�
1 + 1

δn
I ∗

n,m s − yj j ; y, y1ð Þ +I ∗
n,m s − yð Þ2 ; y, y1
� �

+ 1
δn

I ∗
n,m s − yj j s − yð Þ2 ; y, y1
� �

× 1 + 1
δm

I ∗
n,m t − y1j j ; y, y1ð Þ

� �
I ∗

n,m t − y1ð Þ2 ; y, y1
� �

+ 1
δm

I ∗
n,m t − y1j j t − y1ð Þ2 ; y, y1
� �

:

ð76Þ
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From Cauchy-Schwarz inequality, we see

I ∗
n,m g ; y, y1ð Þ − g y, y1ð Þ�� ��
≤ 4 1 + y2 + y21
� �

1 + δ2n
� �

1 + δ2m
� �

ωρ g ; δn, δmð Þ

×
�
1 + 1

δn

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I ∗

n,m s − yð Þ2 ; y, y1
� �q

+I ∗
n,m s − yð Þ2 ; y, y1
� �

+ 1
δn

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I ∗

n,m s − yð Þ2 ; y, y1
� �q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

I ∗
n,m s − yð Þ4 ; y, y1
� �q �

×
�
1 + 1

δm

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I ∗

n,m t − y1ð Þ2 ; y, y1
� �q

+I ∗
n,m t − y1ð Þ2 ; y, y1
� �

+ 1

+ 1
δm

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I ∗

n,m t − y1ð Þ2 ; y, y1
� �q

+
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I ∗

n,m t − y1ð Þ4 ; y, y1
� �q �

:

ð77Þ

From Lemma 14 we get

I ∗
n,m g ; y, y1ð Þ − g y, y1ð Þ�� ��
≤ 4 1 + y2 + y21
� �

1 + δ2n
� �

1 + δ2m
� �

ωρ g ; δn, δmð Þ

×
"
1 + 1

δn

ffiffiffiffiffiffiffiffiffiffiffiffiffi
O

1
n

� �s
y + 1ð Þ +M1 y + 1ð Þ2

+ 1
δn

ffiffiffiffiffiffiffiffiffiffiffiffiffi
O

1
n

� �s ffiffiffiffiffiffiffi
M3

p
y + 1ð Þ3

#

×
"
1 + 1

δm

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
O

1
m

� �s
y1 + 1ð Þ +M2 y1 + 1ð Þ2

+ 1
δm

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
O

1
m

� �s ffiffiffiffiffiffiffi
M4

p
y1 + 1ð Þ3

#
:

ð78Þ

By choosing δn =Oðn−1/2Þ and δm =Oðm−1/2Þ, we arrived
to our desired results.

7. Conclusion

The motivation of this present article is to provide the gener-
alized error estimation of convergence rather than the classi-
cal Dunkl-Szász-Mirakyan operators. Here, we have defined
Szász-Jakimovski-Leviatan operators by using the Appel
polynomials with the aid of a new parameter λ ∈ ½0,∞Þ.
These types of approximation are able to give the generalized
results and error estimation in comparison to earlier study
demonstrations. We have obtained the approximations via
the well-known weighted Korovkin’s spaces and investigated
approximations in Peetre’s K-functional and Lipschitz spaces
with the aid of modulus of continuity. Further, we have also
obtained the approximation in A-statistical convergence.
Lastly, we have studied the approximation properties for
the bivariate case.
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In this paper, we introduce an ordered implicit relation and investigate some new fixed point theorems in a cone rectangular metric
space subject to this relation. Some examples are presented as illustrations. We obtain a homotopy result as an application. Our
results generalize and extend several fixed point results in literature.

1. Introduction

Many authors generalized the classical concept of metric
space, by changing the metric conditions partially. Branciari
[1] introduced rectangular metric space (RMS), where the
triangular inequality condition of metric space was replaced
by rectangular inequality. He also proved an analog of the
Banach contraction principle in rectangular metric spaces.
Azam and Arshad [2] mentioned some necessary conditions
to get a unique fixed point for Kannan-type mappings in this
context. Later, Karapinar et al. [3] investigated some fixed
points for ðψ, ϕÞ contractions on rectangular metric spaces.
On the other hand, Di Bari and Vetro [4] used ðψ, ϕÞ
-weakly contractive condition to give an extension of the
results in [3]. Subsequently, a number of authors were
engrossed in rectangular metric spaces and proved the exis-
tence and uniqueness of fixed point theorems for certain
types of mappings [2–6].

The significance of the Banach contraction principle lies
in the fact that it is a very essential tool to check the existence
of solutions for differential equations, integral equations,
matrix equations, and functional equations made by mathe-
matical models of real-world problems. There has been a ten-

dency for consistent theorists to improve both the underlying
space and the contractive condition (explicit type) used by
Banach [7] under the effect of one of the structures like order
metric structure [8, 9], graphic metric structure [10, 11], mul-
tivalued mapping structure [12–14], α-admissible mapping
structure [15], comparison functions, and auxiliary func-
tions. The process of developing new fixed point theorems
in the complete metric spaces is in progress under various
new restrictions. In this regard, we can find very nice results
by Debnath et al. that appeared in [10, 12, 14].

Later on, Popa [16] introduced self-mappings satisfying
implicit relation and obtained fixed points, under the effect
of these functions. Popa [16–18] obtained some fixed point
theorems in metric spaces. However, scrutiny into the fixed
points of self-mappings satisfying implicit relations in order
metric structure was made by Beg and Butt [19, 20], and
some common fixed point theorems were established by Ber-
inde and Vetro [21, 22] and Sedghi et al. [23]. Huang and
Zhang [24] introduced cone metric by replacing real num-
bers with ordering Banach spaces and established a conver-
gence criterion for sequences in cone metric space to
generalize Banach fixed point theorem. Huang and Zhang
[24] considered the concept of normal cone for their drawn
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outcomes; however, Rezapour and Hamlbarani [25] left the
normality condition in some results by Huang. Many authors
have investigated fixed point theorems and common fixed
point theorems of self-mappings for normal and nonnormal
cones in cone metric spaces (see [26–29]).

Azam et al. [5] introduced the notion of a cone rectangu-
lar metric space and proved the Banach contraction principle
in this context. In 2012, Rashwan [6] extended this idea as a
continuation, which improved the results in [5]. The appeal-
ing nature of these spaces has enticed scrutiny into fixed
point theorems for various contractions on cone rectangular
metric spaces (see [5, 6]).

In this paper, we continue the study initiated by Azam
et al. [5] subject to an ordered implicit relation. Since every
cone metric space is a cone rectangular metric space but
not conversely, therefore we prefer to establish results in cone
rectangular metric spaces. These results are supported by
some examples and an application in homotopy theory.

2. Preliminaries

Definition 1. A binary relation R over a set Y ≠ ϕ defines a
partial order if R has the following axioms:

(1) reflexive

(2) antisymmetric

(3) transitive

A set having partial order R is known as a partially
ordered set denoted by ðY ,RÞ.

In the present article, E stands for a real Banach space. Now,
we present some definitions and relevant results, which will
be required in the sequel.

Definition 2 (see [24]). A subset P of E is called a cone if and
only if the following conditions are satisfied:

(1) P is closed, nonempty, and P ≠ f0g
(2) ασ + βς ∈P , for all σ, ς ∈P and α, β ∈ℝ such that

α, β ≥ 0
(3) P ∩ ð−P Þ = f0g
Given P ⊂E, define the partial order ⪯ with respect toP

as follows:
σ ≤ ς if and only if ς − σ ∈P for all σ, ς ∈E:(5)
σ ≺ ς represents that σ⪯ς but σ ≠ ς, while σ≪ ς stands for

ς − σ ∈P ∘ (interior of P ).

Definition 3 (see [24]). The cone P ⊆E is called normal if, for
all σ, ς ∈P , there exists K > 0 such that

0⪯σ⪯ς⇒ ∥σ∥ ≤K∥ς∥: ð1Þ

Throughout this paper, we assume Y = ðY ,RÞ and ⪯ a
partial order with respect to the cone P defined in E. If Y
⊆E, thenR and ⪯ are identical; otherwise, they are different.

Definition 4 (see [24]). Let Y be a nonempty set, and dc : Y
× Y ↦E satisfies the following:

(d1) dcðσ, ςÞ ⪰ 0, ∀σ, ς ∈ Y and dcðσ, ςÞ = 0 if and only if
σ = ς

(d2) dcðσ, ςÞ = dcðς, σÞ
(d3) dcðσ, ξÞ⪯dcðσ, ςÞ + dcðς, ξÞ, ∀σ, ς, ξ ∈ Y
Then, dc is called a cone metric on Y , and ðY , dcÞ is then

known as a cone metric space.

Example 1 (see [5]). Let Y =ℝ, E =ℝ2 , and P = fðσ, ςÞ ∈
E : σ, ς ≥ 0g ⊂ℝ2 . Define dc : Y × Y →E by

dc σ, ςð Þ = ∣σ − ς∣,α ∣ σ − ς ∣ð Þ, ð2Þ

where α ≥ 0 is a constant. Then, dc defines a cone metric on Y
.

Proposition 5 (see [5]). Consider a cone metric space ðY , dcÞ,
with cone P . Then, for u, v,w ∈E ,we have

(1) If u⪯αu and α ∈ ½0, 1Þ, then u = 0

(2) If 0⪯u≪ v for each 0≪ v ,then u = 0

(3) If u⪯v and v≪w, then u≪w

Surely, cone metric space “being space” generalizes met-
ric space, because in cone metric space, the range of a metric
function is an ordered vector space instead of real numbers.
Although the set of real numbers is an ordered vector space,
we can find many significant ordered vector spaces in the lit-
erature (see [25, 27, 28, 30]). In Theorem 1.4 and Lemma 2.1
that appeared in [31, 32], respectively, the authors developed
a metric depending on a given cone metric and proved that a
complete cone metric space is always a complete metric
space, and then, this relationship between metric and cone
metric led them to say that every contraction mapping in a
cone metric space is essentially contraction mapping in a
metric space.

This paper addresses the fixed point results in the cone
rectangular metric spaces. We know that every metric is a
rectangular metric but rectangular metric needs not to be a
metric (see [1–3, 33]). Also, we know that every cone metric
is a cone rectangular metric but conversely does not hold in
general (see [5, 6, 29]). In view of observations given in [5,
29], we infer that results in this paper are independent of
what authors investigated in [31, 32]. The implicit relation
and hence the contractive condition employed are even new
and original in the rectangular metric space. The theorems
in this paper are new in rectangular metric space, but we
choose the cone rectangular metric space for the sake of the
generality of our results.

Definition 6 (see [24]). Let A mapping dcr : Y × Y ↦E is said
to be a cone rectangular metric if for all σ, ς, ξ, υ ∈ Y the fol-
lowing conditions are satisfied:

(dR1) 0⪯dcrðσ, ςÞ and dcrðσ, ςÞ = 0 if and only if σ = ς
(dR2) dcrðσ, ςÞ = dcrðς, σÞ
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(dR3) dcrðσ, υÞ⪯dcrðσ, ςÞ + dcrðς, ξÞ + dcrðξ, υÞ for all dis-
tinct ς, ξ ∈ Y \ fσ, υg

The cone rectangular metric space is denoted by ðY , dcrÞ.

Example 2 (see [5]). Let E =ℝ2, P = fðσ, ςÞ ∈E : σ, ς ≥ 0g
⊂ℝ2, Y =ℝ . Take β > 0 , and define

dcr σ, ςð Þ =
0, 0ð Þ if σ = ς,
3β, 3ð Þ if σ, ς ∈ 1, 2f g, σ ≠ ς,
β, 1ð Þ if σ and ς cannot be both at a time in 1, 2f g, σ ≠ ς:

8>><
>>:

ð3Þ

One can easily check that ðY , dcrÞ is a cone rectangular
metric space, but not a cone metric space, since dcrð1, 2Þ = ð
3β, 3Þ ≻ dcrð1, 3Þ + dcrð3, 2Þ = ð2β, 2Þ.

Definition 7 (see [1]). LetE be a real Banach space, ðY , dcrÞ be
a cone rectangular metric space and c ∈E with 0≪ c.

(1) A sequence fσng in ðY , dcrÞ is called a Cauchy
sequence, if there exists a natural numberN ∈ℕ such
that dcrðσn, σmÞ≪ c for all n,m >N

(2) The sequence fσng is said to be convergent if there
exists an N ∈ℕ such that dcrðσn, σÞ≪ c for all n ≥
N and σ ∈ Y

(3) The ðY , dcrÞ is called complete if every Cauchy
sequence converges in Y

3. Ordered Implicit Relations

Many authors have used implicit relations to establish fixed
point results and have applied these results to solve nonlinear
functional equations (see [19–22, 34, 35]).

In this section, we define a new ordered implicit relation
and explain it with an example. In the next section, we use it
along with some other assumptions to develop some new
fixed point theorems in the cone rectangular metric space.

Let ðE, k:kÞ be a real Banach space and BðE,EÞ be the
space of all bounded linear operators T : E→E with the
usual norm k:k1 defined in BðE,EÞ that is kTk1 = supv∈Eðk
TðvÞk/kvk Þv ≠ 0.

In this section, generalizing the idea of [16], we define the
following notion:

LetL : E6 →E be a continuous operator which satisfies
the conditions given below:

(L1) v5⪯υ5 and v6⪯υ6 ⇒Lðv1, v2, v3, v4, v5, v6Þ⪯Lðv1,
v2, v3, v4, υ5, υ6Þ

(L2) If Lðv1, v2, v2, v1, v1 + v2 + v3, v1Þ⪯0, then there
exists an order preserving operator S ∈ BðE,EÞ with kSk1 <
1 such that v1⪯Sðv2Þ and v3⪯Sðv1Þ for all v1, v2, v3 ∈E or if
Lðv1, v2, v1, v2, v1, v1 + v2 + v3Þ⪯0, then v2⪯Sðv3Þ and v1⪯Sð
v2Þ for all v1, v2, v3 ∈E

(L3) Lðv, 0, 0, v, v, 0Þ ≻ 0 whenever kvk > 0
Let G = fL : E6 →E ∣L satisfies conditionsL1,L2,

L3g.

Example 3. Let ⪯ be the partial order with respect to coneP as
defined in Section2and let ðE, k:kÞ be a real Banach space. For
all vi ∈Eði = 1 to 6Þ, α ∈ ð0, 1/3Þ and ð1 + αÞ/2 ≤ β ≤ 1 + α ,
define L : E6 →E , by

L v1, v2, v3, v4, v5, v6ð Þ = α v2 + v3 + v4f g − β v5 + v6ð Þ + v1:

ð4Þ

Then, the operator L ∈ G :
ðL1Þ Let v5⪯γ5 and v6⪯γ6, then γ5 − v5 ∈P and γ6 − v6

∈P . Now, we show that Lðv1, v2, v3, v4, v5, v6Þ −Lðv1, v2,
v3, v4, γ5, γ6Þ ∈P . Given that γ5 − v5 ∈P and γ6 − v6 ∈P
and by Definition 2 (2), we have

L v1, v2, v3, v4, v5, v6ð Þ −L v1, v2, v3, v4, γ5, γ6ð Þ
= α v2 + v3 + v4f g − β v5 + v6ð Þ + v1 − α v2 + v3 + v4f gð

− β γ5 + γ6ð Þ + v1Þ = β γ5 − v5 + γ6 − v6ð Þ ∈P :

ð5Þ

Thus, Lðv1, v2, v3, v4, γ5, γ6Þ⪯Lðv1, v2, v3, v4, v5, v6Þ.
ðL2Þ Let v1, v2, v3 ∈E be such that 0⪯v1, 0⪯v2, 0⪯v3. If

Lðv1, v2, v2, v1, v1 + v2 + v3, v1Þ⪯0 then, we have −v1 − αfv2
+ v2 + v1g + βðv1 + v2 + v3 + v1Þ ∈P :

So ð2β − α − 1Þv1 + ðβ − 2αÞv2 + βv3 ∈P :
By Definition 2 (2), we have for 2β ≥ α + 1 either

2β − α − 1ð Þv1 + β − 2αð Þv2 ∈P ð6Þ

or

2β − α − 1ð Þv1 + βv3 ∈P ð7Þ

or

β − 2αð Þv2 + βv3 ∈P : ð8Þ

For (6), if v1 = 0 and v2 ≠ 0, then ðβ − 2αÞv2 ∈P . Thus,
there exists S : E →E defined by Sðv2Þ = ηv2 (η = ðβ − 2αÞ
is a scalar) such that v1⪯Sðv2Þ. Now, if v2 = 0 and v1 ≠ 0, then,
ð2β − 1 − αÞv1 ∈P . So, there exists S : E→E defined by Sð
v1Þ = ηv1 (η = ð2β − 1 − αÞ is a scalar) such that v2⪯Sðv1Þ,
for some α ∈ ð0, 1/3Þ. For if both v1 ≠ 0 and v2 ≠ 0, then we
get an absurdity.

For (7), if v3 = 0 and v1 ≠ 0, then ð2β − α − 1Þv1 ∈P .
Thus, there exists S : E →E defined by Sðv1Þ = ηv1
(η = ð2β − α − 1Þ is a scalar) such that v3⪯Sðv1Þ. Now, if v3
≠ 0 and v1 = 0, then, βv3 ∈P . So, there exists S : E→E

defined by Sðv3Þ = ηv3 (η = β is a scalar) such that v1⪯Sðv3Þ.
For if both v1 ≠ 0 and v3 ≠ 0, then we get an absurdity. Similar
arguments hold for (8).

ðL3Þ Let v ∈E be such that kvk > 0 and consider, 0⪯L
ðv, 0, 0, v, v, 0Þ then ð1 + α − βÞv ∈P , which holds whenever
kvk > 0.

Similarly, the operators L : E6 →E defined by

(1) Lðv1, v2, v3, v4, v5, v6Þ = v1 − αfv5 + v6g ; α ∈ ½1,∞Þ
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(2) Lðv1, v2, v3, v4, v5, v6Þ = v3 − αv5 − βv6 ; α + β < 1, α,
β > 0

(3) Lðv1, v2, v3, v4, v5, v6Þ = v1 − αfv3 + v4g − ð1 − αÞβ
max fv5, v6g ; α ∈ ½0, 1Þ andβ ∈ ½1/2, 1Þ

(4) Lðv1, v2, v3, v4, v5, v6Þ = v1 − αv2 for some α ∈ ½0, 1Þ
(5) Lðv1, v2, v3, v4, v5, v6Þ = v1 − kðv3 + v4Þ for some k ∈ ½

0, 1/2Þ are members of G

The following remark is essential in the sequel.

Remark 8. If S ∈ BðE,EÞ ,the Neumann series I + S + S2 +⋯
+Sn+⋯ converges if kSk1 < 1 and diverges otherwise. Also, if
kSk1 < 1, then there exists λ > 0 such that kSk1 < λ < 1 and ∥
Sn∥1 ≤ λn < 1.

4. New Results

Recently, Popa [16] has employed implicit type contractive
condition on self-mapping to obtain some fixed point the-
orems. Ran and Reurings [9] have presented an analog of
Banach fixed point theorem for monotone self-mappings
in an ordered metric space. Huang and Zhang [24] intro-
duced the idea of cone metric spaces and obtained analogs
of Banach fixed point theorem, Kannan fixed point theo-
rem, and Chatterjea fixed point theorem in cone metric
spaces. In this section, we prove some fixed point results
for ordered implicit relations in a cone rectangular metric
space which improves the results in [9, 16, 24]. We derive
these results under two different partial orders: one
defined in underlying set and the other in real Banach
space.

Theorem 9. Let ðY , dcrÞ be a complete cone rectangular metric
space and P ⊂E be a cone. Let f : Y → Y . If there exist T ∈
BðE,EÞ, identity operator I : E→E and L ∈ G such that,
for all comparable elements σ, κ ∈ Y

I − Tð Þ2 I + Tð Þ dcr σ, f σð Þð Þð Þ⪯dcr σ, κð Þ impliesL

� dcr f σð Þ, f κð Þð Þ, dcr σ, κð Þ, dcr σ, f σð Þð Þ, dcr κ, f κð Þð Þ, dcrð
� σ, f 2 κð Þ� �

, dcr κ, f 2 σð Þ� ��
⪯0

ð9Þ

and

(1) there exists σ0 ∈ Y such that σ0Rf ðσ0Þ
(2) for all σ, κ ∈ Y , σRκ implies f ðσÞRf ðκÞ
(3) for every fσng ⊆ Y , dcrðσn, σn+1Þ⪯Tðdcrðσn−1, σnÞÞ
(4) for a sequence fσng with σn → x∗ whose all sequential

terms are comparable, we have σnRx∗ for all n ∈ℕ
and dcrðx∗, f ðx∗ÞÞ⪯dcrðx∗, f 2ðx∗ÞÞ

Then, x∗ = f ðx∗Þ.

Proof. Let σ0 ∈ Y be as assumed in (1). We construct a
sequence fσng by f ðσn−1Þ = σn starting with σ0 ∈ Y . Then,
σ0Rσ1. By assumption (2), we have σ1Rσ2, σ2Rσ3⋯
σn−1Rσn. For σ = σ0 and κ = σ1, we have by (9).

I − Tð Þ2 I + Tð Þ dcr σ0, f σ0ð Þð Þð Þ
= I − Tð Þ2 I + Tð Þ dcr σ0, σ1ð Þð Þ⪯dcr σ0, σ1ð Þ impliesL

� dcr f σ0ð Þ, f σ1ð Þð Þ, dcr σ0, σ1ð Þ, dcr σ0, f σ0ð Þð Þ, dcrð
� σ1, f σ1ð Þð Þ, dcr σ0, f 2 σ1ð Þ� �

, dcr σ1, f 2 σ0ð Þ� ��
⪯0,
ð10Þ

that is,

L dcr σ1, σ2ð Þ, dcr σ0, σ1ð Þ, dcr σ0, σ1ð Þ, dcr σ1, σ2ð Þ, dcr σ0, σ3ð Þ, dcr σ1, σ2ð Þð Þ⪯0:
ð11Þ

By (dR3), we have

dcr σ0, σ3ð Þ⪯dcr σ0, σ1ð Þ + dcr σ1, σ2ð Þ + dcr σ2, σ3ð Þ, ð12Þ

and so we rewrite (11) employing condition (L1) as follows:

L dcr σ1, σ2ð Þ, dcr σ0, σ1ð Þ, dcr σ0, σ1ð Þ, dcr σ1, σ2ð Þ, dcr σ0, σ1ð Þð
+ dcr σ1, σ2ð Þ + dcr σ2, σ3ð Þ, dcr σ1, σ2ð ÞÞ⪯0,

ð13Þ

and thus, by ðL2Þ, there exists an order preserving operator
S ∈ BðE,EÞ with kSk1 < 1 such that

dcr σ1, σ2ð Þ⪯S dcr σ0, σ1ð Þð Þ,
dcr σ2, σ3ð Þ⪯S dcr σ1, σ2ð Þð Þ:

ð14Þ

Now, put σ = σ1 and κ = σ2 in (9) to have

I − Tð Þ2 I + Tð Þ dcr σ1, f σ1ð Þð Þð Þ
= I − Tð Þ2 I + Tð Þ dcr σ1, σ2ð Þð Þ⪯dcr σ1, σ2ð Þ impliesL

� dcr f σ1ð Þ, f σ2ð Þð Þ, dcr σ1, σ2ð Þ, dcr σ1, f σ1ð Þð Þ, dcrð
� σ2, f σ2ð Þð Þ, dcr σ1, f σ3ð Þð Þ, dcr σ2, f σ2ð Þð ÞÞ⪯0,

ð15Þ

that is,

L dcr σ2, σ3ð Þ, dcr σ1, σ2ð Þ, dcr σ1, σ2ð Þ, dcr σ2, σ3ð Þ, dcr σ1, σ4ð Þ, dcr σ2, σ3ð Þð Þ⪯0:
ð16Þ

By (dR3), we have

dcr σ1, σ4ð Þ⪯dcr σ1, σ2ð Þ + dcr σ2, σ3ð Þ + dcr σ3, σ4ð Þ, ð17Þ
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and ðL1Þ implies

L dcr σ2, σ3ð Þ, dcr σ1, σ2ð Þ, dcr σ1, σ2ð Þ, dcr σ2, σ3ð Þ, dcr σ1, σ2ð Þð
+ dcr σ2, σ3ð Þ + dcr σ3, σ4ð Þ, dcr σ2, σ3ð ÞÞ⪯0:

ð18Þ

By ðL2Þ, there exists S ∈ BðE,EÞ with kSk1 < 1 such that

dcr σ3, σ4ð Þ⪯S dcr σ2, σ3ð Þð Þ⪯S2 dcr σ1, σ2ð Þð Þ⪯S3 dcr σ0, σ1ð Þð Þ:
ð19Þ

By continuing this pattern, we can construct a sequence
fσng such that σnRσn+1 with σn+1 = f ðσnÞ, and

I − Tð Þ2 I + Tð Þ dcr σn−1, f σn−1ð Þð Þð Þ
= I − Tð Þ2 I + Tð Þ dcr σn−1, σnð Þð Þ
⪯dcr σn−1, σnð Þ implies dcr σn, σn+1ð Þ
⪯S dcr σn−1, σnð Þð Þ⪯S2 dcr σn−2, σn−1ð Þð Þ
⪯⋯⪯Sn dcr σ0, σ1ð Þð Þ:

ð20Þ

For m, n ∈ℕ with m > n, we have by Remark 8

dcr σn, σmð Þ ≤ dcr σn, σn+1ð Þ + dcr σn+1, σn+2ð Þ+:⋯⋯
+ dcr σm−1, σmð Þ

≤ Sn dcr σ0, σ1ð Þð Þ + Sn+1 dcr σ0, σ1ð Þð Þ
+⋯⋯ +Sm−1 dcr σ0, σ1ð Þð Þ

= Sn + Sn+1+⋯+Sm−1� �
dcr σ0, σ1ð Þð Þ,

≤ Sn 1 + S+⋯+Sm−n−1+⋯
� �� �

dcr σ0, σ1ð Þð Þ
= Sn I − Sð Þ−1�� �

dcr σ0, σ1ð Þð Þ:
ð21Þ

Since kSk1 < 1, so, Sn → 0 as n→∞. Thus, limn→∞dcrð
σn, σmÞ = 0 which implies that fσng is a Cauchy sequence
in Y . Since ðY , dcrÞ is a complete cone rectangular metric
space, so, there exists x∗ ∈ Y such that σn → x∗ as n→∞.
Equivalently, there exists a natural number N2 such that

dcr σn, x∗ð Þ≪ c for all n ≥N2: ð22Þ

We claim that

I − Tð Þ2 I + Tð Þ dcr σn, f σnð Þð Þð Þ⪯dcr σn, x∗ð Þ: ð23Þ

We assume against our claim that

I − Tð Þ2 I + Tð Þ dcr σn, f σnð Þð Þð Þ ≻ dcr σn, x∗ð Þ, I − Tð Þ2 I + Tð Þ
� dcr σn+2, f σn+2ð Þð Þð Þ ≻ dcr σn+2, x∗ð Þ for some n ∈ℕ:

ð24Þ

By (dR3), (9), and assumption (3), we have

dcr σn, f σnð Þð Þ ≤ dcr σn, x∗ð Þ + dcr x
∗, σn+2ð Þ + dcr

� σn+2, σn+1ð Þ ≺ I − Tð Þ2 I + Tð Þ dcr σn, f σnð Þð Þð Þ + I − Tð Þ2
� I + Tð Þ dcr σn+2, f σn+2ð Þð Þð Þ + T dcr σn, f σnð Þð Þð Þ ≺ I − Tð Þ2
� I + Tð Þ dcr σn, f σnð Þð Þð Þ + I − Tð Þ2 I + Tð ÞT2

� dcr σn, f σnð Þð Þð Þ + T dcr σn, f σnð Þð Þð Þ, I − Tð Þ
� dcr σn, f σnð Þð Þð Þ ≺ I − Tð Þ2 I + Tð Þ I + T2� �
� dcr σn, f σnð Þð Þð Þdcr σn, f σnð Þð Þ ≺ I − Tð Þ−1 I − Tð Þ2 I + Tð Þ
� I + T2� �

dcr σn, f σnð Þð Þð Þ ≺ I − T4� �
dcr σn, f σnð Þð ÞÞ:

ð25Þ

Thus, T4ðdcrðσn, f ðσnÞÞÞ ≺ 0, which is an absurdity.
Hence, for each n ≥ 1, we have

I − Tð Þ2 I + Tð Þ dcr σn, f σnð Þð Þð Þ⪯dcr σn, x∗ð Þ: ð26Þ

Assume that kdcrðx∗, f ðx∗ÞÞk > 0. As σn−1Rσn and by
the assumption (4), we have σnRx∗ for all n ∈ℕ and then
by (9), we get

L
dcr f σnð Þ, f x∗ð Þð Þ, dcr σn, x∗ð Þ, dcr σn, f σnð Þð Þ, dcr x∗, f x∗ð Þð Þ,

dcr σn−1, f 2 x∗ð Þ� �
, dcr f 2 σnð Þ, f σnð Þ� �

 !
⪯0:

ð27Þ

Letting n→∞ and in view of assumption (4) and (26),
we have

L dcr x∗, f x∗ð Þð Þ, dcr x∗, x∗ð Þ, dcr x∗, x∗ð Þ, dcr x∗, f x∗ð Þð Þ, dcrð
� x∗, f 2 x∗ð Þ� �

, dcr x∗, x∗ð Þ�⪯0,L dcr x
∗, f x∗ð Þð Þ, 0, 0, dcrð

� x∗, f x∗ð Þð Þ, dcr x∗, f 2 x∗ð Þ� �
, 0
�
⪯0:

ð28Þ

By ðL1Þ, we have

L dcr x∗, f x∗ð Þð Þ, 0, 0, dcr x∗, f x∗ð Þð Þ, dcr x∗, f x∗ð Þð Þ, 0ð Þ⪯0:
ð29Þ

This is a contradiction to ðL3Þ. Thus, kdcrðx∗, f ðx∗ÞÞk
= 0. Hence, dcrðx∗, f ðx∗ÞÞ = 0. It follows from (dR1) that x∗

= f ðx∗Þ.

Theorem 10. Let ðY , dcrÞ be a complete cone rectangular met-
ric space and f be a self-mapping on Y . If for all comparable
elements σ, κ ∈ Y , there exist T ∈ BðE,EÞ, identity operator
I : E →E and L ∈ G such that

I − Tð Þ2 I + Tð Þ dcr σ, f σð Þðð Þ⪯dcr σ, κð Þ impliesL

� dcr f σð Þ, f κð Þð Þ, dcr σ, κð Þ, dcr σ, f σð Þð Þ, dcrð
� κ, f κð Þð Þ, dcr σ, f 2 κð Þ� �

, dcr κ, f 2 σð Þ� ��
⪯0,

ð30Þ

and
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(1) there exists σ0 ∈ Y such that f ðσ0ÞRσ0

(2) for any σ, κ ∈ Y , σRκ implies f ðκÞRf ðσÞ
(3) for every fσng ⊆ Y , dcrðσn, σn+1Þ⪯Tðdcrðσn−1, σnÞÞ
(4) for a sequence fσng with σn → x∗ whose all sequential

terms are comparable, we have σnRx∗ for all n ∈ℕ
and dcrðx∗, f ðx∗ÞÞ⪯dcrðx∗, f 2ðx∗ÞÞ

Then, f has a fixed point in Y .

Proof. Let σ0 be in Y as assumed in (1). Define the sequence
fσng by σn = f ðσn−1Þ for all n. Since σ1 = f ðσ0ÞRσ0 and by
assumption (2) σ1 = f ðσ0ÞRf ðσ1Þ = σ2, repeated application
of assumption (2) gives us either σnRσn−1 or σn−1Rσn for
each n. By (30), we have for σ = σ1 and κ = σ0

I − Tð Þ2 I + Tð Þ dcr f σ0ð Þ, σ0ð Þ = I − Tð Þ2 I + Tð Þ�
� dcr σ1, σ0ð Þð ÞÞ⪯dcr σ1, σ0ð Þ impliesL
� dcr f σ1ð Þ, f σ0ð Þð Þ, dcr σ1, σ0ð Þ, dcr σ1, f σ1ð Þð Þ, dcrð
� σ0, f σ0ð Þð Þ, dcr σ1, f 2 σ0ð Þ� �

, dcr σ0, f 2 σ1ð Þ� ��
≤ 0⇒L

� dcr σ1, σ2ð Þ, dcr σ0, σ1ð Þ, dcr σ1, σ2ð Þ, dcr σ0, σ1ð Þ, dcrð
� σ1, σ2ð Þ, dcr σ0, σ3ð ÞÞ ≤ 0:

ð31Þ

By (dR3), we have

dcr σ0, σ3ð Þ ≤ dcr σ0, σ1ð Þ + dcr σ1, σ2ð Þ + dcr σ2, σ3ð Þ, ð32Þ

and then using L1, we obtain

L dcr σ1, σ2ð Þ, dcr σ0, σ1ð Þ, dcr σ1, σ2ð Þ, dcr σ0, σ1ð Þ, dcrð
� σ1, σ2ð Þ, dcr σ0, σ1ð Þ + dcr σ1, σ2ð Þ + dcr σ2, σ3ð Þ⪯0:

ð33Þ

By ðL2Þ, there exists an order preserving operator S ∈ B
ðE,EÞ with kSk1 < 1 such that

dcr σ1, σ2ð Þ ≤ S dcr σ0, σ1ð Þð Þ,
dcr σ2, σ3ð Þ ≤ S dcr σ1, σ2ð Þð Þ:

ð34Þ

Using ð2Þf ðσ0ÞRf ðσ1Þ, take σ = σ1 and κ = σ2 in (30), we
have

I − Tð Þ2 I + Tð Þ dcr σ1, f σ1ð Þð Þ = I − Tð Þ2 I + Tð Þ�
� dcr σ1, σ2ð Þð Þ⪯dcr σ1, σ2ð Þ impliesL dcr f σ1ð Þ, f σ2ð Þð Þ, dcrð
� σ1, σ2ð Þ, dcr σ1, f σ1ð Þð Þ, dcr σ2, f σ2ð Þð Þ, dcr σ1, f 2 σ2ð Þ� �

, dcr
� σ2, f 2 σ1ð Þ� ��

⪯0⇒L dcr σ2, σ3ð Þ, dcr σ1, σ2ð Þ, dcrð
� σ1, σ2ð Þ, dcr σ2, σ3ð Þ, dcr σ1, σ4ð Þ, dcr σ2, σ3ð ÞÞ⪯0:

ð35Þ

By (dR3), ðL1Þ and ðL2Þ, we get

dcr σ3, σ4ð Þ ≤ S dcr σ2, σ3ð Þð Þ⪯S2 dcr σ1, σ2ð Þð Þ⪯S3 dcr σ0, σ1ð Þð Þ:
ð36Þ

By continuing the pattern, we construct a sequence fσng
such that

dcr σn, σn+1ð Þ⪯S dcr σn−1, σnð Þð Þ⪯S2 dcr σn−2, σn−1ð Þð Þ⪯⋯⪯Sn dcr σ0, σ1ð Þð Þ:
ð37Þ

Hence, by the same reasoning as in the proof of Theorem
9, we have x∗ = f ðx∗Þ.

Theorem 11. Let ðY , dcrÞ be a complete cone rectangular met-
ric space and f be a monotone self-mapping on Y . If for all
comparable elements σ, κ ∈ Y , there exist T ∈ BðE,EÞ, iden-
tity operator I : E→E, and L ∈ G such that

I − Tð Þ2 I + Tð Þ dcr σ, f σð Þð Þð Þ ≤ dcr σ, κð Þ impliesL

� dcr f σð Þ, f κð Þð Þ, dcr σ, κð Þ, dcr σ, f σð Þð Þ, dcrð
� κ, f κð Þð Þ, dcr σ, f 2 κð Þ� �

, dcr κ, f 2 σð Þ� ��
⪯0,

ð38Þ

and

(1) there exists σ0 ∈ Y such that either σ0Rf ðσ0Þ or f ð
σ0ÞRσ0

(2) for every fσng ⊆ Y , dcrðσn, σn+1Þ⪯Tðdcrðσn−1, σnÞÞ
(3) for a sequence fσng with σn → x∗ whose all sequential

terms are comparable, we have σnRx∗ for all n ∈ℕ
and dcrðx∗, f ðx∗ÞÞ°dcrðx∗, f 2ðx∗ÞÞ

Then, f has a fixed point in Y .

Proof. This proof follows the same pattern as given in the pre-
vious two proofs, so, we omit it.

Remark 12.

(1) In Theorem 9, Theorem 10, and Theorem 11,
uniqueness of the fixed point of f can be attained
by assuming that for every pair of elements σ, κ ∈ X,
there exists either an upper bound or lower bound
of σ, κ

(2) The cone is taken as nonnormal in the above
theorems

Theorem 13. Let ðY , dcrÞ be a complete cone rectangular met-
ric space and f be a monotone self-mapping on Y . If for all
comparable elements σ, κ ∈ Y , there exist T ∈ BðE,EÞ,

6 Journal of Function Spaces



identity operator I : E→E, and L ∈ G such that

I − Tð Þ2 I + Tð Þ dcr σ, f σð Þð Þð Þ ≤ dcr σ, κð Þ implies dcr f σð Þ, f κð Þð Þ⪯S dcr σ, κð Þð Þ:
ð39Þ

Moreover, if

(1) there exists σ ∈ Y such that σ0Rf ðσ0Þ or f ðσ0ÞRσ0

(2) for a sequence fσng with σn → x∗ whose all sequential
terms are comparable, we have σnRx∗ for all n ∈ℕ
and dcrðx∗, f ðx∗ÞÞ ≤ dcrðx∗, f 2ðx∗ÞÞ

Then, there exists x∗ ∈ Y such that x∗ = f ðx∗Þ.

Proof. Define SðvÞ = qv for all v ∈E and q ∈ ½0, 1Þ, then S ∈
BðE,EÞ with ∥S∥1 < 1 also define implicit relation by

L σ1, σ2, σ3, σ4, σ5, σ6ð Þ = σ1 − ασ2forsomeα ∈ 0, 1½ Þ: ð40Þ

The proof follows by the application of Theorem 9.

The following examples illustrate the main theorem.

Example 4. Let E = ðℝ3,∥ · ∥Þ be a real Banach space. With ∥
σ∥ =max fð∣σ1∣,∣σ2∣,∣σ3 ∣ Þg, then ðE, k:kÞ is a real Banach
space. Define the partial order ⪯ on E by

σ, ξ, νð Þ ⪰ 0⇔ σ ≥ 0, ξ ≥ 0, ν ≥ 0: ð41Þ

Define P = fðσ, ξ, νÞ ∈ℝ3 : σ, ξ, ν ≥ 0g, then, it is a cone
in E.

Let Y = fð0, 0, 0Þ, ð1/4, 0, 0Þ, ð1/4, 1/4, 0Þ, ð1/4, 1/4, 1/4Þg
⊂E, define order on Y byR≕≤ and define f : Y → Y such
that

f σð Þ =
0, 0, 0ð Þ if σ ∈ 0, 0, 0ð Þ, 1

4 ,
1
4 , 0

� �
, 1

4 , 0, 0
� �� 	

,

1
4 ,

1
4 , 0

� �
if σ = 1

4 ,
1
4 ,

1
4

� �
:

8>>><
>>>:

ð42Þ

Define the function dcr : Y × Y →E by

It is a cone rectangular metric space but not a cone metric
space. The assumptions (1)–(4) in Theorem 9 can be verified
immediately. Define TðσÞ = σ/3, then, T ∈ BðE,EÞ with ∥T
∥1 ≤ 1. Now, we verify condition (9). For if σ = ð0, 0, 0Þ and
κ = ð1/4, 0, 0Þ, then

dcr σ, f σð Þð Þ = dcr f σð Þ, f κð Þð Þ = dcr σ, f 2 κð Þ� �
= 0, 0, 0ð Þ,

dcr κ, f 2 σð Þ� �
= 1

4 , 0, 0
� �

= dcr σ, κð Þ,

ð44Þ

and thus,

I − Tð Þ2 I + Tð Þdcr σ, f σð Þð Þ = 0, 0, 0ð Þ, α dcr σ, f 2 κð Þ� �
+ dcr



� κ, f 2 σð Þ� �

= α 0, 0, 0ð Þ + 1
4 , 0, 0
� �� 

= α
1
4 , 0, 0
� �

: α ≥ 1:

ð45Þ

For if σ = ð1/4, 0, 0Þ and κ = ð1/4, 1/4, 0Þ, then dcrðσ, f ðσ
ÞÞ = dcrðσ, κÞ = dcrðσ, f 2ðκÞÞ = ð1/4, 0, 0Þ ; dcrðκ, f 2ðσÞÞ = ð1/

4, 1/4, 1/4Þ ; dcrð f ðσÞ, f ðκÞÞ = ð0, 0, 0Þ ; ðI − TÞ2ðI + TÞðdcrð
σ, f ðσÞÞÞ = 16/27ð1/4, 0, 0Þ and

α dcr σ, f 2 κð Þ� �
+ dcr κ, f 2 σð Þ�
 �

= α
1
4 , 0, 0
� �

+ 1
4 ,

1
4 ,

1
4

� �� 
= α

2
4 ,

1
4 ,

1
4

� �
:

ð46Þ

Finally, for σ = ð1/4, 1/4, 0Þ and κ = ð1/4, 1/4, 1/4Þ, we
have dcrðσ, f ðσÞÞ = dcrð f ðσÞ, f ðκÞÞ = dcrðσ, f 2ðκÞÞ = dcrðσ, κÞ
= dcrðκ, f 2ðσÞÞ = ð1/4, 1/4, 1/4Þ ; ðI − TÞ2ðI + TÞðdcrðσ, f ðσÞ
ÞÞ = 16/27 ð1/4, 1/4, 1/4Þ and

α dcr σ, f 2 κð Þ� �
+ dcr κ, f 2 σð Þ�
 �

= α
1
4 ,

1
4 ,

1
4

� �
+ 1

4 ,
1
4 ,

1
4

� �� 
= α

2
4 ,

2
4 ,

2
4

� �
:

ð47Þ

Define the function L by

L dcr f σð Þ, f κð Þð Þ, dcr σ, κð Þ, dcr σ, f σð Þð Þ, dcrð
� κ, f κð Þð Þ, dcr σ, f 2 κð Þ� �

, dcr κ, f 2 σð Þ� ��
= dcr

� f σð Þ, f κð Þð Þ − α dcr σ, f 2 κð Þ� �
+ dcr κ, f 2 σð Þ�
 �

:

ð48Þ

dcr σ1, σ2ð Þ =

0, 0, 0ð Þ if σ1 = σ2,
1
4 ,

1
4 ,

1
4

� �
if σ1, σ2 ∈ 0, 0, 0ð Þ, 1

4 ,
1
4 , 0

� �
, 1

4 ,
1
4 ,

1
4

� �� 	
,

1
4 , 0, 0
� �

if σ1 ≠ σ2 cannot be both at a time in 0, 0, 0ð Þ, 1
4 ,

1
4 , 0

� �
, 1

4 ,
1
4 ,

1
4

� �� 	
:

8>>>>>><
>>>>>>:

ð43Þ
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As a consequence, we have ðI − TÞ2ðI + TÞðdcrðσ, f ðσÞÞ
⪯dcrðσ, κÞÞ implies

L dcr f σð Þ, f κð Þð Þ, dcr σ, κð Þ, dcr σ, f σð Þð Þ, dcrð
� κ, f κð Þð Þ, dcr σ, f 2 κð Þ� �

, dcr κ, f 2 σð Þ� ��
⪯0:

ð49Þ

Thus, this example explains Theorem 9 well. Note that
ð0, 0, 0Þ is a fixed point of f .

Example 5. Let E = C1
R½1, 2� and ∥g∥E = ∥g∥∞ + ∥g′∥∞, where

∥g∥∞ = supt∈½1,2� ∣ gðtÞ ∣ and P = fgðtÞ ∈E : gðtÞ > 0, t ∈ ½1,
2�g. For each K ≥ 1, take gðtÞ = t and κðtÞ = t2K . By definition
∥g∥ = 2 and ∥κ∥ = 2K + 1. Define the partial order ≤ by

for any g, κ ∈E ; g⪯κ⇔ gðtÞ ≤ κðtÞ∀t ∈ ½1, 2�:
Then, g⪯κ implies K∥g∥ ≤ ∥κ∥. Hence, P is a nonnormal

cone. Define T : E →E such that

Tgð Þ tð Þ = 1
2

ðt
1
g sð Þds: ð50Þ

Then, T ∈ BðE,EÞ. Let Y = f1, 2, 3g and f : Y → Y such
that f ð1Þ = f ð2Þ = 1 and f ð3Þ = 2, f is monotone with respect
to usual order (≤) and also assumption (1)–(2) in Theorem
13 are verified. Define dcr by

dcr σ, ςð Þ tð Þ =

0 if σ = ς,
et

3 if σ, ς ∈ 1, 2f g,

et otherwise:

8>>><
>>>:

ð51Þ

The vector-valued function dcr is a cone rectangular met-
ric space but not a cone metric space. We are left to verify the
contractive condition only. For this, if σ = 1 and ς = 2, then

dcr σ, f σð Þð Þ = 0 ;
dcr f σð Þ, f ςð Þð Þ = 0 ;

dcr ς, f ςð Þð Þ = et

3 ,

ð52Þ

and for σ = 2, ς = 3, we have

dcr σ, ςð Þ = et ;

dcr σ, f σð Þð Þ = et

3 ;

dcr f σð Þ, f ςð Þð Þ = et

3 ;

dcr ς, f ςð Þð Þ = et:

ð53Þ

Thus,

I − Tð Þ I − T2� �
dcr σ, f σð Þð Þð Þ = et

3 1 − t
2 1 − t2

4

� �� 
,

Tdcr σ, ςð Þð Þ tð Þ = tet

2 , Tdcr ς, f ςð Þð Þð Þ tð Þ = tet

2 :

ð54Þ

As t ∈ ½1, 2� so t2 ≤ 4⇒ t2/4 ≤ 1 and 1 − t2/4 ≥ 0. Hence,

I − Tð Þ I − T2� �
dcr σ, f σð Þð Þð Þ⪯dcr σ, ςð Þ implies dcr

� f σð Þ, f ςð Þð Þ⪯T dcr σ, ςð Þð Þ:
ð55Þ

Note that 1 is a fixed point of f .

5. A Homotopy Result

In what follows, we derive a homotopy result by applying
Theorem 13.

Theorem 14. Let ðE, k:kÞ be a real Banach space and P ⊂E

be a cone. Let ðY , dcrÞ be a rectangular cone metric space and
U ⊂ Y is open. Assume that there exists T ∈ BðE,EÞ and Tð
P Þ ⊂P . Let the operator h : �U × ½0, 1�→ Y satisfy ((39))
and the condition (1) of Theorem13in the first variable and

(1) σ ≠ hðσ, θÞ for every σ ∈ ∂U (∂U denotes the bound-
ary of U in Y )

(2) there exists M ≥ 0 such that

dcr h σ, θð Þ, h σ, μð Þð Þk k ≤M θ − μj j ð56Þ

for every σ ∈ �U and μ, θ ∈ ½0, 1�

(3) For some σ ∈U , if there exists κ with kdcrðσ, κÞk ≤ r,
then σRκ, where r is radius of open ball in U

If hð·, 0Þ has a fixed point in the open set U , then hð·, 1Þ
also has a fixed point in the open set U .

Proof. Let

B = θ ∈ 0, 1½ �jσ = h σ, θð Þ ; for some σ ∈Uf g: ð57Þ

Define the relation ⪯ in E by u⪯v if and only if kuk ≤ kvk
for all u, v ∈E. Next, 0 ∈ B, since hð:,0Þ has a fixed point in
the open set U . So B is nonempty. Since dcrðσ, hðσ, θÞÞ = dcr
ðσ, κÞ, ðI − TÞ2ðI + TÞðdcrðσ, hðσ, θÞÞÞ ≤ dcrðσ, κÞ for all σR
κ, then by Theorem 13, we have

dcr h σ, θð Þ, h κ, θð Þð Þ ≤ S dcr σ, κð Þð Þ: ð58Þ

Firstly, we show that B is closed in ½0, 1�. For this, let
fθng∞n=1 ⊆ B with θn → θ ∈ ½0, 1� as n→∞. It is necessary to
prove that θ ∈ B. Since θn ∈ B for n ∈ℕ, there exists σn ∈U
with σn = hðσn, θnÞ. Since hðσ, ·Þ is monotone, so, for n,m
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∈ℕ, we have σmRσn. Since

I − Tð Þ2 I + Tð Þ dcr σn, h σm, θmð Þð Þð Þ = I − Tð Þ2
� I + Tð Þ dcr σn, σmð Þð Þ⪯dcr σn, σmð Þ, ð59Þ

we have

dcr h σn, θmð Þ, h σm, θmð Þð Þ ≤ S dcr σn, σmð Þð Þ, dcr
� σn, σm+1ð Þ = dcr h σn, θnð Þ, h σm+1, θm+1ð Þð Þ⪯dcr
� h σn, θnð Þ, h σn, θmð Þð Þ + dcr h σn, θmð Þ, hð
� σn, θm+1ð ÞÞ + dcr h σn, θm+1ð Þ, h σm+1, θm+1ð Þð Þ, dcrk
� σn, σmð Þk ≤M θn − θmj j +M θm − θm+1j j + Sk
� dcr σn, σmð Þð Þk, dcr σn, σmð Þk k ≤ M

1 − Sk k
� ∣θn − θm∣+∣θm − θm+1 ∣½ �:

ð60Þ

Since fθng∞n=1 is a RMS Cauchy sequence in ½0, 1�, we
have

lim
n,m→∞

dcr σn, σmð Þ = 0, ð61Þ

that is, dcrðσn, σmÞ≪ c, whenever n,m→∞. Hence, fσng is
a Cauchy sequence in Y . Since Y is a complete cone rectangu-
lar metric space, there exists σ ∈ �U with limn→∞dcrðσn, σÞ
≪ c. Hence, σnRσ for all n ∈ℕ. Now consider

dcr σn, h σ, θð Þð Þ = dcr h σn, θnð Þ, h σ, θð Þð Þ⪯dcr
� h σn, θnð Þ, h σn, θð Þð Þ + dcr h σn, θð Þ, hð
� σn+1, θð ÞÞ + dcr h σn+1, θð Þ, h σ, θð Þð Þ, dcrk
� σn, h σ, θð Þð Þk ≤M θn − θj j +M θn+1 − θj j + Sk
� dcr σn+1, σð Þð Þk:

ð62Þ

So we have

lim
n→∞

dcr σn, h σ, θð Þð Þ = 0: ð63Þ

Thus, dcrðσ, hðσ, θÞÞ = 0. Hence, θ ∈ B and so B is RMS
closed in ½0, 1�.

Next, we show that B is open in ½0, 1�. For this, let θ2 ∈ B.
Then, we have the existence of σ2 ∈U with hðσ2, θ2Þ = σ2.
Since U is open, there exists r > 0 such that Bðσ2, rÞ ⊆U .
Now, assume

l = dcr σ2, ∂Uð Þ = inf dcr σ2, ξð Þ: ξ ∈ ∂Uf g: ð64Þ

Then, r = l > 0. Fix ε > 0 with ε < ðð1 − kTkÞlÞ/2M. Let θ
∈ ðθ1 − ε, θ1 + εÞ and θ1 ∈ ðθ2 − ε, θ2 + εÞ. Then,

σ ∈ �B σ2, rð Þ = σ ∈ X : dcr σ, σ2ð Þk k ≤ rf g, asσRσ2: ð65Þ

Consider

dcr h σ, θð Þ, σ2ð Þ = dcr h σ, θð Þ, h σ2, θ2ð Þð Þ
≤ dcr h σ, θð Þ, h σ, θ1ð Þð Þ + dcr
� h σ, θ1ð Þ, h σ, θ2ð Þð Þ + dcr
� h σ, θ2ð Þ, h σ2, θ2ð Þð Þ, dcrk
� h σ, θð Þ, σ2ð Þk ≤M θ1 − θj j +M θ2 − θ1j j + Sk
� dcr σ2, σð Þð Þk ≤Mε +Mε + Sk kl = 2Mε + Sk kl < l:

ð66Þ

Thus, for every fixed θ ∈ ðθ2 − ε, θ2 + εÞ, hð·, θÞ: �Bðσ, rÞ
→ �Bðσ, rÞ has a fixed point in �U and can be deduced by
applying Theorem 13. But this fixed point should be in U
as in the previous case. Hence, θ ∈ B for any θ ∈ ðθ2 − ε, θ2
+ εÞ and so B is open in ½0, 1�. Thus, we showed that B is
RMS open as well as RMS closed in ½0, 1� and by connected-
ness, B = ½0, 1�. Hence, hð·, 1Þ has a fixed point in U .
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Ćirić and Prešić developed the concept of Prešić contraction to Ćirić-Prešić type contractive mappings in the background of a
metric space. On the other hand, Altun and Olgun introduced Perov type F-contractions. In this paper, we extend the concept
of Ćirić-Prešić contractions to Perov-Ćirić-Prešić type F-contractions. Our results modify some known ones in the literature. To
support our main result, an example and an application to nonlinear operator systems are presented.

1. Introduction

The Banach contraction principle (BCP) [1] is one of the
powerful results in nonlinear analysis. It has many applica-
tions in the background of ODE and PDE.

Theorem 1 [1]. Let ðΔ, dÞ be a complete metric space and let
ϒ : Δ⟶ Δ so that

d ϒι,ϒκð Þ ≤ γd ι, κð Þ for all ι, κ ∈ Δ, ð1Þ

where γ ∈ ½0, 1Þ. Then, there is a unique σ in Δ such that
σ =ϒσ. Also, for each ζ0 ∈ Δ, the sequence ζn+1 =ϒζn con-
verges to σ.

The BCP has been extended and generalized in many
directions (see [2–4]).

Prešić [5] gave the following result.

Theorem 2 [5]. Let ðΔ, dÞ be a complete metric space and let
ϒ : Δk ⟶ Δ (k is a positive integer). Suppose that

d ϒ ζ1,⋯, ζkð Þ,ϒ ζ2,⋯, ζk+1ð Þð Þ ≤ 〠
k

i=1
λid ζi, ζi+1ð Þ, ð2Þ

for all ζ1,⋯, ζk+1 in Δ, where λi ≥ 0 and ∑k
i=1λi ∈ ½0, 1Þ. Then

ϒ has a unique fixed point ζ∗ (that is ϒðζ∗,⋯, ζ∗Þ = ζ∗).
Moreover, for all arbitrary points ζ1,⋯, ζk+1 in Δ, the
sequence fζng defined by ζn+k =ϒðζn, ζn+1,⋯, ζn+k−1Þ, con-
verges to ζ∗.

It is obvious that for k = 1, Theorem 2 coincides with the
BCP.

Theorem 2 was generalized by Ćirić and Prešić [6] as
follows.

Theorem 3 [6]. Let ðΔ, dÞ be a complete metric space and
ϒ : Δk ⟶ Δ (k is a positive integer). Suppose that

d ϒ ζ1,⋯, ζkð Þ,ϒ ζ2,⋯, ζk+1ð Þð Þ ≤ λ max d ζi, ζi+1ð Þ: 1 ≤ i ≤ kf g,
ð3Þ

for all ζ1,⋯, ζk+1 in Δ, where λ ∈ ½0, 1Þ. Then ϒ has a fixed
point ζ∗ ∈ Δ. Also, for all points ζ1,⋯, ζk+1 ∈ Δ, the
sequence fζng defined by ζn+k =ϒðζn, ζn+1,⋯, ζn+k−1Þ, con-
verges to ζ∗. The fixed point of ϒ is unique if
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d ϒ ρ,⋯, ρð Þ,ϒ ρ,⋯, ρð Þð Þ < d ρ, ρð Þ, ð4Þ

for all ρ, ϱ ∈ Δ with ρ ≠ ϱ.

For more details on Prešić type contractions, we refer the
reader to [2, 5, 7–11].

In this paper, ℝ+ = ½0,∞Þ, ℝm denotes the set of m × 1
real matrices, ℝm

+ will be the set of m × 1 real matrices with
elements in ½0,∞Þ, θ denotes the zero m × 1 matrix,
Mm,mðℝ+Þ denotes the set of all m ×m matrices with ele-
ments in ½0,∞Þ, and Θ will be the zero m ×m matrix,
by I the identity m ×m matrix. If A ∈Mm,mðℝ+Þ, then
AT states the transpose matrix of A. Let π = ðπiÞmi=1, ϖ =
ðϖiÞmi=1 ∈ℝm, then by π≺ϖ (resp. π ≺ ϖ), we suppose πi ≤
ϖi (resp. πi < ϖi) for each i ∈ f1, 2,⋯,mg. Also, π≺ϖ and
ϖ≻π will mean the same.

Let Δ be a nonempty set and let V : Δ × Δ⟶ℝm be a
function. V is called a vector-valued metric, and ðΔ, VÞ is
called a vector-valued metric space, if

(1) Vðι, κÞ = θ if and only if ι = κ,
(2) Vðι, κÞ =Vðκ, ιÞ,
(3) Vðι, κÞ≺ðι, σÞ +Vðσ, κÞ,

for all ι, κ, σ ∈ Δ:

Example 1 (Example 1.3. of [12]). Let D1,D2,⋯,Dn be usual
metrics on X.

Then, the mapping d : X × X⟶Rn defined by dðx,
yÞ = ðD1ðx, yÞ,D2ðx, yÞ,⋯,Dnðx, yÞÞ is a VVM on X.

From now on, we apply VVMS instead of a vector-valued
metric space.

The concepts of convergence, Cauchyness, and complete-
ness in a VVMS will be similar as in a usual metric case.
Perov [13] stated the contraction mapping principle in the
setting of VVMSs. Before stating this theorem, we must
remember the following facts:

Let A ∈Mm,mðℝ+Þ: Then A is said to converge to zero if
and only if An ⟶Θ as n⟶∞ (see [14]).

Perov [13] proved the following interesting extension of
BCP (see more results in [15–20]).

Theorem 4 [13]. Let ðΔ, VÞ be a VVMS andϒ : Δ⟶ Δ be a
mapping such that there exists a matrix A ∈Mm,mðℝ+Þ such
that

V ϒι,ϒκð ÞVAV ι, κð Þ, ð5Þ

for all ι, κ ∈ Δ. If A is convergent to zero, then

(1) ϒ has a unique fixed point σ in Δ

(2) for all x0 ∈ Δ, the sequence fxng defined by xn =ϒ nx0
is convergent to σ

(3) Vðxn, σÞVAnðI − AÞ−1Vðx0,ϒx0Þ:

In this paper, considering the recent approach of War-
dowski [21], we present a generalization of Perov fixed point
theorem and Ćirić-Prešić fixed point theorem. Some gener-
alization of Wardowski results can be found in [22, 23].

As in [24], let F : ℝm
+ ⟶ℝm be a function. Let

(F1) F be strictly increasing in each variable, i.e., π ≺ ϖ;
then, FðπÞ ≺ FðϖÞ, for all π = ðπiÞmi=1 and ϖ =
ðϖiÞmi=1 ∈ℝm

+ ,

(F2) For each sequence fπng = ðπð1Þ
n , πð2Þ

n ,⋯,πðmÞ
n Þ of ℝm

+

lim
n→∞

π ið Þ
n = 0 if and only if lim 

n→∞
ϖ ið Þ
n = −∞, ð6Þ

for each i ∈ f1, 2,⋯mg, where

F π 1ð Þ
n , π 2ð Þ

n ,⋯,π mð Þ
n

� �� �
= ϖ 1ð Þ

n , ϖ 2ð Þ
n ,⋯,ϖ mð Þ

n

� �
: ð7Þ

(F3) There exists k ∈ ð0, 1Þ such that limπi→0+π
k
iϖi = 0 for

each i ∈ f1, 2,⋯mg, where

F π1, π2,⋯,πmð Þð Þ = ϖ1, ϖ2,⋯,ϖmð Þ: ð8Þ

We denote by Fm the set of all functions F satisfying
(F1)–(F3)

Example 2 [24]. Define F : ℝm
+ ⟶ℝm by

F π1, π2,⋯,πmð Þð Þ = ln π1, ln π2,⋯, ln πmð Þ, ð9Þ

then F ∈Fm.

Note that we can define G : ℝm ⟶ℝm
+ by

G ϖ1, ϖ2,⋯,ϖmð Þð Þ = eϖ1 , eϖ2 ,⋯,eϖm
� �

, ð10Þ

which we can treat it as the inverse of multivariable func-
tion F.

Note that from now on, F is a continuously differen-
tiable function from all open sets of A ⊆ℝn ⟶ℝn, and
the Jacobian determinant of F at every p ∈ A ⊆ℝn is non-
zero; then, according to inverse function theorem, F is
invertible near p.

Example 3 [24]. Define F : ℝ2
+ ⟶ℝ2 by

F π1, π2ð Þð Þ = ln π1, π2 + ln π2ð Þ, ð11Þ

then F ∈F2.
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Example 4 [24]. Define F : ℝ3
+ ⟶ℝ3 by

F π1, π2, π3ð Þð Þ = ln π1, π2 + ln π2,−
1 + π1ffiffiffiffiffi

π3
p

� �
, ð12Þ

then F ∈F3.

Considering the class Fm, Altun and Olgun [24] intro-
duced the concept of Perov type F-contraction as follows:

Definition 5 [24]. Let ðΔ, VÞ be a VVMS and ϒ : Δ⟶ Δ be
a map. If there exist F ∈Fm and ς = ðςiÞmi=1 ∈ℝm

+ such that

ς + F V ϒι,ϒyð Þð ÞVF V ι, κð Þð Þ, ð13Þ

for all ι, κ ∈ Δ with Vðϒι,ϒκÞ ≻ θ, then ϒ is called a Perov
type F-contraction.

If we consider F : ℝm
+ ⟶ℝm by

F π1, π2,⋯,πmð Þð Þ = ln π1, ln π2,⋯, ln πmð Þ, ð14Þ

then (13) turns to Perov contraction [24].
We can present new type contractions in a VVMS, via

considering some function F ∈Fm in (13).

Theorem 6 [24]. Let ðΔ, VÞ be a complete VVMS and let
ϒ : Δ⟶ Δ be a Perov type F-contraction. Then ϒ admits
a unique fixed point.

In this paper, we introduce the concept of Perov-Ćirić-
Prešić type F-contractions. An illustrative example and an
application are given to support our main result.

2. Main Results

In this section, combining the ideas of Perov, Wardowski,
and Ćirić-Prešić, we obtain a new extension of BCP.

Our main result is as follows:

Theorem 7. Let ðΔ, VÞ be a complete VVMS and let ϒ : Δk

⟶ Δ (k is a positive integer). Assume that there exist F ∈
Fm and ς = ðςiÞmi=1 ∈ℝm

+ satisfying

ς + F V ϒ ζ1,⋯, ζkð Þ,ϒ ζ2,⋯, ζk+1ð Þð Þð Þ
≤ F sup V ζ1, ζ2ð Þ, V ζ2, ζ3ð Þ,⋯, V ζk, ζk+1ð Þf gð Þ, ð15Þ

for all ζ1,⋯, ζk+1 ∈ Δ with Vðϒ ðζ1,⋯, ζkÞ,ϒðζ2,⋯, ζk+1ÞÞ
≻ θ. Moreover, let there exists a sequence fζng in Δ such that
ζn+k =ϒðζn, ζn+1,⋯, ζn+k−1Þ and Vðζn+k, ζn+k+1Þ ≻ θ, for all
n ∈ℕ. Also, if ζn ⟶ v, then Vðζn, vÞ ≻ θ, for all n ∈ℕ. Then,
the sequence fζng converges to a fixed point ofϒ . Moreover, if
for all ρ, ϱ ∈ Δ with ρ ≠ ϱ,

V ϒ ρ,⋯, ρð Þ,ϒ ρ,⋯, ρð Þð Þ <V ρ, ρð Þ, ð16Þ

then the fixed point of ϒ is unique.

Proof. For any n ∈ℕ, we have

F V ζn+k, ζn+k+1ð Þð Þ
= F V ϒ ζn,⋯, ζn+k−1ð Þ,ϒ ζn+1,⋯, ζn+kð Þð Þð Þ
≤ F sup V ζn, ζn+1ð Þ, V ζn+1, ζn+2ð Þ,⋯, V ζn+k−1, ζn+kð Þf gð Þ − ς:

ð17Þ

Therefore,

F V ζk+1, ζk+2ð Þð Þ
= F V ϒ ζ1,⋯, ζkð Þ,ϒ ζ2,⋯, ζk+1ð Þð Þð Þ
≤ F sup V ζ1, ζ2ð Þ, V ζ2, ζ3ð Þ,⋯, V ζk, ζk+1ð Þf gð Þ − ς

= F Λð Þ − ς,
ð18Þ

where Λ = sup fVðζ1, ζ2Þ, Vðζ2, ζ3Þ,⋯, Vðζk, ζk+1Þg. Now,

F V ζk+2, ζk+3ð Þð Þ
= F V ϒ ζ2,⋯, ζk+1ð Þ,ϒ ζ3,⋯, ζk+2ð Þð Þð Þ
≤ F sup V ζ2, ζ3ð Þ, V ζ3, ζ4ð Þ,⋯, V ζk+1, ζk+2ð Þf gð Þ − ς

≤ F max Λ, F−1 F Λð Þ − ςð Þ	 
� �
− ς = F Λð Þ − ς:

ð19Þ

Continuing this approach, we have

F V ζ2k, ζ2k+1ð Þð Þ
= F V ϒ ζk,⋯, ζ2k−1ð Þ,ϒ ζk+1,⋯, ζ2kð Þð Þð Þ
≤ F sup V ζk, ζk+1ð Þ, V ζk+1, ζk+2ð Þ,⋯,V ζ2k−1, ζ2kð Þf gð Þ − ς

≤ F max Λ, F−1 F Λð Þ − ςð Þ	 
� �
− ς = F Λð Þ − ς, F V ζ2k+1, ζ2k+2ð Þð Þ

= F V ϒ ζk+1,⋯, ζ2kð Þ,ϒ ζk+2,⋯, ζ2k+1ð Þð Þð Þ
≤ F sup V ζk+1, ζk+2ð Þ, V ζk+2, ζk+3ð Þ,⋯,V ζ2k, ζ2k+1ð Þf gð Þ − ς

≤ F F−1 F Λð Þ − ςð Þ� �
− ς = F Λð Þ − 2ς, F V ζ3k, ζ3k+1ð Þð Þ

= F V ϒ ζ2k,⋯, ζ3k−1ð Þ,ϒ ζ2k+1,⋯, ζ3kð Þð Þð Þ
≤ F sup V ζ2k, ζ2k+1ð Þ,V ζ2k+1, ζ2k+2ð Þ,⋯, V ζ3k−1, ζ3kð Þf gð Þ − ς

≤ F max F−1 F Λð Þ − ςð Þ, F−1 F Λð Þ − 2ςð Þ	 
� �
− ς

= F Λð Þ − 2ς, F V ζ3k+1, ζ3k+2ð Þð Þ
= F V ϒ ζ2k+1,⋯, ζ3kð Þ,ϒ ζ2k+2,⋯, ζ3k+1ð Þð Þð Þ
≤ F sup V ζ2k+1, ζ2k+2ð Þ, V ζ2k+2, ζ2k+3ð Þ,⋯, V ζ3k, ζ3k+1ð Þf gð Þ − ς

≤ F F−1 F Λð Þ − 2ςð Þ� �
− ς = F Λð Þ − 3ς:

ð20Þ

Continuing this process, we get

F V ζpk+i, ζpk+i+1
� �� �

≤ F Λð Þ − pς, for all p ∈ V and i ∈ 1, 2,⋯, kf g:
ð21Þ

Now, taking Vðζn, ζn+1Þ = ðπ1
n, π2

n,⋯, πm
n Þ and Fðπ1

n,
π2
n,⋯, πm

n Þ = ðϖ1
n, ϖ2

n,⋯, ϖm
n Þ, we obtain that
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ϖ1
pk+i, ϖ2

pk+i,⋯, ϖm
pk+i

� �
= F π1

pk+i, π2
pk+i,⋯, πm

pk+i

� �
≤ F Λð Þ − pς

= r1 − pς1, r2 − pς2,⋯, rm − pςmð Þ,
ð22Þ

where Λ = ðΛiÞmi=1 and FððΛiÞmi=1Þ = ðriÞmi=1. Therefore,

ϖj
pk+i ≤ rj − pςj for all j ∈ 1, 2,⋯,mf g: ð23Þ

Passing to the limit, we get limp→∞ϖj
pk+i = −∞. There-

fore, limp→∞πj
pk+i = 0 for all j ∈ f1, 2,⋯,mg. Thus,

limp→∞Vðζpk+i, ζpk+i+1Þ = θ. From (F3), there exists λ ∈ ð0,
1Þ such that

lim
p→∞

πj
pk+i

h iλ
ϖj
pk+i = 0, for all j ∈ 1, 2,⋯,mf g: ð24Þ

From (23),

πj
pk+i

h iλ
ϖj
pk+i ≤ πj

pk+i

h iλ
rj − p πj

pk+i

h iλ
ς j for all j ∈ 1, 2,⋯,mf g:

ð25Þ

Therefore,

πj
pk+i

h iλ
ϖj
pk+i − πj

pk+i

h iλ
r j ≤ −p πj

pk+i

h iλ
ςj ≤ 0 for all j ∈ 1, 2,⋯,mf g:

ð26Þ

Thus, limp→∞p½πj
pk+i�

λ = 0 for all j ∈ f1, 2,⋯,mg. So, for
any j ∈ f1, 2,⋯,mg, there exists pj ∈ℕ such that p½πj

pk+i�
λ
≤

1, for all p ≥ pj. Thus, π
j
pk+i ≤ 1/p1/λ, for all p ≥ pj. Putting

p0 = max fpj : 1 ≤ j ≤mg, we have πj
pk+i ≤ 1/p1/λ for all p ≥

p0 and all i ∈ f1, 2,⋯, kg. We claim that fζng is a Cauchy
sequence. Consider two elements m, n ∈ℕ so that p0k ≤
n <m. Then, there are p, q ∈ℕ and i, j ∈ f1, 2,⋯, kg such
that p0 ≤ p ≤ q, n = pk + i, and m = qk + j. Now, we have

V ζn, ζmð Þ =V ζpk+i, ζqk+j
� �

≤ 〠
q

r=p
〠
k

l=1
V ζrk+l, ζrk+l+1ð Þ

≤ 〠
q

r=p
k

1
r1/λ

,⋯, 1
r1/λ

� �
≤ k 〠

q

r=p

1
r1/λ

,⋯, 〠
q

r=p

1
r1/λ

 !
:

ð27Þ

As n,m⟶∞, we have p, q⟶∞. Thus, the last
term in (27) converges to θ, and so fζng is a Cauchy
sequence in ðΔ,VÞ. Since ðΔ, VÞ is a complete VVMS,

there is v ∈ Δ so that limn→∞ζn = v. Now, we shall prove
that v is a fixed point of ϒ . To see this, we have

V ζn+k,ϒ v,⋯, vð Þð Þ
= V ϒ ζn, ζn+1 ⋯ , ζn+k−1ð Þ,ϒ v,⋯, vð Þð Þ
≤ V ϒ ζn, ζn+1,⋯, ζn+k−1ð Þ,ϒ ζn+1, ζn+2,⋯, ζn+k−1, vð Þð Þ

+ V ϒ ζn+1, ζn+2,⋯, ζn+k−1, vð Þ,ϒ ζn+2, ζn+3,⋯, ζn+k−1, v, vð Þð Þ
+⋯+V ϒ ζn+k−1, v,⋯, vð Þ,ϒ v, v,⋯, vð Þð Þ

≤ F−1 F max V ζn, ζn+1ð Þ,⋯,V ζn+k−2, ζn+k−1ð Þ, V ζn+k−1, vð Þf gð Þ − ς½ �
+ F−1 F max V ζn+1, ζn+2ð Þ,⋯,V ζn+k−2, ζn+k−1ð Þ,fð½
� V ζn+k−1, vð ÞgÞ − ς�⋯ +F−1 F V ζn+k−1, vð Þð Þ − ς½ �⟶ θ,

ð28Þ

as n⟶∞. Thus,

V v,ϒ v,⋯, vð Þð Þ = lim
n→∞

V ζn+k,ϒ v,⋯, vð Þð Þ = θ: ð29Þ

Therefore, v =ϒðv,⋯, vÞ. Suppose that u, v are two
distinct fixed points of ϒ . From our hypothesis,

V u, vð Þ =V ϒ u,⋯, uð Þ,ϒ v,⋯, vð ÞÞð Þ < V u, vð Þ, ð30Þ

which is a contradiction. Thus, the fixed point of ϒ is
unique.

Note that by taking

F π1, π2,⋯,πmð Þð Þ = ln π1, ln π2,⋯, ln πmð Þ, ð31Þ

the above theorem reduces to the following theorem.

Theorem 8. Let ðΔ, VÞ be a complete VVMS and ϒ : Δk

⟶ Δ (k is a positive integer). Suppose that there exist F ∈
Fm and ς = ðςiÞmi=1 ∈ℝm

+ satisfying

V ϒ ζ1,⋯, ζkð Þ,ϒ ζ2,⋯, ζk+1ð Þð Þ ≤ A sup V ζi, ζi+1ð Þ: i = 1,⋯,kf g,
ð32Þ

where

A =

e−ς1 0 ⋯ 0

0 e−ς2 ⋯ 0

⋮ ⋮ ⋱ ⋮

0 0 ⋯ e−ςm

0
BBBBB@

1
CCCCCA

m×m

: ð33Þ

Let the sequence fζng in Δ be such that ζn+k =ϒðζn,
ζn+1,⋯, ζn+k−1Þ and Vðζn+k, ζn+k+1Þ ≻ θ, for all n ∈ℕ. Also,
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if ζn ⟶ v, then Vðζn, vÞ ≻ θ, for all n ∈ℕ. Then, the
sequence fζng converges to a fixed point of ϒ . Also, if

V ϒ ρ,⋯, ρð Þ,ϒ ρ,⋯, ρð Þð Þ <V ρ, ρð Þ, ð34Þ

for all ρ, ϱ ∈ Δ with ρ ≠ ϱ, then the fixed point of ϒ is unique.
We present an example to support our main result.

Example 5. Let Δ = fςn = 1/n2 : n = 1, 2,⋯g ∪ fς0 = 0g, Vðρ,
ϱÞ = ð∣ρ − ϱ∣,∣ρ − ϱ ∣ Þ, and define ϒ : Δ2 ⟶ Δ by

ϒ ςn, ςmð Þ =
ςmax m,nf g+1, n,m ≥ 1,
0, n = 0 orm = 0:

 
ð35Þ

Firstly, note that for all m, n ∈ℕ ∪ f0g with m ≠ n, from
Example 2.3 of [25], we have

ςn+1 − ςm+1j j1/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∣ςn+1−ςm+1∣

p
ςn − ςmj j−1/

ffiffiffiffiffiffiffiffiffiffiffi
∣ςn−ςm ∣

p
≤
1
2 ,

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∣ςn+1 − ςm+1 ∣

p −
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∣ςn − ςm ∣
p ≥ 1: 

ð36Þ

As we know, ςn+2 = min fςn+1, ςn+2g =ϒðςn, ςn+1Þ, for all
ℕ and

V ςn+2, ςn+3ð Þ = ∣ςn+2 − ςn+3∣,∣ςn+2 − ςn+3 ∣ð Þ

= ∣
1

n + 2ð Þ2 −
1

n + 3ð Þ2 ∣,∣
1

n + 2ð Þ2 −
1

n + 3ð Þ2 ∣

 !

≻ 0, 0ð Þ = θ:

ð37Þ

Also, ςn = 1/n2 ⟶ 0 and

V ςn, 0ð Þ = ∣ςn − 0∣,∣ςn − 0 ∣ð Þ = 1
n2

, 1
n2

� �
≻ 0, 0ð Þ = θ: ð38Þ

Define F : ℝ2
+ ⟶ℝ2 by

F π1, π2ð Þð Þ =

ln π1ffiffiffiffiffi
π1

p , −1ffiffiffiffiffi
π2

p
� �

, π1 ≤ e

π1
e
ffiffi
e

p , −1ffiffiffiffiffi
π2

p
� �

, π1 > e:

8>>><
>>>:

ð39Þ

Obviously, F ∈F2. Also, take ς = ðς1, ς2Þ = ðln 2, 1Þ. We
have

ς + F V ϒ ε, εð Þ,ϒ ε, σð Þð Þð Þ
≤ F max V ε, εð Þ, V ε, σð Þf gð Þ
⇔ ln 2, 1ð Þ + F ∣ϒ ε, εð Þ −ϒ ε, σð Þ∣,∣ϒ ε, εð Þ −ϒ ε, σð Þ ∣ð Þ
≤ F max ∣ε − ε∣,∣ε − σ ∣f gð Þ⇔ ln 2, 1ð Þ

+ ln ∣ϒ ε, εð Þ −ϒ ε, σð Þ ∣ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∣ϒ ε, εð Þ −ϒ ε, σð Þ ∣p , −1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∣ϒ ε, εð Þ −ϒ ε, σð Þ ∣p
 !

≤
ln max ∣ε − ε∣,∣ε − σ ∣f gð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

max ∣ε − ε∣,∣ε − σ ∣f gp , −1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
max ∣ε − ε∣,∣ε − σ ∣f gp

 !

⇔ ln 2 + ln ∣ϒ ε, εð Þ −ϒ ε, σð Þ ∣ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∣ϒ ε, εð Þ −ϒ ε, σð Þ ∣p ≤

ln max ∣ε − ε∣,∣ε − σ ∣f gð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
max ∣ε − ε∣,∣ε − σ ∣f gp , 1

+ −1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∣ϒ ε, εð Þ −ϒ ε, σð Þ ∣p ≤

−1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
max ∣ε − ε∣,∣ε − σ ∣f gp

⇔ ∣ϒ ε, εð Þ −ϒ ε, σð Þ ∣ð Þ1/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∣ϒ ε,εð Þ−ϒ ε,σð Þ∣

p
max

� ∣ε − ε∣,∣ε − σ ∣f g−1/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
max ∣ε−ε∣,∣ε−σ∣f g

p

≤
1
2 ,

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∣ϒ ε, εð Þ −ϒ ε, σð Þ ∣p −

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
max ∣ε − ε∣,∣ε − σ ∣f gp ≥ 1,

ð40Þ

for any ε, ε, σ ∈ Δ. Now, Let ε = ςn, ε = ςm, and σ = ςp. If m
≥max fn, pg, then

V ϒ ε, εð Þ,ϒ ε, σð Þð Þ =V ϒ ςn, ςmð Þ,ϒ ςm, ςp
� �� �

=V ςm+1, ςm+1ð Þ = 0, 0ð Þ = θ:
ð41Þ

So, we may assume that either m < n or m < p. We con-
sider the following cases:

Case 1. n ≤m < p. Let n = 0. If n =m = 0, then

V ϒ ε, εð Þ,ϒ ε, σð Þð Þ = 0, 0ð Þ = θ: ð42Þ

If 0 = n <m, then

∣ϒ ε, εð Þ −ϒ ε, σð Þ ∣ð Þ1/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ϒ ε,εð Þ−ϒ ε,σð Þj j

p

� max ∣ε − ε∣,∣ε − σ ∣f g1/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
max ∣ε−ε∣,∣ε−σ∣f g

p

= ςp+1
� �1/ ffiffiffiffiffiffi

ςp+1
p

ςmð Þ1/ ffiffiffiffiςmp
= 1

p + 1ð Þ2
 !p+1 1

m2

� �−m

≤
1

p + 1ð Þ2
 !p+1 1

p2

� �−p
≤

1
p + 1ð Þ2

≤
1
2

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∣ϒ ε, εð Þ −ϒ ε, σð Þ ∣p −

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
max ∣ε − ε∣,∣ε − σ ∣f gp

= 1ffiffiffiffiffiffiffiffiςp+1
p −

1ffiffiffiffiffi
ςm

p = p + 1 −m ≥ p + 1 − p = 1,

ð43Þ
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and if n > 0, then

∣ϒ ε, εð Þ −ϒ ε, σð Þ ∣ð Þ1/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∣ϒ ε,εð Þ−ϒ ε,σð Þ∣

p
max

� ∣ε − ε∣,∣ε − σ ∣f g−1/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
max ∣ε−ε∣,∣ε−σ∣f g

p

≤ ςm+1 − ςp+1
� �1/ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ςm+1−ςp+1
p

ςm − ςp
� �−1/ ffiffiffiffiffiffiffiffiffi

ςm−ςp
p

≤
1
2

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∣ϒ ε, εð Þ −ϒ ε, σð Þ ∣p −

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
max ∣ε − ε∣,∣ε − σ ∣f gp

= 1ffiffiffiffiffiffiffiffiςp+1
p −

1ffiffiffiffiffi
ςm

p = p + 1 −m ≥ p + 1 − p = 1:

ð44Þ

Case 2. m < p ≤ n. Here, if m = 0, then

∣ϒ ε, εð Þ −ϒ ε, σð Þ ∣ð Þ1/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∣ϒ ε,εð Þ−ϒ ε,σð Þ∣

p
max ∣ε − ε∣,∣ε − σ ∣f g−1/

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
max ∣ε−ε∣,∣ε−σ∣f g

p

= ςn+1ð Þ1/ ffiffiffiffiffiffiςn+1
p

ςnð Þ−1/ ffiffiffiςnp
= 1

n + 1ð Þ2
 !n+1 1

n2

� �−n

≤
1

n + 1ð Þ2 ≤
1
2 ,

ð45Þ

and

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∣ϒ ε, εð Þ −ϒ ε, σð Þ ∣p −

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
max ∣ε − ε∣,∣ε − σ ∣f gp

= 1ffiffiffiffiffiffiffiffi
ςn+1

p −
1ffiffiffiffi
ςn

p = n + 1 − n ≥ n + 1 − n = 1,
ð46Þ

and if m > 0, then

∣ϒ ε, εð Þ −ϒ ε, σð Þ ∣ð Þ1/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∣ϒ ε,εð Þ−ϒ ε,σð Þ∣

p

� max ∣ε − ε∣,∣ε − σ ∣f g−1/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
max ∣ε−ε∣,∣ε−σ∣f g

p

≤ ςn+1 − ςp+1
� �1/ ffiffiffiffiffiffiffiffi

ςn−ςp
p

ςn − ςp
� �−1/ ffiffiffiffiffiffiffiffi

ςn−ςp
p

≤
1
2 ,

ð47Þ

and

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∣ϒ ε, εð Þ −ϒ ε, σð Þ ∣p −

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
max ∣ε − ε∣,∣ε − σ ∣f gp

= 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiςn+1 − ςp+1
p −

1ffiffiffiffiffiffiffiffiffiffiffiffiffiςn − ςp
p ≥ 1:

ð48Þ

Case 3. m ≤ n < p. In this case, if m = 0, then

∣ϒ ε, εð Þ −ϒ ε, σð Þ ∣ð Þ1/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∣ϒ ε,εð Þ−ϒ ε,σð Þ∣

p
max

� ∣ε − ε∣,∣ε − σ ∣f g−1/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
max ∣ε−ε∣,∣ε−σ∣f g

p

≤ ςp+1
� �1/ ffiffiffiffiffiffi

ςp+1
p

ςp
� �−1/ ffiffiffi

ςp
p

= 1
p + 1ð Þ2

 !p+1 1
p2

� �−p

≤
1

p + 1ð Þ2 ≤
1
2 ,

ð49Þ

and

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∣ϒ ε, εð Þ −ϒ ε, σð Þ ∣p −

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
max ∣ε − ε∣,∣ε − σ ∣f gp

= 1ffiffiffiffiffiffiffiffiςp+1
p −

1ffiffiffiffiςpp = p + 1 − p = 1,
ð50Þ

and if m > 0, then.

∣ϒ ε, εð Þ −ϒ ε, σð Þ ∣ð Þ1/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∣ϒ ε,εð Þ−ϒ ε,σð Þ∣

p
max

� ∣ε − ε∣,∣ε − σ ∣f g−1/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
max ∣ε−ε∣,∣ε−σ∣f g

p

≤ ςn+1 − ςp+1
� �1/ ffiffiffiffiffiffiffiffiffiffiffiffiffi

ςn+1−ςp+1
p

ςn − ςp
� �−1/ ffiffiffiffiffiffiffiffi

ςn−ςp
p

≤
1
2 ,

ð51Þ

and

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∣ϒ ε, εð Þ −ϒ ε, σð Þ ∣p −

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
max ∣ε − ε∣,∣ε − σ ∣f gp

= 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiςn+1 − ςp+1
p −

1ffiffiffiffiffiffiffiffiffiffiffiffiffiςn − ςp
p ≥ 1:

ð52Þ

Case 4. p ≤m < n. Here, if p = 0, then

∣ϒ ε, εð Þ −ϒ ε, σð Þ ∣ð Þ1/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∣ϒ ε,εð Þ−ϒ ε,σð Þ∣

p
max

� ∣ε − ε∣,∣ε − σ ∣f g−1/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
max ∣ε−ε∣,∣ε−σ∣f g

p

≤ ςn+1ð Þ1/ ffiffiffiffiffiffiςn+1
p

ςnð Þ−1/ ffiffiffiςnp
= 1

n + 1ð Þ2
 !n+1 1

n2

� �−n

≤
1

n + 1ð Þ2 ≤
1
2 ,

ð53Þ

and

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∣ϒ ε, εð Þ −ϒ ε, σð Þ ∣p −

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
max ∣ε − ε∣,∣ε − σ ∣f gp

= 1ffiffiffiffiffiffiffiffi
ςn+1

p −
1ffiffiffiffi
ςn

p = n + 1 − n = 1,
ð54Þ

and if p > 0, then

∣ϒ ε, εð Þ −ϒ ε, σð Þ ∣ð Þ1/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∣ϒ ε,εð Þ−ϒ ε,σð Þ∣

p
max

� ∣ε − ε∣,∣ε − σ ∣f g−1/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
max ∣ε−ε∣,∣ε−σ∣f g

p

≤ ςn+1 − ςm+1ð Þ1/ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiςn+1−ςm+1
p

ςn − ςmð Þ−1/ ffiffiffiffiffiffiffiffiffiςn−ςm
p

≤
1
2 ,

ð55Þ
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and

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∣ϒ ε, εð Þ −ϒ ε, σð Þ ∣p −

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
max ∣ε − ε∣,∣ε − σ ∣f gp

= 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ςn+1 − ςm+1

p −
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ςn − ςm
p ≥ 1:

ð56Þ

Also, let ρ, ρ ∈ Δ with ρ ≠ ρ. Without loss of any general-
ity, let ρ = ςn, ρ = ςm with n <m. If n = 0, then

V ϒ ρ, ρð Þ,ϒ ρ, ρð Þð Þ = V ϒ ς0, ς0ð Þ,ϒ ςm, ςmð Þð Þ = V 0, ςm+1ð Þ
= ςm+1, ςm+1ð Þ ≺ ςm, ςmð Þ = V 0, ςmð Þ
= V ρ, ρð Þ, V ς1, ςm−1ð Þ = m m − 1ð Þ

2 − 1

< m m + 1ð Þ
2 − 1 =V ς1, ςmð Þ =V ρ, ρð Þ,

ð57Þ

and if n > 0, then

V ϒ ρ, ρð Þ,ϒ ρ, ρð Þð Þ = V ϒ ςn, ςnð Þ,ϒ ςm, ςmð Þð Þ = V ςn+1, ςm+1ð Þ
= ∣ςn+1 − ςm+1∣,∣ςn+1 − ςm+1 ∣ð Þ

= 1
n + 1ð Þ2 −

1
m + 1ð Þ2 ,

1
n + 1ð Þ2 −

1
m + 1ð Þ2

 !

≺
1
n2

−
1
m2 ,

1
n2

−
1
m2

� �
= V ςn, ςmð Þ

= V ρ, ρð Þ:
ð58Þ

We see that all of the conditions of Theorem 2 are satis-
fied. Thus, ϒ has a unique fixed point. Here, ϒðς0, ς0Þ = ς0,
and ς0 is the unique fixed point.

We present an example in an infinite dimensional
sequence space ℓ1 which is adapted from the above example,
and so, we leave the details for the reader.

Let A be the space of all convergent sequences ðanÞ for
which ai = 1/n2 (n is an arbitrary natural number) for exactly
one i and aj = 0 for other indices.

Let Δ = A ∪ fς0 = ð0,0,0,⋯Þg, VððanÞ∞m=1, ðbnÞ∞n=1Þ =
ðΣ∞

m,n=1 ∣ an − bn∣,Σ∞
m,n=1 ∣ an − bn ∣ Þ, and define ϒ : Δ2 ⟶

Δ by

Define F : ℝ2
+ ⟶ℝ2 by

F π1, π2ð Þð Þ =

ln π1ffiffiffiffiffi
π1

p , −1ffiffiffiffiffi
π2

p
� �

, π1 ≤ e

π1
e
ffiffi
e

p , −1ffiffiffiffiffi
π2

p
� �

, π1 > e:

8>>><
>>>:

ð60Þ

Obviously, F ∈F2. Also, take ς = ðς1, ς2Þ = ðln 2, 1Þ.
Reviewing the above example, we can show that all of the

conditions of Theorem 2 are satisfied. Thus, ϒ has a unique
fixed point. Here, ϒðð0,0,0,⋯Þ, ð0,0,0,⋯ÞÞ = ð0,0,0,⋯Þ and
ð0,0,0,⋯Þ is the unique fixed point.

3. Application

Let ðE, k⋅kEÞ be a Banach space and A1,⋯,Ak : E
k ⟶ E be k

nonlinear operators. In this section, motivated by the work in
[26], we will present a result on existence of a solution for the
following semilinear operator system:

A1 ι1, ι2,⋯, ιkð Þ = ι1,
⋮

Ak ι1, ι2,⋯, ιkð Þ = ιk:

ð61Þ

Similar systems which appear in various branches of
mathematics could be seen in [27].

LetΔ = Ek and defineV : Δ × Δ⟶ℝk, for u = ðι1,⋯, ιkÞ,
v = ðε1,⋯, εkÞ ∈ Δ by Vðu, vÞ = ðkι1 − ε1kE ,⋯, kιk − εkkEÞ.
Evidently, ðΔ, VÞ is a complete VVMS.

If we define a mapping ϒ : Δk ⟶ Δ by

ϒ u, u,⋯, uð Þ = A1 ι1, ι2,⋯, ιkð Þ,⋯, Ak ι1, ι2,⋯, ιkð Þð Þ, ð62Þ

then the system (61) can be written as a fixed point problem
such as

ϒ u, u,⋯, uð Þ = ι1, ι2,⋯, ιkð Þ = u, ð63Þ

in the space Δ. Therefore, applying Theorem 2, we investigate
the sufficient hypothesis which leads to the existence of a
solution of problem (63).

Theorem 9. Assume that there exist positive real numbers ςi
(i = 1,⋯, k) such that

Ai ι1, ι2,⋯, ιkð Þ − Ai ε1, ε2,⋯, εkð Þk kE ≤ e−ςi ιi − εik kE, ð64Þ

for all u = ðι1,⋯, ιkÞ, v = ðε1,⋯, εkÞ ∈ Ek with ιi ≠ εi. Then, the
system (61) has a unique solution in Ek.

ϒ anð Þ∞n=1, bnð Þ∞n=1
� �

=
0,⋯, 0, amax i,jf g+1 =

1
n2

, 0,⋯
� �

, anð Þ ≠ 0,0,0,⋯ð Þ and bnð Þ ≠ 0,0,0,⋯ð Þ,

0,0,0,⋯ð Þ, anð Þ = 0,0,0,⋯ð Þ or bnð Þ = 0,0,0,⋯ð Þ:

0
B@ ð59Þ
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Proof. By the inequality (64), we have

ςi + ln Ai ι1, ι2,⋯, ιkð Þ − Ai κ1, κ2,⋯, κkð Þk kE
� �

≤ ln ιi − κik kE,
ð65Þ

for all i = 1,⋯, k. Hence, we get

ς1 + ln A1 u1ð Þ − A1 u2ð Þk kE ,⋯, ςk + ln Ak u1ð Þ − Ak u2ð Þk kE
� �

≺ ln ι1 − κ1k kE ,⋯, ln ιk − κkk kEð Þ:
ð66Þ

Taking the function F ∈Fk as Fðπ1,⋯, πkÞ = ðln π1,⋯,
ln πkÞ, the above inequality can be written as

ς1,⋯, ςkð Þ + F A1u1 − A1u2k kE,⋯, Aku1 − Aku2k kEð Þð Þ
≤ F ι1 − κ1k kE,⋯, ιk − κkk kEð Þð Þ
= F V u1, u2ð Þð Þ,VF sup V u1, u2ð Þ,V u1, u2ð Þ,⋯,V u1, u2ð Þf gð Þ,

ð67Þ

or, equivalently,

ς1,⋯, ςkð Þ + F V ϒ u1,⋯, ukð Þ,ϒ u2,⋯, uk+1ð Þð Þð Þ
≺F sup V u1, u2ð Þ, V u2, u3ð Þ,⋯, V uk, uk+1ð Þf gð Þ, ð68Þ

where ς = ðς1,⋯, ςkÞ. Thus, applying Theorem 2,ϒ possesses
a unique fixed point in Δ = Ek, or, equivalently, the semilinear
operator system (61) has a unique solution in Ek.
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In this paper, we study the Kantorovich-Stancu-type generalization of Szász-Mirakyan operators including Brenke-type
polynomials and prove a Korovkin-type theorem via the T-statistical convergence and power series summability method.
Moreover, we determine the rate of the convergence. Furthermore, we establish the Voronovskaya- and Grüss-Voronovskaya-
type theorems for T-statistical convergence.

1. Introduction and Preliminaries

Let K ⊆ℕ (set of natural numbers) and Km = fi ≤m : i ∈
Kg. Then, the natural density or we can say asymptotic
density of K is defined by σðKÞ = limmð1/mÞjKmj when-
ever the limit exists, where jKmj denotes the cardinality of
the set Km. A sequence η = ðηiÞ is statistically convergent
to L if for every ε > 0

lim
m

1
m

i ≤m : ηi −Lj j ≥ εf gj j = 0, ð1Þ

and we write st − limmηm =L .
Let T = ðtnjÞ be a matrix and η = ðηjÞ be a sequence. The

T − transform of the sequence η = ðηnÞ is defined by Tη =
ðTnðηÞÞ, ðTηÞn =∑jtnjηj if the series converges for every n
∈ℕ. We say that η is T − summable to the number L if

ðTηÞn converges to L . The summability matrix T is regular
whenever limjη j =L = limnðTηÞn.

Let T = ðtnjÞ be a regular matrix. A sequence η = ðηjÞ is
said to be T -statistically convergent (see [1]) to real number
L if for any >0, limn∑j:jη j−Lj≥εtnj = 0, and we write stT −
limη =L . If T is Cesàro matrix of order 1, then T -statistical
convergence is reduced to the statistical convergence.

In this paper, we also use the power series summability
method which includes several known summability methods
such as Abel and Borel (see [2–9]). Note that the power
method is more effective than the ordinary convergence
(see [10]).

Let ðpjÞ be a sequence of real numbers such that p0 > 0,
p1, p2,⋯≥ 0, and the corresponding power series pðuÞ =
∑∞

j=0pju
j has radius of convergence R with 0 < R ≤∞. If

limu→R−ð1/pðuÞÞ∑∞
j=0ηjpju

j = L for all t ∈ ð0, RÞ, then we say
that η = ðηjÞ is convergent in the sense of power series
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method (see [11, 12]). Define AðuÞBðηuÞ =∑k≥0pkðηÞuk,
where AðuÞ =∑j≥0aju

j and BðuÞ =∑j≥0bju
j are analytical

functions such that a0 ≠ 0 and bj ≠ 0 for all j ≥ 0 (see [13]).

Clearly, pkðηÞ =∑k
j=0ak−jbjη

j. Moreover, the power series

method is regular if and only if limu→R−ðpjuj/pðuÞÞ = 0 holds
for each j ∈ f0, 1,⋯g (see [14]).

We study a Korovkin-type theorem for the Kantorovich-
Stancu-type Szász-Mirakyan operators via power series
method. We determine the rate of convergence for these
operators. Furthermore, we give a Voronovskaya-type theo-
rem for T − statistical convergence. Such type of operators
is widely studied by several authors (see [15–19]).

We start by recalling the class of Kantorovich-
Stancu-type generalization of Szász-Mirakyan operators,
including Brenke-type polynomials. For every h ∈ CB½0,∞Þ =
C½0,∞Þ ∩ E,

Kα,β
n h, ηð Þ = n + β

A 1ð ÞB nxð Þ〠
∞

k=0
pk nηð Þ

ð k+1+αð Þ/ n+βð Þ

k+αð Þ/ n+βð Þ
h uð Þdu, ð2Þ

for n ∈ℕ, x ∈ 0,∞Þ and 0 ≤ α ≤ β, where E = fh : x ∈ ½0,∞Þ,
limx→∞ðhðxÞ/ð1 + x2ÞÞ<∞g. In what follows, we calculate
the moments and central moments for Kantorovich-Stancu
of Szász-Mirakyan operators. Let us mention some properties
of the functions AðuÞ and BðuÞ (see [13, 20]).

(1) Að1Þ ≠ 0, ðak−rbr/Að1ÞÞ ≥ 0, for all 0 ≤ r ≤ k and k =
0, 1, 2,⋯

(2) B : ½0,∞Þ⟶ ð0,∞Þ
(3) Series AðuÞ =∑∞

r=0 aru
r , for a0 ≠ 0, and BðuÞ =∑∞

r=0
bru

r , for br ≠ 0 ðr ≥ 0Þ, are convergent for juj < R ðR
> 1Þ and AðuÞ, BðuÞ are analytic functions

The next lemma is followed immediately from the fact
that AðuÞBðηuÞ =∑k≥0 pkðηÞuk.

Lemma 1. Let D be the operator uðd/duÞ. For all m ≥ 0,

〠
k≥0

kmpk ηð Þtk =Dm A uð ÞB ηuð Þð Þ: ð3Þ

For example, Lemma 1 for m = 0, 1, 2, 3, 4 gives

〠
k≥0

pk ηð Þ = A 1ð ÞB ηð Þ,

〠
k≥0

kpk ηð Þ = uA 1ð Þ uð ÞB ηuð Þ + ηuA tð ÞB 1ð Þ ηuð Þ,

〠
k≥0

k2pk ηð Þ = u2A 2ð Þ uð ÞB ηuð Þ +A 1ð Þ uð Þ uB ηuð Þ + 2ηu2B 1ð Þ ηuð Þ
� �

+ A uð Þ ηuB 1ð Þ ηuð Þ + η2u2B 2ð Þ ηuð Þ
� �

,

〠
k≥0

k3pk ηð Þ = u3A 3ð Þ uð ÞB ηuð Þ + A 2ð Þ uð Þ 3u2B ηuð Þ + 3ηu3B 1ð Þ ηuð Þ
� �

+ A 1ð Þ uð Þ uB ηuð Þ + 6ηu2B 1ð Þ ηuð Þ + 3η2u3B 2ð Þ ηuð Þ
� �

+ A uð Þ ηuB 1ð Þ ηuð Þ + 3η2u2B 2ð Þ ηuð Þ + η3u3B 3ð Þ ηuð Þ
� �

,

〠
k≥0

k4pk ηð Þ = u4A 4ð Þ uð ÞB ηuð Þ + A 3ð Þ uð Þ 6u3B ηuð Þ + 4ηu4B 1ð Þ ηuð Þ
� �

+ A 2ð Þ uð Þ 7u2B ηuð Þ + 18ηu3B 1ð Þ ηtð Þ + 6η2u4B 2ð Þ ηuð Þ
� �

+ A 1ð Þ uð Þ uB ηuð Þ + 14ηu2B 1ð Þ ηuð Þ + 18η2u3B 2ð Þ ηuð Þ
�

+ 4η3u4B 3ð Þ ηuð Þ
�
+A uð Þ ηuB 1ð Þ ηuð Þ + 7η2u2B 2ð Þ ηuð Þ

�
+ 6η3u3B 3ð Þ ηuð Þ + η4u4B 4ð Þ ηuð Þ

�
:

ð4Þ

Theorem 2. Let ei = eiðtÞ = ti for all i ≥ 0 and let D be the
operator tðd/dtÞ. Then,

Kα,β
n ei, xð Þ = n + βð Þ−i

i + 1ð ÞA 1ð ÞB nxð Þ〠
i+1

j=0

i + 1

j

 !
α + 1ð Þi+1−j�

− αi+1−j
�
DjA tð ÞB nxtð Þjt=1:

ð5Þ
Proof. By the definition of the operators, we have

Kα,β
n ei, xð Þ = n + β

A 1ð ÞB nxð Þ〠k≥0
pk nxð Þ

ð k+1+αð Þ/ n+βð Þ

k+αð Þ/ n+βð Þ
tidt

= n + β

A 1ð ÞB nxð Þ〠k≥0
pk nxð Þ

� k + 1 + αð Þi+1
i + 1ð Þ n + βð Þi+1

−
k + αð Þi+1

i + 1ð Þ n + βð Þi+1
 !

= n + βð Þ−i
i + 1ð ÞA 1ð ÞB nxð Þ〠k≥0

〠
i+1

j=0

i + 1

j

 !
kjpk nxð Þ

� α + 1ð Þi+1−j − αi+1−j
� �

= n + βð Þ−i
i + 1ð ÞA 1ð ÞB nxð Þ〠

i+1

j=0

i + 1

j

 !

� α + 1ð Þi+1−j − αi+1−j
� �

〠
k≥0

kjpk nxð Þ:

ð6Þ
Thus, by Lemma 1, we complete the proof.

Lemma 3 (for instance, see [21], equation (1.27)). Let X, L be
two operators on the set of functions defined by Xð f ðuÞÞ =
uf ðuÞ and Lð f ðuÞÞ = ðd/duÞf ðuÞ. Then,

XLð Þm = 〠
m

j=1
S m, jð ÞXjLj: ð7Þ
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Moreover,

XLð Þm f uð Þg uð Þð Þ = 〠
m

j=1
〠
j

i=0

j

i

 !
S m, jð Þuj d

i

dui
f uð Þ

� dj−i

duj−i g uð Þ,
ð8Þ

where Sðm, jÞ is the Stirling number of the second kind.
Define aj = ðdj/dt jÞAðtÞj

t=1 and bj = ðdj/dt jÞBðtÞj
t=nx, for

all j ≥ 0. Therefore, Theorem 2 with D = XL and Lemma 3
imply the following theorem.

Theorem 4. Let ei = eiðtÞ = ti for all i ≥ 0. Then,

Kα,β
n ei, xð Þ = n + βð Þ−i

i + 1
α + 1ð Þi+1 − αi+1

� �
+ n + βð Þ−i

i + 1
〠
i+1

j=1
〠
j

ℓ=1
〠
ℓ

s=0

i + 1

j

 !
ℓ

s

 !

� S j, ℓð Þ α + 1ð Þi+1−j − αi+1−j
� � nℓ−sasbℓ−s

a0b0
x2ℓ−s,

ð9Þ

where Sðm, ℓÞ is the Stirling number of the second kind.

Example 5. By applying Theorem 4 for i = 0, 1, 2, 3, 4 with
using (2), we obtain

Theorem 6. Let y = α − xðn + βÞ, and let D be the operator
tðd/dtÞ. Then,

Kα,β
n t − xð Þi, x� �

= n + βð Þ−i
i + 1ð ÞA 1ð ÞB nxð Þ〠

i+1

j=0

i + 1

j

 !

� 1 + yð Þi+1−j − yi+1−j
� �

DjA tð ÞB nxtð Þjt=1:
ð11Þ

Proof. By the definitions, we have

Kα,β
n t − xð Þi, x� �

= n + β

A 1ð ÞB nxð Þ〠k≥0
pk nxð Þ

ð k+1+αð Þ/ n+βð Þ

k+αð Þ/ n+βð Þ
t − xð Þidt

= n + β

A 1ð ÞB nxð Þ〠k≥0
pk nxð Þ

� k + 1 + yð Þi+1
i + 1ð Þ n + βð Þi+1

−
k + yð Þi+1

i + 1ð Þ n + βð Þi+1
 !

Kα,β
n e0, xð Þ = 1,

Kα,β
n e1, xð Þ = 2α + 1

2 n + βð Þ + a1
a0 n + βð Þ +

nb1
b0 n + βð Þ x,

Kα,β
n e2, xð Þ = 3α2 + 3α + 1

3 n + βð Þ2
+ 2a1 α + 1ð Þ + a2

a0 n + βð Þ2
+ 2nb1 a0 α + 1ð Þ + a1ð Þ

a0b0 n + βð Þ2
x + n2b2

b0 n + βð Þ2
x2,

Kα,β
n e3, xð Þ = 4α3 + 6α2 + 4α + 1

4 n + βð Þ3
+ 6a1 α + 1ð Þ2 + 6a2 α + 1ð Þ + a1 + 3a2 + 2a3

2a0 n + βð Þ3
+ nb1 6a0 α + 1ð Þ2 + 12a1 α + 1ð Þ + a0 + 6a1 + 6a2

� �
2a0b0 n + βð Þ3

x

+ 3n2b2 2a0 α + 1ð Þ + a0 + 2a1ð Þ
2a0b0 n + βð Þ3

+ n3b3
b0 n + βð Þ3

x3,

Kα,β
n e4, xð Þ = 5α4 + 10α3 + 10α2 + 5α + 1

5 n + βð Þ4
+ 4a1 α + 1ð Þ3 + 6a2 α + 1ð Þ2 + 2 a1 + 3a2 + 2a3ð Þ α + 1ð Þ + 3a2 + 4a3 + a4

a0 n + βð Þ4

+ 2nb1 2a0 α + 1ð Þ3 + 6a1 α + 1ð Þ2 + a0 + 6a1 + 6a2ð Þ α + 1ð Þ + 3a1 + 6a2 + 2a3
� �

a0b0 n + βð Þ4
x

+ 3n2b2 2a0 α + 1ð Þ2 + 2 a0 + 2a1ð Þ α + 1ð Þ + a0 + 4a1 + 2a2
� �

a0b0 n + βð Þ4
x2 + 4n3b3 a0 α + 1ð Þ + a0 + a1ð Þ

a0b0 n + βð Þ4
x3

+ n4b4
b0 n + βð Þ4

x4:

ð10Þ
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= n + βð Þ−i
i + 1ð ÞA 1ð ÞB nxð Þ〠k≥0

〠
i+1

j=0

i + 1
j

 !

� kjpk nxð Þ 1 + yð Þi+1−j − yi+1−j
� �

= n + βð Þ−i
i + 1ð ÞA 1ð ÞB nxð Þ〠

i+1

j=0

i + 1
j

 !

� 1 + yð Þi+1−j − yi+1−j
� �

〠
k≥0

kjpk nxð Þ: ð12Þ

Thus, Lemma 1 completes the proof.
By Theorem 6 and Lemma 3, we obtain the following

result.

Theorem 7. Let y = α − xðn + βÞ. Then,

Kα,β
n t − xð Þi, x� �

= n + βð Þ−i
i + 1

y + 1ð Þi+1 − yi+1
� �

+ n + βð Þ−i
i + 1

〠
i+1

j=1
〠
j

ℓ=1
〠
ℓ

s=0

i + 1

j

 !
ℓ

s

 !

� S j, ℓð Þ y + 1ð Þi+1−j − yi+1−j
� � nℓ−sasbℓ−s

a0b0
x2ℓ−s,

ð13Þ

where Sðm, ℓÞ is the Stirling number of the second kind.

Remark 8. By applying Theorem 7 for i = 0, 1, 2, 3, we
obtain

Kα,β
n 1, xð Þ = 1,

Kα,β
n t − x, xð Þ = 2a0α + a0 + 2a1

2a0 n + βð Þ −
b0n + b0β − b1nð Þ

b0 n + βð Þ x,

Kα,β
n t − xð Þ2, x� �

= 3a0α2 + 3a0α + 6a1α + a0 + 6a1 + 3a2
3a0 n + βð Þ2 −

2a0b0α n + βð Þ − 2a0b1n α + 1ð Þ + a0b0 n + βð Þ + 2a1b0 n + βð Þ − 2a1b1n
a0b0 n + βð Þ2 x

+ b0n
2 + 2b0nβ + b0β

2 − 2b1n2 − 2b1nβ + b2n
2

b0 n + βð Þ2 x2,

Kα,β
n t − xð Þ3, x� �

= 4a0α3 + 6a0α2 + 12a1α2 + 4a0α + 24a1α + 12a2α + a0 + 14a1 + 18a2 + 4a3
4a0 n + βð Þ3

−
6a0b0nα2 + 6a0b0α2β − 6a0b1nα2 + 6a0b0nα + 6a0b0αβ

2a0b0 n + βð Þ3
x

−
−12a0b1nα + 12a1b0nα + 12a1b0αβ − 12a1b1nα + 2a0b0n + 2a0b0β

2a0b0 n + βð Þ3 x

−
−7a0b1n + 12a1b0n + 12a1b0β − 18a1b1n + 6a2b0n + 6a2b0β − 6a2b1n

2a0b0 n + βð Þ3 x

+ 3 2a0b0n2α + 4a0b0nαβ + 2a0b0αβ2 − 4a0b1n2α − 4a0b1nαβ + 2a0b2n2α
� �

2a0b0 n + βð Þ3 x2

+ 3 a0b0n
2 + 2a0b0nβ + a0b0β

2 − 4a0b1n2 − 4a0b1nβ + 3a0b2n2 + 2a1b0n2
� �

2a0b0 n + βð Þ3
x2

−
b0n

3 + 3b0n2β + 3b0nβ2 + b0β
3 − 3b1n3 − 6b1n2β − 3b1nβ2 + 3b2n3 + 3b2n2β − b3n

3

b0 n + βð Þ3 x3:

ð14Þ

Theorem 6 for i = 0, 1,⋯, 6 (with the help of mathemat-
ical programming), we obtain the following result.

Proposition 9. Let us consider that

lim
n→∞

B mð Þ nxð Þ
B nxð Þ = 1 for m = 0, 1, 2,⋯, 6, ð15Þ

where BðmÞðtÞ is the m-th derivative of BðtÞ: Then, we obtain

limn→∞Kα,β
n 1, xð Þ = 1

limn→∞nKα,β
n t − xð Þ1, x� �

= a1/a0 + 1/2 + α − βx

limn→∞nKα,β
n t − xð Þ2, x� �

= x
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limn→∞n2Kα,β
n t − xð Þ3, x� �

= 3α + 5/2 + 3a1/a0 − 3βx2

limn→∞n2Kα,β
n t − xð Þ4, x� �

= 3x2

limn→∞n3Kα,β
n t − xð Þ5, x� �

= 15α + 35/2 + 15a1/a0ð Þx2
− 15βx3

limn→∞n3Kα,β
n t − xð Þ6 , x� �

= 15x3: ð16Þ

Example 10. Let AðtÞ = 1, BðtÞ = et , α = 0, β = 1, and f ðtÞ =
ðt − xÞ2. By the fact that AðtÞBðxtÞ =∑k≥0 pkðxÞtk, we have
that pkðxÞ = xk/k!.

Table 1 presents the values of the functions nKα,β
n ð f ; xÞ

and x at x = 0,0:1,0:2,⋯, 0:6 and n = 20, n = 100, where we
approximated Kα,β

n ð f ; xÞ as

Kα,β
n f , xð Þ = n + β

A 1ð ÞB nxð Þ 〠
3000

k=0
pk nxð Þ

ð k+1+αð Þ/ n+βð Þ

k+αð Þ/ n+βð Þ
f tð Þdt:

ð17Þ

We note that the Korovkin-type theorems are very useful
tools in approximation which were studied in several func-
tion spaces [3–8, 10, 22–29]. We say that sequence of opera-

tors Kα,β
n converges to L in the sense of power series if

lim
u→R−

1
p uð Þ〠

∞

n=0
Kα,β

n f , xð Þpnun = L, ð18Þ

for every u ∈ ð0, RÞ.

2. Main Results

We study here T − statistical convergence of the operators

Kα,β
n . Note that the Korovkin-type theorem for T − statistical

convergence was considered in [24] as follows:

Theorem 11. Let ðBjÞ be a sequence of positive linear
operators on C½0, 1� and let T = ðtnjÞ be a nonnegative regular
summability matrix such that

stT − lim
n

Bjei − ei
�� �� = 0, i = 0, 1, 2: ð19Þ

Then, for any f ∈ C½0, 1�

stT − lim
n

Bjh − h
�� �� = 0, ð20Þ

where khk =max0≤x≤1jhðxÞj.

Based on the above theorem, we give the following result.

Theorem 12. Let T = ðtnjÞ be a regular matrix and ðKα,β
n Þ

be as in (2) on C½0,M� ∩ E such that limn→∞ðBðiÞðnxÞÞ/
ðBðnxÞÞ = 1, where BðiÞðnxÞ denotes ith derivative and

stA − lim
n

Kα,β
n ei − ei

��� ��� = 0 i = 1, 2ð Þ: ð21Þ

Then, for any h ∈ C½0,M� ∩ E

stA − lim
n

Kα,β
n h − h

��� ��� = 0, ð22Þ

where khk =maxt∈½0,M�jhðtÞj.

Proof. From Lemma 5, we have that stT − limnkKα,β
n e0 − e0k

= 0. Now, we will estimate the following expressions:

Kα,β
n e1 − e1

��� ��� ≤ x
n

n + β
· B

′ nxð Þ
B nxð Þ − 1

 !�����
�����

+ A′ 1ð Þ
n + βð ÞA 1ð Þ

�����
����� + 2α + 1

2 n + βð Þ
����

����:
ð23Þ

Note that limn→∞ðB′ðnxÞÞ/ðBðnxÞÞ = 1. So from the last

two relations we have that kKα,β
n e1 − e1k = 0. Moreover,

Kα,β
n e2 − e2

��� ��� = n
n + β

� �2 B′′ nxð Þ
B nxð Þ · x2

�����
+
nB′ nxð Þ 2A′ 1ð Þ + 2α + 2ð ÞA 1ð Þ

h i
n + βð Þ2A 1ð ÞB nxð Þ x

+ 1
n + βð Þ2A 1ð Þ

A′′ 1ð Þ + 2α + 2ð ÞA′ 1ð Þ
	

� α2 + α + 1
3

� �
A 1ð Þ



− x2

�����⟶ 0:

ð24Þ

Now proof follows directly from Theorem 11.
This theorem is an extension of some known results for

the Kantorovich-Stancu-type Szász-Mirakyan operators.

Table 1: The values of the functions 20Kα,β
20 ð f ; xÞ and 100Kα,β

100ð f ; xÞ at x = 0,0:1,0:2,⋯, 1.

x 0 0:1 0:2 0:3 0:4 0:5 0:6
20Kα,β

20 f ; xð Þ 0:01511 0:10173 0:18926 0:27770 0:36704 0:45729 0:54845

100Kα,β
100 f ; xð Þ 0:00326 0:10041 0:19775 0:29529 0:39303 0:49096 0:58909
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Example 13 (see [6]). Under conditions given in Theorem 12,
we define the following operators

Nn h, xð Þ = 1 + xnð ÞKα,β
n h, xð Þ, ð25Þ

where the sequence ðxnÞ is given as follows:

xnð Þ =

1
n3

; m2 −m ≤ n ≤m2 − 1

1
n4

; n =m2 ;m ∈ℕ \ 1f g
0 ; otherwise,

8>>>>><
>>>>>:

ð26Þ

then

Nn e0, xð Þ = 1 + xnð Þ,

Nn e1, xð Þ = 1 + xnð Þ 2α + 1
2 n + βð Þ + a1

a0 n + βð Þ + nb1
b0 n + βð Þ x

� �
,

Nn e2, xð Þ = 1 + xnð Þ 3α2 + 3α + 1
3 n + βð Þ2

+ 2a1 α + 1ð Þ + a2
a0 n + βð Þ2

 

+ 2nb1 a0 α + 1ð Þ + a1ð Þ
a0b0 n + βð Þ2

x + n2b2
b0 n + βð Þ2

x2
!
:

ð27Þ

By Theorem 11 we obtain stT − limnkNnh − hk = 0, but
the operators Nnðh, xÞ do not satisfy Theorem 12. Hence,
the sequence ðNnÞ is not statistically convergent but it is
T − statistically convergent.

Remark 14. The sequence ðxnÞ is not statistically convergent
and hence not convergent. As an example, consider the
Cesáro matrix of order 2.

T = tnkð Þ =
2 n + 1 − kð Þ
n + 1ð Þ n + 2ð Þ ; 0 ≤ k ≤ n,

0 ; k > n,

8><
>: ð28Þ

where

0 ≤ lim
n

〠
k: xk−αj j≥ε

tnk = lim
n

〠
k=m2−m,⋯,m2−1
k=m2;m∈ℕ\ 1f g

tnk

= lim
n

2
n + 1ð Þ n + 2ð Þ 1+⋯+n½ �

≤ lim
n

2
n + 1ð Þ n + 2ð Þ · n n + 1ð Þ

2 = 1:

ð29Þ

This proves that x = ðxnÞ is T − statistically convergent.
We have

Nn e0, xð Þ = 1 + xnð Þ,

Nn e1, xð Þ = 1 + xnð Þ 2α + 1
2 n + βð Þ +

a1
a0 n + βð Þ + nb1

b0 n + βð Þ x
� �

,

Nn e2, xð Þ = 1 + xnð Þ 3α2 + 3α + 1
3 n + βð Þ2 + 2a1 α + 1ð Þ + a2

a0 n + βð Þ2
 

+ 2nb1 a0 α + 1ð Þ + a1ð Þ
a0b0 n + βð Þ2 x + n2b2

b0 n + βð Þ2 x
2
!
:

ð30Þ

By Example 13, this shows that Nnðh, xÞ does not satisfy
Theorem 12.

In [27, 29], Korovkin-type theorems are proved by Abel
summability method. Now, we discuss for power series
method. Let B½0,∞Þ (C½0,∞Þ) be the space of all bounded
(continuous) functions on the interval ½0,∞Þ.

Theorem 15. Let ðKα,β
n Þ be a sequence of positive linear

operators from C½0,M� ∩ E into B½0,M� ∩ E such that

lim
t→R−

1
p tð Þ 〠

∞

n=0
Kα,β

n ei − ei
� �

pnt
n

�����
����� = 0, i = 0, 1, 2: ð31Þ

Then, for h ∈ C½0,M� ∩ E,

lim
t→R−

1
p tð Þ 〠

∞

n=0
Kα,β

n h − h
� �

pnt
n

�����
����� = 0: ð32Þ

Proof.Clearly, from (32) follows (31). Now, we show the con-
verse that (31) implies (32). Let h ∈ C½0,M� ∩ E, then there
exists a constant K > 0 such that jhðuÞj ≤ K for all u ∈ 0,M�.
Therefore,

h uð Þ − h xð Þj j ∈0,M½ �: ð33Þ

For every given ε > 0, there exists δ > 0 such that

h uð Þ − h xð Þj j ≤ ε, ð34Þ

whenever ju − xj < δ for all u ∈ 0,M�: Define ψ ≡ ψðu, xÞ =
ðu − xÞ2. If ju − xj ≥ δ, then

h uð Þ − h xð Þj j ≤ 2K
δ2

ψ u, xð Þ: ð35Þ

From (33)–(35), we have that jhðuÞ − hðxÞj < ε + ð2K/
δ2Þψðu, xÞ, namely,

−ε −
2K
δ2

ψ u, xð Þ < h tð Þ − h xð Þ < 2K
δ2

ψ u, xð Þ + ε: ð36Þ
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By applying the operator Kα,β
n ð1, xÞ, Kα,β

n ð1, xÞ is a
monotone and linear operator, we obtain

Kα,β
n 1, xð Þ −ε −

2K
δ2

ψ

� �
< Kα,β

n 1, xð Þ h uð Þ − h xð Þð Þ

< Kα,β
n 1, xð Þ 2K

δ2
ψ + ε

� �
,

ð37Þ

which implies

−εKα,β
n 1, xð Þ − 2K

δ2
Kα,β

n ψ uð Þ, xð Þ
< Kα,β

n h, xð Þ − h xð ÞKα,β
n 1, xð Þ

< 2K
δ2

Kα,β
n ψ uð Þ, xð Þ + εKα,β

n 1, xð Þ:
ð38Þ

On the other hand,

Kα,β
n h, xð Þ − h xð Þ = Kα,β

n h, xð Þ − h xð ÞKα,β
n 1, xð Þ

+ h xð Þ Kα,β
n 1, xð Þ − 1

h i
:

ð39Þ

From (38) and (39) we get

Kα,β
n h, xð Þ − h xð Þ < 2K

δ2
Kα,β

n ψ uð Þ, xð Þ + εKα,β
n 1, xð Þ

+ h xð Þ Kα,β
n 1, xð Þ − 1

h i
:

ð40Þ

Now, we estimate the following expression:

Kα,β
n ψ uð Þ, xð Þ = Kα,β

n x − uð Þ2, x� �
= Kα,β

n x2 − 2xu + u2
� �

, x
� �

= x2Kα,β
n 1, xð Þ − 2xKα,β

n u, xð Þ + Kα,β
n u2, x
� �

:

ð41Þ

By (40), we obtain

Kα,β
n h, xð Þ − h xð Þ
< 2K

δ2
x2 Kα,β

n 1, xð Þ − 1
h i

− 2x Kα,β
n u, xð Þ − x

h in
+ Kα,β

n u2, x
� �

− x2
h io

+ εKα,β
n 1, xð Þ

+ f xð Þ Kα,β
n 1, xð Þ − 1

h i
= ε + ε Kα,β

n 1, xð Þ − 1
h i

+ h xð Þ Kα,β
n 1, xð Þ − 1

h i
++ 2K

δ2

� x2 Kα,β
n 1, xð Þ − 1

h i
− 2x Kα,β

n u, xð Þ − x
h in

+ Kα,β
n u2, x
� �

− x2
h io

:

ð42Þ

Therefore,

Kα,β
n h, xð Þ − h xð Þ ≤ε + ε + K + 2KM2

δ2

� �����
����Kα,β

n 1, xð Þ − 1
����

����
+ 4KM

δ2
Kα,β

n u, xð Þ − x
��� ���

+ 2K
δ2

Kα,β
n u2, x
� �

− x2
��� ���:

ð43Þ

From the above relations and the linearity of Kα,β
n ,

we obtain

1
p vð Þ 〠

∞

n=0
Un,p h ; xð Þ − h xð Þ� �

pnv
n

�����
�����

≤ ε + ε + K + 2KM2

δ2

� � 1
p tð Þ 〠

∞

n=0
Kα,β

n 1 ; xð Þ − 1Þ
� �

pnt
n

�����
�����

+ 4KM
δ2

1
p vð Þ 〠

∞

n=0
Kα,β

n u ; xð Þ − xÞ
� �

pnv
n

�����
�����

+ 2K
δ2

1
p vð Þ 〠

∞

n=0
Kα,β

n u2 ; x
� �

− x2
� �

pnv
n

�����
�����:

ð44Þ

Hence, (32) follows from the last relation and (31).

3. Rate of Convergence

Modulus of continuity is defined by

ω h, δð Þ = sup
hj j<δ

h x + hð Þ − h xð Þj j, h xð Þ ∈ C 0,M½ � ∩ E: ð45Þ

It is not hard to verify

h xð Þ − h yð Þj j ≤ ω h, δð Þ x − yj j
δ

+ 1
� �

: ð46Þ

So, we can state the following.

Theorem 16. Let T = ðtijÞ be a nonnegative regular summa-
bility matrix and h ∈ C½0,M� ∩ E. If ðαnÞ is a sequence of pos-
itive real numbers such that ωðh, δnÞ = stT − 0ðαnÞ, then

Kα,β
n h − h

��� ��� = stA − 0 αnð Þ, ð47Þ
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where

δn = M2 n2B′′ nxð Þ
n + βð Þ2B nxð Þ −

2nB′ nxð Þ
n + βð ÞB nxð Þ + 1

 !�����
�����

(

+M
nB′ nxð Þ 2′ 1ð Þ + 2α + 2ð ÞA 1ð Þ

h i
n + βð Þ2A 1ð ÞB nxð Þ

0
@
������

−
2A′ 1ð Þ

n + βð ÞA 1ð Þ + 2 2α + 1ð Þ
2 n + βð Þ

1
A
������ +

1

n + βð Þ2A 1ð Þ

�����
� A′′ 1ð Þ + 2α + 2ð ÞA′ 1ð Þ α2 + α + 1

3

� �
A 1ð Þ

	 
�����
)2

,

ð48Þ

for any positive integer n:

Proof. Let h ∈ C½0,M� ∩ E: By positivity and linearity of Kα,β
n

and (46), we see

Kα,β
n h ; xð Þ − h

��� ��� ≤ Kα,β
n h tð Þ − h xð Þj j ; xð Þ

≤
n + β

A 1ð ÞB nxð Þ〠
∞

k=0
pk nxð Þ

ð k+1+αð Þ/ n+βð Þ

k+αð Þ/ n+βð Þ
ω h, δð Þ

� 1 + t − xj j
δ

� �
dt

≤ ω h, δð Þ 1 + 1
δ

n + β

A 1ð ÞB nxð Þ〠
∞

k=0
pk nxð Þ

"

�
ð k+1+αð Þ/ n+βð Þ

k+αð Þ/ n+βð Þ
t − xð Þdt

#
by Lemma 1ð Þ = ω h, δð Þ

� 1 + 1
δ
Kα,β

n t − xj j ; xð Þ
� 

:

ð49Þ

By applying the Cauchy-Schwartz inequality, we have

Kα,β
n h ; xð Þ − h

��� ��� ≤ ω h, δð Þ 1 + 1
δ

Kα,β
n t − xj j2 ; x� �� �1/2� 

:

ð50Þ

Based on Examples 5 and Remark 8, we obtain

Kα,β
n u − xð Þ2 ; x� �
= Kα,β

n e2 ; xð Þ − 2xKα,β
n e1 ; xð Þ + x2Kα,β

n e0 ; xð Þ

≤M2 n2B′′ nxð Þ
n + βð Þ2B nxð Þ −

2nB′ nxð Þ
n + βð ÞB nxð Þ + 1

 !�����
�����

+M
nB′ nxð Þ 2A′ 1ð Þ + 2α + 2ð ÞA 1ð Þ

h i
n + βð Þ2A 1ð ÞB nxð Þ

0
@
������

−
2A′ 1ð Þ

n + βð ÞA 1ð Þ +
2 2α + 1ð Þ
2 n + βð Þ

1
A
������ +

1
n + βð Þ2A 1ð Þ

�����
� A′′ 1ð Þ + 2α + 2ð ÞA′ 1ð Þ α2 + α + 1

3

� �
A 1ð Þ

	 
�����:
ð51Þ

By taking

δn = M2 n2B′′ nxð Þ
n + βð Þ2B nxð Þ −

2nB′ nxð Þ
n + βð ÞB nxð Þ + 1

 !�����
�����

(

+M
nB′ nxð Þ 2A′ 1ð Þ + 2α + 2ð ÞA 1ð Þ

h i
n + βð Þ2A 1ð ÞB nxð Þ

0
@
������

−
2A′ 1ð Þ

n + βð ÞA 1ð Þ +
2 2α + 1ð Þ
2 n + βð Þ

1
A
������ +

1
n + βð Þ2A 1ð Þ

�����
� A′′ 1ð Þ + 2α + 2ð ÞA′ 1ð Þ α2 + α + 1

3

� �
A 1ð Þ

	 
�����
)2

,

ð52Þ

we get that kKα,β
n h − hk ≤ 2 · ωðh, δnÞ. Therefore, for every

ε > 0, we have

1
αn

〠
Kα,β
n h−h

�� ��≥ε tnj ≤
1
αn

〠
2·ω f ,δnð Þ≥ε

tnj: ð53Þ

From the conditions that are given in the theorem, we

have that kKα,β
n h − hk = stT − 0ðαiÞ, as claimed.

In the next result, we present the rate of convergence for
the power summability method.

Theorem 17. Let h ∈ C½0,M� ∩ E and let ϕ be a positive real
function defined on ð0,MÞ ∩ E: If ωðh, ψðuÞÞ =OðϕðuÞÞ, as
v⟶ R−, then we have

1
p vð Þ 〠

∞

n=0
Kα,β

n ei − ei
� �

pnv
n

�����
����� =O ϕ vð Þð Þ, ð54Þ

where the function ψ : ð0,MÞ ∩ E⟶ℝ is defined by relation

ψ uð Þ = sup
x∈ 0,Mð Þ
n∈ℕ

Kα,β
n u − xð Þ2 ; x� �n o

8>>><
>>>:

9>>>=
>>>;

1/2

: ð55Þ
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Proof. Let h ∈ C½0,M� ∩ E: For any u ∈ ð0, RÞ, x ∈ ð0,MÞ, and
δ > 0, we have

〠
∞

n=0
Kα,β

n h ; xð Þ − h xð Þ
h i

pnv
n

�����
�����

≤ 〠
∞

n=0
Kα,β

n h uð Þ − h xð Þj j ; xð Þpnvn

≤ 〠
∞

n=0
Kα,β

n ω h, u − xj j
δ

δ

� �
; x

� �
pnv

n

≤ 〠
∞

n=0
Kα,β

n 1 + u − x
δ

��� ���h i� �
ω h, δð Þ ; x

� �
pnv

n

≤ ω h, δð Þ〠
∞

n=0
Kα,β

n 1 + u − xð Þ2
δ2

; x
 !

pnv
n

≤ ω h, δð Þ〠
∞

n=0
Kα,β

n e0 uð Þ ; xð Þpnvn

+ ω h, δð Þ
δ2

〠
∞

n=0
Kα,β

n u − xð Þ2 ; x� �
pnv

n

= p vð Þω h, δð Þ + ω h, δð Þ
δ2

sup
0≤x≤1
n∈ℕ

� Kα,β
n u − xð Þ2 ; x� �n o

〠
∞

n=0
pnv

n,

ð56Þ

which leads to

〠
∞

n=0
Kα,β

n f ; xð Þ − f xð Þ
h i

pnv
n

�����
�����

≤ p vð Þω f , δð Þ + ω f , δð Þ
δ2

sup
0≤x≤1

� Kα,β
n u − xð Þ2 ; x� �n o

p vð Þ:

ð57Þ

If we set δ = ψðuÞ, then from the last inequality we have

0 ≤ 1
p vð Þ 〠

∞

n=0
Kα,β

n h − h
� �

pnv
n

�����
����� ≤ 2ω h, δð Þ, ð58Þ

as required.

4. Voronovskaya-Type Theorems

First, we prove a Voronovskaya-type theorem for the opera-
tors under consideration.

Theorem 18. Let h, h′, h′′ ∈ C½0,M� ∩ E and limn→∞BðiÞ

ðnxÞ/BðnxÞ = 1, for i ∈ f1, 2g: Then,

lim
n→∞

n + βð Þ Kα,β
n h ; xð Þ − h xð Þ

h i

= A′ 1ð Þ
A 1ð Þ + 1

2
+ α − βx

 !
h′ xð Þ + x

2
h′′ xð Þ,

ð59Þ

for every x ∈ ½0,M�.

Proof. Assume that h′, h′′ ∈ C½0,M� ∩ E and x ∈ ½0,M�: By
Taylor’s formula, we have

h yð Þ = h xð Þ + y − xð Þh′ xð Þ + 1
2 y − xð Þ2h′′ xð Þ + y − xð Þ2ψ y − xð Þ,

ð60Þ

where ψðy − xÞ⟶ 0 and y − x⟶ 0. Applying in both sides

of the above relation operators Kα,β
n , we obtain

Kα,β
n h, xð Þ − h xð Þ = h′ xð ÞKα,β

n y − x ; xð Þ

+ h′′ xð Þ
2 Kα,β

n y − xð Þ2 ; x� �
+ Kα,β

n y − xð Þ2ψ y − xð Þ ; x� �
,

ð61Þ

which implies

n + βð Þ Kα,β
n h, xð Þ − h xð Þ

h i
= n + βð Þh′ xð ÞKα,β

n y − x ; xð Þ

+ n + βð Þ h′
′ xð Þ
2 Kα,β

n y − xð Þ2 ; x� �
+ n + βð ÞKα,β

n y − xð Þ2ψ y − xð Þ ; x� �
:

ð62Þ

Now, we will estimate this expression:

lim
n→∞

n + βð ÞKα,β
n y − xð Þ2ψ y − xð Þ ; x� �

: ð63Þ

Let ε > 0 and δ > 0 such that jψðy − xÞj < ε, where jy − xj
< δ. We will split the above relation in two parts:

U1 = n + βð Þ n + β

A 1ð ÞB nxð Þ〠
∞

k=0
pk nxð Þ

ð
y−xj j≤δ

y − xð Þ2ψ y − xð Þdy

U2 = n + βð Þ n + β

A 1ð ÞB nxð Þ〠
∞

k=0
pk nxð Þ

ð
y−xj j≥δ

y − xð Þ2ψ y − xð Þdy:

ð64Þ
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From the above conditions, we have

U1j j ≤ ε n + βð Þ2 1
A 1ð ÞB nxð Þ〠

∞

k=0
pk nxð Þ

ðk+α+1/n+β
k+α/n+β

y − xð Þ2dy

= ε n + βð ÞKα,β
n y − xð Þ2 ; x� �

:

ð65Þ

On the other hand, from Proposition 9, condition (3), we
get that jU1j ≤ ε1.

Let us denote by N = supxfjψðy − xÞj ; jy − xj ≥ δg: Then,
we obtain

U2j j ≤ N

δ2
n + βð Þ n + β

A 1ð ÞB nxð Þ〠
∞

k=0
pk nxð Þ

ð
y−xj j≥δ

y − xð Þ4dy

= N

δ2
n + βð ÞKα,β

n y − xð Þ4 ; x� �
:

ð66Þ

Condition (5) in Proposition 9 tells us that limn→∞
jU2j = 0, which completes the proof.

Example 19. Let AðtÞ = 1, BðtÞ = et , α = 1/3, β = 1/2, and
hðxÞ = 5xe−x. By AðtÞBðxtÞ =∑k≥0 pkðxÞtk, we see that pk
ðxÞ = xk/k!. Figure 1 presents the graphs of the functions

ð10 + βÞ½Kα,β
10 ðh ; xÞ − hðxÞ�, ð20 + βÞ½Kα,β

20 ðh ; xÞ − hðxÞ�, and
ððA′ð1Þ/Að1ÞÞ + ð1/2Þ + α − βxÞh′ðxÞ + ðx/2Þh′′ðxÞ.

We extend the Voronovskaya-type theorem for T − sta-
tistical method for these operators. Consider operators Nn
from Example 13. We start with the following lemma.

Lemma 20. Let h ∈ C½0,M� ∩ E such that h′, h′′ ∈ C½0,M� ∩
E, x ∈ ½0,M�, and limn→∞ðBðiÞðnxÞ/BðnxÞÞ = 1, for i ∈ f1, 2,
3, 4g: Then, we obtain

n + βð Þ4Kn y − xð Þ4 ; x� �
~ 0 stAð Þ on  0,M½ �: ð67Þ

Proof. The proposition follows directly from Proposition 9 (5).

Theorem 21. Let h ∈ C½0,M� ∩ E such that h′, h′′ ∈ C½0,M�
∩ E, x ∈ ½0,M�, for any finite M and let limn→∞ðBðiÞðnxÞ
/BðnxÞÞ = 1, for i ∈ f1, 2, 3, 4g: Then, for x ∈ ½0,M�,

–1

0

1

2

3

4

0.5 1 1.5 2.5 3.52 3
x

Figure 1: The graphs of ð10 + βÞ½Kα,β
10 ð f ; xÞ − f ðxÞ�, ð20 + βÞ½Kα,β

20 ð f ; xÞ − f ðxÞ�, and ððA′ð1Þ/Að1ÞÞ + ð1/2Þ + α − βxÞf ′ðxÞ + ðx/2Þf ′′ðxÞ
when x ∈ 0,3:5�.

n + βð Þ2 Nn h ; xð Þ − h xð Þ − h′ xð Þ 2a0α + a0 + 2a1
2a0 n + βð Þ −

b0n + b0β − b1nð Þ
b0 n + βð Þ x

� 
−
h′′ xð Þ
2

"�����
� −

2a0b0α n + βð Þ − 2a0b1n α + 1ð Þ + a0b0 n + βð Þ + 2a1b0 n + βð Þ − 2a1b1n
a0b0 n + βð Þ2

x

 

+ b0n
2 + 2b0nβ + b0β

2 − 2b1n2 − 2b1nβ + b2n
2

b0 n + βð Þ2
x2
!#�����

~ h′′ xð Þ
2 · 3a0α

2 + 3a0α + 6a1α + a0 + 6a1 + 3a2
3a0 n + βð Þ2 :

ð68Þ
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Proof. Taylor’s formula gives

h yð Þ = h xð Þ + y − xð Þh′ xð Þ + 1
2 y − xð Þ2h′′ xð Þ + y − xð Þ2ψ y − xð Þ,

ð69Þ

where ψðy − xÞ⟶ 0, as y − x⟶ 0: Taking into consider-
ation Remark 8, after applying Nn in both sides of relation
(69), we obtain

This yields

Therefore,

Nn hð Þ = 1 + xnð Þh xð Þ + 1 + xnð Þh′ xð Þ 2a0α + a0 + 2a1
2a0 n + βð Þ −

b0n + b0β − b1nð Þ
b0 n + βð Þ x

� �
+ 1 + xnð Þ h′

′ xð Þ
2

� 3a0α2 + 3a0α + 6a1α + a0 + 6a1 + 3a2
3a0 n + βð Þ2

−
2a0b0α n + βð Þ − 2a0b1n α + 1ð Þ + a0b0 n + βð Þ + 2a1b0 n + βð Þ − 2a1b1n

a0b0 n + βð Þ2
x

 

+ b0n
2 + 2b0nβ + b0β

2 − 2b1n2 − 2b1nβ + b2n
2

b0 n + βð Þ2
x2
!
+ 1 + xnð ÞKα,β

n Φ2ψ y − xð Þ ; x� �
:

ð70Þ

n + βð Þ2Nn hð Þ = 1 + xnð Þ n + βð Þ2h xð Þ + 1 + xnð Þh′ xð Þ n + βð Þ2 2a0α + a0 + 2a1
2a0 n + βð Þ −

b0n + b0β − b1nð Þ
b0 n + βð Þ x

� �
+ 1 + xnð Þ h′

′ xð Þ
2 n + βð Þ2

3a0α2 + 3a0α + 6a1α + a0 + 6a1 + 3a2
3a0 n + βð Þ2

−
2a0b0α n + βð Þ − 2a0b1n α + 1ð Þ + a0b0 n + βð Þ + 2a1b0 n + βð Þ − 2a1b1n

a0b0 n + βð Þ2
x

 

+ b0n
2 + 2b0nβ + b0β

2 − 2b1n2 − 2b1nβ + b2n
2

b0 n + βð Þ2
x2
!
+ 1 + xnð Þ n + βð Þ2Kα,β

n Φ2ψ y − xð Þ ; x� �
:

ð71Þ

n + βð Þ2 Nn h ; xð Þ − h xð Þ − h′ xð Þ 2a0α + a0 + 2a1
2a0 n + βð Þ −

b0n + b0β − b1nð Þ
b0 n + βð Þ x

� "�����
−
h′′ xð Þ
2 −

2a0b0α n + βð Þ − 2a0b1n α + 1ð Þ + a0b0 n + βð Þ + 2a1b0 n + βð Þ − 2a1b1n
a0b0 n + βð Þ2 x

 

+ b0n
2 + 2b0nβ + b0β

2 − 2b1n2 − 2b1nβ + b2n
2

b0 n + βð Þ2 x2
!#

−
h′′ xð Þ
2 · 3a0α

2 + 3a0α + 6a1α + a0 + 6a1 + 3a2
3a0 n + βð Þ2

�����
≤Mxn n + βð Þ2 +M1xn

2a0α + a0 + 2a1
2a0 n + βð Þ −

b0n + b0β − b1nð Þ
b0 n + βð Þ x

� 
+M2

· xn
3a0α2 + 3a0α + 6a1α + a0 + 6a1 + 3a2

3a0 n + βð Þ2 −
2a0b0α n + βð Þ − 2a0b1n α + 1ð Þ + a0b0 n + βð Þ + 2a1b0 n + βð Þ − 2a1b1n

a0b0 n + βð Þ2 x

 

+ b0n
2 + 2b0nβ + b0β

2 − 2b1n2 − 2b1nβ + b2n
2

b0 n + βð Þ2
x2
!
+ n + βð Þ2Kα,β

n y − xð Þ2ψ y − xð Þ ; x� �
+ xn n + βð Þ2Kα,β

n y − xð Þ2ψ y − xð Þ ; x
� �

,

ð72Þ
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where M = supx∈½0,M�jhðxÞj, M1 = supx∈½0,M�jh′ðxÞj, and M2
= supx∈½0,M�jh′′ðxÞj:

Now, we have to prove that

lim
n→∞

n + βð Þ2Kα,β
n y − xð Þ2ψ y − xð Þ ; x� �

= 0: ð73Þ

By applying the Cauchy-Schwartz inequality, we obtain

n + βð Þ2Kα,β
n y − xð Þ2ψ y − xð Þ ; x� �

≤ n + βð Þ4Kα,β
n y − xð Þ4 ; x� �h i1/2

· Kα,β
n ψ2 ; x
� �h i1/2

:

ð74Þ

Also, by setting ηxðyÞ = ðψðy − xÞÞ2, we have that ηxðxÞ = 0
and ηxð·Þ ∈ C½0,M�. So

Kα,β
n ηxð Þ⟶ 0 stAð Þ on  0,M½ �: ð75Þ

Now, from the last relation, (74), (75), and Lemma 20, we
obtain that

n + βð Þ2Kα,β
n y − xð Þ2ψ y − xð Þ ; x� �

⟶ 0 stAð Þ on  0,M½ �:
ð76Þ

From the construction of ðxnÞ, it follows that ðn + βÞ2
xn ⟶ 0ðstAÞ on ½0,M�.

For a given ε > 0, we define the following sets:

From last relations, we obtain that A ≤ A1 + A2 + A3 +
A4 + A5. Hence, the result follows.

Remark 22. We see that the operators ðNnÞ (see Example 13)
do not satisfy a Voronovskaya-type theorem in the usual sense.

5. Grüss-Voronovskaya-Type Theorems

This kind of result, for the first time, was shown in [30].

Theorem 23 (see [31]). Let E = fh : x ∈ ½0,∞Þ, ðhðxÞ/ð1 +
x2ÞÞ, is convergent as x⟶∞g and

lim
n→∞

B mð Þ nxð Þ
B nxð Þ = 1 for m = 1, 2: ð78Þ

If h ∈ C½0,∞Þ ∩ E, then

lim
n→∞

Kα,β
n f , xð Þ = f xð Þ, ð79Þ

A = n : n + βð Þ2 Nn h ; xð Þ − h xð Þ − h′ xð Þ 2a0α + a0 + 2a1
2a0 n + βð Þ −

b0n + b0β − b1nð Þ
b0 n + βð Þ x

� "�����
(�����
−
h′′ xð Þ
2 −

2a0b0α n + βð Þ − 2a0b1n α + 1ð Þ + a0b0 n + βð Þ + 2a1b0 n + βð Þ − 2a1b1n
a0b0 n + βð Þ2 x

 

+ b0n
2 + 2b0nβ + b0β

2 − 2b1n2 − 2b1nβ + b2n
2

b0 n + βð Þ2 x2
!#

−
h′′ xð Þ
2 · 3a0α

2 + 3a0α + 6a1α + a0 + 6a1 + 3a2
3a0 n + βð Þ2

����� ≥ ε

)�����,
A1 = n : xn n + βð Þ2�� �� ≥ ε

5M
n o��� ���,

A2 = n : xn
2a0α + a0 + 2a1
2a0 n + βð Þ −

b0n + b0β − b1nð Þ
b0 n + βð Þ x

� ����
���� ≥ ε

5M1

	 
����
����,

A3 = n : xn
3a0α2 + 3a0α + 6a1α + a0 + 6a1 + 3a2

3a0 n + βð Þ2 −
2a0b0α n + βð Þ − 2a0b1n α + 1ð Þ + a0b0 n + βð Þ + 2a1b0 n + βð Þ − 2a1b1n

a0b0 n + βð Þ2 x

 �����
(�����
+ b0n

2 + 2b0nβ + b0β
2 − 2b1n2 − 2b1nβ + b2n

2

b0 n + βð Þ2 x2
!����� ≥ ε

5M2

)�����,
A4 = n : n + βð Þ2Kα,β

n y − xð Þ2ψ y − xð Þ ; x� ���� ��� ≥ ε

5
n o��� ���,

A5 = n : xn n + βð Þ2Kα,β
n y − xð Þ2ψ y − xð Þ ; x� ���� ��� ≥ ε

5
n o��� ���:

ð77Þ
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and the operators Kα,β
n ðh, xÞ converge uniformly in each

compact subset of ½0,∞Þ:
Now, we are ready to prove the following result.

Theorem 24. For h, h′, h′′ ∈ C½0,∞Þ and any x ∈ ½0,∞Þ,
limn→∞BðiÞðnxÞ/BðnxÞ = 1, for i ∈ f1, 2, 3, 4, 5, 6g, where BðiÞ

denotes the ith derivative of B. Then,

as n⟶∞:

Proof. From Taylor’s theorem, we have

h uð Þ = h xð Þ + h′ xð Þ u − xð Þ + h′′ xð Þ
2 u − xð Þ2 + R u, xð Þ,

ð81Þ

where Rðu, xÞ = ððh′′ðθÞ − h′′ðxÞÞ/2Þðu − xÞ2, for θ ∈ ðu, xÞ:
Now, we obtain

Kα,β
n h, xð Þ − h xð Þ − h′ xð ÞKα,β

n u − xð Þ ; xð Þ
���

−
h′′ xð Þ
2 Kα,β

n u − xð Þ2 ; x� ������ ≤ Kα,β
n R u, xð Þj j, xð Þ:

ð82Þ

From which we get that

By the properties of modulus of continuity modulus, we
have

h′′ θð Þ − h′′ xð Þ
2!

�����
����� ≤ 1

2! 1 + ∣θ − x ∣
δ

� �
ω h′′, δ
� �

: ð84Þ

On the other hand,

h′′ θð Þ − h′′ xð Þ
2!

�����
����� ≤

ω h′′,δ
� �

, u − xj j ≤ δ,

t − xð Þ4
δ4

ω h′′, δ
� �

, u − xj j ≥ δ:

8>><
>>: ð85Þ

For 0 < δ < 1, we obtain that

h′′ θð Þ − h′′ xð Þ
2!

�����
����� ≤ ω h′′, δ

� �
1 + u − xð Þ4

δ4

 !
, ð86Þ

which gives

R u, xð Þj j ≤ ω h′′, δ
� �

1 + u − xð Þ4
δ4

 !
u − xð Þ2

= ω h′′, δ
� �

u − xð Þ2 + u − xð Þ6
δ4

 !
:

ð87Þ

n + βð Þ Kα,β
n h, xð Þ − h xð Þ

� �
− h′ xð Þ 2a0α + a0 + 2a1

2a0 n + βð Þ −
b0n + b0β − b1nð Þ

b0 n + βð Þ x
� �

− n + βð Þ h′
′ xð Þ
2

�����
· 3a0α2 + 3a0α + 6a1α + a0 + 6a1 + 3a2

3a0 n + βð Þ2
−
2a0b0α n + βð Þ − 2a0b1n α + 1ð Þ + a0b0 n + βð Þ + 2a1b0 n + βð Þ − 2a1b1n

a0b0 n + βð Þ2
x

"

+ b0n
2 + 2b0nβ + b0β

2 − 2b1n2 − 2b1nβ + b2n
2

b0 n + βð Þ2
x2
#����� = 0 1ð Þω h′′, n−1/2

� �
,

ð80Þ

n + βð Þ Kα,β
n h, xð Þ − h xð Þ

� �
− h′ xð Þ 2a0α + a0 + 2a1

2a0 n + βð Þ −
b0n + b0β − b1nð Þ

b0 n + βð Þ x
� �

− n + βð Þ h′
′ xð Þ
2

�����
· 3a0α2 + 3a0α + 6a1α + a0 + 6a1 + 3a2

3a0 n + βð Þ2 −
2a0b0α n + βð Þ − 2a0b1n α + 1ð Þ + a0b0 n + βð Þ + 2a1b0 n + βð Þ − 2a1b1n

a0b0 n + βð Þ2 x

"

+ b0n
2 + 2b0nβ + b0β

2 − 2b1n2 − 2b1nβ + b2n
2

b0 n + βð Þ2 x2
#����� ≤ n + βð Þ · Kα,β

n R u, xð Þj j, xð Þ:

ð83Þ
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By the linearity of Kα,β
n and the above relation, we obtain

Kα,β
n R u, xð Þj j, xð Þ
≤ ω h′′, δ
� �

Kα,β
n u − xð Þ2, x� �

+ 1
δ4

Kα,β
n u − xð Þ6, x� �� �

:

ð88Þ

Taking into consideration Proposition 9, we have

Kα,β
n R u, xð Þj j, xð Þ ≤ ω h′′, δ

� �
0 1

n

� �
+ 1
δ4

0 1
n3

� �� �

= 0 1
n

� �
ω h′′, δ
� �

:

ð89Þ

For δ = n−1/2, we complete the proof.

Theorem 25. Let h′ðxÞ, g′ðxÞ, h′′ðxÞ, g′′ðxÞ, ðhgÞ′ðxÞ,
ðhgÞ′′ðxÞ ∈ C½0,∞Þ ∩ E, and

lim
n→∞

B mð Þ nxð Þ
B nxð Þ = 1 for m = 0, 1, 2,⋯, 6, x ∈ 0,M½ �,

ð90Þ

where BðmÞ is the mth derivative of B. Then,

lim
n→∞

n + βð Þ Kα,β
n hg, xð Þ − Kα,β

n h, xð Þ · Kα,β
n g, xð Þ

h i
= xh′ xð Þg′ xð Þ:

ð91Þ

Proof. We know that

n + βð Þ Kα,β
n hg, xð Þ − Kα,β

n h, xð ÞKα,β
n g, xð Þ

n o

= n + βð Þ Kα,β
n hg, xð Þ − hgð Þ xð Þ

(

− hgð Þ′ xð ÞKα,β
n u − xð Þ, xð Þ − hgð Þ′′ xð Þ

2 Kα,β
n u − xð Þ2, x� �

− g xð Þ Kα,β
n h, xð Þ − h xð Þ − h′ xð ÞKα,β

n u − xð Þ, xð Þ
"

−
h′′ xð Þ
2 Kα,β

n u − xð Þ2, x� �#

− Kα,β
n h, xð Þ Kα,β

n g, xð Þ − g xð Þ − g′ xð ÞKα,β
n u − xð Þ, xð Þ

"

−
g′′ xð Þ
2 Kα,β

n u − xð Þ2, x� �#

+ g′′ xð Þ
2 Kα,β

n u − xð Þ2, x� �
h xð Þ − Kα,β

n h, xð Þ
h i

+ h′ xð Þg′ xð ÞKα,β
n u − xð Þ2, x� �

− g′ xð ÞKα,β
n u − xð Þ, xð Þ

� Kα,β
n h, xð Þ − h xð Þ

h i)
:

ð92Þ

From Proposition 9 and Theorems 23 and 24, we obtain

lim
n→∞

n + βð Þ Kα,β
n hg, xð Þ − Kα,β

n h, xð ÞKα,β
n g, xð Þ

n o
= xh′ xð Þg′ xð Þ:

ð93Þ
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The main objective of this paper is to introduce a new class of preinvex functions which is called as n-polynomial preinvex functions
of a higher order. As applications of this class of functions, we discuss several new variants of trapezium-like inequalities. In order to
obtain the main results of the paper, we use the concepts and techniques of k-fractional calculus. We also discuss some special cases
of the obtained results which show that the main results of the paper are quite unifying one.

1. Introduction

Convexity is one of the most important and natural
notions in mathematics; it plays a significant role in vari-
ous branches of pure and applied sciences [1–15]. For
example, the set of feasible points in optimization theory
is convex; the loss function used to measure the quality
of solution in statistics is convex. In particular, many
remarkable inequalities have been established via the con-
vexity theory [16–32].

Recently, the classical concept of convexity has been
extended and generalized in different directions. For
instance, Hanson [33] introduced the notion of differen-
tiable invex function but did not name it as invex;
Craven [34] gave the term invex for this class of func-
tions due to their property described as invariance by
convexity. Mititelu [35] introduced the notion of invex
set as follows.

Definition 1 (see [35]). Let X ∈ℝ be a nonempty set and
ζ : X ×X ↦ℝ be a real-valued function. Then X is said
to be invex with respect to ζ if

x + tζ y, xð Þ ∈X ð1Þ

for all x, y ∈X and t ∈ ½0, 1�.
We clearly see that the invexity reduces to the classical

convexity if ζðy, xÞ = y − x. Therefore, every convex set is an
invex with respect to ζðy, xÞ = y − x, but its converse is not
true in general [35].

Weir and Mond [36] introduced the class of preinvex
functions by use of the invex set.

Definition 2 (see [36]). Let X ∈ℝ be a nonempty invex
set with respect to ζ : X ×X ↦ℝ. Then the function
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F : X ↦ℝ is said to be preinvex with respect to ζ if the
inequality

F x + tζ y, xð Þð Þ ≤ 1 − tð ÞF xð Þ + tF yð Þ ð2Þ

holds for all x, y ∈X and t ∈ ½0, 1�.
Note that the preinvex function becomes the classical

convex function if ζðy, xÞ = y − x; for more details regarding
recent study on preinvexity property, we recommend the
literature [37].

Very recently, Toplu et al. [38] introduced and investi-
gated a new class of convexity named n-polynomial convex-
ity, and Karamardian [39] and Polyak [40] independently
introduced the class of strongly convex functions. Strong
convexity is the strengthening of convexity.

Definition 3 (see [39, 40]). A function F : X ↦ℝ is said to
be strongly convex with respect to modulus μ > 0 if the
inequality

F 1 − tð Þx + tyð Þ ≤ 1 − tð ÞF xð Þ + tF yð Þ − μt 1 − tð Þ y − xð Þ2
ð3Þ

holds for all x, y ∈X and t ∈ ½0, 1�.
Lin et al. [41] introduced higher order strongly convex

functions to simplify the study of mathematical programs
with equilibrium constraints.

Definition 4 (see [41]). Let σ, μ > 0. Then, the function
F : X ↦ℝ is said to be σ -order strongly convex with
respect to modulus μ if

F 1 − tð Þx + tyð Þ ≤ 1 − tð ÞF xð Þ + tF yð Þ − μt 1 − tð Þ y − xj jσ
ð4Þ

for all x, y ∈X and t ∈ ½0, 1�.
If σ = 2, then Definition 4 becomes Definition 3. There-

fore, higher order strong convexity is a generalization of
strong convexity. Lin et al. [41] proved that the higher order
strong convexity of a function is equivalent to higher order
strong monotonicity of the gradient map of the function.

It is well known that the Hermite-Hadamard inequality
[42–45] is one of the most important and classical inequalities
in convex function theory, which can be stated as follows.

Theorem 5. Let F : ½a, b� ⊂ℝ↦ℝ be a convex function.
Then

F
a + b
2

� �
≤

1
b − a

ðb
a
F xð Þdx ≤ F að Þ +F bð Þ

2
: ð5Þ

In recent decades, the fractional calculus has become a
powerful tool in numerous branches of mathematics, physics,
and engineering. The history of fractional calculus dates back
to 1695 with the work of mathematicians such as L’Hospital
and Leibniz, but the logical definitions were proposed by
Liouville in 1834, Riemann in 1847, and Grünwald in 1867.
Fractional calculus can be considered a super set of integer-

order calculus, which has the potential to accomplish what
integer-order calculus cannot. The classical form of the frac-
tional calculus is given by the Riemann-Liouville integrals as
follows.

Definition 6 (see [46]). Let α > 0, 0 ≤ a < b, and F ∈ L1½a, b�.
Then, the α -order Riemann-Liouville integrals Jα

a+F and
Jα

b−F are defined by

Jα
a+F xð Þ = 1

Γ αð Þ
ðx
a
x − tð Þα−1F tð Þdt  x > að Þ,

Jα
b−F xð Þ = 1

Γ αð Þ
ðb
x
t − xð Þα−1F tð Þdt  x < bð Þ,

ð6Þ

respectively, where

Γ αð Þ =
ð∞
0
e−t tα−1dt ð7Þ

is the Euler gamma function.
Sarikaya et al. [47] used the fractional calculus to obtain

new variants of the Hermite-Hadamard inequality, which
opened a new research area for the people who are working
on the field of mathematical inequalities, particularly work-
ing on the inequalities involving convexity and its generaliza-
tions. For some more recent research work done in this
direction, see [48–50].

Diaz et al. [51] introduced the generalized k-gamma
function ΓkðxÞ and k-beta function Bkðx, yÞ as follows.

Γk xð Þ =
ð∞
0
tx−1e−t

k/kdt,

Bk x, yð Þ = 1
k

ð1
0
tx/k−1 1 − tð Þy/k−1dt = Γk xð ÞΓk yð Þ

Γk x + yð Þ :

ð8Þ

Making use of the generalized k-gamma function, Sarikaya
et al. [52] introduced the k-Riemann-Liouville fractional inte-
grals and discussed their properties and applications.

Definition 7 (see [52]). Let α, k > 0, 0 ≤ a < b, andF ∈ L1½a, b�.
Then, the α -order k -Riemann-Liouville integrals kJ

α
a+F and

kJ
α
b−F are defined by

kJ
α
a+F xð Þ = 1

kΓk αð Þ
ðx
a
x − tð Þa/k−1F tð Þdt  x > að Þ,

kJ
α
b−F xð Þ = 1

kΓk αð Þ
ðb
x
t − xð Þa/k−1F tð Þdt  x < bð Þ:

ð9Þ

In recent years, several authors have used the concepts of
k-fractional calculus in obtaining new variants of fractional
analogues of classical inequalities. For example, Huang
et al. [53] obtained k-fractional conformable analogues of
Hermite-Hadamard’s inequality. Rahman et al. [54] obtained
fractional analogues of the Gruss type inequalities using k-
conformable fractional integral operators.
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The aim of the article is to obtain some new k-analogues
of trapezium-like inequalities involving a new class of func-
tions called strongly n-polynomial preinvex function of
higher order. We also discuss some special cases of the
obtained results. We expect that the ideas and techniques of
this article will inspire interested readers working in this field.
This is the main motivation of the article.

2. Results and Discussions

In this section, we discuss our main results. First of all, let us
give the definition of strongly n-polynomial preinvex func-
tion of higher order.

Definition 8. Let n ∈ℕ and X ∈ℝ be a nonempty invex set
with respect to ζ : X ×X ↦ℝ. A nonnegative function
F : X ↦ℝ is said to be strongly n -polynomial preinvex
function of higher order, if

F a + tζ b, að Þð Þ

≤
1
n
〠
n

i=1
1 − ti
� �

F að Þ + 1
n
〠
n

i=1
1 − 1 − tð Þi� �

F bð Þ

− μ tσ 1 − tð Þ + t 1 − tð Þσ½ � ζ b, að Þk kσ,
∀a, b ∈X , t ∈ 0, 1½ �, μ, σ > 0,

ð10Þ

Note that if σ = 2, then the class of strongly n-polynomial
preinvex function of higher order reduces to the class of
strongly n-polynomial preinvex function which is also new
class. If we consider μ = 0, then the class of strongly n-poly-
nomial preinvex function of higher order reduces to the class
of n-polynomial preinvex functions which is also new in the
literature. Similarly, if we take ζðb, aÞ = b − a, then we have
new class of strongly n-polynomial convex function of higher
order. If we take n = 1, then the above class reduces to simple
strongly preinvex function of higher order. If we take n = 2,
then we have strongly 2-polynomial preinvex function of
higher order:

F a + tζ b, að Þð Þ ≤ 2 − t − t2

2 F að Þ + 3t − t2

2 F bð Þ
− μ tσ 1 − tð Þ + t 1 − tð Þσ½ � ζ b, að Þk kσ,

∀a, b ∈X , t ∈ 0, 1½ �, μ, σ > 0,
ð11Þ

In order to obtain following result, we need the
famous Condition C which was introduced by Mohan
and Neogy [55].

Condition C. Let X ⊂ℝ be an invex set with respect to
bifunction ζð⋅ , ⋅Þ. Then, for any x, y ∈X and t ∈ ½0, 1�,

ζ y, y + tζ x, yð Þð Þ = −tζ x, yð Þ,
ζ x, y + tζ x, yð Þð Þ = 1 − tð Þζ x, yð Þ:

ð12Þ

Note that for every x, y ∈X , t1, t2 ∈ ½0, 1�, and from Con-
dition C, we have

ζ y + t2ζ x, yð Þ, y + t1ζ x, yð Þð Þ = t2 − t1ð Þζ x, yð Þ: ð13Þ

We now give our first main result.

Theorem 9. Let F : ½a, a + ζðb, aÞ�↦ℝ be an strongly n-
polynomial preinvex function with ζðb, aÞ > 0 and F ∈ L½a,
a + ζðb, aÞ�. If ζð⋅ , ⋅Þ satisfies Condition C, then

n
n + 2−n − 1

� �
F

2a + ζ b, að Þ
2

� �
+ μ α2 − αk + 2k

� 	
4 α + kð Þ α + 2kð Þ ζ b, að Þk kσ


 �

≤
Γk α + kð Þ
ζα/k b, að Þ kJ

α
a+F a + ζ b, að Þð Þ + kJ

α
a+ζ b,að Þ½ �−F að Þ

h i

≤
F að Þ +F bð Þ�

n


 �
〠
n

i=1

2sk
α + sk

−
2kαμ ζ b, að Þk kσ
α + kð Þ α + 2kð Þ :

ð14Þ

Proof. Since it is given that F is an an strongly n-polynomial
preinvex function and ζð⋅ , ⋅Þ satisfies Condition C, then

F
2a + ζ b, að Þ

2

� �

≤
1
n
〠
n

i=1
1 − 1

2i

 �

F a + tζ b, að Þð Þ +F a + 1 − tð Þζ b, að Þð Þf g

−
μ

4 ζ
2 a + 1 − tð Þζ b, að Þ, a + tζ b, að Þð Þ

= 1
n
〠
n

i=1
1 − 1

2i

 �

F a + tζ b, að Þð Þ +F a + 1 − tð Þζ b, að Þð Þf g

−
μ

4 1 − 2tð Þ2ζ2 b, að Þ:
ð15Þ

Multiplying the above inequality by tα/k−1 and then inte-
grating the above inequality with respect to t on ½0, 1� yields

n
n + 2−n − 1
� � k

α
F

2a + ζ b, að Þ
2

� �
+ μk α2 − αk + 2k

� 	
4α α + kð Þ α + 2kð Þ ζ

2 b, að Þ

 �

≤
ð1
0
ta/k−1F a + tζ b, að Þð Þdt +

ð1
0
ta/k−1F a + 1 − tð Þζ b, að Þð Þdt

= I1 + I2:

ð16Þ
Now

I1 =
ða+ζ b,að Þ

a

u − a
ζ b, að Þ
� �a/k−1

F uð Þ du
ζ b, að Þ

= kΓk αð Þ
ζα/k b, að Þ k

Jα
a+ζ b,að Þ½ �−F að Þ:

ð17Þ

Similarly

I2 =
kΓk αð Þ
ζα/k b, að Þ k

Jα
a+F a + ζ b, að Þð Þ: ð18Þ
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This imples

n
n + 2−n − 1
� �

F
2a + ζ b, að Þ

2

� �
+ μ α2 − αk + 2k

� 	
4 α + kð Þ α + 2kð Þ ζ

2 b, að Þ

 �

≤
Γk α + kð Þ
ζα/k b, að Þ kJ

α
a+F a + ζ b, að Þð Þ + kJ

α
a+ζ b,að Þ½ �−F að Þ

h i
:

ð19Þ

For the proof of right-hand side inequality,

F a + tζ b, að Þð Þ +F a + 1 − tð Þζ b, að Þð Þ

≤ F að Þ +F bð Þ½ � 1
n
〠
n

i=1
1 − ti
� �

+ 1
n
〠
n

i=1
1 − 1 − tð Þi� �" #

− 2μt 1 − tð Þζ2 b, að Þ:
ð20Þ

Multiplying the above inequality by tα/k−1, then integrat-
ing the resulting inequality with respect to t over ½0, 1�, we
obtain

kΓk αð Þ
ζα/k b, að Þ kJ

α
a+F a + ζ b, að Þð Þ + kJ

α
a+ζ b,að Þ½ �−F að Þ

h i

≤
F að Þ +F bð Þ

n


 �
〠
n

i=1

ð1
0
ta/k−1 2 − ti − 1 − tð Þi� �

dt

−
2k2μζ2 b, að Þ
α + kð Þ α + 2kð Þ :

ð21Þ

This implies that

Γk α + kð Þ
ζα/k b, að Þ kJ

α
a+F a + ζ b, að Þð Þ + kJ

α
a+ζ b,að Þ½ �−F að Þ

h i

≤
F að Þ +F bð Þ�

n


 �
〠
n

i=1

2sk
α + sk

−
2kαμζ2 b, að Þ
α + kð Þ α + 2kð Þ :

ð22Þ

Combining (19) and (22) completes the proof.

Note that if we take α = k = n = 1 in Theorem 9, then we
get the Hermite-Hadamard like inequality involving strongly
preinvex functions.

We now derive a new auxiliary result which will be help-
ful in obtaining the next results of the article.

Lemma 10. Let F : ½a, a + ζðb, aÞ�↦ℝ be a differentiable
function and F ′ ∈ ½a, a + ζðb, aÞ�: Then, for any 0 < α ≤ 1,

0 < λ ≤ 1, the following equality for k -fractional integrals
holds:

k + α 1 − λð Þð ÞF a + ζ b, að Þð Þ + k − α 1 − λð Þð ÞF að Þ
2k

−
Γk α + kð Þ
2ζα/k b, að Þ kJ

α
a+F a + ζ b, að Þð Þ + kJ

α
a+ζ b,að Þð Þ−F að Þ

� �

= ζ b, að Þ
2

ð1
0

ta/k + α

k
1 − λð Þ − 1 − tð Þa/k

� �
F ′ a + tζ b, að Þð Þdt:

ð23Þ

Proof. It suffices to show that

J = ζ b, að Þ
2

ð1
0

ta/k + α

k
1 − λð Þ − 1 − tð Þa/k

� �
F ′ a + tζ b, að Þð Þdt


 �

= ζ b, að Þ
2

ð1
0

ta/k + α

k
1 − λð Þ

� �
F ′ a + tζ b, að Þð Þdt




−
ð1
0
1 − tð Þa/kF ′ a + tζ b, að Þð Þdt

�
= ζ b, að Þ

2 J1 + J2½ �:

ð24Þ

Integrating by parts

J1 =
ð1
0

ta/k + α

k
1 − λð Þ

� �
F ′ a + tζ b, að Þð Þdt

= α 1 − λð Þ + kð ÞF a + ζ b, að Þð Þ − α 1 − λð ÞF að Þ
kζ b, að Þ

−
α

kζ b, að Þ
ð1
0
ta/kF a + tζ b, að Þð Þdt

= α 1 − λð Þ + kð ÞF a + ζ b, að Þð Þ − α 1 − λð ÞF að Þ
kζ b, að Þ

−
α

kζ α/kð Þ+1 b, að Þ

ða+ζ b,að Þ

a
u − að Þa/k−1F uð Þdu

= α 1 − λð Þ + kð ÞF a + ζ b, að Þð Þ − α 1 − λð ÞF að Þ
kζ b, að Þ

−
Γk α + kð Þ
ζa/k+1 b, að Þk

Jα
a+ζ b,að Þð Þ−F að ÞÞ: ð25Þ

Similarly,

J2 = −
ð1
0
1 − tð Þa/kF ′ a + tζ b, að Þð Þdt

= F að Þ
ζ b, að Þ −

α

kζ b, að Þ
ð1
0
1 − tð Þa/kF a + tζ b, að Þð Þdt

= F að Þ
ζ b, að Þ −

α

kζa/k+1 b, að Þ

ða+ζ b,að Þ

a
a + ζ b, að Þ − uð Þa/k−1F uð Þdu

= F að Þ
ζ b, að Þ −

Γk α + kð Þ
ζa/k+1 b, að Þk

Jα
að Þ+F a + ζ b, að Þð ÞÞ:

ð26Þ

Using (25) and (26) in (24) completes the proof.
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Theorem 11. Let F : ½a, a + ζðb, aÞ�↦ℝ be a differentiable
function on ða, a + ζðb, aÞÞ with ζðb, aÞ > 0 and F ′ ∈ L½a,
a + ζðb, aÞ�: If jF ′j is a strongly n-polynomial preinvex func-
tion of higher order, then

k + α 1 − λð Þð ÞF a + ζ b, að Þð Þ + k − α 1 − λð Þð ÞF að Þ
2k

����
−

Γk α + kð Þ
2ζα/k b, að Þ kJ

α
a+F a + ζ b, að Þð Þ + kJ

α
a+ζ b,að Þð Þ−F að Þ

� �����
≤
ζ b, að Þ
2n

F ′ að Þ�� ��〠n
i=1

M1 + F ′ bð Þ�� ��〠n
i=1

M2 − μ ζ b, að Þk kσM3

" #
,

ð27Þ

where

M1 =
αi 1 − λð Þ
k i + 1ð Þ + kBk α + k, sk + kð Þ − k

α + sk + k
,

M2 =
k

α + sk + k
− kBk sk + k, α + kð Þ + iα 1 − λð Þ

k i + 1ð Þ ,

M3 =
2α 1 − λð Þ

k σ + 1ð Þ σ + 2ð Þ − kBk σk + k, α + kð Þ

+ kBk α + 2k, σk + kð Þ + kBk σk + 2k, α + kð Þ:
ð28Þ

Proof. Using Lemma 10 and the fact that jF ′j is a strongly n-
polynomial preinvex function of higher order, we have

k + α 1 − λð Þð ÞF a + ζ b, að Þð Þ + k − α 1 − λð Þð ÞF að Þ
2k

����
−

Γk α + kð Þ
2ζa/k b, að Þ kJ

α
a+F a + ζ b, að Þð Þ + kJ

α
a+ζ b,að Þð Þ−F að Þ

� �����
= ζ b, að Þ

2

ð1
0

ta/k + α

k
1 − λð Þ − 1 − tð Þa/k

� �
F ′ a + tζ b, að Þð Þdt

����
����

≤
ζ b, að Þ

2

ð1
0

ta/k + α

k
1 − λð Þ − 1 − tð Þa/k

� �
F ′ a + tζ b, að Þð Þ�� ��dt

≤
ζ b, að Þ

2

ð1
0

ta/k + α

k
1 − λð Þ − 1 − tð Þa/k

� � 1
n
〠
n

i=1
1 − ti
� �

F ′ að Þ�� ��"

+ 1
n
〠
n

i=1
1 − 1 − tð Þi� �

F ′ bð Þ�� ��−μ ζ b, að Þk kσ tσ 1 − tð Þ + t 1 − tð Þσ½ �
#
dt

= ζ b, að Þ
2n F ′ að Þ�� ��ð1

0
ta/k + α

k
1 − λð Þ − 1 − tð Þa/k

� �
〠
n

i=1
1 − ti
� �

dt
"

+ F ′ bð Þ�� ��ð1
0

ta/k + α

k
1 − λð Þ − 1 − tð Þa/k

� �
〠
n

i=1
1 − 1 − tð Þi� �

dt

−μ ζ b, að Þk kσ
ð1
0

ta/k + α

k
1 − λð Þ − 1 − tð Þa/k

� �
tσ 1 − tð Þ + t 1 − tð Þσ½ �dt

#

= ζ b, að Þ
2n F ′ að Þ�� ��〠n

i=1

ð1
0

ta/k + α

k
1 − λð Þ − 1 − tð Þa/k

� �
1 − ti
� �

dt
"

+ F ′ bð Þ�� ��〠n
i=1

ð1
0

ta/k + α

k
1 − λð Þ − 1 − tð Þa/k

� �
1 − 1 − tð Þi� �

dt

−μ ζ b, að Þk kσÐ 10 ta/k + α

k
1 − λð Þ − 1 − tð Þa/k

� �
tσ 1 − tð Þ + t 1 − tð Þσ½ �dt

#

= ζ b, að Þ
2n F ′ að Þ�� ��〠n

i=1
M1 + F ′ bð Þ�� ��〠n

i=1
M2 − μ ζ b, að Þk kσM3

" #
:

ð29Þ

This completes the proof.

Theorem 12. Let F : ½a, a + ζðb, aÞ�↦ℝ be a differentiable
function on ða, a + ζðb, aÞÞ with ζðb, aÞ > 0, p−1 + q−1 = 1
and F ′ ∈ L½a, a + ζðb, aÞ�: If jF ′jq is strongly n -polynomial
preinvex function of higher order, then

k + α 1 − λð Þð ÞF a + ζ b, að Þð Þ + k − α 1 − λð Þð ÞF að Þ
2k

����
−

Γk α + kð Þ
2ζa/k b, að Þ kJ

α
a+F a + ζ b, að Þð Þ + kJ

α
a+ζ b,að Þð Þ−F að Þ

� �����
≤
ζ b, að Þ

2
M4

2
n
〠
n

i=1

i
i + 1

A F ′ að Þ�� ��q, F ′ bð Þ�� ��q� � 

−
2μ ζ b, að Þk kσ
σ + 1ð Þ σ + 2ð Þ

!1/q

,

ð30Þ

where

M4 =
α 1 − λð Þ

k
+ 2

k
αp + k

� �1/p
, ð31Þ

and Að⋅ , ⋅Þ is the arithmetic mean.

Proof. Using Lemma 10, Hölder’s integral inequality and
jF ′jq is strongly n-polynomial preinvex function of higher
order, we have

k + α 1 − λð Þð ÞF a + ζ b, að Þð Þ + k − α 1 − λð Þð ÞF að Þ
2k

����
−

Γk α + kð Þ
2ζa/k b, að Þ kJ

α
a+F a + ζ b, að Þð Þ + kJ

α
a+ζ b,að Þð Þ−F að Þ

� �����
= ζ b, að Þ

2

ð1
0

ta/k + α

k
1 − λð Þ − 1 − tð Þa/k

� �
F ′ a + tζ b, að Þð Þdt

����
����

= ζ b, að Þ
2

ð1
0

ta/k + α

k
1 − λð Þ

� �
F ′ a + tζ b, að Þð Þ�� ��dt�

+
ð1
0
1 − tð Þa/k F ′ a + tζ b, að Þð Þ�� ��dt�

≤
ζ b, að Þ

2

ð1
0

ta/k + α

k
1 − λð Þ

� �p
dt

� �1/p ð1
0
F ′ a + tζ b, að Þð Þ�� ��qdt� �1/q"

+
ð1
0
1 − tð Þap/kdt

� �1/p ð1
0
F ′ a + tζ b, að Þð Þ�� ��qdt� �1/q#
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≤
ζ b, að Þ

2

ð1
0
tap/kdt

� �1/p
+
ð1
0
+ αp

kp
1 − λð Þpdt

� �1/p"

+
Ð 1
0 1 − tð Þap/kdt

� �1/p#
× F ′ að Þ�� ��q

n
〠
n

i=1

ð1
0
1 − ti
� �

dt
"

+ F ′ bð Þ�� ��q
n

〠
n

i=1

ð1
0
1 − 1 − tð Þi� �

dt − μ ζ b, að Þk kσ
ð1
0
tσ 1 − tð Þ + t 1 − tð Þσ½ �dt

#

= ζ b, að Þ
2 M4

F ′ að Þ�� ��q
n

〠
n

i=1

i
i + 1 + F ′ bð Þ�� ��q

n
〠
n

i=1

i
i + 1 −

2μ ζ b, að Þk kσ
σ + 1ð Þ σ + 2ð Þ

" #

= ζ b, að Þ
2 M4

2
n
〠
n

i=1

i
i + 1A F ′ að Þ�� ��q, F ′ bð Þ�� ��q� �

−
2μ ζ b, að Þk kσ
σ + 1ð Þ σ + 2ð Þ

 !1/q

:

ð32Þ

This completes the proof.

Theorem 13. Let F : ½a, a + ζðb, aÞ�↦ℝ be a differentiable
function on ða, a + ζðb, aÞÞ with ζðb, aÞ > 0, q > 1 and F ′ ∈
L½a, a + ζðb, aÞ�: If jF ′jq is strongly n -polynomial preinvex
function of higher order, then

k + α 1 − λð Þð ÞF a + ζ b, að Þð Þ + k − α 1 − λð Þð ÞF að Þ
2k

����
−

Γk α + kð Þ
2ζα/k b, að Þ kJ

α
a+F a + ζ b, að Þð Þ + kJ

α
a+ζ b,að Þð Þ−F að Þ

� �����
≤
ζ b, að Þ

2
α 1 − λð Þ

k

� �1−1/q F ′ að Þ�� ��q
n

〠
n

i=1
M1

"

+ F ′ bð Þ�� ��q
n

〠
n

i=1
M2 − μ ζ b, að Þk kσM3

#
,

ð33Þ

where M1,M2, and M3 are given in Theorem 11.

Proof. Using Lemma 10, the power mean integral inequality
and jF ′jq is strongly n-polynomial preinvex function of
higher order, we have

k + α 1 − λð Þð ÞF a + ζ b, að Þð Þ + k − α 1 − λð Þð ÞF að Þ
2k

����
−

Γk α + kð Þ
2ζα/k b, að Þ kJ

α
a+F a + ζ b, að Þð Þ + kJ

α
a+ζ b,að Þð Þ−F að Þ

� �����
= ζ b, að Þ

2

ð1
0

ta/k + α

k
1 − λð Þ − 1 − tð Þa/k

� �
F ′ a + tζ b, að Þð Þdt

����
����

≤
ζ b, að Þ

2

ð1
0

ta/k + α

k
1 − λð Þ − 1 − tð Þa/k

� �
F ′ a + tζ b, að Þð Þ�� ��dt

≤
ζ b, að Þ

2

ð1
0

ta/k + α

k
1 − λð Þ − 1 − tð Þa/k

� �
dt

� �1−1/q

×
ð1
0

ta/k + α

k
1 − λð Þ − 1 − tð Þa/k

� � 1
n
〠
n

i=1
1 − ti
� �

F ′ að Þ�� ��q" 

+ 1
n
〠
n

i=1
1 − 1 − tð Þi� �

F ′ bð Þ�� ��q − μ ζ b, að Þk kσ tσ 1 − tð Þ + t 1 − tð Þσ½ �
#
dt
!1/q

= ζ b, að Þ
2

α 1 − λð Þ
k

� �1−1/q F ′ að Þ�� ��q
n

ð1
0

ta/k + α

k
1 − λð Þ

�"

− 1 − tð Þa/k
�
〠
n

i=1
1 − ti
� �

dt + F ′ bð Þ�� ��q
n

ð1
0

ta/k + α

k
1 − λð Þ

�

− 1 − tð Þa/k
�
〠
n

i=1
1 − 1 − tð Þi� �

dt − μ ζ b, að Þk kσ
ð1
0

ta/k + α

k
1 − λð Þ

�

− 1 − tð Þa/k
�
tσ 1 − tð Þ + t 1 − tð Þσ½ �dt

#1/q

= ζ b, að Þ
2

α 1 − λð Þ
k

� �1−1/q F ′ að Þ�� ��q
n

〠
n

i=1

ð1
0

ta/k + α

k
1 − λð Þ

�"

− 1 − tð Þa/k
�
1 − ti
� �

dt + F ′ bð Þj jq
n 〠

n

i=1

ð1
0

ta/k + α

k
1 − λð Þ

�
− 1 − tð Þa/k

�
1 − 1 − tð Þi� �

dt − μ ζ b, að Þk kσÐ 10 ta/k + α
k 1 − λð Þ�

− 1 − tð Þa/k
�
tσ 1 − tð Þ + t 1 − tð Þσ½ �dt

#1/q

= ζ b, að Þ
2

α 1 − λð Þ
k

� �1−a/q F ′ að Þ�� ��q
n

〠
n

i=1
M1 +

F ′ bð Þ�� ��q
n

〠
n

i=1
M2

"

− μ ζ b, að Þk kσM3

#1/q
:

ð34Þ

This completes the proof.

Theorem 14. Let F : ½a, a + ζðb, aÞ�↦ℝ be a differentiable
function on ða, a + ζðb, aÞÞ with ζðb, aÞ > 0, q > 1, and F ′ ∈
L½a, a + ζðb, aÞ�: If jF ′jq is strongly n -polynomial preinvex
function of higher order, then

k + α 1 − λð Þð ÞF a + ζ b, að Þð Þ + k − α 1 − λð Þð ÞF að Þ
2k

����
−

Γk α + kð Þ
2ζα/k b, að Þ kJ

α
a+F a + ζ b, að Þð Þ + kJ

α
a+ζ b,að Þð Þ−F að Þ

� �����
≤
ζ b, að Þ

2
α

2k
1 − λð Þ − αk

α + kð Þ α + 2kð Þ
� �1−1/q F ′ að Þ�� ��q

n
〠
n

i=1
M5

 

+ F ′ bð Þ�� ��q
n

〠
n

i=1
M6 − μ ζ b, að Þk kσM7

!1/q

+ ζ b, að Þ
2

αk
α + kð Þ α + 2kð Þ +

α

2k
1 − λð Þ

� �1−1/q

� F ′ að Þ�� ��q
n

〠
n

i=1
M8 +

F ′ bð Þ�� ��q
n

〠
n

i=1
M9 − μ ζ b, að Þk kσM10

!1/q

,
 

ð35Þ

where

M5 =
iα 1 − λð Þ i + 3ð Þ
2k i + 1ð Þ i + 2ð Þ − kBk sk + 2k, α + kð Þ + kBk sk + k, α + kð Þ

−
k2

α + sk + kð Þ α + sk + 2kð Þ −
αk

α + kð Þ α + 2kð Þ ,
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M6 =
iα 1 − λð Þ
2k i + 2ð Þ − kBk α + k, sk + kð Þ + kBk α + 2k, sk + kð Þ

+ k
α + sk + 2k

M7 =
2k3

kσ + α + kð Þ kσ + α + 2kð Þ kσ + α + 3kð Þ
+ α

k
1 − λð Þ 2

σ + 1ð Þ σ + 2ð Þ σ + 3ð Þ + kBk 2k, kσ + kð Þ



− kBk α + 2k, kσ + kð Þ
�
+ 2kBk kσ + 2k, α + kð Þ

− kBk kσ + k, α + kð Þ + kBk α + 2k, kσ + kð Þ
− kBk 2k, kσ + α + kð Þ − kBk kσ + 3k, α + kð Þ
− kBk α + 3k, kσ + kð Þ + kBk 3k, kσ + α + kð Þ,

M8 =
αk

α + kð Þ α + 2kð Þ + iα 1 − λð Þ
2k i + 2ð Þ + kBk sk + k, α + kð Þ

−
k

α + sk + 2k

M9 =
αk

α + kð Þ α + 2kð Þ − kBk sk + 2k, α + kð Þ + iα 1 − λð Þ i + 3ð Þ
2k i + 1ð Þ i + 2ð Þ

+ k2

α + sk + kð Þ α + sk + 2kð Þ ,

M10 =
k2

kσ + α + 2kð Þ kσ + α + 3kð Þ
+ α

k
1 − λð Þ 1

σ + 2ð Þ σ + 3ð Þ + kBk 3k, kσ + kð Þ
� �

− kBk kσ + 2k, α + kð Þ + kBk kσ + 3k, α + kð Þ
+ kBk α + 3k, kσ + kð Þ − kBk 3k, kσ + α + kð Þ:

ð36Þ

Proof. Using Lemma 10. improved power mean integral
inequality and jF ′jq is strongly n-polynomial preinvex func-
tion of higher order, we have

k + α 1 − λð Þð ÞF a + ζ b, að Þð Þ + k − α 1 − λð Þð ÞF að Þ
2k

����
−

Γk α + kð Þ
2ζa/k b, að Þ kJ

α
a+F a + ζ b, að Þð Þ + kJ

α
a+ζ b,að Þð Þ−F að Þ

� �����
= ζ b, að Þ

2

ð1
0

ta/k + α

k
1 − λð Þ − 1 − tð Þa/k

� �
F ′ a + tζ b, að Þð Þdt

����
����

≤
ζ b, að Þ

2

ð1
0
1 − tð Þ ta/k + α

k
1 − λð Þ − 1 − tð Þa/k

� �
dt

� �1−1/q

×
ð1
0
1 − tð Þ ta/k + α

k
1 − λð Þ − 1 − tð Þa/k

� �
F ′ a + tζ b, að Þð Þ�� ��qdt� �1/q

+ ζ b, að Þ
2

ð1
0
t ta/k + α

k
1 − λð Þ − 1 − tð Þa/k

� �
dt

� �1−1/q

×
ð1
0
t ta/k + α

k
1 − λð Þ − 1 − tð Þa/k

� �
F ′ a + tζ b, að Þð Þ�� ��qdt� �1/q

≤
ζ b, að Þ

2
α

2k 1 − λð Þ − αk
α + kð Þ α + 2kð Þ

� �1−1/q

× F ′ að Þ�� ��q
n

〠
n

i=1

ð1
0
1 − tð Þ 1 − ti

� �
ta/k + α

k
1 − λð Þ − 1 − tð Þa/k

� �
dt

 

+ F ′ bð Þ�� ��q
n

〠
n

i=1

ð1
0
1 − tð Þ 1 − 1 − tð Þi� �

ta/k + α

k
1 − λð Þ − 1 − tð Þa/k

� �
dt

−μ ζ b, að Þk kσÐ 10 1 − tð Þ tσ 1 − tð Þ + t 1 − tð Þσ½ � ta/k + α
k 1 − λð Þ

�

− 1 − tð Þa/k
�
dt
!1/q

+ ζ b, að Þ
2

αk
α + kð Þ α + 2kð Þ + α

2k 1 − λð Þ
� �1−1/q

× F ′ að Þ�� ��q
n

〠
n

i=1

ð1
0
t 1 − ti
� �

ta/k + α

k
1 − λð Þ − 1 − tð Þa/k

� �
dt

 

+ F ′ bð Þ�� ��q
n

〠
n

i=1

ð1
0
t 1 − 1 − tð Þi� �

ta/k + α

k
1 − λð Þ − 1 − tð Þa/k

� �
dt

−μ ζ b, að Þk kσÐ 10 t tσ 1 − tð Þ + t 1 − tð Þσ½ � ta/k + α
k 1 − λð Þ − 1 − tð Þa/k

� �
dt
�1/q

= ζ b, að Þ
2

α

2k 1 − λð Þ − αk
α + kð Þ α + 2kð Þ

� �1−1/q F ′ að Þ�� ��q
n

〠
n

i=1
M5

 

+ F ′ bð Þj jq
n 〠

n

i=1
M6 − μ ζ b, að Þk kσM7

!1/q

+ ζ b, að Þ
2

αk
α + kð Þ α + 2kð Þ + α

2k 1 − λð Þ
� �1−1/q F ′ að Þ�� ��q

n
〠
n

i=1
M8

 

+ F ′ bð Þj jq
n 〠

n

i=1
M9 − μ ζ b, að Þk kσM10

!1/q

:

ð37Þ

This completes the proof.

3. Conclusion

In this article, we have introduced the notion of strongly n
-polynomial preinvex function of higher order. We have
derived a new k-fractional analogue of classical Hermite-
Hadamard’s integral inequality utilizing the class of strongly
n-polynomial preinvex functions. We established a new aux-
iliary result pertaining to k-fractional integrals, and utilizing
this new result, we obtained several new variants of
trapezium-like inequalities using the concept of strongly n
-polynomial preinvex functions of higher order. We would
like to emphasize here that we can recapture some other
new results from the main results of this article under some
suitable conditions. For example, if we take σ = 2, then all
the results reduce to the results for strongly n-polynomial
preinvex functions. If ζðb, aÞ = b − a, then we have results
for n-polynomial convex functions of higher order. Similarly
for other suitable choices, other new and known results, we
left the details to interested readers. This shows that the
results obtained in this article are quite a unifying one. We
hope that the ideas and techniques of this article will inspire
interested readers.
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The main intent of this paper is to innovate a new construction of modified Lupaş-Jain operators with weights of some Beta basis
functions whose construction depends on σ such that σð0Þ = 0 and inf

x∈½0,∞Þ
σ′ðxÞ ≥ 1. Primarily, for the sequence of operators, the

convergence is discussed for functions belong to weighted spaces. Further, to prove pointwise convergence Voronovskaya type
theorem is taken into consideration. Finally, quantitative estimates for the local approximation are discussed.

1. Introduction

In 1972, Jain [1] with the help of Poisson distribution intro-
duced a famous linear positive operators as follows:

P α½ �
m f ; xð Þ = 〠

∞

j=0
W α j,mxð Þf j

m

� �
, x ≥ 0, ð1Þ

where m ≥ 1, f defined on ½0,∞Þ, and

W α j,mxð Þ =mx mx + jαð Þj−1 e
− mx+jαð Þ

j!
, 0 ≤ α < 1,

〠
∞

j=0
W α j,mxð Þ = 1:

ð2Þ

If we put α = 0 in (1), then it becomes Szász-Mirakyan-
type.

In 1995, Lupaş [2] introduced a sequence of linear posi-
tive operators; later on in 1999, it was modified by Agratini
[3] as follows:

Lm f ; xð Þ = 2−mx 〠
∞

j=0

mxð Þj
j!2j f

j
m

� �
, x ≥ 0, ð3Þ

and also discussed the Kantorovich and Durrmeyer variant
of operator (1).

In 2018, Tunca et al. [4] modified operator (3) in such a
way that in the construction, authors take the negative sub-
script -1 of the Pochhammer symbol into consideration;
due to this, the calculations become simpler in a remarkable
degree just as

Lαm f ; xð Þ = 2− mx+jαð Þ 〠
∞

j=0

mx mx + 1 + jαð Þj−1
j!2j f

j
m

� �
, x ≥ 0:

ð4Þ

In order to approximate Lebesgue integrable functions,
the most important modifications are Kantorovich and
Durrmeyer integral operators. The Durrmeyer variant of
operator (1) is introduced by Tarabie [5] and Mishra and
Patel [6] with some beta basis functions.

In 2011, Cárdenas-Morales et al. [7] defined the
Bernstein-type operators by Bmð f oσ−1Þoσ and also presents
a better degree of approximation depending on σ. This type
of approximation operators generalizes the Korovkin set
from fe0, e1, e2g to fe0, σ, σ2g. The Durrmeyer variant of
Bmð f oσ−1Þoσ is defined in [8]. In 2014, Aral et al. [9] defined
a similar modification of Szász-Mirakyan-type operators by
using a suitable function σ.
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Motivated by the above mentioned work very recently,
Bodur [10] introduced a new modification of operator (4)
by using a suitable function σ, which satisfies the following
properties:

ðσ1Þσ be a continuously differentiable function on ½0,∞Þ
ðσ2Þσð0Þ = 0 and inf

x∈½0,∞Þ
σ′ðxÞ ≥ 1

The new formulated operators are defined as

Lα
m,σ f ; xð Þ = 2− mσ xð Þ+jαð Þ〠

∞

j=0

mσ xð Þ mσ xð Þ + 1 + jαð Þj−1
2j j!

� f oσ−1
� � j

m

� �
, x ≥ 0,

ð5Þ

for m ≥ 1, x ≥ 0, and suitable functions f defined on ½0,∞Þ.
As we know, in order to approximate Lebesgue integrable

functions, the most important modifications are Kantorovich
and Durrmeyer integral operators. Motivated by the above
mentioned Durrmeyer type generalizations of various opera-
tors and also from [11–23], in this paper, Durrmeyer-type
modification of generalized Lupaş-Jain operators (5) by tak-
ing weights of some beta basis function is defined as follows:

Dα
m,σ f ; xð Þ = 2− mσ xð Þ+jαð Þ〠

∞

j=0

mσ xð Þ mσ xð Þ + 1 + jαð Þj−1
2j j!ð∞

0
bm,j ϑð Þ f oσ−1

� �
ϑð Þdϑ,

ð6Þ

where m ∈ℕ and bm,jðϑÞ is defined as

bm,j ϑð Þ = 1
β m + 1, jð Þ

ϑj−1

1 + ϑð Þm+j+1 , ð7Þ

where βðm + 1, jÞ is the beta basis function and σ is a func-
tion satisfying the conditions ðσ1Þ and ðσ2Þ given above.

The rest of the work is organized as follows: in the second
section, moments and central moments for Dα

m,σ are calcu-
lated. In the third section, we study convergence properties
of Dα

m,σ in the light of weighted space. In the fourth section,
we obtain the order of approximation of new constructed
operators associated with the weighted modulus of continu-
ity. In the fifth section, we shall prove Voronovskaya-type
theorem in quantitative form. These kinds of results are very
useful to describe the rate of point-wise convergence. Finally,
in the last section, we obtain some local approximation
results related to K-functional.

2. Basic Results

In this section, we prove some lemmas for Dα
m,σ which are

required to prove our main results.

Lemma 1. Let Dα
m,σ be given by (6). Then for each x ≥ 0, m

∈ℕ, and 0 ≤ α < 1, we have

(i) Dα
m,σð1 ; xÞ = 1

(ii) Dα
m,σðσ ; xÞ = σðxÞ/1 − α

(iii) Dα
m,σðσ2 ; xÞ = ð1/ðm − 1Þð1 − αÞ2Þðmσ2ðxÞ + ðα2 − 2

α + 3/ð1 − αÞÞσðxÞÞ
(iv) Dα

m,σðσ3 ; xÞ= ð1/ðm −1Þðm −2Þð1− αÞ3Þðm2σ3ðxÞ +
ðð6m + 3mð1 − αÞ2Þ/1 − αÞσ2ðxÞ + ð6ðα + 1Þ + 6ð1 −
αÞ2 + 2ð1 − αÞ4/ð1 − αÞ2ÞσðxÞÞ

(v) Dα
m,σðσ4 ; xÞ = ð1/ðm −1Þðm − 2Þðm − 3Þð1 − αÞ4Þðm3

σ4ðxÞ + ðð12m2 + 6m2ð1 − αÞ2Þ/1 − αÞσ3ðxÞ + ð24m
α + 36m + 36mð1− αÞ2 + 11mð1 − αÞ4/ð1− αÞ2Þσ2ðxÞ
+ ð26α2 + 68α + 24 + ð36α + 36Þð1 − αÞ2 + 22ð1 −
αÞ4 + 6ð1 − αÞ6/ð1 − αÞ3ÞσðxÞÞ

By using beta function and Lemma 2.1 in [4], it can be
proved. So we omit it. Now, from the linearity of the opera-
tors Dα

m,σ, we can state Lemma 2.

Lemma 2. For operators Dα
m,σ, we have the following

properties:

(i) Dα
m,σðσðϑÞ − σðxÞ ; xÞ = ðα/1 − αÞσðxÞ

(ii) Dα
m,σððσðϑÞ − σðxÞÞ2 ; xÞ = ðm/ðm − 1Þð1 − αÞ2 − 1 +

α/1 − αÞσ2ðxÞ + ðα2 − 2α + 3/ðm − 1Þð1 − αÞ3ÞσðxÞ
(iii) Dα

m,σððσðϑÞ − σðxÞÞ4 ; xÞ = ð1/ðm −1Þðm − 2Þðm − 3Þ
ð1 − αÞ4Þðfm3 + 6mðm − 2Þðm − 3Þð1 − αÞ2 − 4m2

ðm − 3Þð1 − αÞ − 4ðm − 1Þðm − 2Þðm − 3Þð1 − αÞ3 +
ðm − 1Þðm − 2Þðm − 3Þð1 − αÞ4gσ4ðxÞ + f6α2 − 12α
+ 18ðm − 2Þðm − 3Þð1 − αÞ − ð24m + 12mð1 − αÞ2Þ
ðm − 3Þ + ð12m2 + 6m2ð1 − αÞ2/ð1 − αÞÞgσ3ðxÞ +
f24mα + 36m + 36mð1 − αÞ2 + 11mð1 − αÞ4/ð1 − αÞ2
− ð24ðα + 1Þ + 24ð1 − αÞ2 + 8ð1 − αÞ4Þðm − 3Þ/1 −
αgσ2ðxÞ + ð26α2 + 68α + 24 + ð36α + 36Þð1 − αÞ2 +
22ð1 − αÞ4 + 6ð1 − αÞ6/ð1 − αÞ3ÞσðxÞÞ

3. Convergence of Dα
m,σ

Here, we prove the convergence of Dα
m,σ by using weight

function. Let λðxÞ be a function satisfying the conditions
ðσ1Þ and ðσ2Þ given above. Also, let λðxÞ = 1 + σ2ðxÞ be
a weight function and the weighted space is defined as
follows:

Bλ 0,∞½ Þ = f : 0,∞½ Þ⟶ℝ ∣ f xð Þj j ≤Mf λ xð Þ, x ≥ 0
� �

,
ð8Þ

where Mf is a constant which depends only on f , with
the norm

fk kλ = sup
x∈ 0,∞½ Þ

f xð Þj j
λ xð Þ : ð9Þ
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Also, we mention some subspaces of Bλ½0,∞Þ as

Cλ 0,∞½ Þ = f ∈Bλ 0,∞½ Þ: f is continuous on 0,∞½ Þf g,

C∗
λ 0,∞½ Þ = f ∈Cλ 0,∞½ Þ: lim

x→∞

f xð Þ
λ xð Þ =Mf = constant

� 	
,

Uλ 0,∞½ Þ = f ∈Cλ 0,∞½ Þ: f xð Þ
λ xð Þ is uniformly continuous on 0,∞½ Þ

� 	
:

ð10Þ

It is obvious that C∗
λ½0,∞Þ ⊂Uλ½0,∞Þ ⊂Cλ½0,∞Þ ⊂

Bλ½0,∞Þ:
We have the following results for the weighted Korovkin-

type theorems due to Gadjiev [24]

Lemma 3. [24].
The positive linear operators T m,m ≥ 1 act from Cλ

½0,∞Þ to Bλ½0,∞Þ if and only if the inequality

T m λ ; xð Þj j ≤Mmλ xð Þ, x ≥ 0 ð11Þ

holds, where Mm > 0 is a constant depending on m.

Theorem 4 (see [24]). Let the sequence of positive linear oper-
atorsT m,m ≥ 1 acting from Cλ½0,∞Þ toBλ½0,∞Þ and satis-
fying

lim
m→∞

T mσ
r − σrk kλ = 0, r = 0, 1, 2: ð12Þ

Then, for each f ∈ C∗
λ½0,∞Þ, we have

lim
m→∞

T m fð Þ − fk kλ = 0: ð13Þ

Remark 5. Examining Lemma 1 based on the famous Korov-
kin theorem [25], it is clear that ðDα

m,σÞm≥1 does not form an
approximation process. Now, in order to obtain convergence
properties, we replace the constant α by αm ∈ ½0, 1Þ such that
limm→∞αm = 0:

Theorem 6. Let 0 ≤ αm < 1 such that limm→∞αm = 0, and also,
let Dα

m,σ be the sequence of positive linear operators. Then, for
each function f ∈ C∗

λ½0,∞Þ, we have

lim
m→∞

Dαm
m,σ fð Þ − f



 


λ
= 0: ð14Þ

Proof. From Lemma 1, we obtain

Dαm
m,σ 1 ; xð Þ − 1



 


λ
= 0,

Dαm
m,σ σ ; xð Þ − σ



 


λ
≤

αm
1 − αm

,

Dα
m,σ σ2
� �

− σ2

 


λ
≤
m − m − 1ð Þ 1 − αmð Þ2

m − 1ð Þ 1 − αmð Þ2 + α2 − 2αm + 3
m − 1ð Þ 1 − αmð Þ3 :

ð15Þ

Hence, by Theorem 4, we deduce

lim
m→∞

Dα
m,σ fð Þ − f



 


λ
= 0: ð16Þ

4. Rate of Convergence

In this part, we would like to determine the rate of conver-
gence for Dα

m,σ by weighted modulus of continuity ωσð f ; δÞ
which was introduced by Holhos [26] in 2008, as follows:

ωσ ;δð Þ = sup
x,ϑ∈ 0,∞½ Þ, σ ϑð Þ−σ xð Þj j≤δ

f ϑð Þ − f xð Þj j
λ ϑð Þ + λ xð Þ , δ > 0, ð17Þ

where f ∈Cλ½0,∞Þ, with the following properties:

(i) ωσð f ; 0Þ = 0
(ii) ωσð f ; λÞ ≥ 0, λ ≥ 0, for f ∈Cλ½0,∞Þ
(iii) limλ→0ωσð f ; λÞ = 0, for each f ∈Uλ½0,∞Þ

Theorem 7 (see [26]). Let T m : Cλ½0,∞Þ→Bλ½0,∞Þ be a
sequence of positive linear operators with

T m σ0� �
− σ0



 


λ0
= am,

T m σð Þ − σk kλ1/2 = bm,
T m σ2
� �

− σ2

 


λ
= cm,

T m σ3
� �

− σ3


 



λ3/2
= dm,

ð18Þ

where the sequences am, bm, cm, and dm converge to zero as
m⟶∞. Then

T m fð Þ − fk kλ3/2 ≤ 7 + 4am + 2cmð Þωσ f ; λmð Þ + fk kλam,
ð19Þ

for all f ∈Cλ½0,∞Þ, where

λm = 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
am + 2bm + cmð Þ 1 + amð Þ

p
+ am + 3bm + 3cm + dm:

ð20Þ

Theorem 8. Let 0 ≤ α < 1 such that limm→∞αm = 0, and also,
let Dα

m,σ be the sequence of positive linear operators. Then for
all f ∈ Cλ½0,∞Þ, we have

Dαm
m,σ fð Þ − f



 


λ3/2

≤ 7 + 2m − 2 m − 1ð Þ 1 − αmð Þ2
m − 1ð Þ 1 − αmð Þ2

 

+ 2α2m − 4αm + 6

m − 1ð Þ 1 − αmð Þ3
!
ωσ f ; δmð Þ,

ð21Þ
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where

δm = 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2αm
1 − αm

+ m − m − 1ð Þ 1 − αmð Þ2
m − 2ð Þ 1 − αmð Þ2 + α2m − 2αm + 3

m − 1ð Þ 1 − αmð Þ3
s

+ 3αm
1 − αm

+ 3m − 3 m − 1ð Þ 1 − αmð Þ2
m − 1ð Þ 1 − αmð Þ2 + 3α2m − 6αm + 6

m − 1ð Þ 1 − αmð Þ3

+ m2 − m − 1ð Þ m − 2ð Þ 1 − αmð Þ3
m − 1ð Þ m − 2ð Þ 1 − αmð Þ3 + 6m2 − 3m 1 − αmð Þ2

m − 1ð Þ m − 2ð Þ 1 − αmð Þ4

+ 2 1 − αmð Þ4 + 6 1 − αmð Þ2 + 6 αm + 1ð Þ
m − 1ð Þ m − 2ð Þ 1 − αmð Þ5 :

ð22Þ

Proof. We should calculate the sequences ðamÞ, ðbmÞ, ðcmÞ,
and ðdmÞ, in order to apply Theorem 7. In light of Lemma
1, clearly, we have

am = Dαm
m,σ σ0
� �

− σ0


 



λ0
= 0,

bm = Dαm
m,σ σð Þ − σ



 


λ1/2

≤
αm

1 − αm
,

cm = Dαm
m,σ σ2� �

− σ2

 


λ
≤
m − m − 1ð Þ 1 − αmð Þ2

m − 1ð Þ 1 − αmð Þ2 + α2m − 2αm + 3
m − 1ð Þ 1 − αmð Þ3 :

ð23Þ

Finally,

dm = Dαm
m,σ σ3
� �

− σ3


 



λ3/2
≤
m2 − m − 1ð Þ m − 2ð Þ 1 − αmð Þ3

m − 1ð Þ m − 2ð Þ 1 − αmð Þ3

+ 6m − 3m 1 − αmð Þ2
m − 1ð Þ m − 2ð Þ 1 − αmð Þ4

+ 2 1 − αmð Þ4 + 6 1 − αmð Þ2 + 6 αm + 1ð Þ
m − 1ð Þ m − 2ð Þ 1 − αmð Þ5 :

ð24Þ

Thus, Theorem 7 is satisfied. Hence, we have the desired
result.

Remark 9. For lim
λ→0

ωσð f ; λÞ = 0 in Theorem 8, we obtain

lim
m→∞

Dαm
m,σ fð Þ − f



 


λ3/2

= 0, for f ∈Uλ 0,∞½ Þ: ð25Þ

5. Pointwise Convergence of Dα
m,σ

In this section, we shall analyze pointwise convergence of
Dα

m,σ by obtaining the Voronovskaya theorem in a quantita-
tive form by using the same technique in [7].

Theorem 10. Let 0 ≤ α < 1 such that limm→∞αm = 0, and also,
let f ∈Cλ½0,∞Þ, x ∈ ½0,∞Þ and suppose that ð f oσ−1Þ′ and
ð f oσ−1Þ′′ exist at σðxÞ. If ð f oσ−1Þ′′ is bounded on ½0,∞Þ,
then, we have

lim
m→∞

m Dα
m,σ f ; xð Þ − f xð Þ� 

= 3σ xð Þ f oσ−1� �″σ xð Þ
2

: ð26Þ

Proof. By using Taylor expansion of ð f oσ−1Þ at σðxÞ ∈ ½0,∞Þ,
we have

f ϑð Þ = f oσ−1� �
σ ϑð Þð Þ

= f oσ−1
� �

σ xð Þð Þ + f oσ−1
� �′ σ xð Þ σ ϑð Þ − σ xð Þð Þð Þ

+ f oσ−1� �′′ σ xð Þð Þ σ ϑð Þ − σ xð Þð Þ2
2

+ λx ϑð Þ σ ϑð Þ − σ xð Þð Þ2,
ð27Þ

where

λx ϑð Þ = f oσ−1
� �′′ σ ϑð Þð Þ − f oσ−1� �′′ σ xð Þð Þ

2 : ð28Þ

Therefore, (28) together with the assumption on f
ensures that

λx ϑð Þj j ≤K , for all ϑ ∈ 0,∞½ Þ ð29Þ

and is convergent to zero as ϑ→ x. Now applying the opera-
tors (6) to the equality (27), we obtain

Dα
m,σ f ; xð Þ − f xð Þ� 

= f oσ−1
� �′ σ xð Þð ÞDα

m,σ σ ϑð Þ − σ xð Þð Þ ; xð Þ

+ f oσ−1
� �′′ σ xð Þð ÞDα

m,σ σ ϑð Þ − σ xð Þð Þ2 ; x� �
2

+Dα
m,σ λx ϑð Þ σ ϑð Þ − σ xð Þð Þ2 ; x� �� �

:

ð30Þ

From Lemma 2, we get

lim
m→∞

mDα
m,σ σ ϑð Þ − σ xð Þð Þ ; xð Þ = 0, ð31Þ

lim
m→∞

mDα
m,σ σ ϑð Þ − σ xð Þð Þ2 ; x� �

≤ 3σ xð Þ: ð32Þ

By estimating the equality (30), we will get the proof.
Since from (28), for every ε > 0, lim

ϑ→x
λxðϑÞ = 0. Let δ > 0

such that jλxðϑÞj < ε for every ϑ ≥ 0. By Cauchy-Schwartz
inequality, we get

lim
m→∞

mDα
m,σ λx ϑð Þj j σ ϑð Þ − σ xð Þð Þ2 ; x� �

≤ ε lim
m→∞

mDα
m,σ σ ϑð Þ − σ xð Þð Þ2 ; x� �

+ K

δ2
lim
m→∞

Dα
m,σ σ ϑð Þ − σ xð Þð Þ4 ; x� �

: ð33Þ

Since

lim
m→∞

mDα
m,σ σ ϑð Þ − σ xð Þð Þ4 ; x� �

= 0, ð34Þ
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we obtain

lim
m→∞

mDα
m,σ ∣λx ϑð Þ ∣ σ ϑð Þ − σ xð Þð Þ2 ; x� �

= 0: ð35Þ

Thus, by taking into account equations (31), (32), and
(35) to equation (30), the proof is completed.

Remark 11. If we choose αn = 1/ððm + 1ÞaÞ with a > 1, then,
one can easily see that limm→∞αm = 0 and mlimm→∞αm = 0:

6. Local Approximation

In this section, for the operators Dα
m,σ, we shall present local

approximation theorems. Let CB½0,∞Þ denote the space of
real-valued continuous and bounded functions f defined on
the interval ½0,∞Þ. The norm ∥·∥ on the space CB½0,∞Þ is
defined by

fk k = sup
0≤x<∞

f xð Þj j: ð36Þ

K-functional is defined as

K2 f , δð Þ = inf
s∈W2

f − sk k + δ f ′′



 


n o

, ð37Þ

where δ > 0 and W2 = fs ∈CB½0,∞Þ: s′, s′′ ∈CB½0,∞Þg. By
Devore and Lorentz ([27], p. 177, Theorem 6.4), there exists
an absolute constant C > 0 such that

K f , δð Þ ≤Cω2 f ,
ffiffiffi
δ

p� �
: ð38Þ

The second order modulus of smoothness is as follows:

ω2 f ,
ffiffiffi
δ

p� �
= sup

0<h≤
ffiffi
δ

p sup
x∈ 0,∞½ Þ

f x + 2hð Þ − 2f x + hð Þ + f xð Þj j,

ð39Þ

where f ∈ CB½0,∞Þ. The usual modulus of continuity of f ∈
CB½0,∞Þ is defined by

ω f , δð Þ = sup
0<h≤δ

sup
x∈ 0,∞½ Þ

f x + hð Þ − f xð Þj j: ð40Þ

Theorem 12. Let 0 ≤ α < 1 such that limm→∞αm = 0 and for
all f ∈CB½0,∞Þ: Also, let σ be a function satisfying the condi-
tions ðσ1Þ and ðσ2Þ, and kσ′′k is finite. Then, there exists an
absolute constant C > 0 such that

Dα
m,σ f ; xð Þ − f xð Þ�� �� ≤CK f , δm xð Þð Þ, ð41Þ

where

δm xð Þ = m

m − 1ð Þ 1 − αð Þ2 −
1 + α

1 − α

 !
σ2 xð Þ + α2 − 2α + 3

m − 1ð Þ 1 − αð Þ3 σ xð Þ:

ð42Þ

Proof. Let s ∈W2 and x, ϑ ∈ ½0,∞Þ: By Taylor’s formula, we
have

s ϑð Þ = s xð Þ + soσ−1� �′ σ xð Þð Þ σ ϑð Þ − σ xð Þð Þ

+
ðσ ϑð Þ

σ xð Þ
σ ϑð Þ − vð Þ soσ−1� �′′ vð Þdv: ð43Þ

By using the equality,

soσ−1
� �′′ σ xð Þð Þ = s′′ xð Þ

σ′ xð Þ
� �2 − s′′ xð Þ σ′′ xð Þ

σ′ xð Þ
� �3 : ð44Þ

Now, putting v = σðxÞ in the last term in equality (43), we
get

ðσ ϑð Þ

σ xð Þ
σ ϑð Þ − vð Þ soσ−1� �′′ vð Þdv

=
ðϑ
x
σ ϑð Þ − σ xð Þð Þ s′′ xð Þσ′ xð Þ − s′ xð Þσ′′ vð Þ

σ′ xð Þ
� �2

2
64

3
75dx

=
ðσ ϑð Þ

σ xð Þ
σ ϑð Þ − vð Þ s′′ σ−1 vð Þ� �

σ′ σ−1 vð Þð Þ
� �2 dv

−
ðσ ϑð Þ

σ xð Þ
σ ϑð Þ − vð Þ s

′ σ−1 vð Þ� �
σ′′ σ−1 vð Þ� �

σ′ σ−1 vð Þð Þ
� �3 dv:

ð45Þ

By applying operator (6) to the both sides of equality (43)
and from Lemma 1, we deduce

Dα
m,σ s ; xð Þ = s xð Þ

+Dα
m,σ

ðσ ϑð Þ

σ xð Þ
σ ϑð Þ − vð Þ s′′ σ−1 vð Þ� �

σ′ σ−1 vð Þð Þ
� �2 dv ; x

0
B@

1
CA

−Dα
m,σ

ðσ ϑð Þ

σ xð Þ
σ ϑð Þ − vð Þ s

′ σ−1 vð Þ� �
σ′′ σ−1 vð Þ� �

σ′ σ−1 vð Þð Þ
� �3 dv ; x

0
B@

1
CA:

ð46Þ

As we know, σ is strictly increasing on ½0,∞Þ, and with
condition (σ2), we get

Dα
m,σ s ; xð Þ − s xð Þ�� �� ≤Mσ

m,2 xð Þ s′′



 


 + s′



 

 σ′′



 


� �

, ð47Þ

where

Mσ
m,2 xð Þ =Dα

m,σ σ ϑð Þ − σ xð Þð Þ2 ; x� �
: ð48Þ
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Also,

∣Dα
m,σ∣ ≤ fk k: ð49Þ

Hence, we have

Dα
m,σ f ; xð Þ − f xð Þ�� ��
≤ Dα

m,σ f − s ; xð Þ�� �� + Dα
m,σ s ; xð Þ − s xð Þ�� �� + s xð Þ − f xð Þj j

≤ 2∥f − s∥+ m

m − 1ð Þ 1 − αð Þ2 −
1 + α

1 − α

 !
σ2 xð Þ

(

+ α2 − 2α + 3
m − 1ð Þ 1 − αð Þ3 σ xð Þ

)
s′′



 


 + s′



 

 σ′′



 


� �

,

ð50Þ

if C =max f2, kσ′′kg; then

Dα
m,σ f ; xð Þ − f xð Þ�� ��
≤C 2∥f − s∥+ m

m − 1ð Þ 1 − αð Þ2 −
1 + α

1 − α

 !
σ2 xð Þ

( 

+ α2 − 2α + 3
m − 1ð Þ 1 − αð Þ3 σ xð Þ

)
∥s′′∥W2

!
:

ð51Þ

Taking infimum over all s ∈W2, we obtain

Dα
m,σ f ; xð Þ − f xð Þ�� �� ≤CK f , δm xð Þð Þ: ð52Þ

Theorem 12 is proved.
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In the present paper, the generalized ðp, qÞ-gamma-type operators based on ðp, qÞ-calculus are introduced. The moments and
central moments are obtained, and some local approximation properties of these operators are investigated by means of
modulus of continuity and Peetre K-functional. Also, the rate of convergence, weighted approximation, and pointwise estimates
of these operators are studied. Finally, a Voronovskaja-type theorem is presented.

1. Introduction

In [1], Mazhar introduced gamma operators preserving lin-
ear functions as follows:

�Gn f ; xð Þ =
ð∞
0
gn x ; uð Þdu

ð∞
0
gn−1 u ; tð Þf tð Þdt

= 2nð Þ!xn−1
n! n − 1ð Þ!

ð∞
0

tn−1

x + tð Þ2n+1 f tð Þdt,
ð1Þ

where gnðx ; uÞ = ðxn+1/n!Þe−xuun, n > 1, x > 0. In [2], Karsli
considered new gamma operators preserving x2 as follows:

~Gn f ; xð Þ =
ð∞
0
gn+2 x ; uð Þdu

ð∞
0
gn u ; tð Þf tð Þdt

= 2n + 3ð Þ!xn+3
n! n + 2ð Þ!

ð∞
0

tn

x + tð Þ2n+4 f tð Þdt,
ð2Þ

where x > 0. In [3], Mao defined generalized gamma opera-
tors as follows:

Gn,k f ; xð Þ =
ð∞
0
gn x ; uð Þdu

ð∞
0
gn−k u ; tð Þf tð Þdt

= 2n − k + 1ð Þ!xn+1
n! n − kð Þ!

ð∞
0

tn−k

x + tð Þ2n−k+2
f tð Þdt,

ð3Þ

where x > 0, n ≥ k. Obviously, Gn,1ð f ; xÞ = �Gnð f ; xÞ and
Gn,2ð f ; xÞ = ~Gn−2ð f ; xÞ. In [4, 5], some approximation prop-
erties of operators ((1)–(3)) were discussed.

In Bernstein polynomials, some of their modifications
and corresponding operators have been studied in many
papers (see [6–10]). The q-analogue of well-known positive
probability operators were widely studied and discussed
(see books [11–13]) since Bernstein polynomials were pro-
posed by Lupas [14] and Phillips [15]. In [16], the q-ana-
logue of the operators (1) was defined and discussed. In
[17], Cai and Zeng constructed and studied a q-analogue of
the operators (2). Meantime, modifications and generaliza-
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tions of the operators (2) were introduced and researched in
[18–20]. In [21], Karsli constructed a q-analogue of the
operators (3) and extended the works of [16, 17, 20].
Recently, many operators are constructed with two-
parameter ðp, qÞ-integers based on postquantum calculus
(ðp, qÞ-calculus) which have been used widely in many areas
of sciences such as Lie group, different equations, hypergeo-
metric series, and physical sciences. First, we recall some use-
ful concepts and notations from ðp, qÞ-calculus, which can be
found in [11–13]. The ðp, qÞ-integers ½m�p,q are defined by

m½ �p,q = pm−1 + pm−2q + pm−3q2+⋯+pqm−2 + qm−1

=

pm − qm

p − q
, p ≠ q ≠ 1,

mpm−1, p = q ≠ 1,

m½ �q, p = 1,

m, p = q = 1:

8>>>>>>>><
>>>>>>>>:

ð4Þ

By some simple calculation, for any i, j ∈ℕ, we have the
following relation:

qi j − i½ �p,q = j½ �p,q − pj−i i½ �p,q: ð5Þ

The ðp, qÞ-factorial is defined by

m½ �p,q! =
1½ �p,q 2½ �p,q ⋯ m½ �p,q, m ≥ 1,
1, m = 0:

(
ð6Þ

The ðp, qÞ-power basis is defined by

x ⊕ tð Þmp,q = x + tð Þ px + qtð Þ p2x + q2t
� �

⋯ pm−1x + qm−1t
� �

,

x!tð Þmp,q = x − tð Þ px − qtð Þ p2x − q2t
� �

⋯ pm−1x − qm−1t
� �

:

ð7Þ

Let f be an arbitrary function. The improper ðp, qÞ-inte-
gral of f on ½0,∞Þ is defined as (see [22])

ð∞
0
f xð Þdp,qx = p − qð Þ 〠

∞

m=−∞

qm

pm+1 f
qm

pm+1

� �
, 0 < q

p
< 1: ð8Þ

Let m be a nonnegative integer. The ðp, qÞ-gamma func-
tion is defined as

Γp,q m + 1ð Þ =
p!qð Þmp,q
p − qð Þm = m½ �p,q!, 0 < q < p ≤ 1: ð9Þ

Aral and Gupta [23] proposed a ðp, qÞ-beta function of
the second kind for i, j ∈ℕ+ ≔ f1, 2,⋯g, as

Bp,q i, jð Þ =
ð∞
0

xi−1

1 ⊕ pxð Þi+jp,q
dp,qx, ð10Þ

and gave the relation of the ðp, qÞ-analogues of beta and
gamma functions:

Bp,q i, jð Þ = qΓp,q ið ÞΓp,q jð Þ
pi+1qi−1ð Þi/2Γp,q i + jð Þ

: ð11Þ

As a special case, if p = q = 1, Bði, jÞ = ΓðiÞΓðjÞ/Γði + jÞ. It
is obvious that the order is important for the ðp, qÞ-setting,
which is the reason why the ðp, qÞ-variant of beta function
does not satisfy commutativity property, i.e., Bp,qði, jÞ ≠ Bp,q
ðj, iÞ.

Since Mursaleen et al. firstly introduced ðp, qÞ-calculus in
approximation theory and constructed the ðp, qÞ-analogue of
Bernstein operators [24] and ðp, qÞ-Bernstein-Stancu opera-
tors [25], generalizations of many well-known approxima-
tion operators based on ðp, qÞ-calculus were widely
introduced and discussed by several authors (see ðp, qÞ
-Szász-Mirakjan operators [26], ðp, qÞ-Baskakov-Durr-
meyer-Stancu operators [27], ðp, qÞ-Bernstein-Stancu-
Schurer-Kantorovich operators [28], ðp, qÞ-Baskakov-beta
operators [29], ðp, qÞ-Lorentz polynomials [30], ðp, qÞ
-Szász-Mirakjan Kantorovich operators [31], ðp, qÞ-Blei-
mann-Butzer-Hahn operators [32], ðp, qÞ-Bernstein opera-
tors [33, 34], and so on). In [35], Cheng and Zhang
constructed a ðp, qÞ-analogue of the operators (1) using the
ðp, qÞ-beta function of the second kind and studied their
approximation properties. Later, Cheng et al. defined the
ðp, qÞ-analogue of the operators (2) and researched their
approximation properties in [36]. All these achievements
motivate us to construct the ðp, qÞ-analogue of the gamma
operator (3) and generalize the works of [35, 36]. Now, we
construct generalized ðp, qÞ-gamma-type operators as
follows:

Definition 1. Let k ∈ℕ+, n = k, k + 1,⋯, x ∈ ð0,∞Þ, and 0 <
q < p ≤ 1 . For f ∈ Cð0,∞Þ, then the ðp, qÞ-analogue of the
gamma operator (3) can be defined by

Gp,q
n,k f ; xð Þ = xn+1pn

2− k−1ð Þn/2ð Þ+ k−1ð Þ/2ð Þqn
2+ 3−kð Þn/2ð Þ− k−1ð Þ/2ð Þ

Bp,q n − k + 1, n + 1ð Þ

�
ð∞
0

tn−k

pqð Þn+ 1−kð Þ/2ð Þx ⊕ t
� �2n−k+2

p,q

f tð Þdp,qt:

ð12Þ

In the case p = q = 1, k = 1, we obtain the operators (1); in
the case p = q = 1, k = 2, we obtain the operators (2); in the
case p = q = 1, we obtain the operators (3); in the case p = 1,
k = 1, we obtain the operators [16]; in the case p = 1, k = 2,
we obtain the operators [17]; in the case p = 1, we obtain
the operators [21]; in the case k = 1, we obtain the operators
[35]; and in the case k = 2, we obtain the operators [36].

The paper is organized as follows: In Section 1, we intro-
duce the history of gamma-type operators and recall some
basic notations about ðp, qÞ-calculus; then, we construct the
generalized ðp, qÞ-gamma operators with the ðp, qÞ-beta
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function. In Section 2, we obtain the auxiliary lemmas and
corollaries about the moment computation formulas. And
the second- and fourth-order central moment computation
formula and limit equalities are also obtained. In Section 3,
we discuss the local approximation about the operators by
means of modulus of continuity and Peetre K-functional.
In Sections 4 and 5, the rate of convergence and weighted
approximation for these operators are researched. In Section
6, two pointwise estimates are given by using the Lipschitz-
type maximal function. In Section 7, the Voronovskaja-type
asymptotic formula is presented.

2. Moment Estimates

In order to obtain the approximation properties of the oper-
ators Gp,q

n,kð f ; xÞ, we need the following lemmas and
corollaries.

Lemma 2. For x ∈ ð0,∞Þ, 0 < q < p ≤ 1, k ∈ℕ+, n = k, k + 1,
⋯, and m = 0, 1, 2,⋯, n, we have

Gp,q
n,k tm, xð Þ = pqð Þm k−mð Þ

2
n − k +m½ �p,q! n −m½ �p,q!

n − k½ �p,q! n½ �p,q!
xm: ð13Þ

Proof. Set C = n2 − ððk − 1Þn/2Þ + ðk − 1Þ/2, D = n2 + ðð3 − kÞ
n/2Þ − ððk − 1Þ/2Þ, and A = B = n + ðð1 − kÞ/2Þ, we have

Gp,q
n,k tm ; xð Þ = xn+1pCqD

Bp,q n − k + 1, n + 1ð Þ

�
ð∞
0

tn−k

pAqBx ⊕ tð Þ2n−k+2p,q
tmdp,qt

= xn+1pCqD

Bp,q n − k + 1, n + 1ð Þ
1

pAqBxð Þ2n−k+2

�
ð∞
0

tn−k+m

1 ⊕ pt/p1+AqBxð Þð Þ2n−k+2p,q
dp,qt

= xmpCqD p1+AqB
� �n−k+m+1

Bp,q n − k + 1, n + 1ð Þ pAqBð Þ2n−k+2

�
ð∞
0

t/p1+AqBx
� �n−k+m

1 ⊕ pt/p1+AqBxð Þð Þ2n−k+2p,q
dp,q

t
p1+AqBx

� �

= xmpCqD p1+AqB
� �n−k+m+1

pAqBð Þ2n−k+2
Bp,q n − k +m + 1, n −m + 1ð Þ

Bp,q n − k + 1, n + 1ð Þ

= xmpCqD p1+AqB
� �n−k+m+1

pAqBð Þ2n−k+2
pn−k+2qn−k
� �n−k+1/2

pn−k+m+2qn−k+m
� �n−k+m+1/2

� n − k +m½ �p,q! n −m½ �p,q!
n − k½ �p,q! n½ �p,q!

= pqð Þm k−mð Þ/2 n − k +m½ �p,q! n −m½ �p,q!
n − k½ �p,q! n½ �p,q!

xm:

ð14Þ

Then, the following corollary can be obtained
immediately.

Corollary 3. For x ∈ ð0,∞Þ, 0 < q < p ≤ 1, and n ≥max fk,
4g, k ∈ℕ, the following equalities hold:

Gp,q
n,k 1 ; xð Þ = 1,Gp,q

n,k t ; xð Þ = pqð Þ k−1ð Þ/2 n − k + 1½ �p,q
n½ �p,q

x,

Gp,q
n,k t2 ; x
� �

= pqð Þk−2
n − k + 1½ �p,q n − k + 2½ �p,q

n½ �p,q n − 1½ �p,q
x2,

Gp,q
n,k t3 ; x
� �

= pqð Þ3 k−3ð Þ/2 n − k + 1½ �p,q n − k + 2½ �p,q n − k + 3½ �p,q
n½ �p,q n − 1½ �p,q n − 2½ �p,q

x3,

Gp,q
n,k t4 ; x
� �

= pqð Þ2 k−4ð Þ n − k + 1½ �p,q n − k + 2½ �p,q n − k + 3½ �p,q n − k + 4½ �p,q
n½ �p,q n − 1½ �p,q n − 2½ �p,q n − 3½ �p,q

x4:

ð15Þ

Corollary 4. For x ∈ ð0,∞Þ, 0 < q < p ≤ 1, and n ≥max fk
, 4g, using Corollary 3, we can easily obtain the following
explicit formulas for the first and second central moments:

Ap,q
n,k xð Þ≔Gp,q

n,k t − x ; xð Þ = pqð Þ k−1ð Þ/2 n − k + 1½ �p,q
n½ �p,q

− 1

 !
x,

Bp,q
n,k xð Þ≔Gp,q

n,k t − xð Þ2 ; x� �
= pqð Þk−2

n − k + 1½ �p,q n − k + 2½ �p,q
n½ �p,q n − 1½ �p,q

 

− 2 pqð Þ k−1ð Þ/2 n − k + 1½ �p,q
n½ �p,q

+ 1

!
x2:

ð16Þ

Corollary 5. The sequences ðpnÞ, ðqnÞ satisfy 0 < qn < pn
≤ 1 such that pn ⟶ 1, qn ⟶ 1 and pnn ⟶ α ∈ ½0, 1�, qnn
⟶ β ∈ ½0, 1�, ½n�pn ,qn ⟶∞ as n⟶∞; then, for any x
∈ ð0,∞Þ, we have

lim
n→∞

n½ �pn ,qnA
pn ,qn
n,k xð Þ = −

k − 1
2

α + βð Þx, ð17Þ

lim
n→∞

n½ �pn ,qnB
pn ,qn
n,k xð Þ = α + βð Þx2, ð18Þ

lim
n→∞

n½ �pn ,qnG
pn ,qn
n,k t − xð Þ4 ; xÞ� �

= 0: ð19Þ

Proof. Using (5), we have ½n − k + 1�pn ,qn = q1−kn ½n�pn ,qn − pnn
ðpnqnÞ1−k½k − 1�pn ,qn . Hence,

lim
n→∞

n½ �pn ,qnA
pn ,qn
n,k xð Þ

= lim
n→∞

n½ �pn ,qn pnqnð Þ k−1ð Þ/2 n − k + 1½ �pn ,qn
n½ �pn ,qn

− 1
 !

� x = lim
n→∞

n½ �pn ,qn
pn
qn

� � k−1ð Þ/2
− 1 −

pnn pnqnð Þ 1−kð Þ/2 k − 1½ �pn ,qn
n½ �pn ,qn

 !

� x = lim
n→∞

n½ �pn ,qn p k−1ð Þ/2
n − q k−1ð Þ/2

n

� �
x − k − 1ð Þαx

= lim
n→∞

pnn − qnn
pn − qn

pk−1n − qk−1n

p k−1ð Þ/2
n x + q k−1ð Þ/2

n

− k − 1ð Þ

� αx = 1
2 lim
n→∞

pnn − qnnð Þ k − 1½ �pn ,qn − k − 1ð Þαx = −
k − 1
2 α + βð Þx:

ð20Þ
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Using ½n − k + 1�pn ,qn /½n�pn ,qn = q1−kn − ðpnnðpnqnÞ1−k
½k − 1�pn ,qn /½n�pn ,qnÞ and ½n − k + 2�pn ,qn /½n − 1�pn ,qn = q3−kn − ð
pn−1n ðpnqnÞ3−k½k − 3�pn ,qn /½n − 1�pn ,qnÞ, we have

lim
n→∞

n½ �pn ,qnG
pn ,qn
n,k t t − xð Þ ; xð Þ

= lim
n→∞

n½ �pn ,qn pnqnð Þk−2 q1−kn −
pnn pnqnð Þ1−k k − 1½ �pn ,qn

n½ �pn ,qn

 ! 

� q3−kn −
pn−1n pnqnð Þ3−k k − 3½ �pn ,qn

n − 1½ �pn ,qn

 !

−
pn
qn

� � k−1ð Þ/2
−
pnn pnqnð Þ 1−kð Þ/2 k − 1½ �pn ,qn

n½ �pn ,qn

 !!

� x2 = lim
n→∞

n½ �pn ,qn
pn
qn

� �k−2
−

pn
qn

� � k−1ð Þ/2 !

� x2 − k − 3ð Þαx2 = lim
n→∞

n½ �pn ,qn p k−3ð Þ/2
n − q k−3ð Þ/2

n

� �
− k − 3ð Þαx2 = lim

n→∞

k − 3
2

� 	
pn ,qn

pnn − qnnð Þx2 − k − 3ð Þαx2

= −
k − 3
2 α + βð Þx2:

ð21Þ

Thus,

lim
n→∞

n½ �pn ,qnB
pn ,qn
n,k xð Þ = lim

n→∞
n½ �pn ,qnG

pn ,qn
n,k t − xð Þt ; xð Þ

− x lim
n→∞

n½ �pn ,qnG
pn ,qn
n,k t − xð Þ ; xð Þ = α + βð Þx2:

ð22Þ

Now, we prove the limit equality (19) while k ≥ 4, k = 1, 2, 3
is similar. Set rn = pn/qn and i ≤ k, by (5); we can obtain

pnqnð Þ k−ið Þ/2 n − k + i½ �pn ,qn
n½ �pn ,qn

= r k−ið Þ/2
n

qk−in n − k − ið Þ½ �pn ,qn
n½ �pn ,qn

= r k−ið Þ/2
n

n½ �pn ,qn − pn− k−ið Þ
n k − i½ �pn ,qn
n½ �pn ,qn

= r k−ið Þ/2
n 1 −

pn− k−ið Þ
n k − i½ �pn ,qn

n½ �pn ,qn

0
@

1
A

= r k−ið Þ/2
n − pnqnð Þ− k−ið Þ/2ð Þpnn

k − i½ �pn ,qn
n½ �pn ,qn

:

ð23Þ

Hence, we can rewrite

Gpn ,qn
n,k t ; xð Þ = r k−ið Þ/2

n − pnqnð Þ− k−ið Þ/2ð Þpnn
k − 1½ �pn ,qn
n½ �pn ,qn

 !

� x = r k−ið Þ/2
n −

k − 1ð Þα
n½ �pn ,qn

+ o
1

n½ �pn ,qn

 ! !
x,

Gpn ,qn
n,k t2 ; x
� �

=
Y1
l=0

r k−2ð Þ/2
n − pnqnð Þ− k−2ð Þ/2ð Þpn−ln

k − 2½ �pn ,qn
n − l½ �pn ,qn

 ! !

� x2 = rk−2n −
2 k − 2ð Þα
n½ �pn ,qn

+ o
1

n½ �pn ,qn

 ! !
x2,

Gpn ,qn
n,k t3 ; x
� �

=
Y2
l=0

r k−3ð Þ/2
n − pnqnð Þ− k−3ð Þ/2ð Þpn−ln

k − 3½ �pn ,qn
n − l½ �pn ,qn

 ! !

� x3 = r3 k−3ð Þ/2
n −

3 k − 3ð Þα
n½ �pn ,qn

+ o
1

n½ �pn ,qn

 ! !
x3,

Gpn ,qn
n,k t4 ; x
� �

=
Y3
l=0

r k−4ð Þ/2
n − pnqnð Þ− k−4ð Þ/2ð Þpn−ln

k − 4½ �pn ,qn
n − l½ �pn ,qn

 ! !

� x4 = r2 k−4ð Þ
n −

4 k − 4ð Þα
n½ �pn ,qn

+ o
1

n½ �pn ,qn

 ! !
x4:

ð24Þ

Further, we can easily get

Gpn ,qn
n,k t − xð Þ4 ; x� �

= r2 k−4ð Þ
n − 4r3 k−3ð Þ/2

n + 6rk−2n

�

− 4r k−1ð Þ/2
n + 1 + o

1
n½ �pn ,qn

 !!
x4:

ð25Þ

For any l ∈ℕ+, ½n�pn ,qnðrln − 1Þ ~ ½n�pn ,qnðpln − qlnÞ ~ ðα − β

Þl. We can obtain

lim
n→∞

n½ �pn ,qnG
pn ,qn
n,k t − xð Þ4 ; xÞ� �

= lim
n→∞

n½ �pn ,qn r2 k−4ð Þ
n − 4r3 k−3ð Þ/2

n + 6rk−2n

�

− 4r k−1ð Þ/2
n + 1 + o

1
n½ �pn ,qn

 !!
x4

= lim
n→∞

n½ �pn ,qn r2 k−4ð Þ
n − 1

� �
− 4 r3 k−3ð Þ/2

n − 1
� ��

+ 6 rk−2n − 1
� �

− 4 r k−1ð Þ/2
n − 1

� ��
x4

= α − βð Þ 2 k − 4ð Þ − 6 k − 3ð Þ + 6 k − 2ð Þ − 2 k − 1ð Þ½ �x4 = 0,
ð26Þ

we obtain the required result.

Corollary 6. Let us denote the norm k f k = sup
x∈ð0,∞Þ

j f ðxÞj on
CBð0,∞Þ (the class of real valued continuous bounded
functions on ð0,∞Þ). For any f ∈ CBð0,∞Þ, we have

Gp,q
n,k f ; xð Þ

 

 ≤ fk k: ð27Þ
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Proof. In view of (12) and Corollary 3, the proof of this cor-
ollary can be obtained easily.

3. Local Approximation

For any f ∈ CBð0,∞Þ, let us consider the following K-func-
tional:

K f ; δð Þ = inf
g∈S2

f − gk k + δ g′′



 


n o

, ð28Þ

where δ ∈ ð0,∞Þ and S2 = fg ∈ CBð0,∞Þ: g′, g′′ ∈ CBð0,∞Þg.
The usual modulus of continuity and the second-order modu-
lus of smoothness of f can be defined by

ω f ; δð Þ = sup
0< tj j≤δ

sup
x∈ 0,∞ð Þ

f x + tð Þ − f xð Þj j,

ω2 f ; δð Þ = sup
0< tj j≤δ

sup
x∈ 0,∞ð Þ

f x + 2tð Þ − 2f x + tð Þ + f xð Þj j:

ð29Þ

By [37] (p.177, Theorem 2.4), there exists an absolute con-
stant C > 0 such that

K f ; δ2
� �

≤ Cω2 f ; δð Þ, δ > 0: ð30Þ

Theorem 7. Let ðpnÞ, ðqnÞ be the sequences defined in Corollary
5 and f ∈ CBð0,∞Þ. Then, for all k = 1, 2, 3,⋯, n ≥max fk, 2g,
there exists an absolute positive C1 = 4C such that

Gpn ,qn
n,k f ; xð Þ − f xð Þ

��� ��� ≤ C1ω2 f ;
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Apn ,qn
n,k xð Þ

� �2
+ Bpn ,qn

n,k xð Þ
r !

+ ω f ; Apn ,qn
n,k xð Þ

��� ���� �
:

ð31Þ

Proof. Define the following new operators:

Gpn ,qn
n,k f ; xð Þ =Gpn ,qn

n,k f ; xð Þ − f Apn ,qn
n,k xð Þ + x

� �
+ f xð Þ, x ∈ 0,∞ð Þ:

ð32Þ

Let x, t ∈ ð0,∞Þ and g ∈ S2. By Taylor’s expansion for-
mula, we get

g tð Þ = g xð Þ + g′ xð Þ t − xð Þ +
ðt
x
g′′ uð Þ t − uð Þdu: ð33Þ

Applying Gpn ,qn
n,k to the above equality and Gpn ,qn

n,k ðt − x ; xÞ
= 0, we can obtain

Gpn ,qn
n,k g ; xð Þ − g xð Þ =Gpn ,qn

n,k

ðt
x
g′′ uð Þ t − uð Þdu ; x

� �

≤Gpn ,qn
n,k

ðt
x
∣ t − u ∣ g′′ uð Þdu

����
���� ; x

� �

+
ðApn ,qn

n,k xð Þ+x

x
g′′ uð Þ Apn ,qn

n,k xð Þ + x − u
� �

du

�����
�����

≤Gpn ,qn
n,k t − xð Þ2 ; x� �

g′′



 


 + Apn ,qn

n,k xð Þ
� �2

g′′



 




= Apn ,qn
n,k xð Þ + Bpn ,qn

n,k xð Þ
� �2

g′′



 


:

ð34Þ

By Corollary 6 and (32), we easily know ∣Gpn ,qn
n,k ð f ; xÞ ∣ ≤

3∥f ∥. Hence,

Gpn ,qn
n,k f ; xð Þ − f xð Þ

��� ��� = Gpn ,qn
n,k f ; xð Þ + f Apn ,qn

n,k xð Þ + x
� ����

− 2f xð Þj ≤ Gpn,qn
n,k f − g ; xð Þ − f − gð Þ xð Þ

��� ��� + Gpn ,qn
n,k g ; xð Þ

���
− g xð Þj + f Apn ,qn

n,k xð Þ + x
� �

− f xð Þ
��� ��� ≤ 4 f − gk k

+ Apn ,qn
n,k xð Þ + Bpn ,qn

n,k xð Þ
� �2

+
� �

g′′



 


 + ω f ; Apn ,qn

n,k xð Þ
��� ���� �

:

ð35Þ

Taking the infimum on the right-hand side over all g ∈ S2
and using (30), we obtain the desired assertion.

Corollary 8. Let ðpnÞ, ðqnÞ be the sequences defined in
Corollary 5 and f ∈ CBð0,∞Þ. Then, for any finite interval
I ⊂ ð0,∞Þ, the sequence fGpn ,qn

n,k ð f ; xÞg converges to f uni-
formly on I.

4. Rate of Convergence

Let

Bw 0,∞ð Þ = f : f xð Þj j ≤Mfw xð Þ �
,

Cw 0,∞ð Þ = f : f ∈ Bw 0,∞ð Þ ∩ C 0,∞ð Þf g,

C0
w 0,∞ð Þ = f : f ∈ Cw 0,∞ð Þ, lim

x→∞

f xð Þj j
w xð Þ <∞

� �
,

ð36Þ

where wðxÞ is the weighted function given by wðxÞ = 1 + x2

and Mf is an absolute constant depending only on f . C0
wð0,

∞Þ is equipped with the norm k f kw = sup
x∈ð0,∞Þ

j f ðxÞj/wðxÞ.
As is known, if f ∈ Cð0,∞Þ is not uniform, we cannot obtain
lim
δ→0+

ωð f ; δÞ = 0. In [38], Ispir defined the following weighted

modulus of continuity:

Ω f ; δð Þ = sup
0<t≤δ,x∈ 0,∞ð Þ

f x + tð Þ − f xð Þj j
w xð Þw tð Þ , ð37Þ

and proved the properties of monotone increasing about Ω
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ð f ; δÞ as δ > 0, lim
δ→0+

Ωð f ; δÞ = 0, and the inequality

Ω f ; λδð Þ ≤ 2 1 + λð Þ 1 + δ2
� �

Ω f ; δð Þ, ð38Þ

while λ > 0 and f ∈ C0
wð0,∞Þ. Meantime, we recall the mod-

ulus of continuity of f on the interval ð0, κ� ⊂ ð0,∞Þ by

ωκ f ; δð Þ = sup
x,t∈ 0,κð �, x−tj j≤δ

f tð Þ − f xð Þj j, δ > 0: ð39Þ

Theorem 9. Let f ∈ Cwð0,∞Þ, 0 < q < p ≤ 1, and κ > 0, we
have

Gp,q
n,k f ; xð Þ − f xð Þ

 



C 0,κð Þ ≤ 4Mf 3 + 2κ2
� �

Bp,q
n,k κð Þ

+ 2ωκ+1 f ;
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Bp,q
n,k κð Þ

q� �
:

ð40Þ

Proof. For any x ∈ ð0, κÞ and t > κ + 1, we easily have 1 ≤
ðt − κÞ2 ≤ ðt − xÞ2; thus,

f tð Þ − f xð Þj j ≤ f tð Þj j + f xð Þj j ≤Mf 2 + t2 + x2
� �

=Mf 2 + x2 + t − x + xð Þ2� �
≤Mf 2 + 2x2 + t − xð Þ2� �

≤Mf 3 + 2x2
� �

t − xð Þ2 ≤Mf 3 + 2κ2
� �

t − xð Þ2,
ð41Þ

and for any x ∈ ð0, κÞ, t ∈ ð0, κ + 1Þ, and δ > 0, we have

f tð Þ − f xð Þj j ≤ ωκ+1 t − xj j ; xð Þ ≤ 1 + ∣t − x ∣
δ

� �
ωκ+1 f ; δð Þ:

ð42Þ

For (41) and (42), we can get

f tð Þ − f xð Þj j ≤Mf 3 + 2κ2
� �

t − xð Þ2 + 1 + ∣t − x ∣
δ

� �
ωκ+1 f ; δð Þ:

ð43Þ

By Schwarz’s inequality, for any x ∈ ð0, κÞ, we can get

Gp,q
n,k f ; xð Þ − f xð Þ�� �� ≤Gp,q

n,k f tð Þ − f xð Þj j ; xð Þ
≤Mf 3 + 2κ2

� �
Gp,q
n,k t − xð Þ2 ; x� �

+ Gp,q
n,k 1 + ∣t − x ∣

δ

� �
; x

� �
ωκ+1 f ; δð Þ

≤Mf 3 + 2κ2
� �

Gp,q
n,k t − xð Þ2 ; x� �

+ ωκ+1 f ; δð Þ 1 + 1
δ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gp,q
n,k t − xð Þ2 ; x� �q� �

≤Mf 3 + 2κ2
� �

Bp,q
n,k + ωκ+1 f ; δð Þ 1 + 1

δ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Bp,q
n,k xð Þ

q� �

≤Mf 3 + 2κ2
� �

Bp,q
n,k κð Þ + ωκ+1 f ; δð Þ 1 + 1

δ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Bp,q
n,k κð Þ

q� �
:

ð44Þ

By taking δ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Bp,q
n,kðκÞ

q
and the supremum over all

x ∈ ð0, κÞ, we accomplish the proof of Theorem 9.

5. Weighted Approximation

In this section, we will discuss the following three theorems
about weighted approximation for the operators Gpn ,qn

n,k ð f ; xÞ:

Theorem 10. Let f ∈ C0
wð0,∞Þ and the sequences ðpnÞ, ðqnÞ

satisfy 0 < qn < pn ≤ 1 such that pn ⟶ 1, qn ⟶ 1, pnn ⟶ α

∈ ½0, 1�, qnn ⟶ β ∈ ½0, 1�, ½n�pn ,qn ⟶∞ as n⟶∞; then,
there exists N ∈ℕ+ such that for all n >N and ρ > 0, the
inequality

sup
x∈ 0,∞ð Þ

Gpn ,qn
n,k f ; xð Þ − f xð Þ

��� ���
1 + x2ð Þ 5/2ð Þ+ρ ≤ 8 2 +

ffiffiffi
2

p� �
Ω f ; 1ffiffiffiffiffiffiffiffiffiffiffiffiffi

n½ �pn ,qn
q

0
B@

1
CA

ð45Þ

holds.

Proof. Using (37) and (38), we can write

f tð Þ − f xð Þj j ≤ 1 + t − xð Þ2� �
1 + x2
� �

Ω f ; t − xj jð Þ
≤ 2 1 + ∣t − x ∣

δ

� �
1 + δ2
� �

Ω f ; δð Þ 1 + t − xð Þ2� �
1 + x2
� �

≤
4 1 + δ2
� �2 1 + x2

� �
Ω f ; δð Þ, t − xj j ≤ δ,

4 1 + δ2
� �

1 + x2
� �

Ω f ; δð Þ t − xj j + t − xj j3
δ

, t − xj j > δ:

8>><
>>:

ð46Þ

For any δ ∈ ð0, 1Þ and x, t ∈ ð0,∞Þ, (46) can be rewritten:

f tð Þ − f xð Þj j ≤ 8 1 + x2
� �

Ω f ; δð Þ 2 + t − xj j + t − xj j3
δ

� �
:

ð47Þ

Using (18) and (19), there existsN ∈ℕ+ such that for any
n >N ,

Gpn ,qn
n,k t − xð Þ2 ; x� �

≤
2

n½ �pn ,qn
x2,

Gpn ,qn
n,k t − xð Þ4 ; x� �

≤ x4:

ð48Þ

By Schwarz’s inequality, we can obtain

Gpn ,qn
n,k t − xj j ; xð Þ ≤

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gpn ,qn
n,k t − xð Þ2 ; x� �q

≤
ffiffiffi
2

p xffiffiffiffiffiffiffiffiffiffiffiffiffi
n½ �pn ,qn

q ,

ð49Þ
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Gpn ,qn
n,k t − xj j3 ; x� �

≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gpn ,qn
n,k t − xð Þ2 ; x� �q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gpn ,qn
n,k t − xð Þ4 ; x� �q

≤
ffiffiffi
2

p x3ffiffiffiffiffiffiffiffiffiffiffiffiffi
n½ �pn ,qn

q :

ð50Þ

Since Gpn ,qn
n,k is linear and positive, using (47), (49), and

(50), we can obtain

Gpn ,qn
n,k f ; xð Þ − f xð Þ

��� ��� ≤ 8 1 + x2
� �

Ω f ; δð Þ

� 2 + Gpn ,qn
n,k t − xj j + t − xj j3 ; x� �

δ

 !

≤ 8 1 + x2
� �

2 +
ffiffiffi
2

p
x + x3
� �

δ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
n½ �pn ,qn

q
0
B@

1
CAΩ f ; δð Þ:

ð51Þ

By choosing δ = 1/
ffiffiffiffiffiffiffiffiffiffiffiffiffi
½n�pn ,qn

q
, the conclusion holds.

Theorem 11. Let ðpnÞ, ðqnÞ be the sequences defined in
Theorem 10. Then, for any f ∈ C0

wð0,∞Þ, we have

lim
n→∞

Gpn ,qn
n,k f ; xð Þ − f




 



w
= 0: ð52Þ

Proof. By the weighted Korovkin theorem in [39], we see that
it is sufficient to verify the following three conditions:

lim
n→∞

Gpn ,qn
n,k tk ; x
� �

− xk



 




w
= 0, k = 0, 1, 2: ð53Þ

Since Gpn ,qn
n,k ð1 ; xÞ = 1, then (53) holds true for k = 0. By

Corollary 3, we can obtain

Gpn ,qn
n,k t ; xð Þ − x




 



w
= sup

x∈ 0,∞ð Þ

Gpn ,qn
n,k t ; xð Þ − x

��� ���
1 + x2

≤ pnqnð Þ k−1ð Þ/2 n − k + 1½ �pn ,qn
n½ �pn ,qn

− 1
�����

����� sup
x∈ 0,∞ð Þ

x
1 + x2

= 1
2 pnqnð Þ k−1ð Þ/2 n − k + 1½ �pn ,qn

n½ �pn ,qn
− 1

�����
�����→ 0, n→∞,

Gpn ,qn
n,k t2 ; x
� �

− x2



 




w
= sup

x∈ 0,∞ð Þ

Gpn ,qn
n,k t2 ; x
� �

− x2
��� ���

1 + x2

≤ sup
x∈ 0,∞ð Þ

x2

1 + x2
pnqnð Þk−2

n − k + 1½ �pn ,qn n − k + 2½ �pn ,qn
n½ �pn ,qn n − 1½ �pn ,qn

− 1
�����

�����
= pnqnð Þk−2

n − k + 1½ �pn ,qn n − k + 2½ �pn ,qn
n½ �pn ,qn n − 1½ �pn ,qn

− 1
�����

�����→ 0,  n→∞:

ð54Þ

Thus, the proof of Theorem 11 is completed.

Theorem 12. Let ðpnÞ, ðqnÞ be the sequences defined in Theo-
rem 10. Then, for any f ∈ C0

wð0,∞Þ and λ > 0, we have

lim
n→∞

sup
x∈ℝ+

Gpn ,qn
n,k f ; xð Þ − f xð Þ

��� ���
1 + x2ð Þ1+λ

= 0: ð55Þ

Proof. Let x0 ∈ ð0,∞Þ be arbitrary but fixed. Then,

sup
x∈ 0,∞ð Þ

Gpn ,qn
n,k f ; xð Þ − f xð Þ

��� ���
1 + x2ð Þ1+λ

≤ sup
x∈ 0,x0ð �

Gpn ,qn
n,k f ; xð Þ − f xð Þ

��� ���
1 + x2ð Þ1+λ

+ sup
x∈ x0,∞ð Þ

Gpn ,qn
n,k f ; xð Þ − f xð Þ

��� ���
1 + x2ð Þ1+λ

≤ Gpn ,qn
n,k f ; xð Þ − f




 



C 0,x0ð �

+ fk kw sup
x∈ x0,∞ð Þ

Gpn ,qn
n,k 1 + t2 ; x
� ���� ���

1 + x2ð Þ1+λ

+ sup
x∈ x0,∞ð Þ

f xð Þj j
1 + x2ð Þ1+λ

:

ð56Þ

Since ∣f ðxÞ ∣ ≤Mf ð1 + x2Þ, we have sup
x∈ðx0,∞Þ

ð∣f ðxÞ∣/

ð1 + x2Þ1+λÞ ≤ ðMf k f kw/ð1 + x20ÞλÞ. Let ε > 0 be arbitrary;
we can choose x0 to be so large such that

Mf fk kw
1 + x20
� �λ < ε

3 : ð57Þ

In view of Corollary 3, while x ∈ ðx0,∞Þ, we can obtain

fk kw lim
x→∞

lim
n→∞

Gpn ,qn
n,k 1 + t2 ; x
� ���� ���

1 + x2ð Þ1+λ
= fk kw lim

x→∞

1
1 + x2ð Þλ

= 0:

ð58Þ

Hence, we can choose N and x0 to be so large such that
for any n >N , the inequality

sup
x∈ x0,∞½ Þ

fk kw
Gpn ,qn
n,k 1 + t2 ; x
� ���� ���

1 + x2ð Þ1+λ
< ε

3 ð59Þ

holds. Also, the first term of the above inequality tends to
zero by Theorem 9, that is,

Gpn ,qn
n,k f ; xð Þ − f




 



C 0,x0ð �

< ε

3 : ð60Þ

Thus, combining (57), (59), and (60), we obtain the
desired result.

6. Pointwise Estimates

In this section, we establish two pointwise estimates of the
operators (12). First, we give the relation between the local
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smoothness of f and local approximation. We denote that
f ∈ Cð0,∞Þ is in LipM ðγ, EÞ, γ ∈ ð0, 1�, E ⊂ ð0,∞Þ if it sat-
isfies the following condition:

f tð Þj j − f xð Þ ≤M t − xj jγ, t ∈ 0,∞ð Þ, x ∈ E, ð61Þ

where M is a constant depending only on γ and f .

Theorem 13. Let 0 < q < p ≤ 1, γ ∈ ð0, 1�, and E be any
bounded subset on ð0,∞Þ. If f ∈ CBð0,∞ÞT LipMðγ, EÞ, then,
for all x ∈ ð0,∞Þ, we have

Gp,q
n,k f ; xð Þ − f xð Þ�� �� ≤M Bp,q

n,k xð Þ�γ/2 + 2dγ x ; Eð Þ
� �

, ð62Þ

where dðx ; EÞ denotes the distance between x and E defined by

d x ; Eð Þ = inf t − xj j: t ∈ Ef g: ð63Þ

Proof. Let �E be the closure of E. Using the properties of the
infimum, there is at least a point t0 ∈ �E such that dðx ; EÞ = ∣
x − t0 ∣ . By the triangle inequality

f tð Þ − f xð Þj j ≤ f tð Þ − f t0ð Þj j + f xð Þ − f t0ð Þj j, ð64Þ

we can obtain

Gp,q
n,k f ; xð Þ − f xð Þ�� �� ≤Gp,q

n,k f tð Þ − f t0ð Þj j ; xð Þ
+Gp,q

n,k f xð Þ − f t0ð Þj j ; xð Þ ≤M Gp,q
n,k t − t0j jγ ; xð Þ

+ x − t0j jγg ≤M Gp,q
n,k t − xj jγ + x − t0j jγ ; xð Þ + x − t0j jγ �

=M Gp,q
n,k t − xj jγ ; xð Þ + 2 x − t0j jγ �

:

ð65Þ

Choosing p1 = 2/γ and p2 = 2/ð2 − γÞ and using the well-
known Hölder inequality, we have

Gp,q
n,k f ; xð Þ − f xð Þ�� �� ≤M Gp,q

n,k t − xj jp1γ ; x� �� �1/p1n
� Gp,q

n,k 1p2 ; xð Þ� �1/p2 + 2dγ x ; Eð Þ
o

≤M Gp,q
n,k t − xð Þ2 ; x� �� �γ/2 + 2dγ x ; Eð Þ

n o
≤M Bp,q

n,k xð Þ� �γ/2 + 2dγ x ; Eð Þ
� �

:

ð66Þ

Next, we obtain the local direct estimate of the operators
Gp,q
n,k, using the Lipschitz-type maximal function of the order

γ introduced by Lenze [40] as

~ωγ f ; xð Þ = sup
x,t∈ 0,∞ð Þ,x≠t

f tð Þ − f xð Þj j
t − xj jγ , γ ∈ 0, 1ð �: ð67Þ

Theorem 14. Let f ∈ CBð0,∞Þ and γ ∈ ð0, 1�. Then, for all x
∈ ð0,∞Þ, we have

Gp,q
n,k f ; xð Þ − f xð Þ�� �� ≤ ~ωγ f ; xð Þ Bp,q

n,k xð Þ� �γ/2
: ð68Þ

Proof. From equation (67), we have

Gp,q
n,k f ; xð Þ − f xð Þ�� �� ≤ ~ωγ f ; xð ÞGp,q

n,k t − xj jγ ; xð Þ: ð69Þ

Applying the well-known Hölder inequality, we can get

Gp,q
n,k f ; xð Þ − f xð Þ�� �� ≤ ~ωγ f ; xð Þ Gp,q

n,k t − xð Þ2 ; x� �� �γ/2
≤ ~ωγ f ; xð Þ Bp,q

n,k xð Þ� �γ/2
:

ð70Þ

7. Voronovskaja-Type Theorem

In this section, we give a Voronovskaja-type asymptotic for-
mula for the operators (12) by means of the second and
fourth central moments.

Theorem 15. Let ðpnÞ, ðqnÞ be the sequences defined in Corol-
lary 5 and f ∈ CBð0,∞Þ. Suppose that f ′′ðxÞ exists at a point
x ∈ ð0,∞Þ, then we can obtain

lim
n→∞

n½ �pn ,qn Gpn ,qn
n,k f ; xð Þ − f xð Þ

� �
= α + β

2
x2 f ′′ xð Þ − k − 1ð Þxf ′ xð Þ
� �

:

ð71Þ

Proof. Using Taylor’s expansion formula, we can obtain

f tð Þ = f xð Þ + f ′ xð Þ t − xð Þ + 1
2 f

′′ xð Þ t − xð Þ2 + R t, xð Þ t − xð Þ2,
ð72Þ

where Rðt, xÞ is the Peano form of the remainder and lim
t→x

Rð
t, xÞ = 0. Applying Gpn ,qn

n,k to the both sides of (72), we have

n½ �pn ,qn Gpn ,qn
n,k ζ ; xð Þ − ζ xð Þ

� �
= n½ �pn ,qn f ′ xð ÞGpn ,qn

n,k t − x ; xð Þ

+ n½ �pn ,qn
f ′′ xð Þ
2 Gpn ,qn

n,k t − xð Þ2 ; x� �
+ n½ �pn ,qnG

pn ,qn
n,k R t, xð Þ t − xð Þ2 ; x� �

:

ð73Þ

By Schwarz’s inequality, we have

Gpn ,qn
n,k R t, xð Þ t − xð Þ2 ; x� �
≤

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gpn ,qn
n,k R2 t, xð Þ ; xð Þ

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gpn ,qn
n,k t − xð Þ4 ; x� �q

:
ð74Þ

We observe that R2ðx, xÞ = 0 and R2ð·, xÞ ∈ CBð0,∞Þ. Then, it
follows from Corollary 8 that

lim
n→∞

Gpn ,qn
n,k R2 t, xð Þ ; x� �

= R2 x, xð Þ = 0: ð75Þ

Hence, from (19), (74), and (75), we can obtain

lim
n→∞

n½ �pn ,qnG
pn ,qn
n,k R t, xð Þ t − xð Þ2 ; x� �

= 0: ð76Þ

8 Journal of Function Spaces



Combining (17), (18), and (76), we obtain the required
result.
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We investigate some new topological properties of the multiplication operator on Cðt, pÞ defined by Bilgin (The Punjab University
Journal of Mathematics, vol. 30, pp. 67–77, 1997) equipped with the prequasi norm and the prequasi operator ideal formed by this
sequence space and s-numbers.

1. Introduction

Summability, multiplication, and ideal operator theorems are
very important in mathematical models and have numerous
implementations, such as normal series theory, ideal trans-
formations, geometry of Banach spaces, approximation the-
ory, and fixed point theory. For more details, see [1–11]. By
ℂℕ, ℓ∞, ℓr , and c0, we denote the spaces of every, bounded,
r-absolutely summable, and convergent to zero sequences
of complex numbers.ℕ indicates the set of nonnegative inte-
gers. For a sequence ðprÞ with inf rpr > 0, Bilgin [12] defined
and studied the sequence space

C t, pð Þ = x = xnð Þ ∈ℂℕ : h βxð Þ<∞ for someβ > 0
� �

,
ð1Þ

where hðxÞ =∑∞
n=0ð∑2n+1−2

k=2n−1ðk + 1Þ−t ∣ xk∣/2nÞ
pn and t ≥ 0.

The space Cðt, pÞ is a Banach space with the Luxemburg
norm

xk k = inf β > 0 : h
x
β

� �
≤ 1

� �
: ð2Þ

If ðpnÞ ∈ ℓ∞, we have

C t, pð Þ = xið Þ ∈ℂℕ : 〠
∞

n=0

∑2n+1−2
k=2n−1 k + 1ð Þ−t ∣ xk ∣

2n

 !pn

<∞
( )

:

ð3Þ

Here and after, we denote p = ðpnÞ, if t = 0, then Cðt, pÞ =
cesðpÞ, where infnpn > 0 was defined and investigated by
Lim [13]. If t = 0 and pn = p, for all n ∈ℕ, then Cðt, pÞ = ce
sp, Lim [14] defined and determined its dual spaces and char-
acterized some matrix classes. For any pair of Banach
spacesT and U , the following notations will be used through-
out the article: BðT ,UÞ (the space of all bounded linear
operators from T into U), and ifT =U , we write BðTÞ,
ðsrðAÞÞ∞r=0 [15] (thes-number sequence of operator A ∈BðT
,UÞ), ðαrðAÞÞ∞r=0 (the approximation number sequence of
operator A ∈BðT ,UÞ), FðTÞ (the space of all finite rank
operators on T), KðTÞ (the space of all compact operators
on T), and AðTÞ (the space of all approximable operators
on T). For any sequence space E, we will use the notations
[16]
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E sð Þ ≔ E sð Þ T ,Uð Þ
n o

, where E sð Þ T ,Uð Þ
≔ A ∈B T ,Uð Þ: si Að Þð Þð ∞

i=0 ∈ E
� �

,

E αð Þ ≔ E αð Þ T ,Uð Þ
n o

, where E αð Þ T ,Uð Þ
≔ A ∈B T ,Uð Þ: αi Að Þð Þð ∞

i=0 ∈ E
� �

,

E λð Þ ≔ E λð Þ T ,Uð Þ
n o

, where

E λð Þ T ,Uð Þ≔ A ∈B T ,Uð Þ: λn Að Þð Þð ∞
n=0

�

∈ E and A − λr Að ÞIk k = 0, for all r ∈ℕg:

ð4Þ

A few of operator ideals in the class of Hilbert spaces or
Banach spaces are defined by distinct scalar sequence spaces,
such as the ideal of compact operatorsK formed by ðdrðVÞÞ
and c0. Pietsch [17] studied the quasi-ideals ðℓrÞðαÞ for r ∈ ð0
,∞Þ, the ideals of Hilbert Schmidt operators between Hilbert
spaces constructed by ℓ2, and the ideals of nuclear operators

generated by ℓ1. He examined that �F = ðℓrÞðαÞ for r ∈ ½1,∞Þ,
where �F is the closed class of all finite rank operators, and

the class ðℓrÞðαÞ is a simple Banach and small [18]. The strict

inclusion ðℓrÞðαÞðT ,UÞ⊂≠ðℓjÞðαÞðT ,UÞ⊂≠BðT ,UÞ, when-
ever j > r > 0, T and U are infinite dimensional Banach
spaces investigated through Makarov and Faried [19]. Far-
ied and Bakery [16] investigated a generalization of the
class of operator ideal which is the prequasi operator ideal;
they studied several geometric and topological structures of

ðℓMÞðsÞ and ðcesðrÞÞðsÞ. On sequence spaces, Mursaleen and
Noman [20, 21] investigated the compact operators on some
difference sequence spaces. The multiplication operators on
ðcesðrÞ, k∙kÞ with the Luxemburg norm k∙k investigated by
Komal et al. [22]. The point of this article is to explain some
results of ðCðt, pÞÞh equipped with a prequasi norm h. Firstly,
we give the conditions on ðCðt, pÞÞh to be a Banach space.
Secondly, we investigate the multiplication operator defined
on ðCðt, pÞÞh. Finally, some geometric and topological struc-

tures of ðCðt, pÞÞðsÞh have been studied, such as closed, small,

simple Banach, and ðCðt, pÞÞðsÞh = ðCðt, pÞÞðλÞh . A strict inclu-

sion relation of ðCðt, pÞÞðsÞh has been studied for different p
and t.

2. Definitions and Preliminaries

We will use er = ð0, 0,⋯, 1, 0, 0,⋯Þ, where 1 shows at the rth
place, for all r ∈ℕ.

Lemma 1 [17]. If E ∈BðT ,UÞ and E ∉AðT ,UÞ, then there
are G ∈BðTÞ and D ∈BðUÞ such that DEGer = er, for all
r ∈ℕ.

Definition 2 [17]. A Banach space T is called simple if the
algebra BðTÞ has one and only one nontrivial closed ideal.

Theorem 3 [17]. If T is a Banach space with dim ðTÞ =∞,
then

F Tð Þ⊂
≠
A Tð Þ⊂

≠
K Tð Þ⊂

≠
B Tð Þ: ð5Þ

Definition 4 [23]. An operator A ∈BðTÞ is called Fredholm if
dim ððRðAÞÞcÞ <∞, dim ðker ðAÞÞ <∞, and �RðAÞ = RðAÞ,
where ðRðAÞÞc is the complement of range A.

Definition 5 [24]. A class of linear sequence spaces T is called
a special space of sequences (sss) if

(1) er ∈ T , for every r ∈ℕ

(2) if t = ðtrÞ ∈ℂℕ, z = ðzrÞ ∈ T , and ∣tr ∣ ≤ ∣ zr ∣ , for all r
∈ℕ, then t ∈ T , i.e., “T is solid”

(3) if ðtrÞ∞r=0 ∈ T , then ðt½r/2�Þ∞r=0 ∈ T , where ½r/2� denotes
the integral part of r/2

Definition 6 [24]. A subclass Th is called a premodular (sss) if
there is a function h : T ⟶ ½0,∞Þ verifying the conditions

(i) hðtÞ ≥ 0 for each t ∈ T and hðtÞ = 0⇔ t = θ, where θ
is the zero vector of T

(ii) there is d ≥ 1 such that hðηtÞ ≤ d ∣ η ∣ hðtÞ, for each
t ∈ T and η ∈ℂ

(iii) there is M ≥ 1, hðt + zÞ ≤MðhðtÞ + hðzÞÞ, for all t, z
∈ T

(iv) if ∣tr ∣ ≤ ∣ zr ∣ , for every r ∈ℕ, then hððtrÞÞ ≤ hððzrÞÞ
(v) there is M0 ≥ 1, hððtrÞÞ ≤ hððt½r/2�ÞÞ ≤M0hððtrÞÞ
(vi) for all t = ðtrÞ∞r=0 ∈ T , and ε > 0 there is r0 ∈ℕ such

that hððtrÞ∞r=r0Þ < ε

(vii) there is α > 0 such that hðη, 0, 0, 0,⋯Þ ≥ α ∣ η ∣ hð1,
0, 0, 0,⋯Þ, for all η ∈ℂ

Definition 7 [24]. Let T be a (sss). If there is a function h : T
⟶ ½0,∞Þ verifying the parts (i), (ii), and (iii) of Definition
6. The space T with h is called prequasi normed (sss) and
denoted by Th, which gives a class more general than the quasi
normed (sss). If the space T is complete with h, then Th, is
called a prequasi Banach (sss).

Theorem 8 [24]. Every quasinorm (sss) is prequasi norm (sss).

Theorem 9 [24]. Every premodular (sss) is prequasi normed
(sss).

A generalization of the usual classes of operator ideal is
the class prequasi operator ideal.

Definition 10 [24]. A function V : Ψ⟶ ½0,∞Þ is called a
prequasi norm on the class Ψ if it satisfies
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(1) if A ∈ΨðT ,UÞ, then VðAÞ ≥ 0 and VðAÞ = 0⇔ A = 0

(2) there is d ≥ 1 such that VðηAÞ ≤ d ∣ η ∣VðAÞ, for
every A ∈ΨðT ,UÞ and η ∈ℂ

(3) there is M ≥ 1 such that VðA1 + A2Þ ≤M½VðA1Þ + V
ðA2Þ�, for every A1, A2 ∈ΨðT ,UÞ

(4) there is ν ≥ 1 such that if X ∈BðT0, TÞ, Y ∈ΨðT ,UÞ,
and Z ∈BðU ,U0Þ, then VðZYXÞ ≤ νkZkVðYÞkXk,
where T0 and U0 are normed spaces

Theorem 11 [25]. If Eh is a premodular (sss), then �FðT ,UÞ =
EðsÞ
h ðT ,UÞ, where VðAÞ = hðsrðAÞ∞r=0Þ.

Theorem 12 [16]. If Eh is a premodular (sss), then VðBÞ = h

ðsrðBÞÞ∞r=0 is a prequasi norm on EðsÞ
h .

The following inequality [26] will be used in the sequel:
jar + brjpr ≤Hðjarjpr + jbrjprÞ, where H =max f1, 2suprpr−1g,
0 ≤ pr ≤ suprpr <∞, and ar , br ∈ℂ for each r ∈ℕ.

3. Main Results

3.1.PremodularBanach (sss).The conditionson t andp are such
that the space ðCðt, pÞÞh is a premodular Banach (sss), where

hðzÞ =∑∞
r=0ð∑2r+1−2

k=2r−1ðk + 1Þ−t ∣ zk∣/2rÞ
pr , for all z ∈ Cðt, pÞ.

Theorem 13. Let ðprÞ ∈ ℓ∞ be an increasing with p0 > 0 and
t ≥ 0, then the space ðCðt, pÞÞh is a premodular Banach (sss).

Proof. (1-i) Assume z,w ∈ Cðt, pÞ. From ðprÞ ∈ ℓ∞, we get

h z +wð Þ = 〠
∞

r=0

∑2r+1−2
k=2r−1 k + 1ð Þ−t ∣ zk +wk ∣

2r

 !pr

≤H 〠
∞

r=0

∑2r+1−2
k=2r−1 k + 1ð Þ−t ∣ zk ∣

2r

 !pr
0
@

+ 〠
∞

r=0

∑2r+1−2
k=2r−1 k + 1ð Þ−t ∣wk ∣

2r

 !pr
1
A

=H h zð Þ + h wð Þð Þ <∞,

ð6Þ

hence z +w ∈ Cðt, pÞ.
(1-ii) If η ∈ℂ, z ∈ Cðt, pÞ, and from ðprÞ ∈ ℓ∞, one has

h ηzð Þ = 〠
∞

r=0

∑2r+1−2
k=2r−1 k + 1ð Þ−t ∣ ηzk ∣

2r

 !pr

≤ sup
r

ηj jpr 〠
∞

r=0

∑2r+1−2
k=2r−1 k + 1ð Þ−t ∣ zk ∣

2r

 !pr

= sup
r

ηj jprh zð Þ <∞:

ð7Þ

Therefore, ηz ∈ Cðt, pÞ, from (1-i) and (1-ii), the space
Cðt, pÞ is linear. Since ðprÞ ∈ ℓ∞ with p0 > 0, we obtain

h emð Þ = 〠
∞

r=0

∑2r+1−2
k=2r−1 k + 1ð Þ−t emð Þk

2r

 !pr

=
m + 1ð Þ−t
2r0

� �pr0
<∞,

ð8Þ

where r0 ∈ℕ be such that 2r0 − 1 ≤m ≤ 2r0+1 − 2. Hence em
∈ Cðt, pÞ, for all m ∈ℕ.

(2) Let ∣zr ∣ ≤ ∣wr ∣ , for all r ∈ℕ and w ∈ Cðt, pÞ. Hence,

h zð Þ = 〠
∞

r=0

∑2r+1−2
k=2r−1 k + 1ð Þ−t ∣ zk ∣

2r

 !pr

≤ 〠
∞

r=0

∑2r+1−2
k=2r−1 k + 1ð Þ−t ∣wk ∣

2r

 !pr

= h wð Þ<∞,

ð9Þ

hence, z ∈ Cðt, pÞ.
(3) Let ðzrÞ ∈ Cðt, pÞ, we have

h z r/2½ �
� 	

= 〠
∞

r=0

∑2r+1−2
k=2r−1 k/2½ � + 1ð Þ−t ∣ z k/2½ � ∣

2r

 !pr

= 〠
∞

r=0

∑22r+1−2
k=22r−1 k/2½ � + 1ð Þ−t ∣ z k/2½ � ∣

22r

 !p2r

+ 〠
∞

r=0

∑22r+2−2
k=22r+1−1 k/2½ � + 1ð Þ−t ∣ z k/2½ � ∣

22r+1

 !p2r+1

≤ 〠
∞

r=0

∑22r+1−2
k=22r−2 k/2½ � + 1ð Þ−t ∣ z k/2½ � ∣

22r

 !pr

+ 〠
∞

r=0

∑22r+2−2
k=22r+1−2 k/2½ � + 1ð Þ−t ∣ z k/2½ � ∣

22r+1

 !pr

≤ 〠
∞

r=0

∑2r+1−2
k=2r−13 2rð Þ k + 1ð Þ−t ∣ zk ∣

22r

 !pr

+ 〠
∞

r=0

∑2r+1−2
k=2r−13 2rð Þ k + 1ð Þ−t ∣ zk ∣

22r+1

 !pr

≤ 2 3ð Þsup pr 〠
∞

r=0

∑2r+1−2
k=2r−1 k + 1ð Þ−t ∣ zk ∣

2r

 !pr

,

ð10Þ

then ðz½r/2�Þ ∈ Cðt, pÞ.

(i) Evidently, hðzÞ ≥ 0 and hðzÞ = 0⇔ z = θ

(ii) There is d =max f1, suprjηjpr−1g ≥ 1 with hðηzÞ ≤
d ∣ η ∣ hðzÞ, for each z ∈ Cðt, pÞ and η ∈ℂ
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(iii) From condition (1), there is M ≥ 1 with hðz +wÞ
≤MðhðzÞ + hðwÞÞ for each z,w ∈ Cðt, pÞ

(iv) From condition (2), we have ðCðt, pÞÞh which is
solid

(v) From condition (3), we find M0 ≥ 2ð3Þsup pr ≥ 1

(vi) Clearly, �F = Cðt, pÞ
(vii) There is 0 < α ≤ jηjp0−1 with hðη, 0, 0, 0,⋯Þ ≥ α ∣ η ∣

hð1, 0, 0, 0,⋯Þ, for each η ≠ 0 and α > 0, when η =
0

Therefore, the space ðCðt, pÞÞh is premodular (sss). To
prove that ðCðt, pÞÞh is a premodular Banach (sss), suppose
zr = ðzri Þ∞i=0 is a Cauchy sequence in ðCðt, pÞÞh; hence, for
every ε ∈ ð0, 1Þ, there is r0 ∈ℕ such that for every r, v ≥ r0,
one has

h zr − zvð Þ = 〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−t ∣ zrj − zvj ∣

2i

 !pi

< ε
sup
i

pi
:

ð11Þ

Hence, for r, v ≥ r0 and i ∈ℕ, we get ∣zri − zvi ∣ <ε. So ðzvi Þ
is a Cauchy sequence in ℂ for fixed i ∈ℕ; this gives limv→∞
zvi = z0i for fixed i ∈ℕ. Hence, hðzr − z0Þ < εsupipi , for all r ≥
r0. Finally, to prove that z0 ∈ Cðt, pÞ, we have

h z0

 �

= h z0 − zr + zr

 �

≤H h zr − z0

 �

+ h znð Þ
 �
<∞,

ð12Þ

so z0 ∈ Cðt, pÞ. This means that ðCðt, pÞÞh is a premodular
Banach (sss).

Corollary 14. If 0 < p <∞, then ðcespÞh is a premodular

Banach (sss), where hðzÞ =∑∞
i=0ð∑2i+1−2

j=2i−1 ∣ zj∣/2iÞ
p
for every z

∈ cesp.

4. Some Properties of Multiplication Operators
on ðCðt, pÞÞh

We investigate the necessity and sufficient conditions on t
and p such that the multiplication operator defined on the
prequasi normed (sss), ðCðt, pÞÞh, becomes an element of
BððCðt, pÞÞhÞ, AððCðt, pÞÞhÞ, KððCðt, pÞÞhÞ, closed range,
and Fredholm operator.

Definition 15. Pick up ζ ∈ℂℕ ∩ ℓ∞, and Th is a prequasi
normed (sss). An operator Aζ : Th ⟶ Th is called a multi-
plication operator, if Aζz = ζz = ðζkzkÞ∞k=0, for all z ∈ T . It
is called a multiplication operator generated by ζ, if Aζ ∈
BðThÞ is a multiplication operator.

Theorem 16. If ζ ∈ℂℕ, ðpnÞ ∈ ℓ∞ is increasing with p0 > 0
and t ≥ 0, then

ζ ∈ ℓ∞ ⇔ Aζ ∈B C t, pð Þð Þh

 �

: ð13Þ

Proof. Let ζ ∈ ℓ∞. Therefore, there is D > 0 such that ∣ζr ∣ ≤D,
for every r ∈ℕ. Since ðprÞ ∈ ℓ∞ and for z ∈ ðCðt, pÞÞh, we
have

h Aζz

 �

= h ζzð Þ = 〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−t ζj

�� �� zj
�� ��

2i

 !pi

≤ 〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−tD ∣ zj ∣

2i

 !pi

≤ sup
i

Dpið Þ h zð Þ,

ð14Þ

this implies that Aζ ∈BððCðt, pÞÞhÞ: Conversely, let Aζ ∈B
ððCðt, pÞÞhÞ, to show that ζ ∈ ℓ∞. For, if ζ ∉ ℓ∞, then for all
r ∈ℕ, there are ir ∈ℕ such that ζir > r. Hence,

h Aζeir

 �

= h ζeir

 �

= 〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−t ∣ ζj ∣ eir


 �
j

2i

0
@

1
A

pi

=
ir + 1ð Þ−t ∣ ζir ∣

2i0

 !pi0

>
ir + 1ð Þ−tr

2i0

� �pi0

= rpi0h eir

 �

,
ð15Þ

where i0 ∈ℕ be such that 2i0 − 1 ≤ ir ≤ 2i0+1 − 2. This shows
that Aζ ∉BððCðt, pÞÞhÞ. So, ζ ∈ ℓ∞.

Theorem 17. Assume ζ ∈ℂℕ and ðCðt, pÞÞh is a prequasi
normed (sss). ∣ζr ∣ = 1, for every r ∈ℕ if and only if Aζ is an
isometry.

Proof. If ∣ζr ∣ = 1, for every r ∈ℕ. Therefore, we have

h Aζz

 �

= 〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−t ζj

�� �� zj
�� ��

2i

 !pi

= 〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−t ∣ zj ∣

2i

 !pi

= h zð Þ,
ð16Þ

for all z ∈ ðCðt, pÞÞh. Hence, Aζ is an isometry. Conversely, let
Aζ be an isometry and ∣ζr ∣ <1, for all r ∈ℕ. Then,

h Aζz

 �

= 〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−t ζj

�� �� zj
�� ��

2i

 !pi

< 〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−t ∣ zj ∣

2i

 !pi

= h zð Þ:
ð17Þ
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Also if ∣ζr ∣ >1, then we get hðζzÞ > hðzÞ. We have a
contradiction in the two cases. Therefore, ∣ζr ∣ = 1, for
every r ∈ℕ.

By NðDÞ, we indicate the cardinality of the set D.

Theorem 18. For ζ ∈ℂℕ, ðprÞ ∈ ℓ∞ is increasing with p0 > 0,
t ≥ 0, and Aζ ∈BððCðt, pÞÞhÞ. Then,

Aζ ∈A C t, pð Þð Þh

 �

⇔ ζrð Þ∞r=0 ∈ c0: ð18Þ

Proof. Let Aζ ∈AððCðt, pÞÞhÞ; hence Aζ ∈KððCðt, pÞÞhÞ. To
show that ðζrÞ∞r=0 ∈ c0. Assume ðζrÞ∞r=0 ∉ c0. Therefore, the
set Bδ = fr ∈ℕ : ∣ζr∣≥δg has NðBδÞ =∞, for δ > 0. Suppose
dr ∈ Bδ, for all r ∈ℕ. Therefore, E = fedr : dr ∈ Bδg ⊆ ℓ∞ ∩
ðCðt, pÞÞh with NðEÞ =∞. We have

h Aζedr − Aζedm

 �

= h ζedr − ζedm

 �

= 〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−t ∣ ζj edr


 �
j
− edm

 �

j

� 	
∣

2i

0
@

1
A

pi

≥ 〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−t ∣ δ edr


 �
j
− edm

 �

j

� 	
∣

2i

0
@

1
A

pi

≥ inf
i
δpi

� 	
〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−t ∣ edr


 �
j
− edm

 �

j

� 	
∣

2i

0
@

1
A

pi

= inf
i
δpi

� 	
h edr − edm

 �

,

ð19Þ

for all dr , dm ∈ Bδ. This proves AζðEÞ is not a convergent sub-
sequence. This shows that Aζ ∉KððCðt, pÞÞhÞ; hence, Aζ ∉
AððCðt, pÞÞhÞ. This gives a contradiction. So, limr→∞ζr = 0.
Conversely, suppose limr→∞ζr = 0. Hence, for all δ > 0, we
have NðBδÞ <∞. Therefore, for all δ > 0 the space

C t, pð Þð Þh

 �

Bδ
= z = zrð Þ ∈ℂBδ : h zð Þ<∞� �

, ð20Þ

is a finite dimensional. Hence, Aζ ∣ ððCðt, pÞÞhÞBδ
∈F

ððCðt, pÞÞhÞBδ
. Let r ∈ℕ and define ζr ∈ℂℕ as

ζrð Þm =
ζm, m ∈ B1/r ,

0, otherwise:

(
ð21Þ

Obviously, Aζr
∈FððCðt, pÞÞhÞB1/r since dim ððCðt, pÞÞ

hÞB1/r
<∞, for all r ∈ℕ. Since ðpiÞ ∈ ℓ∞ is increasing with

p0 > 0, we have

h Aζ − Aζr


 �
z


 �
= 〠

∞

i=0,i∈B1/r

∑2i+1−2
j=2i−1 j + 1ð Þ−t ∣ ζj − ζrð Þj

� 	
zj ∣

2i

0
@

1
A

pi

+ 〠
∞

i=0,i∉B1/r

∑2i+1−2
j=2i−1 j + 1ð Þ−t ∣ ζj − ζnð Þj

� 	
zj ∣

2i

0
@

1
A

pi

= 〠
∞

i=0,i∈B1/r

∑2i+1−2
j=2i−1,j∉B1/r

j + 1ð Þ−t ∣ ζjz j ∣
2i

 !pi

+ 〠
∞

i=0,i∉B1/r

∑2i+1−2
j=2i−1,j∉B1/r j + 1ð Þ−t ∣ ζjz j ∣

2i

 !pi

<
1
rp0

〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−t ∣ zj ∣

2i

 !pi

=
1
rp0

h zð Þ:

ð22Þ

This proves that ∥Aζ − Aζr
∥≤1/rp0 and Aζ = limr→∞Aζr

.
Therefore, Aζ ∈AððCðt, pÞÞhÞ.

According to Theorem 3, it is easy to prove the following
theorem.

Theorem 19. For ζ ∈ℂℕ, ðprÞ ∈ ℓ∞ is increasing with p0 > 0,
t ≥ 0, and Aζ ∈BððCðt, pÞÞhÞ. Then,

Aζ ∈K C t, pð Þð Þh

 �

⇔ ζrð Þ∞r=0 ∈ c0: ð23Þ

Corollary 20. If ðpiÞ ∈ ℓ∞ is increasing with p0 > 0 and t ≥ 0,
we have

K C t, pð Þð Þh

 �

⊂
≠
B C t, pð Þð Þh

 �

: ð24Þ

Proof. The operator I = Aζ on ðCðt, pÞÞh is a multiplication
operator generated by ζ = ð1, 1,⋯Þ. Therefore, I ∉K
ððCðt, pÞÞhÞ and I ∈BððCðt, pÞÞhÞ.

Theorem 21. Suppose ðCðt, pÞÞh is a prequasi Banach (sss)
and Aζ ∈BððCðt, pÞÞhÞ. Then, there is δ > 0 such that ∣ζr
∣ ≥δ, for all r ∈ ðker ðζÞÞc, if and only if, Aζ has a closed
range.

Proof. Let the sufficient condition be verified, to show that
�RðAζÞ = RðAζÞ. If f is a limit point of RðAζÞ, then there is

Aζxr ∈ ðCðt, pÞÞh, for each r ∈ℕ with limr→∞Aζxr = f .
Clearly, the sequence Aζxr is a Cauchy sequence. Since h is
nondecreasing, one can see
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h Aζxr − Aζxm

 �

= 〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−t ∣ ζj xrð Þj − ζj xmð Þj ∣

2i

0
@

1
A

pi

= 〠
∞

i=0,i∈ ker ζð Þð Þc

∑2i+1−2
j=2i−1 j + 1ð Þ−t ∣ ζj xrð Þj − ζj xmð Þj ∣

2i

0
@

1
A

pi

+ 〠
∞

i=0,i∉ ker ζð Þð Þc

∑2i+1−2
j=2i−1 j + 1ð Þ−t ∣ ζj xrð Þj − ζ j xmð Þj ∣

2i

0
@

1
A

pi

≥ 〠
∞

i=0,i∈ ker ζð Þð Þc

∑2i+1−2
j=2i−1 j + 1ð Þ−t ∣ ζj xrð Þj − ζj xmð Þj ∣

2i

0
@

1
A

pi

= 〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−t ∣ ζj yrð Þj − ζj ymð Þj ∣

2i

0
@

1
A

pi

> 〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−t ∣ ε yrð Þj − ε ymð Þj ∣

2i

0
@

1
A

pi

= h ε yr − ymð Þð Þ,
ð25Þ

where

yrð Þk =
xrð Þk, k ∈ ker ζð Þð Þc,
0, k ∉ ker ζð Þð Þc:

(
ð26Þ

This proves that ðyrÞ is a Cauchy sequence in ðCðt, pÞÞh.
But ðCðt, pÞÞh is complete. Therefore, there exists x ∈
ðCðt, pÞÞh such that limr→∞yr = x. In view of the continuity
of Aζ, hence limr→∞Aζyr = Aζx. But limn→∞Aζxn = limn→∞
Aζyn = f . Therefore, Aζx = f . Hence f ∈ RðAζÞ. Therefore,
�RðAζÞ = RðAζÞ. Let the necessary condition be satisfied.

Therefore, there is ε > 0 such that hðAζxÞ ≥ hðεxÞ, for all
x ∈ ððCðt, pÞÞhÞðker ðζÞÞc . Let D = fk ∈ ðker ðζÞÞc : ∣ζk∣<εg. If

D ≠ ϕ, then for n0 ∈D, since h is nondecreasing, we have

h Aζen0

 �

= 〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−t ζj

�� �� en0

 �

j

���
���

2i

0
@

1
A

pi

< 〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−tε ∣ en0


 �
j
∣

2i

0
@

1
A

pi

= h εen0

 �

,

ð27Þ

which gives a contradiction. So, D = ϕ with ∣ζr ∣ ≥ε, for
every r ∈ ðker ðζÞÞc.

Theorem 22. Pick up ζ ∈ℂℕ, and ðCðt, pÞÞh is a prequasi
Banach (sss). There is d > 0 and D > 0 with d < ζr <D, for
every r ∈ℕ, if and only if, Aζ ∈BððCðt, pÞÞhÞ is invertible.

Proof. Let the condition be true. Define η ∈ℂℕ by ηn = 1/ζn.
Then, byTheorem16,Aζ andTη are bounded linear operators.
AlsoAζ · Aη = Aη · Aζ = I. Hence, Aζ is the inverse ofAη. Con-
versely, let Aζ be invertible. Hence, RðAζÞ = ððCðt, pÞÞhÞℕ.

Therefore, �RðAζÞ = RðAζÞ. Hence, by Theorem 21, there is
d > 0 with ∣ζr ∣ ≥d, for every r ∈ ðker ðζÞÞc. Now, ker ðζÞ = ϕ;
otherwise, ζr0 = 0; for some r0 ∈ℕ, we have er0 ∈ ker ðAζÞ;
this implies a contradiction, since ker ðAζÞ = ϕ. So, ∣ζr ∣ ≥d,
for every r ∈ℕ. Since Aζ ∈BððCðt, pÞÞhÞ, from Theorem
16, there is D > 0 with ∣ζr ∣ ≤D, for every r ∈ℕ. Therefore,
we get that d ≤ ∣ζr ∣ ≤D, for each r ∈ℕ.

Theorem 23. For a prequasi Banach (sss) ðCðt, pÞÞh. The
operator Aζ is Fredholm, if and only if, (i) Nðker ðζÞÞ <∞
and (ii) ∣ζr ∣ ≥ε, for each r ∈ ðker ðζÞÞc.

Proof. Let the sufficient condition be true and Nðker ðζÞÞ =
∞, so er ∈ ker ðAζÞ, for every r ∈ ker ðζÞ. We have dim
ðker ðAζÞÞ =∞, since en’s are linearly independent. This
implies a contradiction. Hence, Nðker ðζÞÞ <∞. From The-
orem 21, the condition (ii) follows. Next, if the necessary
conditions are true, from Theorem 21, the condition (ii)
gives that �RðAζÞ = RðAζÞ. By condition (i), we have dim
ðker ðAζÞÞ <∞ and dim ðRððAζÞÞcÞ <∞. This implies that
Aζ is Fredholm.

5. Banach and Closed Prequasi Ideal

We explain the sufficient conditions on t and p such that

ððCðt, pÞÞðsÞh ,VÞ is Banach and a closed prequasi ideal, where

hðxÞ =∑∞
i=0ð∑2i+1−2

j=2i−1ðj + 1Þ−t ∣ xj∣/2iÞ
pi
, for all x ∈ Cðt, pÞ and

VðAÞ = hððsnðAÞÞ∞n=0Þ.

Theorem 24. Let T ,U be Banach spaces, ðprÞ ∈ ℓ∞ be increas-

ing with p0 > 0 and t ≥ 0, then ððCðt, pÞÞðsÞh , VÞ is a prequasi
Banach ideal.

Proof. Let the sufficient conditions be satisfied. From Theo-
rem 13, the space ðCðt, pÞÞh is a premodular (sss). Therefore,
by Theorem 12, the function VðAÞ = hððsnðAÞÞ∞n=0Þ is a pre-
quasi norm on ðCðt, pÞÞðsÞh . Let ðAiÞ be a Cauchy sequence

in ðCðt, pÞÞðsÞh ðT ,UÞ, since BðT ,UÞ ⊇ ðCðt, pÞÞðsÞh ðT ,UÞ; we
get

V Ai − Aj


 �
= 〠

∞

n=0

∑2n+1−2
m=2n−1 m + 1ð Þ−tsm Ai − Aj


 �
2n

 !pn

≥ Ai − Aj

 p0 :
ð28Þ

Hence, ðAjÞj∈ℕ is a Cauchy sequence in the Banach space

BðT ,UÞ. Therefore, there is A ∈BðT ,UÞ such that limi→∞
kAi − Ak = 0, since ðsrðAiÞÞ∞r=0 ∈ ðCðt, pÞÞh for every i ∈ℕ.
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By using parts (ii), (iii), and (iv) of Definition (6), one can see

V Að Þ = 〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−t sj Að Þ

2i

 !pi

= 〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−t sj A − Am + Amð Þ

2i

 !pi

≤M〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−ts j/2½ � A − Amð Þ

2i

 !pi

+M〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−ts j/2½ � Amð Þ

2i

 !pi

≤M〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−t∥Am − A∥

2i

 !pi

+MM0 〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−tsj Amð Þ

2i

 !pi

< ε:

ð29Þ

Therefore, ðsrðAÞÞ∞r=0 ∈ ðCðt, pÞÞh; hence, A ∈ ðCðt, pÞÞðsÞh
ðT ,UÞ.

Theorem 25. Let T , U be normed spaces and ðprÞ ∈ ℓ∞ be

increasing with p0 > 0 and t ≥ 0, then ððCðt, pÞÞðsÞh , VÞ is a pre-
quasi closed ideal.

Proof. Let the sufficient conditions be satisfied. From Theo-
rem 13, the space ðCðt, pÞÞh is a premodular (sss). Therefore,
by Theorem 12, the function VðAÞ = hððsnðAÞÞ∞n=0Þ is a pre-
quasi norm on ðCðt, pÞÞðsÞh . Assume Am ∈ ðCðt, pÞÞðsÞh ðT ,UÞ
for every m ∈ℕ and limm→∞VðAm − AÞ = 0, since BðT ,UÞ
⊇ ðCðt, pÞÞðsÞh ðT ,UÞ, we have

V A − Aj


 �
= 〠

∞

n=0

∑2n+1−2
m=2n−1 m + 1ð Þ−tsm A − Aj


 �
2n

 !pn

≥ A − Aj

 p0 :
ð30Þ

Hence, ðAjÞj∈ℕ is a convergent sequence in BðT ,UÞ. So,
ðsrðAjÞÞ∞r=0 ∈ ðCðt, pÞÞh for each j ∈ℕ. By using parts (ii), (iii),
and (iv) of Definition (6), we have

V Að Þ = 〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−tsj Að Þ

2i

 !pi

= 〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−tsj A − Am + Amð Þ

2i

 !pi

≤M〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−ts j/2½ � A − Amð Þ

2i

 !pi

+M〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−t s j/2½ � Amð Þ

2i

 !pi

≤M〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−t∥Am − A∥

2i

 !pi

+MM0 〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−t sj Amð Þ

2i

 !pi

< ε:

ð31Þ

Therefore, ðsrðAÞÞ∞r=0 ∈ ðCðt, pÞÞh; hence, A ∈ ðCðt, pÞÞðsÞh
ðT ,UÞ.

6. Smallness and Simplicity of the
Prequasi Ideal

We examine here some inclusion relations and topological

structures of ðCðt, pÞÞðsÞh .

Theorem 26. Let T or U be finite dimensional Banach spaces,
tq > tp > 0 and increasing sequences ðpnÞ ∈ ℓ∞, ðqnÞ ∈ ℓ∞ with
0 < pr < qr , for all r ∈ℕ, then

C tp, p

 �
 � sð Þ

h
T ,Uð ÞÞ C tq, q


 �
 � sð Þ
h

T ,Uð ÞUB T ,Uð Þ: ð32Þ

Proof. Let the conditions be satisfied, if A ∈ ðCðtp, pÞÞðsÞh ðT ,
UÞ, then ðsjðAÞÞ ∈ Cðtp, pÞ. We have

〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−tq sj Að Þ

2i

 !qi

< 〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−tp sj Að Þ

2i

 !pi

<∞,

ð33Þ

hence,A ∈ ðCðtq, qÞÞðsÞh ðT ,UÞ. Next, if we take ðsjðAÞÞ∞j=0 such
that ∑2i+1−2

j=2i−1ðj + 1Þ−tp sjðAÞ = 2iði + 1Þ−ð1/piÞ, one can find A ∈
BðT ,UÞ with

〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−tp sj Að Þ

2i

 !pi

= 〠
∞

i=0

1
i + 1

=∞,

〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−tq sj Að Þ

2i

 !qi

≤ 〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−tp sj Að Þ

2i

 !qi

= 〠
∞

i=0

1
i + 1

� �qi/pi
<∞:

ð34Þ

Hence,A ∉ ðCðtp, pÞÞðsÞh ðT ,UÞ andA ∈ ðCðtq, qÞÞðsÞh ðT ,UÞ.
Clearly, ðCðtq, qÞÞðsÞh ðT ,UÞ ⊂BðT ,UÞ. Secondly, by choosing
ðsjðAÞÞ∞j=0 such that ∑2i+1−2

j=2i−1ðj + 1Þ−tq sjðAÞ = 2iði + 1Þ−ð1/qiÞ.
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Hence, there is A ∈BðT ,UÞ with A ∉ ðCðtq, qÞÞðsÞh ðT ,UÞ.
This completes the proof.

We study in the next theorem that ðCðt, pÞÞðsÞh is not
small.

Theorem 27. If T and U are infinite dimensional Banach
spaces, ðprÞ ∈ ℓ∞ is increasing with p0 > 0 and t > 0, then

ðCðt, pÞÞðsÞh is not small.

Proof. Let the conditions be satisfied. Therefore, ðCðt, pÞÞðsÞh is
a prequasi operator ideal. For all A ∈BðT ,UÞ, there is C > 0
such that ∥A∥≤C; we have

h Að Þ = 〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−tsj IAð Þ

2i

 !pi

≤ sup
n
Cpn 〠

∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−tsj Ið Þ

2i

 !pi

≤ sup
n
Cpn 〠

∞

i=0

1
2itp0

<∞:

ð35Þ

Hence, A ∈ ðCðt, pÞÞðsÞh ðT ,UÞ which gives ðCðt, pÞÞðsÞh ðT,
UÞ =BðT ,UÞ. This finishes the proof.

We investigate here the simplicity of ðCðt, pÞÞðsÞh .

Theorem 28. For any finite dimensional Banach spaces T or
U , tq > tp > 0 and increasing sequences ðprÞ ∈ ℓ∞, ðqrÞ ∈ ℓ∞
with 0 < pr < qr , for every r ∈ℕ, then

B C tq, q

 �
 � sð Þ

h
, C tp, p

 �
 � sð Þ

h

� 	

=A C tq, q

 �
 � sð Þ

h
, C tp, p

 �
 � sð Þ

h

� 	
:

ð36Þ

Proof. Let there is D ∈BððCðtq, qÞÞðsÞh ,ðCðtp, pÞÞðsÞh Þ with D

∉AððCðtq, qÞÞðsÞh ,ðCðtp, pÞÞðsÞh Þ. By Lemma 1, we have A ∈

BððCðtq, qÞÞðsÞh Þ and B ∈BððCðtp, pÞÞðsÞh Þ with BDAIk = Ik.
Then, it follows, for all k ∈ℕ that

Ikk k
C tp ,pð Þð Þ sð Þ

h

= 〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−tp sj Ikð Þ

2i

 !pi

≤ BDAk k Ikk k
C tq ,qð Þð Þ sð Þ

h

≤ 〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−tq sj Ikð Þ

2i

 !qi

:

ð37Þ

By Theorem 26, we get a contradiction. Therefore, D ∈

AððCðtq, qÞÞðsÞh ,ðCðtp, pÞÞðsÞh Þ.

Theorem 29. For any finite dimensional Banach spaces T or

U . If ðprÞ ∈ ℓ∞ is increasing with p0 > 1, then ðCðt, pÞÞðsÞh is
simple.

Proof. Assume there is D ∈KððCðt, pÞÞðsÞh Þ with D ∉Að
ðCðt, pÞÞðsÞh Þ. By Lemma 1, we have A, B ∈BððCðt, pÞÞðsÞh Þ
with BDAIk = Ik. This means that IðCðt,pÞÞðsÞh

∈KððCðt, pÞÞðsÞÞ.
Consequently, BðSðCðt,pÞÞðsÞh Þ =KððCðt, pÞÞðsÞh Þ. Therefore,

AððCðt, pÞÞðsÞh Þ is the only nontrivial closed ideal in Bð
ðCðt, pÞÞðsÞh Þ.

We study the approximation of the prequasi ideal

ðCðt, pÞÞðsÞh .

Theorem 30. For any finite dimensional Banach spaces T or

U . If ðprÞ ∈ ℓ∞ is increasing with p0 > 0, then �FðT ,UÞ =
ðCðt, pÞÞðsÞh ðT ,UÞ.

Proof. Since ðCðt, pÞÞh is a premodular (sss), then from The-

orem 11, we have �FðT ,UÞ = ðCðt, pÞÞðsÞh ðT ,UÞ. Conversely,
since I4 ∈ SðCð1,1ÞÞh but p0 = 0. This gives a counter example.

7. Spectrum of s-Type Operators

We explain the spectrum of the prequasi ideal ðCðt, pÞÞðsÞh .

Theorem 31. For any finite dimensional Banach spaces T or
U . If ðprÞ ∈ ℓ∞ is increasing with p0 > 0, then

C t, pð Þð Þ λð Þ
h T ,Uð Þ = C t, pð Þð Þ sð Þ

h T ,Uð Þ: ð38Þ

Proof. Let A ∈ ðCðt, pÞÞðλÞh ðT ,UÞ, then ðλrðAÞÞ∞r=0 ∈ Cðt, pÞ
and kA − λnðAÞIk = 0, for every r ∈ℕ. Therefore, A = λrðAÞ
I, for every r ∈ℕ, then srðAÞ = srðλrðAÞIÞ = jλrðAÞj, for every
r ∈ℕ. Hence ðsrðAÞÞ∞r=0 ∈ Cðt, pÞ, so A ∈ ðCðt, pÞÞðsÞh ðT ,UÞ.
Therefore, the sequence ðsrðAÞÞ∞r=0 is the eigenvalues of A.

Secondly, let the sufficient conditions be verified and A ∈
ðCðt, pÞÞðsÞh ðT ,UÞ. Therefore, ðsrðAÞÞ∞r=0 ∈ Cðt, pÞ. Hence, we
have

〠
∞

i=0

∑2i+1−2
j=2i−1 j + 1ð Þ−tsj Að Þ

2i

 !pi

≥ 〠
∞

i=0
si Að Þ½ �pi : ð39Þ

Hence, ðsiðAÞÞ∞i=0 ∈ ℓðpiÞ, so limi→∞siðAÞ = 0. Assume

kA − siðAÞIk−1 exists, for every i ∈ℕ. Therefore,
kA − siðAÞIk−1 exists and is bounded, for every i ∈ℕ. So,
limi→∞kA − siðAÞIk−1 = kAk−1 exists and is bounded. From

the prequasi operator ideal of ððCðt, pÞÞðsÞ, VÞ, we obtain
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I = AA−1 ∈ C t, pð Þð Þ sð Þ
h T ,Uð Þ⇒ si Ið Þð Þ∞i=0

∈ C t, pð Þ⇒ lim
i→∞

si Ið Þ = 0:
ð40Þ

We have a contradiction, since limi→∞siðIÞ = 1. There-
fore, kA − siðAÞIk = 0, for every i ∈ℕ. This gives A ∈
ðCðt, pÞÞðλÞh ðT ,UÞ.
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We define the notions of weighted ðλ, μÞ-statistical convergence of order ðγ1, γ2Þ and strongly weighted ðλ, μÞ-summability of
ðγ1, γ2Þ for fuzzy double sequences, where 0 < γ1, γ2 ≤ 1. We establish an inclusion result and a theorem presenting a connection
between these concepts. Moreover, we apply our new concept of weighted ðλ, μÞ-statistical convergence of order ðγ1, γ2Þ to
prove Korovkin-type approximation theorem for functions of two variables in a fuzzy sense. Finally, an illustrative example
is provided with the help of q-analogue of fuzzy Bernstein operators for bivariate functions which shows the significance of our
approximation theorem.

1. Introduction and Preliminaries

The notion of weighted statistical convergence for sequences
of real numbers has been studied by Karakaya and Chishti [1]
as a generalization of the concept of statistical convergence
which is related to the idea of asymptotic density (or natural
density) of a subset ofℕ, the set of natural numbers, accord-
ing to Fast [2]. The weighted statistical convergence was fur-
ther improved byMursaleen et al. [3] and later generalized by
Belen and Mohiuddine [4] with a view of nondecreasing
sequence of positive numbers. Ghosal [5] added constraints
to these ideas. For some other related work, we refer the
interested reader to [6–10]. Recently, Çolak [11] defined the
notion of statistical convergence of order αð0 < α ≤ 1Þ and
strong p-Cesàro summability of order α while the order of
statistical was also given in [12], and it reduces to strong
p-Cesàro summability for α = 1 according to Connor [13].

The idea convergence for double sequence y = ðyklÞ was
presented by Pringsheim [14]; that is, ðyklÞ is convergent to
ξ in the Pringsheim sense if for every ε > 0, there is N ∈ℕ
such that jykl − ξj < ε whenever k, l >N . The idea of statis-
tical convergence for y = ðyklÞðk,lÞ∈ℕ×ℕ was introduced by

Mursaleen and Edely [15] as follows: ðyklÞ is statistically
convergent to ξ if for every ε > 0,

lim
k1,l1→∞

1
k1l1

k, lð Þ, k ≤ k1, l ≤ l1 : ykl − ξj j ≥ ∈f g = 0, ð1Þ

where the limit is taken in Pringsheim’s sense while the order
of notion was studied in [16]. This idea was further general-
ized by Mursaleen et al. [17] and called it ðλ, μÞ-statistical
convergence, and for single sequence in [18] and its weighted
variant were presented by Cinar and Et [19], which were later
on studied by various authors in various setups [20–22].
Throughout this paper, limit of the double sequences means
limit in Pringsheim’s sense.

In the very recent past, for sequence of fuzzy numbers,
Mohiuddine et al. [23] weighted statistical convergence and
strong weighted summability by using the idea of difference
operator and established a connection between these notions
while under certain conditions, these notions reduce to
statistical convergence and strong p-Cesáro summability,
respectively, in [24, 25]. Savas and Mursaleen [26] defined
statistical convergence and statistically Cauchy for fuzzy
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double sequences and obtained that these concepts are
equivalent. The statistical analogue of pointwise and uni-
formly convergent double sequences for fuzzy-valued func-
tions were discussed by Mohiuddine et al. [21]. These
concepts were studied and extended by several authors; for
instance, see [27–31].

Recall that, in [32], a fuzzy number is a fuzzy set on the
real axis; that is, u : ℝ⟶ ½0, 1� which is normal, fuzzy con-
vex, upper semicontinuous and the closure of the set fy ∈
ℝ : uðyÞ > 0g is compact. By using the symbol LðℝÞ, we
denote the set of all fuzzy numbers on ℝ. α-Level set ½u�α
of u is given as follows:

u½ �a =
y ∈ℝ : u yð Þ ≥ αf g if 0 < α ≤ 1,
y ∈ℝ : u yð Þ > 0f g if α = 0:

(
ð2Þ

For each α ∈ ½0, 1�, ½u�α is closed and bounded and non-
empty interval for each α ∈ ½0, 1� defined by ½u�α = ½u−α , u+α �,
where u−α ≤ u+α and u−α , u+α ∈ℝ. For any u1, u2 ∈LðℝÞ, the
partial ordering is defined by

u1⪯u2 ⇔ u1
−
α ≤ u2

−
α ,

u1
+
α ≤ u2

+
α ,

ð3Þ

for all 0 ≤ α ≤ 1. For any u1, u2 ∈LðℝÞ and α ∈ ½0, 1�, define
the following:

u1 ⊕ u2½ �α = u1½ �α ⊕ u2½ �α,
μ ⊙ μ1½ �α = μ u1½ �α  μ ∈ℝð Þ:

ð4Þ

By means of the Hausdorff metric D, the metric d :
LðℝÞ ×LðℝÞ⟶ℝ+ is defined by

d u1, u2ð Þ = sup
α∈ 0,1½ �

D u1½ �α, u2½ �α
� �

= sup
α∈ 0,1½ �

max u1
−
α − u2

−
αj j, u1+α − u2

+
αj jf g:

ð5Þ

It is clear from [33] that ðLðℝÞ, dÞ is a complete met-
ric space.

Suppose g1, g2 : ½a, b� × ½a, b�⟶LðℝÞ are two fuzzy
number-valued functions. Then, the distance between g1
and g2 is defined by

d∗ g1, g2ð Þ =  sup
y∈ a,b½ �× a,b½ �

sup
α∈ 0,1½ �

  max

� g1
−
α − g2

−
α

�� ��, g1+α − g2
+
α

�� ��� �
:

ð6Þ

2. Generalized Weighted Statistical
Convergence of Order ðγ1, γ2Þ

Suppose two nondecreasing sequence λ = ðλkÞ and μ = ðμlÞ
of positive integers such that both λ and μ tending to infinity;
that is, λk ⟶∞ and μl ⟶∞ as k⟶∞ and l⟶∞,
respectively, such that

λk+1 ≤ λk + 1, λk = 1,
μl+1 ≤ μl + 1, μl = 1:

ð7Þ

Consider two sequences u = ðumÞ and v = ðvnÞ of nonneg-
ative numbers such that liminfmum > 0, liminfnvn > 0 and

Uλk
= 〠

m∈ k−λk+1,k½ �
um ⟶∞ k⟶∞ð Þ,

Vμ1 〠
n∈ l−μl+1,l½ �

vn ⟶∞ l⟶∞ð Þ:
ð8Þ

Assume thatM ⊆ℕ ×ℕ and let 0 < γ1, γ2 ≤ 1. We define
the weighted ðλ, μÞ density of order ðγ1, γ2Þ, denoted by

δ
�Nðλ,μÞ
2,γ1,γ2 , of M by

δ
�N λ,μð Þ
2,γ1,γ2 Mð Þ = lim

k,l→∞

AUλk
,Vμl

��� ���
Uγ1

λkV
γ2
μl

, ð9Þ

provided the limit in the last relation (9) exists, where

AUλk
,Vμl

= m ≤Uλk ,n ≤Vμl : m, nð Þ ∈M� �
: ð10Þ

Definition 1. A fuzzy double sequence ðsmnÞ is said to be
weighted ðλ, μÞ -statistically convergent of order ðγ1, γ2Þ ,

where 0 < γ1, γ2 ≤ 1 ; in short, we shall write S
�Nðλ,μÞ
2,γ1,γ2 -conver-

gent, to a fuzzy number s0 if for every ε > 0 , the set

B = m, nð Þ ∈ℕ ×ℕ::umvnd smn, s0ð Þ ≥ ∈f g ð11Þ

has δ
�Nðλ,μÞ
2,γ1,γ2 density zero; that is,

S
�N λ,μð Þ
2,γ1,γ2 Bð Þ = 0: ð12Þ

Equivalently, we can write

lim
k,l→∞

1
Uγ1

λkV
γ2
μl

m, nð Þ,m ≤Uλk
, n

���
≤Vμl : umvnd smn, s0ð Þ ≥ ∈

�j = 0:
ð13Þ

We denote this convergence by smn
S
�Nðλ,μÞ
2,γ1,γ2
⟶s0 or S

�Nðλ,μÞ
2,γ1,γ2 −

limsmn = s0. We denote the set of all S
�Nðλ,μÞ
2,γ1,γ2 -convergence by

S
�Nðλ,μÞ
2,γ1,γ2 .

The choice of γ1 = γ2 = 1 in the notion of S
�Nðλ,μÞ
2,γ1,γ2 -con-

vergence gives weighted ðλ, μÞ-statistically convergence for
fuzzy double sequences. In addition, if we choose λk = k,

μl = l, um = 1, and vn = 1 for all m, n, then S
�Nðλ,μÞ
2,γ1,γ2 -conver-

gence gives the notion of ðλ, μÞ-statistically convergence in
a fuzzy sense [26].

For 0 < γ1, γ2 ≤ 1, the notion of weighted ðλ, μÞ-statisti-
cally convergent of order ðγ1, γ2Þ is well but not well defined
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for γ1, γ2 > 1. To show this assertion, we consider the follow-
ing example.

Example 1. Assume that γ1, γ2 > 1 , and define the fuzzy dou-
ble sequence ðsmnÞ by

smn =
�1 if m + n even,
�0 if m + n odd:

(
ð14Þ

Let ε > 0 be given, and let um = 1 and vn = 1∀m, n ∈ℕ.
Then,

lim
k,l→∞

1
Uγ1

λk
Vγ2

μl

m, nð Þ,m ≤Uλk
, n ≤ Vμl : umvnd smn, �1ð Þ ≥ ∈

� ��� ��
≤ lim

k,l→∞

λkμl
2λkγ1μlγ2

= 0:

ð15Þ

On the other hand,

lim
k,l→∞

1
Uγ1

λk
Vγ2

μl

m, nð Þ,m ≤Uλk
, n ≤Vμl : umvnd smn, �0ð Þ ≥ ∈

� ��� ��
≤ lim

k,l→∞

λkμl
2λkγ1μlγ2

= 0:

ð16Þ

We conclude from (15) and (16) that

S
�N λ,μð Þ
2,γ1,γ2 − limsmn = �1,

S
�N λ,μð Þ
2,γ1,γ2 − limsmn = �0,

ð17Þ

which is impossible.

Example 2. Define ðsmnÞ as

smn =
b if m = k2, n = l2,
�0 otherwise,

(
ð18Þ

for i, j ∈ℕ, where b stands for a fixed fuzzy number. Let
γ1 = γ2 = 1, and let um = 1 and vn = 1∀m, n. Let λk = k and
μl = l. Suppose b+α is the upper bound of the α-cut. Then,
for ε > 0, 0 ≤ α ≤ 1 and i, j ∈ℕ, one writes

d smn, �0ð Þ =
sup
0≤α≤1

b+α
�� �� if m = k2, n = l2,

�0 otherwise:

8<
: ð19Þ

Thus,

lim
k,l→∞

1
Uγ1

λk
Vγ2

μl

m, nð Þ,m ≤Uλk
, n ≤ Vμl

: umvnd smn, �0ð Þ ≥ ε
n o��� ���

≤ lim
k,l→∞

ffiffiffi
k2

p ffiffi
l2

p

kl
= 0:

ð20Þ

Hence, smn⟶
S
�Nðλ,μÞ
2,γ1,γ2�0 but ðsmnÞ is not convergent.

Theorem 2. Suppose 0 < γ1, γ2, η1, η2 ≤ 1 such that γ1 ≤ η1
and γ2 ≤ η2. Then, S

�Nðλ,μÞ
2,γ1 ,γ2 ⊆ S

�Nðλ,μÞ
2,η1 ,η2 .

Proof. Let ε > 0 be given, and let γ1, γ2, η1, η2 ∈ ð0, 1�. If γ1
≤ η1 and γ2 ≤ η2, then, for every ε > 0, we can write

1
Uγ1

λk
Vγ2

μl

m, nð Þ,m ≤Uλk
, n ≤ Vμl

: umvnd smn, s0ð Þ ≥ ε
n o��� ���,

≤
1

Uη1
λk
Vη2

μl

m, nð Þ,m ≤Uλk
, n ≤ Vμl

: umvnd smn, s0ð Þ ≥ ε
n o��� ���,

ð21Þ

which yields that S
�Nðλ,μÞ
2,γ1,γ2 ⊆ S

�Nðλ,μÞ
2,η1,η2 .

Theorem 3. Suppose two fuzzy double sequence ðsmnÞ and

ðtmnÞ such that S
�Nðλ,μÞ
2,γ1 ,γ2 − limsmn = s0 and S

�Nðλ,μÞ
2,γ1 ,γ2 − limtmn =

t0. Then,

(i) S
�Nðλ,μÞ
2,γ1 ,γ2 − limcsmn = cs0ðc ∈ℝÞ

(ii) S
�Nðλ,μÞ
2,γ1 ,γ2 − limðsmn + tmnÞ = s0 + t0

Proof.

(i) Let S
�Nðλ,μÞ
2,γ1,γ2 − limsmn = s0. It is clear for c = 0. Let c ≠ 0.

For ε > 0, we write

1
Uγ1

λk
Vγ2

μl

m, nð Þ,m ≤Uλk
, n ≤Vμl

: umvnd csmn, cs0ð Þ ≥ ε
n o��� ���

= 1
Uγ1

λk
Vγ2

μl

m, nð Þ,m ≤Uλk
, n

n���
≤Vμl

: umvn cj jd smn, s0ð Þ ≥ ε
o���

= 1
Uγ1

λk
Vγ2

μl

m, nð Þ,m ≤Uλk
, n

�����
≤Vμl

: umvnd smn, s0ð Þ ≥ ε

cj j
	����

ð22Þ

Thus, (i) holds.
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Suppose that S
�Nðλ,μÞ
2,γ1,γ2 − limsmn = s0 and S

�Nðλ,μÞ
2,γ1,γ2 − limtmn =

t0. Let ε > 0 be given. Then,

1
Uγ1

λk
Vγ2

μl

m, nð Þ,m ≤Uλk
, n ≤ Vμl

: umvnd smn + tmn, s0 + t0ð Þ
n���

≥ ε
o��� ≤ 1

Uγ1
λk
Vγ2

μl

m, nð Þ,m ≤Uλk
, n ≤ Vμl

: umvnd smn, s0ð Þ
n���

≥
ε

2
o��� + 1

Uγ1
λk
Vγ2

μl

m, nð Þ,m ≤Uλk
, n

n���
≤ Vμl

: umvnd tmn, t0ð Þ ≥ ε

2
o���

ð23Þ

Hence, (ii) holds.

Definition 4. Assume that γ1, γ2 ∈ ð0, 1�. Then, a fuzzy double
sequence ðsmnÞ is said to be strongly weighted ðλ, μÞ-sum-

mable of order ðγ1, γ2Þ; in short, we shall write S
�Nðλ,μÞ
2,γ1,γ2 -sum-

mable, to fuzzy number s0, denoted by

smn
M

�N λ,μð Þ
2,γ1,γ2

⟶ s0, ð24Þ

such that

lim
k,l→∞

1
Uγ1

λk
Vγ2

μl

〠
m∈ k−λk+1,k½ �

〠
n∈ l−μl+1,l½ �

umvnd smn, s0ð Þ = 0: ð25Þ

Theorem 5. Consider a fuzzy double sequence s = ðsmnÞ, and
let 0 < γ1, γ2 ≤ 1. Then,

(i) smn
M

�Nðλ,μÞ
2,γ1 ,γ2

⟶ s0 implies smn
S
�Nðλ,μÞ
2,γ1 ,γ2
⟶s0

(ii) ðsmnÞ is a bounded double sequence and smn
S
�Nðλ,μÞ
2,γ1 ,γ2
⟶s0

imply smn
M

�Nðλ,μÞ
2,γ1 ,γ2

⟶ s0

Proof.

(i) Let smn
M

�Nðλ,μÞ
2,γ1,γ2

⟶ s0, and let ε > 0 be given. Then,

〠
m∈ k−λk+1,k½ �

〠
n∈ l−μl+1,l½ �

umvnd smn, s0ð Þ

= 〠
m∈ k−λk+1,k½ �

umvnd smn ,s0ð Þ≥ε

〠
n∈ l−μl+1,l½ �

umvnd smn ,s0ð Þ≥ε

umvnd smn, s0ð Þ

+ 〠
m∈ k−λk+1,k½ �

umvnd smn ,s0ð Þ<ε

〠
n∈ l−μl+1,l½ �

umvnd smn ,s0ð Þ<ε

umvnd smn, s0ð Þ

≥ 〠
m∈ k−λk+1,k½ �

umvnd smn ,s0ð Þ≥ε

〠
n∈ l−μl+1,l½ �

umvnd smn ,s0ð Þ≥ε

umvnd smn, s0ð Þ

ð26Þ

Therefore, we get

1
Uγ1

λk
Vγ2

μl

〠
m∈ k−λk+1,k½ �

〠
n∈ l−μl+1,l½ �

umvnd smn, s0ð Þ

≥
1

Uγ1
λk
Vγ2

μl

〠
m∈ k−λk+1,k½ �

umvnd smn ,s0ð Þ≥ε

〠
n∈ l−μl+1,l½ �

umvnd smn ,s0ð Þ≥ε

ε

≥
1

Uγ1
λk
Vγ2

μl

m, nð Þ,m ≤Uλk
, n

n���
≤Vμl

: umvnd smn, s0ð Þ ≥ ε
o���ε:

ð27Þ

Letting k, l⟶∞ on both sides of the above relation, we

get smn
S
�Nðλ,μÞ
2,γ1,γ2
⟶s0.

Let smn
S
�Nðλ,μÞ
2,γ1,γ2
⟶s0. Since s = ðsmnÞ ∈L2,∞, dðmn, s0Þ ≤ C for

all m, n ∈ℕ. For a given ε > 0, one writes

1
Uγ1

λk
Vγ2

μl

〠
m∈ k−λk+1,k½ �

〠
n∈ l−μl+1,l½ �

umvnd smn, s0ð Þ

= 1
Uγ1

λk
Vγ2

μl

〠
m∈ k−λk+1,k½ �

umvnd smn ,s0ð Þ≥ε

〠
n∈ l−μl+1,l½ �

umvnd smn ,s0ð Þ≥ε

umvnd smn, s0ð Þ

+ 1
Uγ1

λk
Vγ2

μl

〠
m∈ k−λk+1,k½ �

umvnd smn ,s0ð Þ<ε

〠
n∈ l−μl+1,l½ �

umvnd smn ,s0ð Þ<ε

umvnd smn, s0ð Þ

≤
1

Uγ1
λk
Vγ2

μl

〠
m∈ k−λk+1,k½ �

umvnd smn ,s0ð Þ<ε

〠
n∈ l−μl+1,l½ �

umvnd smn ,s0ð Þ<ε

C

+ 1
Uγ1

λk
Vγ2

μl

〠
m∈ k−λk+1,k½ �

umvnd smn ,s0ð Þ<ε

〠
n∈ l−μl+1,l½ �

umvnd smn ,s0ð Þ<ε

ε

≤
1

Uγ1
λk
Vγ2

μl

m, nð Þ,m ≤Uλk
, n

n���
≤Vμl

: umvnd smn, s0ð Þ ≥ ε
o���C + ε:

ð28Þ

It follows that smn
M

�Nðλ,μÞ
2,γ1,γ2

⟶ s0.

3. Application to Fuzzy Korovkin-
Type Theorems

The fuzzy version of Korovkin theorem has been obtained by
Anastassiou [34] while the classification of this result has
been established by Korovkin in [35] (also see [36–42]),
and then Anastassiou and Duman [43] and Karaisa and
Kadak [44] studied this result in a statistical sense. In the
recent past, Mohiuddine et al. [23] investigated the fuzzy
Korovkin-type approximation theorem through weighted
statistical convergence of fuzzy sequence based on difference
operators. The fuzzy Korovkin theorem for function of two
variables was discussed by Demirci and Karakus [45] with
the help of A-statistical convergence for a sequence of fuzzy
numbers. Here, we prove the fuzzy Korovkin-type theorem
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for the function of two variables with the help of S
�Nðλ,μÞ
2,γ1,γ2

-convergence.
Assume that I = ½a, b�ða, b ∈ℝÞ and g : I × Ið= I2Þ⟶

LðℝÞ is a fuzzy number-valued function. Then, g is fuzzy
continuous at a point S of I × I if DðgðsÞ, gðSÞÞ⟶ 0 when-
ever s = ðsmnÞ is Pringsheim’s convergent to S in a fuzzy sense.
We denote the set of fuzzy continuous function on I2 = ½a, b�
× ½a, b�by CLðI2Þ. Here, CLðI2Þ is only a cone but not a
vector space and let T : CLðI2Þ⟶ CLðI2Þ be an operator.
Further, T is said to be a fuzzy linear operator if

T β1 · g1 ⊕ β2 · g2 ; x, yð Þ = β1 · T g1 ; x, yð Þ ⊕ β2 · T g2 ; x, yð Þ,
ð29Þ

for all β1, β2 ∈ℝ, g1, g2 ∈ CLðI2Þ, and ðx, yÞ ∈ I2. In addition,
if Tðg1 ; x, yÞ°Tðg2 ; x, yÞ holds for all g1, g2 ∈ CLðI2Þ and
ðx, yÞ ∈ I2 with g1ðx, yÞ°g2ðx, yÞ, then T is called fuzzy
position linear operator.

Theorem 6. Let ðAnrÞn,r∈ℕ be a double sequence such that

Anr : CLðI2Þ⟶ CLðI2Þ. Let ð~AnrÞn,r∈ℕ be corresponding
positive linear operators acting from CðI2Þ into itself having
the relation

Anr g ; x, yð Þf g±α = ~Anr g±α ; x, y
� ��

∀α ∈ 0, 1½ �, x, yð Þ
∈ I2, g ∈ CL I2

� �
, n, r ∈ℕ

�
:

ð30Þ

Assume further that

S
�N λ,μð Þ
2,γ1 ,γ2 − lim ~Anr gið Þ − gi



 

 = 0 i = 0, 1, 2, 3ð Þ, ð31Þ

where g0ðt1, t2Þ = 1, g1ðt1, t2Þ = t1, g2ðt1, t2Þ = t2, and g3ðt1,
t2Þ = t1 + t2. Then,

S
�N λ,μð Þ
2,γ1 ,γ2 − limd∗ Anr gð Þ, gð Þ = 0, ð32Þ

for all n, r ∈ℕ and g ∈ CLðI2Þ.

Proof. Suppose that (31) holds and ðn, rÞ ∈ℕ ×ℕ. Suppose
also that ðx, yÞ ∈ I2, g ∈ CLðI2Þ, and α ∈ ½0, 1�. Since g±α ∈
CðI2Þ, it follows that, for a given ε > 0, there exists δ > 0
such that for all ðt1, t2Þ ∈ I2, we have jg±αðt1, t2Þ − g±αðx, yÞj
< εwhenever jt1 − xj < δ and jt2 − yj < δ:

By the fuzzy boundedness of g, we may write jg±αðx, yÞj
≤ C±

α for all ðx, yÞ ∈ I2, where C±
α = kg±αk for all a < y < b.

We then obtain for all ðt1, t2Þ, ðx, yÞ ∈ I2 that

g±
α t1, t2ð Þ − g±α x, yð Þ�� �� ≤ 2C±

α : ð33Þ

With the help of last relations, for all jt1 − xj < δ and
jt2 − yj < δ, we obtain

g±
α t1, t2ð Þ − g±α x, yð Þ�� �� < ε + 2C±

α

δ2
t1 − xð Þ2 + t2 − yð Þ2� �

:

ð34Þ

Since ~Anr is a positive linear operator, by applying this
operator to (34), we get

~Anr g±α t1, t2ð Þ ; x, y� �
− g±α x, yð Þ�� ��

= ~Anr g±α t1, t2ð Þ − g±α x, yð Þ ; x, y� ����
+ g±α x, yð Þ ~Anr g0 ; x, yð Þ − g0 x, yð Þ

h i���
≤ ~Anr g±α t1, t2ð Þ − g±α x, yð Þ�� �� ; x, y� �

+ C±
α
~Anr g0 ; x, yð Þ − g0 x, yð Þ�� ��

≤ ~Anr ε + 2C±
α

δ2
t1 − xð Þ2 + t2 − yð Þ2� �

; x, y
 �

+ C±
α
~Anr g0 ; x, yð Þ − g0 x, yð Þ�� ��

≤ ε + ε + C±
α +

4C±
αE

2

δ2

 �
~Anr g0 ; x, yð Þ − g0 x, yð Þ�� ��

+ 4C±
αE

δ2
~Anr g1 ; x, yð Þ − g1 x, yð Þ�� ��

+ 4C±
αE

δ2
~Anr g2 ; x, yð Þ − g2 x, yð Þ�� ��

+ 2C±
α

δ2
~Anr g3 ; x, yð Þ − g3 x, yð Þ�� ��,

ð35Þ

where E =max fjxj, jyjg. We thus obtain by letting

Ω±
α εð Þ =max ε + C±

α +
4C±

αE
2

δ2
, 4C

±
αE

δ2
, 2C

±
αE

δ2

� 	
ð36Þ

and taking supðx,yÞ∈I2 that

~Anr g±α
� �

− g±α


 

 ≤ ε +Ω±

α εð Þ
n

~Anr g0ð Þ − g0


 



+ ~Anr g1ð Þ − g1


 

 + ~Anr g2ð Þ − g2



 


+ ~Anr g3ð Þ − g3


 

o:

ð37Þ

From (30), we can write

d∗ Amr gð Þ, gð Þ = sup
x,yð Þ∈I2

d Amr g ; x, yð Þ, g x, yð Þð Þ

= sup
x,yð Þ∈I2

sup
α∈ 0,1½ �

max
n

~Amr g
−
α ; x, yð Þ − g−α x, yð Þ�� ��,

~Amr g
+
α ; x, yð Þ − g+α x, yð Þ�� ��o,

ð38Þ
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and so

d∗ Anr gð Þ, gð Þ
= sup

α∈ 0,1½ �
max ~Anr g

−
αð Þ − g−α



 

, ~Anr g
+
αð Þ − g+α



 

n o
:

ð39Þ

With the help of (37) and (39), we get

d∗ Anr gð Þ, gð Þ ≤ ε +Ω εð Þ
n

~Anr g0ð Þ − g0


 

 + ~Anr g1ð Þ − g1



 


+ ~Anr g2ð Þ − g2


 

 + ~Anr g3ð Þ − g3



 

o,
ð40Þ

where

Ω εð Þ = sup
α∈ 0,1½ �

max Ω−
α εð Þ,Ω+

α εð Þf g: ð41Þ

Multiplying by the product of two nonnegative sequences
ðunÞ and ðvrÞ as details given in the previous section, one gets

unvrd
∗ Anr gð Þ, gð Þ ≤ unvrε +Ω εð Þ

n
unvr ~Anr g0ð Þ − g0



 


+ unvr ~Anr g1ð Þ − g1



 


+ unvr ~Anr g2ð Þ − g2



 


+ unvr ~Anr g3ð Þ − g3



 

o:
ð42Þ

For a given ϱ > 0, choose ε > 0 such that εunvr < ϱ. Then,
upon setting,

F = n, rð Þ: unvrd∗ Anr gð Þ, gð Þ ≥ ϱf g,

F0 = n, rð Þ: unvr ~Anr g0ð Þ − g0


 

 ≥ ϱ − εunvr

4Ω εð Þ
� 	

,

F1 = n, rð Þ: unvr ~Anr g1ð Þ − g1


 

 ≥ ϱ − εunvr

4Ω εð Þ
� 	

,

F2 = n, rð Þ: unvr ~Anr g2ð Þ − g2


 

 ≥ ϱ − εunvr

4Ω εð Þ
� 	

,

F3 = n, rð Þ: unvr ~Anr g3ð Þ − g3


 

 ≥ ϱ − εunvr

4Ω εð Þ
� 	

:

ð43Þ

It follows that

F ⊂ F0 ∪ F1 ∪ F2 ∪ F3: ð44Þ

Consequently, by taking weighted ðλ, μÞ density of order
ðγ1, γ2Þ, we obtain

δ
�N λ,μð Þ
2,γ1,γ2 Fð Þ ≤ δ

�N λ,μð Þ
2,γ1,γ2 F0ð Þ + δ

�N λ,μð Þ
2,γ1,γ2 F1ð Þ

+ δ
�N λ,μð Þ
2,γ1,γ2 F2ð Þ + δ

�N λ,μð Þ
2,γ1,γ2 F3ð Þ:

ð45Þ

Using the hypothesis (31), we conclude that

S
�N λ,μð Þ
2,γ1,γ2 − limd∗ Anr gð Þ, gð Þ = 0 ð46Þ

holds for all ðn, rÞ ∈ℕ ×ℕ and g ∈ CLðI2Þ.
Recall that, for any nonnegative integer j, the q-integer

½j�qðq > 0Þ is given by

j½ �q =
1 − qj

1 − q
if q ≠ 1,

j if q = 1,

8><
>: ð47Þ

and the q-factorial ½j�q! by

j½ �q! = j½ �q! j − 1½ �q!⋯ 1½ �q!,
0½ �q! = 1:

ð48Þ

The q-binomial coefficients, for 0 ≤m ≤ j, is defined by

j

m

" #
q

=
j½ �q!

m½ �q! j −m½ �q!
: ð49Þ

The bivariate case of classical q-Bernstein operators were
introduced and studied by Barbosu [46]. We are now consid-
ering the fuzzy analogue of these operators to construct an
example to illustrate our last theorem.

Example 3. Consider the fuzzy analogue of bivariate q
-Bernstein operators, defined by

BL ,q1,q2
nr g ; x, yð Þ = ⨁

k=0

n
⨁
m=0

r
g

k½ �q1
n½ �q1

,
m½ �q2
r½ �q2

 !

⊙ bq1,q2k,m,n,r x, yð Þ n, r ∈ℕð Þ,
ð50Þ

for all g ∈ CLðI2ÞðI2 = ½0, 1� × ½0, 1�Þ, ðx, yÞ ∈ ½0, 1� × ½0, 1�,
and 0 < q1, q2 < 1, where

bq1,q2k,m,n,r x, yð Þ =
n

k

" #
q1

r

m

" #
q2

xk 1 − xð Þn−kq1
ym 1 − yð Þr−mq2

:

ð51Þ

Note that

1 − xð Þnq =
Yn−1
k=0

1 − qkx
� �

: ð52Þ

6 Journal of Function Spaces



The above operators BL ,q1,q2
nr ðg ; x, yÞ are positive and lin-

ear, and one writes

BL ,q1,q2
nr g ; x, yð Þ

n o±

α

= Bq1,q2
nr g±α ; x, y
� �

= 〠
n

k=0
〠
r

m=0
bq1,q2k,m,n,r x, yð Þg±

α

k½ �q1
n½ �q1

,
m½ �q2
r½ �q2

 !
,

ð53Þ

for all 0 ≤ α ≤ 1, g±
α ∈ C½0, 1�Þ. Suppose that q1 = q1n and

q2 = q2r such that q1n ⟶ 1 as s⟶∞ and q2r ⟶ 1 as r
⟶∞. In view of this assumption, one can easily find that

n½ �q1 ⟶∞ n⟶∞ð Þ,
r½ �q2 ⟶∞ r⟶∞ð Þ:

ð54Þ

We define the sequence of positive linear operators by

~Φnr g±
α ; x, y

� �
= 1 + snrð ÞBq1,q2

nr g±
α ; x, y

� �
: ð55Þ

In this case, ðsnrÞ is same as defined in Example 2 with
γ1 = γ2 = 1, λk = k, μl = l, un = 1, and vr = 1 for all n, r ∈ℕ.
Therefore, we get

~Φnr g0 ; x, yð Þ = 1 + snr ,
~Φnr g1 ; x, yð Þ = 1 + snrð Þx,
~Φnr g2 ; x, yð Þ = 1 + snrð Þy,

~Φnr g3 ; x, yð Þ = 1 + snrð Þ x2 + y2 + x − x2

n½ �q1
+ y − y2

r½ �q2

 !
:

ð56Þ

Since

S
�N λ,μð Þ
2,γ1,γ2 − limsnr = 0, ð57Þ

we observe that

S
�N λ,μð Þ
2,γ1,γ2 − lim ~Φnr gið Þ − gi



 

 = 0 i = 0, 1, 2, 3ð Þ: ð58Þ

Consequently, by Theorem 6, we obtain

S
�N λ,μð Þ
2,γ1,γ2 − limd∗ Φnr gð Þ, gð Þ = 0, ð59Þ

for all g ∈ CLðI2Þ. Hence, all the conditions of Theorem 6
hold true for our operators ~Φnr but Theorem 2.2 obtained
in [45] for convergence in Pringsheim’s sense does not
work for ~Φnr since the fuzzy double sequence ðsnrÞ is not
convergent in Pringsheim’s sense. Thus, we conclude that
Theorem 6 is stronger than the one proved for conver-
gence in Pringsheim’s sense.
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