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Identification of anomaly and malicious traffic in the Internet of things (IoT) network is essential for IoT security. Tracking and
blocking unwanted traffic flows in the IoT network is required to design a framework for the identification of attacks more
accurately, quickly, and with less complexity. Many machine learning (ML) algorithms proved their efficiency to detect intrusion
in IoTnetworks. But this ML algorithm suffers many misclassification problems due to inappropriate and irrelevant feature size.
In this paper, an in-depth study is presented to address such issues. We have presented lightweight low-cost feature selection IoT
intrusion detection techniques with low complexity and high accuracy due to their low computational time. A novel feature
selection technique was proposed with the integration of rank-based chi-square, Pearson correlation, and score correlation to
extract relevant features out of all available features from the dataset. *en, feature entropy estimation was applied to validate the
relationship among all extracted features to identify malicious traffic in IoT networks. Finally, an extreme gradient ensemble
boosting approach was used to classify the features in relevant attack types. *e simulation is performed on three datasets, i.e.,
NSL-KDD, USNW-NB15, and CCIDS2017, and results are presented on different test sets. It was observed that on the NSL-KDD
dataset, accuracy was approx. 97.48%. Similarly, the accuracy of USNW-NB15 and CCIDS2017 was approx. 99.96% and 99.93%,
respectively. Along with that, state-of-the-art comparison is also presented with existing techniques.

1. Introduction

*e IoT is the new era of technology in the digital world. IoT
is empowering physical objects in processing data seamlessly
[1]. It makes the physical objects interactive and makes them
responsive without any human intervention. According to a
recent Gartner report, there will be around 8.4 billion
connected physical things worldwide in 2020 and it is ex-
pected that this number will increase to 20.4 billion by the

year 2022 [2]. *ese applications are highly promising and
serve the best of them. *is number boosts the scholars to
work on IoT in terms of its potential, performance, effi-
ciency, challenges, threats, and security as well. *erefore, it
is optative to have high security, privacy, authentication, and
recovery from attacks. Spoofing, eavesdropping, DoS, and
DDoS are some attacks on IoT applications [1], and to
safeguard these applications, we need methods that can
prevent these types of attacks [3]. Fog is also a new emerging
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technology that lets the user to virtual store and process the
data between the cloud and devices, and fog can play a vital
role in IoTsecurity. Fog nodes have the potential to produce
an alarm or warning to IoT systems if they encounter any
suspicious data or requests [1]. Some researchers applied
edge computing which is also one of the fastest-growing
technologies that can be embedded with other technologies
to improve its security, potential, performance, mobility,
and data management. So, it can also be applied to IoT
applications as well. Edge computing techniques provide a
shorter response time [4]. *is helps in better latency and
system performance especially with the data generated by
IoT applications. It can serve in the prevention of eaves-
dropping and data breaches in IoT applications. Moreover,
IoT works on three-layer architecture and it has perception,
network, and application as three layers. To achieve maxi-
mum security and privacy in IoT systems, it is essential to
have security at various layers. Many architectures have been
proposed for the security of IoT on various layers using
machine learning (ML) or deep learning (DL). Scholars have
studied various issues, challenges, and threats in IoT. Also,
the existing security systems are not enough to handle all the
aspects of security. So, more advanced and enhanced se-
curity systems are required; otherwise, IoTmay lose its high
potential and high demand. *is advanced and improved
system can be deployed with the help of the latest tech-
nologies that can be replaced with classical algorithms in IoT
security. Machine learning (ML), deep learning (DL), and
artificial intelligence (AI) serve methods that will improve
the performance and efficiency of algorithms. Efficient in-
trusion detection systems can help reduce malicious IoT
traffic. *e incoming IoT packet streams are monitored
continuously by intrusion detection systems [5]. *ere are
two main threat detection approaches: signature-based and
anomaly-based. A pattern is designed from previously
recognized attacks by a signature-based approach. *ere-
fore, an IDS based on signatures equates the signatures with
the events seen and reports a hazard when matched. *ere
are several problems relating to IDSs based on signatures,
and the following are summarized:

(i) *e very first problem is that the only known attacks
with well-investigated features can be found, while
zero-day (i.e., unknown) attacks cannot be detected.
Unfortunately, attackers continue to develop their
strategies to bypass conventional security mecha-
nisms in various attack behaviors [6].

(ii) *e second problem is that even though the numbers of
newly discovered attacks grow, so does the number of
signatures, leading to further similarities between stored
patterns and new occurrences. *is raises the detection
systems more complex, which has a direct impact on
the system’s response time, making this a critical
problem for real-time intrusion detection systems.
*erefore, under certain conditions, these IDSs’ system

performance degrades due to limited source availability
[7].

Anomaly-based detection techniques can address all of
the above limitations. A system based on anomalies observes
a sequence of incoming packets and builds the normal
behavior model of the system. *e learned model then
identifies abnormalities relying on an index of similarities
between normal and abnormal packets. In this approach, the
major challenge is that to build a model with unique normal
system behavior, a reference with different underlying be-
haviors, generated by individual data sources. Admittedly,
various types of data references can produce an increased
false-positive rate by reducing the resemblance between
malicious and normal learned behaviors [8]. After reading
several research works in this field, the authors mainly raised
concerns about the validity of signature-based IDSs in
scenarios where attacks could not be found [9]. *is paper
gave this assumption a shape. Indeed, an IDS-based sig-
nature could not detect unknown attacks because its vo-
cabulary of attacks could not contain those definitions.
Worse still, an IDS is deployed over the distance, if not on
end devices or low-cost IoT gateways. As required in a
signature-based approach, the regular update of attack
definitions is more difficult.

*e major issue that arises while implementation of
intrusion detection model is that it has to handle large
amount of data. *e large, irrelevant, and redundant data
may cause negative impact on performance of machine
learning. *erefore, building machine learning algorithms,
feature selection plays a major issue. *e accuracy and time
complexity of the model is affected due to the presence of
irrelevant features. In this paper, intrusion detection model
is presented in the presence of feature selection methods. In
this paper, a wrapper feature selection algorithm for IDS is
proposed to handle large number and high-dimensional
dataset. Redundant or irrelevant features are filtered that
significantly improve the training time and accuracy of the
machine learning. Filter, wrapper, and embedded methods
are three types of feature selection. In filter method, each
feature is assigned with a weight and feature subsets are used
with machine learning for classification. Filter method has
benefits such that it requires fewer computing resources and
time but the main issue with this type of feature selection is
that it lacks compatibility with classification process and
thus results in low accuracy. Another feature selection
method is wrapper method that considered the classification
performance while selecting feature subset. *is method
results in high accuracy but takes more computational time.
*e embedded feature selection is another method that
shows performance in between filter method and wrapper
method. In IDS, data need high accuracy as training time
was not of much concern. *erefore, in this paper, wrapper
feature selection method is adopted. Pearson correlation,
f_score correlation, and rank-based chi-square feature
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selection techniques are combined together to design a
hybrid wrapper-type feature selection method that selects
optimal or relevant features out of number of feature sets.
Correlation feature selection method finds the association
among features. But one of the drawbacks is that if it takes
entire population (i.e., entire data), it does not result in good
performance. *erefore, in this paper, hybridization of
feature selection techniques is performed on different sets of
data. *is results in accurate association among features and
gives high accuracy.

*e key contributions of this paper are as follows:

(i) In this paper, state-of-the-art about intrusion de-
tection frameworks for detecting malicious IoT
traffic and their challenges are also presented along
with

(ii) *is paper also presented a model based on feature
selection techniques intending to design a light-
weight algorithm for IoT traffic

(iii) *e proposed framework is effective in the IoT
scenario as the methodology can handle big data
along with the best features

(iv) Finally, this paper gives a comparative state of the
art with existing techniques

*e remaining section of this paper is illustrated to be as
follows: Section 2 introduced the background knowledge of
intrusion detection techniques for IoT security, and their
challenges are also discussed. In Section 3, paper gives an
overview of the proposed methodology and training algo-
rithms. In Section 4, result analyses of the proposed model
on the different datasets are presented.*is section also gives
the comparative state of the art with existing techniques.
Finally, in Section 5, the conclusion and future research
scope are discussed.

2. Related Works

*e involvement of IoT devices, in our daily lives, is in-
creasing, and the critical issue of security of the collected
data by these devices is also rapidly increasing. *us, in [10],
a three-layer intrusion detection system is introduced. *e
perspective of the system is to determine the domain of the
IoT network based on cyberattacks [11]. Overall IDS ar-
chitecture consists of three layers; first layer consists of a tool
that scans the network and recognizes the linked IoTdevices
based on the Mac addresses and categorizes them based on
their behavior. *e second layer identifies the genuine or
spiteful packets from the connected IoT devices. If any
spiteful or malicious packet is found in the second layer, then
the third layer will determine which kind of attack it is. Some
commercial IoT devices are connected in the home, and to
collect the created traffic from these devices, tcpdump was
programmed to run on an access point. Finally, in the Syslog
server, this gathered to traffic in the form of PCAP logs is
transferred and then stored. As the network process of
collecting data from the testbed is started, a time span for
both useful and harmful data was decided.*e testbed of IoT
devices was well arranged and implemented so that overall

inbound and outbound traffic which was processing on
access point was recorded by using the tool tcpdump. To
increase the complexity of the network, four automated
multilevel spiteful attacks, some scenarios were established
on the network. When an individual attack takes place,
scripts were developed to generate logs.*is is important for
the data labeling task which will be further done to supervise
the machine learning. *e next process is the feature se-
lection in which the development of machine learning is
based on an intrusion detection system and IoT. *e lim-
itation of this system is that this is not a real-time imple-
mented system.

In [12], the intrusion detection system was designed by
using the fog computing method to implement it in the
network which is spread. *e introduced system consists of
two sections; i.e., the first one is attack observation at fog
nodes which uses the OS-ELM algorithm which detects that
the packet which is coming through IoT traffic is genuine or
just to create attacks. *e second section of the proposed
system is summating at cloud service which provides the
global view to examine and observe the ongoing security
condition of IoT applications. *is is used to forecast the
upcoming action of the attacker. *e results of this exper-
iment are estimated based on accuracy and response time,
the given system achieves 97.36% of accuracy, and response
time is evaluated as this system determines attacks 25%
faster as compared to other algorithms. *is system is to be
protected from proactive attacks, which is the limitation of
this system.

In [13], the author introduced a confidential preserving
distributed intrusion detection system structure based on
progressive learning. *is model is used to recognize denial of
service attack because many researchers remain unsuccessful in
determining real-time traffic dataset and thus many attackers
insert spiteful traffic patterns to corrupt the training structure.
*e proposed structure consists of three networks; they are
generative network which gathers all the incoming traffic from
all IoTdevices, and then, unique feature from all the devices was
extracted with the help of autoencoders. *e second network is
the bridge network, and all the collected data of useful features
which is extracted from the first network (generative network)
are sent to bridge network. *e gathered data are analyzed and
then compared with the available data in the third network
which is classifier network. In this network, only important data
are sent by the bridge network so that themodel will not behave
as time-consuming. To save time in execution, CNN (con-
volutional neural network) model is used to minimize false
alarms and inessential service visits. Simply, it can be defined as
the overall process can be divided into three phases; the first one
is the preprocessing phase; the second phase is the comparison
phase; the third phase is the classification phase based on
separate coding extraction of feature and fusion, incremental
maintaining module, and finally classification process. *is
structure has given classification accuracy with minimum space
and low computational cost, but the limitation of this structure
is that it is not able to identify new attacks in multiple attack
scenarios.

In [14], the author proposed a model of intrusion de-
tection honeypot based on SoLA to identify malware attacks.
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Honeypot is nothing but an unreal environment that collects
the data of attacks and attackers to only trap them but not to
prohibit them. *e introduced system of intrusion detection
honeypot’s architecture consists of a low interaction hon-
eypot server and IDS network. Both of them collect all the
information from the incoming traffic and investigate the
collected data. Complex event processing (CEP) engine
connects different events of direct attacks from host and
network, honeypot agent, SDN controller, etc. Depending
on the CEP outcome, the spiteful process is determined and
destroyed. Honeypot agent is structured by applying social
leopard algorithm (SoLA). *e introduced system of in-
trusion detection honeypot uses the complex event pro-
cessing technique to interrelate between features of the host,
network, and several events. *e ransomware encryption
process here takes place as read, encrypt, write, and delete.
When there is progression or movement from one state to
another one in the fake folder, it investigates whether the
activity is done by the user or it is the activity of the attacker.
Once the file is read and encrypted, it denotes it as doubtful
activity and examines the particular variable and then the
outcome of this process is sent to CEP engine and firewall;
here, engine interrelates the values from the honey folder,
audit watch, and SDN application and creates an alert which
is based on high accuracy, and thus, it determines the
malware attacks with minimized loss and high accuracy. *e
software-defined networking (SDN) applications upgrade
network security by applying simple commands. It does not
work on healthcare implants, so further this model can be
amplified for Internet-connected toys to identify the mal-
ware attacks.

In [15], to identify the harmful data that are inserted
within the IoTnetwork, a light-weighted intrusion detection
system is used. *e attack identification is done by using
machine learning which relies on a support vector machine
(SVM).*e architecture of the introduced system comprises
two stages: the first one is the training stage and the second
one is the evaluation stage. *e overall system is conducted
by varying the traffic intensity. Training databases carrying
labeled samples are acquired in the training stage, these
databases are then used to acquire their features, and a pool
of features is generated which can be called a feature pool.
*is pool accompanied by a vector label is sent to train the
classifier, and this trained classifier then categorizes the
samples as labeled samples and unlabeled samples. To cal-
culate the performance of the classifier, alike features used in
the training stage are extricated from data samples. Several
experiments were done in this work with different traffic
intensities, and it is proved that packet arrival rate feature
and support vector machine-based classifier are sufficient to
detect the intrusion in the network as compared to other
classifiers like NN, k-NN, and DT. *e outcomes of using
this model are the intrusion detection system which relies on
a support vector machine (SVM) to achieve adequate de-
tection of attacks.

In [16], the author introduced the intrusion detection
system which relies on brilliant deviation, and the researcher
named it Passban; this system is used to secure the Internet
of things that are linked to this system. Passban is comprised

of packet flow discovery, feature extraction, training and
loading of the model, action manager, and web management
interface. In this work, author focuses on the performance of
network interchange having the objective of identifying the
patterns which slightly vary from them, and names them as
anomalies. *ese different patterns are the pattern of attacks
which takes place in the network. One-class classification, a
type of learning strategy, is accessible for the present un-
ambiguous condition. *ere are many algorithms obtained
that rely on basically two techniques; the first one is pro-
filing, and the second one is isolation. Feature extraction is
another step on which machine learning is then applied;
several features are extracted from the data. Trained data are
saved in the local memory of the edge device and the
prediction; phase-predicted anomalies are also detected.
Finally, all the anomalies are then forwarded to the action
manager. In this, Passban is worked on two scenarios and
then results are declared. In the first scenario, LOF and
i-forest are capable of detecting all the attacks with adequate
accuracy, while in the second scenario arrangements are not
requisite, which means Passban is connected individually to
the network which is to be identified for the attack; it can
scan overall traffic of the device linked with the network.
*is technique is useful in threat determining with the
accurate performance, and it can be applied on inexpensive
devices also.

In [5], the author discussed multiple works that rely on
IoT devices, security procedures, and machine learning
procedures. *e main aim of the research is to create a
junction in between the above given three areas. *e first
junction is between IoT and security procedure, IoT ar-
chitecture consists of three layers: perception layer, network
layer, and application layer, and every layer has different
attacks on it. Many machine learning techniques for in-
trusion detection were discovered. *is survey bestows
complete analysis of network intrusion detection for IoT
security established in various aspects of learning tech-
niques. Here, IoTattacks are categorized based on challenges
they are spoofing, routing attacks like sinkhole attack, se-
lective forwarding attack, black hole attack, wormhole at-
tack, replay attack, tampering attack, repudiation attack, and
man-in-the-middle attack; these are technical terms of at-
tacks. Other kinds of attacks are based on design challenges,
and some of them are interoperability and diverseness,
security and privacy, etc., based onmechanism filter packets,
adopt encryption, employ robust password authentication
schemes, and audit and log activities. Various learning
techniques are described by the different researchers; some
of them are machine learning and deep learning, and based
on these learning strategies, different algorithms are gen-
erated like decision tree, artificial neural network, Näıve
Bayes, optimum path forest algorithm, logistic recursion,
support vector machine, etc. *is research work is helpful
from an academic point of view and also industrial research.

In [17], author proposed a 2-stage AI IDS in SD-IoT
network that has flow classification and feature extraction as
its two stages. *e architecture has self-learning ability. To
get the best features been extracted, improved bat algorithm
is used and for its optimal performance swarm division and
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binary differential mutation are applied with it. *en, an
improved random forest is applied for network flow clas-
sification, and to improve the classification, weighing
mechanism is also used. Experimental results are performed
on a subset of the KDD Cup 1999 dataset after down-
sampling. *e experimental results validate the better ac-
curacy and lower overhead of an architecture which is better
than the previous solution, and as far as it is concerned with
future work, it can be extended to be applied in the real
network for classification of traffic.

In [18], author proposed a novel SDRK-ML algorithm,
that is, supervised DNN, and further extended it to an
unsupervised clustering technique. *e algorithm is placed
between IoT and cloud layers to make it work better. Fog
nodes are set as a gateway and perform data acquisition, and
later, feature extraction is done which has been inputted to
trained SDRK in which deep feedforward NN and K-means
work on its core but in this paper, due to the unsuitability of
K-means, a variation of K-means named as “RRS-K-means”
is used to overcome the issue of NP-completeness. In a
testbed, it is mentioned that a programmable feature of fog is
installed that mitigates the attack for evaluation. *e ex-
perimental results are performed on the benchmark NSL-
KDD dataset. *e limitation of this paper was that the fog
nodes themselves can also be a point of attack to hack, so
identification of same and reducing the retraining time are
some suggested study works.

In [19], the author developed a CNN-based architecture
that extracts the properties of the link load to detect roadside
unit intrusion. *is deep architecture consists of six covert
layers, three of which are convolutional layers and three of
which are pooling layers that implement average pooling
with factor two to obtain abnormal fluctuations. As acti-
vation function, the sigmoid function is taken. *e spatial
characteristics of link charges are indicated as a matrix, and a
loss function based on the standard L1 is presented to train
the model’s backpropagation algorithm.*e first assessment
parameter of sensitivity, calculated using different weights
and biases, is precision for the evaluation of performance.
Low-orbit ion cannon is installed for the experimental result,
and the result is driven from four attacks, TCP, UDP, SYN,
and HTTP. To implement DDoS, LOIC is installed.

*e author of [20] proposed a CorrAUC approach for
the effective selection of traffic through the use of algorithms
to improve traffic detection in the IoTnetwork. *e method
proposed works in four steps. In the first step, a function
selection metric called CorrAUC extracts the characteristics.
In the second step, a wrapper technique is used to develop
and design an algorithm based on the same metric. In the
third step, it combines the ROC curve correlation attribute
(CAE) and ROC curve area (AUC) to select the effective
function to detect the bot-IoT. In the last step, integrated
TOPSIS and Shannon entropy will be used for the validation
of selected features on a bijective soft set. *e Pearson
correlation coefficient is utilized betweenM andN attributes
in the feature selection matrix, but a feature becomes ef-
fective if the relationship between feature and class is not
strongly correlated so that the correlation is calculated for
greater precision. A newly developed dataset called bot-IoT

is used for experimental evaluation. *e most significant
works reviewed in this section are summarized in Table 1
with their limitations.

3. Methodology

*e proposed framework for intrusion detection in IoT is
illustrated in Figure 1. *is framework gives a general
overview of the framework that is composed of basically
three layers: data layer, communication or network layer,
and the application layer. *e data layer is composed of
smart sensor data or IoTnodes.*e collected data, either it is
from sensors or any data user, are collectively communi-
cated to the next layer, i.e., communication or network layer.
*is layer is composed of gateway or switching devices that
are responsible for analyzing the collected network data. *e
abnormal packets are analyzed using the proposed approach
and report to an administrator, whereas the normal data
packets are transmitted to the next layer for their storage and
analysis purposes. We explained the technique proposed in
this section step by step with details. Our proposed method
includes three steps for effective selection in the IoTnetwork:
data collection and extraction of features, optimal selection
of features, and classification (as shown in Figure 2).*e IoT
packets are captured and transmitted for preprocessing and
feature extraction at the data collection stage. Second, the
proposed feature selection method is used which selects
functions that contain sufficient information and then se-
lects the feature to accurately filter it and select effective
features for the selected ML algorithm based on these op-
timal features. *e proposed algorithm is an assessment of
correlations with an entropy feature estimate to solve the
problem by a specific machine learning (ML) algorithm [21]
of effective intrusion detection selection. *e entropy esti-
mate, which provides more detailed information on whether
or not selected features are similar, is a mathematical
method used for homogeneity measurement. In terms of the
effective function selection for IoT attack detections in the
IoT network environment, this technology produces very
effective results. In addition, our method selects features that
carries sufficient information for identifying IoTattacks [22]
on the IoT network. To understand clearly, the methods for
effective feature selection in the IoT network are discussed
below, taking into consideration the detection of attacks by
IoT.

3.1. Data Collection and Feature Extraction. *e incoming
traffic flow is captured, and further necessary features are
extracted out of normalized incoming data packets [23].
*ese extracted features help out to find the type of attack
and its identification. But before the feature selection pro-
cess, it is required to preprocess the extracted data or fea-
tures because data preprocessing plays a vital role in network
traffic as the volume of data handled is huge. *e algorithm
for this stage is illustrated in Algorithm 1.

In preprocessing process, reduction of redundant data
and normalization is an important step. *is results in
balanced data formation within a specified range. *e
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z-score technique is used to normalize the incoming data
packets, as illustrated in the following equation:

zi �
xi − mean xi( 􏼁

std xi( 􏼁
, (1)

where xi � ith feature set, mean(xi) �mean of ith feature set,
and std(xi) � standard deviation of ith feature set.

3.2. Feature Selection. For effective feature selection to solve
the problem associated with malicious attack detection for

IoT networks, three feature selection methodologies are
hybridized with entropy estimation. *is will result in the
selection of the best and optimal feature selection. Corre-
lation among features that selects effective features reduces
volume of data as well as calculations also. Further feature
entropy estimation is performed to overcome from class
imbalance problem by eliminating irrelevant features.

A rank-based chi-square feature selection algorithm [24]
is used to evaluate the dependency level of feature sets (fi) on
the class label (cl). Mathematically, it is represented as in the
following equation:

Table 1: Overview of reviewed IDS for IoT security.

Ref Techniques Attack types Dataset Drawbacks

[10] Machine learning DoS, man-in-the-middle attack,
spoofing, reply attack, etc. — Does not support real-time detection

[12] Online sequential extreme
learning machine DoS, R2L, probe, U2R NSL-KDD

It cannot analyze all kinds of attacks
evolving in the highly dynamic IoT

environment

[13] Autoencoders DoS, R2L, probe, U2R NSL-KDD,
KDD99, real time Not suitable for multiclass attack scenarios

[14] Social leopard algorithm Ransomware attacks UNSW-NB15 Only applicable on ransomware attacks
[15] Support vector machine DoS attacks CICIDS2017 Not suitable for changing traffic flow.

[16] Machine learning Port scanning, HTTP and SSH
brute force, and SYN flood attacks Real IoT testbed Operable on limited data rate of incoming

packets
[17] Random forest DoS, R2L, probe, U2R KDD99 Does not support real-time detection

[18] Deep feedforward neural
network DoS, R2L, probe, U2R NSL-KDD Does not support real-time detection

[19] Convolutional neural
network Flooding DDoS attack Real IoT testbed Training error shows steep convergence

curve
[20] Machine learning Botnets attacks Bot-IoT dataset Not suitable for multiclass attack scenarios

Attack Detection Model

Data Analysis

IoT devices

Node1 Data Layer
(Data Collection)

Communication
or network layer

Application Layer

no

yes Feature
Correlation

Feature
SelectionReport Attack

Classification

IoT incoming
data

Action Manager

Node2 Noden

Data Analysis

no

Action Manager

Figure 1: Framework for IoT security.
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Chi2 fi, cl( ) �
Ai − Ci( 􏼁

2

Ci

, (2)

where Ai � number of observations in a class cl and
Ci � number of expected observations in a class cl.

In addition, the technique of Pearson moment correlation
was adopted. *is technique was used to study the relationship
between independent and target class characteristics more
thoroughly.Pcorr, a range of values from+1 to−1, is available for
the Pearson correlation coefficient. A value of 0 indicates that
the two variables are unrelated. A value above 0 is a positive
association, and a value below 0 is a negative one.*is technique
is used to identify relationships between different characteristics
or attributes. Mathematically, it is represented as follows:

Pcorr �
􏽐 Ai − 􏽢Ai􏼐 􏼑 Bi − 􏽢Bi􏼐 􏼑

���������������������

􏽐 Ai − 􏽢Ai􏼐 􏼑
2

􏽐 Bi − 􏽢Bi􏼐 􏼑
2

􏽱 , (3)

where Ai and Bi � feature sets and 􏽢Ai and 􏽢Bi �mean of
feature sets Ai and Bi, respectively.

Lastly, the F-score correlation feature selection method was
adopted. F-Score correlation is an algorithm that is used to
determine the direct or indirect relation among data values. If
this F-score value is smaller among feature sets, then those
features are not related to each other, whereas if the value is
higher, then that feature is highly related and can be added to
the feature subset. Mathematically, it is represented as in the
following equation:

Fscore �
􏽐

J
j�1 f

j

i − fi􏼒 􏼓
2

􏽐
J
j�1 1/Nj − 1􏽐

nj

n�1 f
j
n,i − f

j
i􏼐 􏼑

2,
(4)

wherefi �mean of fi feature set,f
j

i �mean of ith attribute of the
fj feature set, f

j
n,i � ith attribute of the nth instance in fj feature

set, and Nj � number of attributes in jth feature set.

After finding correlations from three different algo-
rithms, different feature sets are identified.*ese feature sets
are further input into the feature entropy estimation algo-
rithm which results in optimal feature selection that con-
tributes to finding the class of input data packets. *is is
considered to be an ensembling of feature selection that is
preferred to give a precise result. *is is illustrated in
Algorithm 2.

Feature entropy estimation (FEE) was used to find the
best-related feature extraction; information gain formula is
used for feature selection. In the context of the target var-
iable, it evaluates the gain for each variable.*e calculation is
referred to as the mutual information between the two
random variables in this slightly different application. *e
best characteristic is determined by the entropy calculation.
Entropy is an uncertainty measure that can be used to
deduce the distribution of characteristics in a concise way. It
is mathematically evaluated as in the following equation:

FEE � Ef − 􏽘
N

n�1

fi

f
Efn

􏼐 􏼑, (5)

where Ef � entropy of feature sets, fi � ith feature set, and
Efn

� entropy of nth subset of feature sets.
*erefore, for attack detection, these feature selection

techniques are applied to generate important, relevant
features and remove unnecessary features to reduce com-
putational complexity that will result in a reduction of ex-
ecution time for malicious IoT traffic.

3.3. Extreme Gradient Boosting Classification. Gradient
boosting is a kind of collective machine learning algorithm
that can be used to solve categorization [25] and regression
modeling issues. Decision tree models are used to create

Raw incoming Packets

Feature Extraction and Pre-processing

Feature Sets

Rank based
Chi-square

F_score
Correlation

feature entropy estimation

Normal
Type of Attack Extreme Gradient

boosting 

Subset2Subset1 Subset3

Pearson
Correlation

Figure 2: Proposed flowchart.
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ensembles. To correct the forecasting misclassification
caused by past models, trees are introduced to the array at
the same time and matched. Gradient boosting gets its name
from the fact that the loss gradient is reduced when the
model is fitted, almost like a neural network. Simulations are
fitted using a gradient-based approach and any configurable
differentiable loss function. Because the GBDT algorithm is
prone to overfitting, the XGBoost technique incorporates
normalization factors into the original GBDT algorithm.
XGBoost has been extensively enhanced in contrast to pre-
vious algorithms, as evidenced by the greatly enhanced
training time and accuracy. Let us consider input as xi, output
as oi, and 􏽢oi as the observed and predicted label, respectively.
Mathematically [26], the learning model is represented as

􏽢o
(1)
i � 􏽢o

(0)
i + f1 xi( 􏼁,

􏽢o
(2)
i � 􏽢o

(1)
i + f2 xi( 􏼁,

􏽢o
(t)
i � 􏽢o

(t−1)
i + ft xi( 􏼁,

(6)

where ft(xi) � the weak learning function.
*e loss function, while training, is mathematically

represented as in the following equation:

losst � 􏽘
n

i�1
loss oi, 􏽢oi( 􏼁 + 􏽐

T

t�1
loss ft xi( 􏼁( 􏼁, (7)

where losst � training loss function, loss(oi, 􏽢oi) � empirical
loss between observed and predicted labels, And
loss(ft(xi)) � loss of boosted learner.

*e entire training process is illustrated in Algorithm 3.

4. Results and Discussion

In this section, first, we have illustrated the dataset used and
the environment of the experiment. *en, the metrics used
are discussed for the measurement of performance of
proposed models, and later, results are discussed.

4.1. Experimental Setup. We selected three datasets for the
performance evaluation of the proposed approach, namely,
the NSL-KDD dataset [27], the UNSW NB15 dataset [28],
and the CICIDS2017 dataset [29].*eNSL-KDD dataset was
generated from the KDD Cup’99 dataset to eliminate
identical datasets and alleviate the problems involved with
the KDD Cup’99 dataset. *ere are 125,973 data records in
the NSL-KDD train database and 22,544 data files in the test
data file. *e size of the NSL-KDD record is large enough
that the full record can be used without the use of a rep-
resentative sample. *e given dataset is comprised of 41
characteristics and 22 training intrusion attacks. Here, the
connection has 21 characteristics, and the type of connection
all together in the same host has 19 characteristics. *e IXIA
Perfect Scenario program in the Australian Center for Cyber
Security (ACCS), Cyber Range Lab, established a combi-
nation of spatial and temporal activities from the unpro-
cessed network packets of the UNSW-NB 15 dataset [28].
100GB of unprocessed data traffic is collected using the

(1) Begin
(2) Input: Incoming IoT traffic (IoTtraffic)
(3) Output: Extracted Features (Fv)

i� input packets, gn � gateway nodes,
inorm �normalized input packet

(4) For each i ϵ IoTtraffic
gn⟶Gateway (i)

z_score (i)⟶ inorm
Extract (i)⟶Fv

Return (Fv)
(5) End

ALGORITHM 1: Data collection and feature extraction.

(1) Begin
(2) Input: Fv
(3) Output: Fvoptimal
(4) R ← nrows (Fv)
(5) C ← ncols (Fv)
(6) Fv1←Chi

2

(7) Fv2←Pcorr
(8) Fv3←Fscore
(9) for each i in C do

Fvoptimal
FEE (Fv1, Fv2, Fv3)

(10) end for
(11) return Fvoptimal

ALGORITHM 2: Feature selection.
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tcpdump utility (e.g., pcap files). *ere are nine different
security threats in this dataset. And the last dataset is
CICIDS2017 [29] which includes even more fresh data
packets, both with and without assault, that is remarkably
similar to real-world communication networks. *is data-
base comprises current real-world network-like information
that has been gathered over five days and included a variety
of malware as well as normal data. *is work is employed on
a 64-bit Intel Core-5 CPU with 8GB RAM in Windows 10
environment. Machine learning algorithm is implemented
in MATLAB 2020a.

4.2. Performance Parameters. *e proposed work was
evaluated on the basis of the following parameters:

Accuracy �
(TP + TN)

(TP + TN + FP + FN)
∗ 100,

Precision �
TP

(TP + FP)
∗ 100,

Recall �
TP

(TP + FN)
∗ 100,

F_Measure �
2∗ Precision∗Recall
(Precision + Recall)

,

(8)

where TP stands for true positive that means if actual and
predicted data samples are an anomaly in nature, then TP is
evaluated, TN stands for true negative that means if actual
and predicted data samples are not an anomaly in nature,
then TN is evaluated, FP stands for false positive that means
if actual and predicted data samples are normal and anomaly
in nature, respectively, then FP is evaluated, and FN stands
for false negative that means if actual and predicted data
samples are an anomaly and normal, respectively, then FN is
evaluated.

4.3. Result Analysis. Table 2 shows the performance evalu-
ation of the proposed intrusion detection system on the
NSL-KDD dataset with 5-fold validation. Table 2 represents
performance parameters of accuracy, precision, recall, and

F_Measure. Similarly, Table 3 represents the performance
evaluation on the CCIDS2017 dataset. And Table 4 repre-
sents the performance evaluation on the UNSW_NB15
dataset. In this analysis, the random samples from the test
dataset are selected and evaluated. In this work, 5-fold
validation is performed. *e dataset is divided into 5 parts
randomly, one part is selected testing, and other parts are
used for training. Similarly, Table 5 represents the time
complexity of the proposed algorithm. From Table 5, it was
observed that the average time complexity on the NSL-KDD
dataset was approx. 38 sec, whereas for USNW_NB15 and
CCIDS 2017 the time complexity was approx. 2 sec and 3 sec,
respectively. *e proposed methodology results in a light-
weight low-cost feature selection method for IoT devices.
*is is due to its low computational time complexity that is
illustrated in Figure 3. *is figure justifies the time taken for
the selected number of features from incoming IoTnetwork
traffic.

4.4. State-of-the-Art Comparison. *e IoTor edge nodes are
vulnerable to network attacks, and network connectivity
enables malware injection from the Internet. In most of the
attack detection learning models, vanishing gradient
problem occurs and faces overfitting issues during the latter
stages of training. Nowadays, it has become one of the most
promising research areas for researchers as daily new attacks
are introduced in the network. *is section is dedicated to
exploring the work of other researchers in the field of in-
trusion detection. A comparative state of the art with other
existing works is illustrated in Table 6.

5. Conclusion

Attack detection in IoT is quite an essential task to keep track of
the security of IoT traffic. In the past few years, many re-
searchers have implementedmachine learning (ML) techniques
to track and block malicious IoT traffic. But in the presence of
inappropriate features, these ML models lead to misclassifica-
tion issues along with time complexity during the learning
process. *is noteworthy issue needed to be resolved by de-
signing a framework for optimal and accurate feature selection
from malicious IoT traffic. For this purpose, a new framework

(1) Begin
(2) Input: v(x, y)i, N� number of iterations
(3) Initialize: ft, t� 1, 2, . . ..T
(4) Fv �Algorithm 1 (IoTtraffic)
(5) Fvoptimal

�Algorithm 2 (Fv)
(6) for t� 1 to T do
(7) compute gradients (Fvoptimal

)
(8) 􏽢o

(t)
i � 􏽢o

(t−1)
i + ft(xi)

(9) losst←􏽐
n
i�1 loss(oi, 􏽢oi) + 􏽐

T
t�1 loss(ft(xi))

(10) if losst � �min
return 􏽢o

(t)
i

(11) end if
(12) end for

ALGORITHM 3: Training process.
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model is proposed. Firstly, the proposed feature selection ap-
proach is developed by combining rank-based chi-square,
Pearson correlation, and f_score correlation to extract relevant
features out of all available features from the dataset. *ese
algorithms are a type of wrapper technique that filters out
the features more accurately and effectively for classification.
*en, feature entropy estimation was applied to validate the

relationship among all extracted features to identify malicious
traffic in IoT networks. *e experimental simulation was
performed by using three datasets, NSL-KDD, UNSW-NB15,
and CCIDS2017, and compared with some existing works. It
was observed that on the NSL-KDD dataset, accuracy was
approx. 97.48%. Similarly, the accuracy of USNW-NB15 and
CCIDS2017 was approx. 99.96% and 99.93%, respectively.

Table 2: Evaluation of proposed methodology on NSL-KDD dataset.

Testsets Accuracy Precision Recall F_measure

Testset_1

DoS 94.54444 91.10397 94.22564 92.63851
Probe 95.93165 84.76717 68.65544 75.86532
R2L 99.50386 95.67901 38.94472 55.35714
U2R 99.96626 99.97023 99.99603 99.98313

Testset_2

DoS 94.57939 91.14358 94.29584 92.69292
Probe 95.12826 90.0986 53.4878 67.1258
R2L 99.54866 94.96855 44.15205 60.27944
U2R 99.96825 99.97505 99.99319 99.98412

Testset_3

DoS 94.64966 91.31289 94.31761 92.79093
Probe 95.21327 90.21739 54.37197 67.85143
R2L 99.51577 96.18321 41.44737 57.93103
U2R 99.97354 99.97883 99.99471 99.98677

Testset_4

DoS 94.62738 91.27438 94.31897 92.7717
Probe 94.47814 90.65934 45.15908 60.28774
R2L 99.50783 94.17476 39.43089 55.58739
U2R 99.98095 99.98412 99.99682 99.99047

Testset_5

DoS 94.57432 91.14699 94.23958 92.66749
Probe 95.92379 84.40888 69.27966 76.0996
R2L 99.51578 96.20253 38.97436 55.47445
U2R 99.98015 99.98412 99.99603 99.99008

Table 3: Evaluation of proposed methodology on UNSW_NB15 dataset.

Testsets Accuracy Precision Recall F_measure
Testset_1 99.95465 100 99.90926 99.95461
Testset_2 99.96599 100 99.93179 99.96588
Testset_3 99.96112 100 99.9223 99.96113
Testset_4 99.94556 100 99.8913 99.94562
Testset_5 99.93197 100 99.8645 99.9322

Table 4: Evaluation of proposed methodology on CICIDS2017 dataset.

Testsets Accuracy Precision Recall F_measure
Testset_1 99.93197 100 99.8645 99.9322
Testset_2 99.9114 99.97733 99.86413 99.9207
Testset_3 99.9114 99.97371 99.8687 99.92118
Testset_4 99.89367 99.96824 99.84142 99.90479
Testset_5 99.93355 99.96047 99.92098 99.94072

Table 5: Time evaluation of proposed methodology.

Time (in sec) NSL-KDD UNSW_NB15 CICIDS2017
Testset_1 34.64 1.21 2.99
Testset_2 38.78 1.25 3.06
Testset_3 39.18 1.18 3.09
Testset_4 40.79 1.12 3.99
Testset_5 38.51 1.22 3.88
Average 38.38 1.196 3.402
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*e following conclusions can be derived from the imple-
mentation of the proposed algorithm:

(i) *e proposed framework can enforce security and
trustworthiness on the Internet of things (IoT)

(ii) *e feature selection techniques remove the
drawback of a local minimum, and they converge
faster

(iii) By selecting optimal features, training time is
reduced

(iv) Highly related features are needed for improvement
in performance level. Unnecessary features will
cause calculation complexity

(v) Faster execution with reduced features results in
faster alert of intrusion, and prevention measures
can be applied accordingly

In future work, this work would be extended for other
datasets also and more real-time attack detection would be
explored. *is would create fine-grained usage limitations to
ensure privacy characteristics across big datasets even while
enabling classification algorithms and analyses to operate on top
of them. Internet of things (IoT) application frameworks would
develop the necessary technical capabilities to impose sufficient
security controls as even more data are collected, transferred,
and analyzed over a common infrastructure.

Notations

IoTtraffic: Incoming IoT traffic

Fv: Extracted features
gn: Gateway nodes
inorm: Normalized input packets
xi: ith feature set
Mean (xi): Mean of ith feature set
std(xi): *e standard deviation of ith feature set
zi: Z-score of feature sets
f: Feature sets
cl: Class label
Chi2(fi, cl)

: Rank-based chi-square feature selection
Ai: Number of observations in class cl
Ci: Number of expected observations in class cl
Pcorr: Pearson moment correlation
Ai, Bi: Any feature sets
􏽢Ai, 􏽢Bi: Mean of feature sets
Fscore: F-score correlation
fi: Mean of fi feature set
f

j

i : Mean of the ith attribute of the fj feature set
f

j
n,i: *e ith attribute of the nth instance in fj feature

set
Nj: Number of attributes in jth feature set
Ef: *e entropy of feature sets
fi: ith feature set
Efn

: *e entropy of nth subset of feature sets
xi: Input data
oi: Observed class label
􏽢oi: Predicted class label
ft(xi): Weak learning function
losst: Training loss function
loss(oi, 􏽢oi):
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Figure 3: Feature selection time complexity analysis.

Table 6: Comparative performance evaluation.

OS-ELM [12] ELM [30] Ours XGBoost [30] CART [31] ANN [32] Ours SVM [15] Ours
NSL-KDD UNSW-NB15 CCIDS2017

Accuracy 96.54 94.45 97.48 88 88 84 99.96 98.03 99.93
Training time (in sec) — ∼600 ∼50 — ∼6 — ∼2 ∼16 ∼4
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Empirical loss function between observed and
predicted labels

loss(ft(xi)): *e loss function of the boosted learner
Fv: Feature vector
Fvoptimal

: Optimal feature vector.
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-e Internet of things (IoT) has emerged into a revolutionary technology that enables a wide range of features and applications
given the proliferation of sensors and actuators embedded in everyday objects, as well as the ubiquitous availability of high-speed
Internet. When nearly everything is connected to the Internet, security and privacy concerns will become more significant.
Furthermore, owing to the resource-constrained nature of IoT devices, they are unable to perform standard cryptographic
computations. As a result, there is a critical need for efficient and secure lightweight cryptographic scheme that can meet the
demands of resource-constrained IoTdevices. In this study, we propose a lightweight proxy in which a person/party can delegate
its signing authority to a proxy agent. Existing proxy signcryption security approaches are computationally costly and rely on RSA,
bilinear pairing, and elliptic curves cryptography (ECC). -e hyperelliptic curve cryptosystem (HECC), on the other hand,
employs a smaller key size while maintaining the same level of security.When assessed using the random oracle model (ROM), the
proposed scheme provides resilience against indistinguishable under adaptive chosen ciphertext attacks (IND-CCA) and
unforgeable under adaptive chosen message attacks (UU-ACMA). To demonstrate the viability of the proposed scheme, security
analyses and comparisons with existing schemes are performed. -e findings show that the proposed scheme provides high
security while reducing computational and communication costs.

1. Introduction

Modern enterprises and business organizations require the
delegation of signing rights due to a lack of processing
capability or the temporal absence of an agent. Similarly, it
attracted e-commerce applications like signing the business
contract and online proxy auction. To provide the delegation
of rights, Mambo et al. [1, 2] were the first who contributed a
new method called a proxy signature. -is approach in-
cludes three participants: original signer, proxy signer, and a
verifier/receiver. -e original signer can delegate its signing
rights to the delegated agent/proxy signer. Later, the dele-
gated agent uses this sign on the behalf of its delegator and
delivers it to the respective verifier/receiver. Unfortunately,
the schemes in [1, 2] do not provide any solution to prevent
it from misuse. Another attempt in enhancing proxy sig-
nature was made by Kim et al. [3].-ey claim that the partial
delegation with a warrant is more impactful and secure than

full delegation in terms of computations and more pro-
cessing speed. But it gives unlimited delegation resulting
misuse of delegation. Another scheme proposed in [4] gives
the concept of nonrepudiation by devising the threshold
proxy signature scheme (TPSS). -e scheme successfully
preserves the nonrepudiation between the original sender
and proxy groups without involving the trusted third party.

-ough, the proxy signature will fail when communi-
cation includes some commercial secrets. -us, to resolve
this problem, Gamage et al. [5] designed a proxy sign-
cryption approach by combining proxy signature and the
encryption in a single logical step. -e proficiency and se-
curity strength of the given approach relies upon the discrete
logarithm problem which causes making it more costly in
terms of both computation and communication. In addition,
the proposed approach does not provide some security
services like forward secrecy and public verifiability. Zhang
[6] contributed publicly verifiable and forward secure proxy
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signcryption scheme. His proposed scheme is inefficient as it
needs a secure channel between the sender and proxy. In
addition, the proposed scheme creates more computational
cost and requires more bandwidth for communication. Li
and Chen [7] used pairing phenomena in the identity-based
proxy signcryption (IDBPYS) scheme that necessarily re-
quires a safe medium for transferring the secret key to the
user. Wang et al. [8] proposed an IDBPYS scheme that
satisfies the security parameters like forward secrecy and
public verifiability. But their proposed approach faces the
key escrow problem. Duan et al. [9] presented a secure
delegation-by-warrant IDBPYS scheme which is secure
under the random oracle model (ROM). In this approach,
efficiency and hardiness of security are based on bilinear
pairing. It requires more communication bandwidth and
creates high computation cost. Elkamshouchy et al. [10]
improved the proxy signcryption techniques and proposed a
new publicly verifiable proxy signcryption scheme based on
the discrete logarithm problem (DLP). -e authors claim
that the given approach achieves the security properties of
confidentiality and authenticity through an unsecured
channel. Since, it depends upon DLP, which consumes more
computing power. Furthermore, the proxy signcryption idea
was furnished by Elkamshouchy et al. [11]. -ey attempted
to improve the security of this scheme, but the scheme is
affected by high computing power and extra bandwidth due
to utilizing hard problems, i.e., integer factorization problem
(IF), DLP, Diffie–Hellman problem (DHP), and DSA
problem. So, IF, DHP, and DLP require moremachine cycles
and more computational power. Elkamchouchi and
Abouslseoud [12] successfully enabled the partial delegation
rights in their scheme by utilizing bilinear pairings on EC.
However, in the given approach, the proxy signcrypter
utilizes the signcrypting right incorrectly in light of the fact
that in partial delegation, there is no limitation on proxy
signcrypter. Lin et al. [13] designed a new provable secure
proxy signcryption approach utilizing bilinear pairing.
Unluckily, their proposed approach does not ensure the
security requirement of warrant unforgeability. For further
improving, Elkamchouchi et al. [14] proposed the notion of
warrants-based proxy signcryption which is good for low
resource devices. -e security hardness and efficiency of this
scheme are completely based on the elliptic curve cryp-
tography that leads to more power consumption of the
machine. Yanfeng et al. [15] presented a secure certificateless
proxy identity-based signcryption scheme. -ey proposed
elliptic curve discrete logarithm problem (ECDLP) for the
efficiency and security in their scheme. But the scheme needs
a secured channel for the partial private key distribution to
the users. Elkamchouchi et al. [16] introduced two proxy
signcryption schemes: one relies on DLP and other on
ECDLP, respectively. -ey claim that this approach has less
computational and communication costs. -e scheme is still
affected by more machine power consumption and extra
communication bandwidth. Furthermore, the proposed
scheme was not provable secured. Lo and Tsai [17] coined a
provable secure proxy signcryption scheme depending on
the bilinear pairings. -ey demonstrate better performance
and secrecy in terms of in-distinguishability and

unforgeability. Furthermore, they proved the security re-
quirements of the given approach under the ROM.-en, for
improving security services, Ming andWang [18] proposed a
provable secured proxy signcryption on the standard model.
Because of heavy computations due to bilinear pairing, the
proposed approach can still be affected by more machine
control usage and extra communication of information
transmission. Insafullah et al. [19] presented a lightweight
proxy signcryption approach based on HECC. -ey claim
that their newly designed scheme ensures all the security
services with low computational and communication costs.
Unfortunately, the scheme is affected by using more major
operations over the hyperelliptic curve. Abdelfatah [20]
coined a novel proxy signcryption approach and its EC
variant. Hui and Lunzhia [21] coined a new proxy sign-
cryption with EC. Waheed et al. [22] coined a new proxy
signcryption with EC. Hundera et al. [23] coined a novel
proxy signcryption approach with bilinear pairing for cloud
data sharing. However, the designed approaches in [20–23]
have been affected by more computational cost and extra
communication bandwidth due to EC and bilinear pairing.

1.1. Motivations and Contributions. Keeping in view all the
above proxy signcryption approaches, we identified that
there is still a need for improvement in computational cost
and bandwidth utilization. -ough the abovementioned
techniques are based on some prominent security tech-
niques, i.e., RSA, bilinear pairing, and EC, HECC provides
an equal level of security with 80 bits key size as compared to
the elliptic curve with 160 bits key size and RSA and bilinear
pairing with 1024 bits key size, respectively. -erefore, in
order to decrease computational costs and channel band-
width consumption, we design a cost-effective proxy sign-
cryption scheme based on HECC that perform three roles of
proxy delegator/original signcrypter, proxy signcrypter, and
proxy unsigncrypter. -e following are the main contri-
butions of this study:

(i) We make a new proxy signcryption approach with
the help of the hyperelliptic curve cryptosystem

(ii) We prove that the proposed approach is resilient
against indistinguishable under adaptive chosen
ciphertext attacks (IND-CCA) and unforgeable
under adaptive chosen message attacks (UU-
ACMA), when it is tested through the random
oracle model (ROM).

(iii) Our approach reduces the computational cost and
communication costs as compared to its counter-
part schemes

1.2. Organization of the Study. -e organization of the study
is as follows. Section 2 defines the basic preliminaries and
threat model. -e proposed model and the algorithm are
defined in Section 3. Section 4 contains the security analysis
of the proposed approach. Furthermore, in Section 5, we
describe the computation and communication overheads
analysis. Section 6 discusses the communication overhead,
and Section 7 presents the conclusion.
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2. Preliminaries

-is section includes some formal definitions of the
hyperelliptic curve discrete logarithm problem and hyper-
elliptic curve Diffie–Hellman problem; furthermore, the
explanation of the threat model is provided.

Definition 1. Suppose a devisorD of order n and an instance
ξ � δ · D is given, so, to extract δ from ξ is said to be
hyperelliptic curve discrete logarithm problem (HDL).

Definition 2. Suppose a devisorD of order n and an instance
ξ � ℓ · δ is given, so, to extract δ and ℓ from ξ is said to be
hyperelliptic curve Diffie–Hellman problem (HDDH).

2.1.6reat Model. Here, we are trying to explain the threats
against our proposed scheme regarding the security re-
quirements of indistinguishable under adaptive chosen ci-
phertext attacks (IND-CCA) and unforgeable under
adaptive chosen message attacks (UU-ACMA) by adversary
A.-e following Definitions 3 and 4 can be better explaining
the threats against our newly proposed scheme.

Definition 3. -e newly proposed scheme can be IND-CCA
secure, if A with the help of challenger A cannot win with
nonnegligible benefit in the following game.

Setup: A executes the setup part to make the global
parameter param and sends it to A.

2.1.1. Phase 1

Hash queries:A submits these queries andΦ can check
the value for the ask queries if the value is found in the
list; then, it gives the value toA; otherwise, Φ selects a
random value for each ask query and sends them toA.
Private key generation query:A can submit queries for
private key of signer and Φ executes the key generation
algorithm to produce the required private key and
dispatch it to A.
Proxy delegation query: when this query is submitted
byA,Φ responds as valid delegation for ask query toA.
Proxy signcryption query: when this query is submitted
with message and private key of proxy and delegation
by A, Φ responds as valid proxy signcryption tuple for
asking query to A.
Proxy unsigncryption query: when this query is sub-
mitted with proxy signcryption tuple byA,Φ responds
as valid plaintext which is generated through proxy
unsigncryption for asking query to A.
Challenge: two equal lengths plaintext ma and mb will
send by A, and Φ uniformly chooses a bit b ∈ 0, 1{ }

and computes a ununderstandable text ψ∗ on Mb.

2.1.2. Phase 2. In this phase,A should make same queries as
phase 1 with the following constraints:

(i) A will not send a request for any user private key
(ii) A never asks for proxy unsigncryption for ci-

phertext ψ∗

(iii) At the end of this phase, A generates a bit b∗ and
succeeds this game if b∗ � b.

Definition 4. -e newly proposed scheme can be UU-
ACMA secure, ifAwith the help of challengerΦ cannot win
with nonnegligible benefit in the following game.

Setup: same as above IND-CCA game.
Query: same as above IND-CCA game.
Forgery: finally, A outputs a proxy signcryption tuple
and succeeds in this game if the following events
happen successful.

(i) -e generated proxy signcryption text is valid
(ii) -e private key of proxy signcrypter never been

asked
(iii) -e proxy signcryption text is not generated using

proxy signcryption query

3. Proposed Model

We present here our cost-effective proxy signcryption
scheme for low constraint environment. Our proposed
scheme is comprised of four phases such as public key
verification, proxy delegation, proxy signcryption, and proxy
unsigncryption, respectively. -e block diagram of our cost-
effective proxy signcryption scheme is shown in Figure 1 and
the symbols used in algorithm in Table 1. Four types of roles
used in our scheme are public key verification, proxy del-
egator/original signcrypter, proxy signcrypter, and proxy
unsigncrypter. First of all, each user verifies the requested
user public key from certificate authority (CA). A proxy
delegator first sends a warrant message with the signature to
delegate the signcryption privileges to proxy signcrypter.
Later, proxy signcrypter verifies the received message and
computes the signcryption on behalf of the proxy delegator
and then delivers it to the proxy unsigncrypter. After re-
ceiving a proxy signcryption tuple, proxy unsigncrypter
verifies the authentication and performs the steps of
unsigncryption.

3.1. Setup. In this section, the certificate authority (CA) pick
HEC with 80 bits parameter size, make a system parameter
set as ℓ � HEC, D, h0, h1, h2, h3, ζ􏼈 􏼉, where ζ is the public
key CA and made as by selecting π at random, and then
compute ζ � π · D. Finally, CAmakes sure the availability of
ℓ in a network publicly.

3.2. Key Generation. In this subsection, the participants
(i � Uo,PS,PU) first compute their public and private
keys in the following way. -e participants (i) randomly
selects a number ai ∈ 1, 2, . . . , q − 1􏼈 􏼉 and calculates
f i � ai · D. So, ai and f i represent the participants (i) private
and public keys.
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3.3. Proxy Delegation. In this subsection, the original
signcrypter/proxy delegatorUo gives the right of the sign to
proxy signcrypter PS.

(i) -e original signcrypter selects ℓ ∈ 1, 2, . . . , q − 1􏼈 􏼉

(ii) Compute W � Z · D

(iii) Compute T � h0(mw,W) and also compute
V � (Z − aU · T)modq

(iv) Sends δ � (V,J, mw) to proxy signcrypter PS

After receiving δ � (V,J, mw) for validation, PS

performs the following equations:

W � V · D + h1 mw, Na,J( 􏼁 · fU
� V · D + h1 mw, Na,J( 􏼁.fU � Z − aU. h1 mw, Na,J( 􏼁( 􏼁.D + h1 mw, Na,J( 􏼁 · aU · D

� D · Z − aU. h1 mw, Na,J( 􏼁 + aU. h1 mw, Na,J( 􏼁( 􏼁

� D · (Z) � Z · D � W.

(1)

After validation, the proxy signcrypterPS generates the
secret key XK � (V + aP)modq and then calculates and
publishes the public key YK � XK · D.

3.4.ProxySigncryption. In this subsection, proxy signcrypter
PS performs the following steps to generate signcryption
on the message (m).

Original Signcrypter
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Confirmation of public key

C
on

fir
m

at
io

n 
of

pu
bl

ic
 k

ey

Verify Public Key

Verify Public Key

Ve
rif

y 
Pu

bl
ic

 K
ey

CA

Receiver

Pr
ox

y
Si

gn
cr

yp
tio

n

Proxy Signcrypter

D
el

eg
at

io
n

Figure 1: Framework model of the proposed proxy signcrypton scheme.

Table 1: Symbols used in the algorithm.

Notations of algorithm Descriptions
D Divisors of the hyperelliptic curve
Uo,PS,PU Represents the role of delegator, proxy signcrypter, and unsigncrypter
aU, aP, ar Private keys of delegator, proxy signcrypter, and unsigncrypter
fU, fP, fr Public keys of delegator, proxy signcrypter, and unsigncrypter
mw,m Warrant message and message (plain text)
Na, Np Nonce for delegator and proxy signcrypter
EK, DK Encryption and decryption
h0, h1, h2, h3 Hash functions
K,Ksr Preshared, computed shared key among proxy signcrypter and unsigncrypter
XK, YK Secret and public key for proxy signature generation and verifications
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(i) First choose a random number j ∈ 1, 2, . . . , q − 1􏼈 􏼉

(ii) Compute μ � j · D, where D is the divisor over the
hyper elliptic curve

(iii) Compute K � h1(Ksr + μ), where Ksr is the
shared secret key between proxy and recipient

(iv) Compute the ciphertext C � EK(m), where m is
the plain text

(v) Compute the hash function Ω � h2(C, μ)

(vi) Compute the signature S � ((j/XK) −Ω)modq,
where XK is the proxy signcrypter secret key

(vii) -en, send ψ � (C,S,Ω) to the proxy
unsigncrypter

3.5. Proxy Verification and Unsigncryption. In this subsec-
tion, receiving the tuple ψ � (C,S,Ω) proxy unsigncrypter
carry out the subsequent steps for verification and de-
cryption of the proxy signcrypted text.

(i) First recover μ � YK · (S +Ω) and μ � XK·

D · ((j/XK) −Ω +Ω) � j · D

(ii) After this, verify the signature Ω∗ � h2(C, ω) and
accept if Ω � Ω∗

(iii) Compute K � h1(Ksr + μ) and decrypt (m) �

DK(C)

4. Security Analysis

Our scheme meets the security requirements of indistin-
guishable under adaptive chosen ciphertext attacks (IND-
CCA) and unforgeable under adaptive chosen message at-
tacks (UU-ACMA) by adversaryA. -e following-eorems
1 and 2 can be better explaining the threats against our newly
proposed scheme.

Theorem 1. 6e newly proposed scheme can be IND-CCA
secure, if A with the help of challenger Φ cannot win with
nonnegligible benefit in the following steps.

Proof. -e instance of the hyperelliptic curve (Q,D,V · D)

is given to Φ and the task of Φ to compute Q � O · V · D.
Setup: Φ executes the setup part for to make the global

parameter param and sends it to A. □

4.1. Phase 1

Hash (h0) queries: if A submits (mw,J) query and Φ
can check the value for a query if the value found in the
list is (LH0), then it gives the values (Ti) to A; oth-
erwise, Φ selects Ti randomly and send them to A.
Hash (h1) queries: if A submits a query and Φ can
check the value for a query if the value found in the list
is (LH1), then it gives the values (Ki) to A; otherwise,
Φ selects Ki randomly and send them to A.
Hash (h2) queries: if A submits a query and Φ can
check the value for a query if the value found in the list

is (LH2), then it gives the values (Ωi) toA; otherwise,Φ
selects Ωi randomly and send them to A.
Private key generation query: if A submits query for
private key and public key of signer and Φ randomly
select ai ∈ 1, 2, . . . , q − 1􏼈 􏼉, calculate f i � ai · D, and
dispatch (ai, f i) to A.
Proxy delegation query: when this query is submitted
by A, Φ responds as valid delegation δ to A in the
following way.

(i) Φ randomly selects ℓ and T form 1, 2, . . . , q − 1􏼈 􏼉

and compute W � Z · D

(ii) ComputeV � (Z − aU · T), set δ � (V,J,mw),
and respond δ to A as a delegation

Proxy signcryption query: when this query is submitted
with message (m) and private key of proxy (ap) and
delegation (δ) by A, Φ responds as valid proxy sign-
cryption ψ to A in the following way.

(i) Φ chooses random numbers j,K,Ω,XK ∈
1, 2, . . . , q − 1􏼈 􏼉

(ii) Computes the ciphertext C � EK(m)

(iii) Computes the signature S � ((j/XK) −Ω)

(iv) Set ψ � (C,S,Ω) and respond ψ to A as a proxy
signcryption

Proxy unsigncryption query: when this query is sub-
mitted to ψ by A, if this query is not for target par-
ticipant, Φ responds as valid plaintext which is
generated through proxy unsigncryption to A. Oth-
erwise, Φ outputs ψ as an invalid proxy signcryption
tuple.
Challenge: two equal lengths plaintext ma and mb will
send by A, Φ uniformly chooses a bit b ∈ 0, 1{ }, and
computes an un-understandable text ψ∗ on Mb as
follows.

(i) Φ choose random numbers XK, μ,Ksr ∈
1, 2, . . . , q − 1􏼈 􏼉

(ii) Compute K � ( μ + Ksr), C∗ � EK(m), and
Ω∗ � h3(C

∗, μ)

(iii) Compute the signature S∗ � ((j/XK) −Ω), set
ψ∗ � (C∗,S∗,Ω∗), and respond ψ∗ to A as a
proxy signcryption on Mb to A.

4.2. Phase 2. Just like phase 1, A can submit the identical
queries, but it does not make a query for receiver private key
and a massage corresponding to the ψ∗.

After that, A results b∗ ∈ 0, 1{ }, and if b∗ � b, then Φ
results 1. Otherwise,Φ results 0. If Q � O · V · D, ψ∗ is valid
signcrypted text, and for this reason can extricate b by
utilized advantage π. Accordingly, Pr[Φ ⟶ 1|Q � O · V·

D] � Pr[b/� b|Q � O · V · D] � 1/2 + π.
If Q≠O · V · D, A cannot extricate b without advan-

tages. Accordingly, Pr[Φ ⟶ 1|Q≠O · V·

D] � Pr[b∗ � b|Q≠O · V · D] � 1/2 .

Probability analysis: suppose the queries (h0, h1, h2),
qpk, qp d, and qpsn represent hash queries, private key
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queries, proxy delegation queries, and proxy sign-
cryption queries, separately.
-us, we signify some measures (MER) as follows:

(i) MER1: Φ output is positive in private key
queries, and the probability is 1 − qpk/2k.

(ii) MER2: Φ output is positive in proxy unsign-
cryption queries, and the probability is 1 − 1/2k.

(iii) MER3: Φ output is positive in challenge part,
and the probability is 1/ qpk − 2k.

So, the total probability will be as follows:

Pr[Φ ⟶ π ] � Pr[MER1∧MER2∧MER3]

� Pr 1 −
qpk

2k
∧ 1 −

1
2k
∧

1
qpk

− 2k
􏼢 􏼣

� 1 −
qpk

2k
􏼠 􏼡 1 −

1
2k

􏼠 􏼡
1

qpk
− 2k

􏼠 􏼡 · π.

(2)

Theorem 2. 6e newly proposed scheme can be UU-ACMA
secure, if A with the help of challenger Φ cannot win with
nonnegligible benefit in the following steps.

Proof. -e instance of the hyperelliptic curve (Q,V · D) is
given to Φ and the task of Φ to compute Q � V · D � YK.

Setup: Φ execute the setup part for to make the global
parameter param ℓ and sends it to A.
Phase 1
Queries: same like -eorem 1.
Forgery: according to forking lemma [24], Φ can get
two valid proxy signcryption text that
areψ � (C,S,Ω) and ψ∗ � (C,S,Ω∗). -en, for the
verification, we get two equations that are μ � YK ·

(S +Ω) and μ∗ � YK · (S +Ω∗). So, after subtrac-
tion, we can get the following results.

μ − μ∗ � YK · (S +Ω)– YK · S +Ω∗( 􏼁( 􏼁

� YK · S + YK ·Ω –YK · S + YK ·Ω∗

� YK ·Ω –YK ·Ω∗ � μ − μ∗ � j · D − j∗ · D

� V · D · Ω − V · D ·Ω∗

� j − j∗( 􏼁 · D � V · D · Ω − Ω∗( 􏼁 � j − j∗( 􏼁

� V Ω − Ω∗(( 􏼁.

(3)

V � (j − j∗)/(Ω − Ω∗); hence, this is the solution for
solving the hyperelliptic curve discrete logarithm
problem.
Probability analysis: suppose the queries (h0, h1, h2),
qpk, qp d, and qpsn represent the hash queries, private
key queries, proxy delegation queries, and proxy
signcryption queries, separately.
-us, we signify some measures (MER) as follows:

(i) MER1: Φ output is positive in private key
queries, and the probability is 1 − qpk/2k.

(ii) MER2: Φ output is positive in proxy unsign-
cryption queries, and the probability is 1 − 1/2k.

(iii) MER3: Φ output is positive in challenge part,
and the probability is 1/ qpk − 2k.

So, the total probability will be as follows:

Pr[Φ ⟶ π ] � Pr[MER1∧MER2∧MER3]

� Pr 1 −
qpk

2k
∧ 1 −

1
2k
∧

1
qpk

− 2k
􏼢 􏼣

� 1 −
qpk

2k
􏼠 􏼡 1 −

1
2k

􏼠 􏼡
1

qpk
− 2k

􏼠 􏼡 · π.

(4)

□

5. Computational Cost

-e comparisons of the proposed and existing proxy
signcryption schemes in terms of major operations are of-
fered in table. In Table 2, computational cost in ms is
provided. -e symbols EML,Pr, and HEML represent
the exponential computations, elliptic curve multiplications,
pairing operations, and hyperelliptic curve devisor multi-
plication, respectively. -e other operations such as addi-
tion, subtraction, hash, and division are ignored because
they require fewer computations time.

To show more clearly the comparisons between the
proposed scheme and existing schemes, it has been observed
from [25], by using the Multiprecision Integer and Rational
Arithmetic C Library (MIRACL) and test the run time of the
basic cryptographic operations. -e running time for basic
cryptographic operations is given in Table 3 (tested it 100 of
times), an experiment donned through:

(i) Raspberry PI 3 B+Rev 1.3
(ii) OS: Ubuntu 20.04 LTS, 64-bit
(iii) with CPU: 64-bit, processor: 1.4GHz Quad-Core
(iv) With 1GB of memory

Also, we assume the half-time elliptic curve for the
hyperelliptic curve because it is the generalized form of
elliptic curve [26–30]. So, Table 3 provides details about the
average time. Table 4 and Figure 2 show that our proposed
scheme is computationally efficient from existing schemes.
In Table 2, we provide the computational cost comparisons
in milliseconds.

6. Communication Overhead

To design a cryptographic protocol for wireless communi-
cation, media is an important element because wireless
protocols need lower communication overhead. Selecting a
larger size of parameters can greatly affect the efficiency. In
this section, we compare our newly designed scheme with
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Table 4: Major operation comparisons.

Schemes Proxy delegation Proxy signcryption Proxy verification and unsigncryption Total
Insafullah et al. [19] 3HEML 1HEML 3HEML 7HEML

Abdelfatah [20] 3EML 1EML 1EML 5EML

Guo and Deng [21] 4EML 5EML 5EML 14EML

Waheed et al. [22] 1EML 3EML 5EML 9EML

Hundera et al. [23] 2Pr 4Pr 6Pr

Proposed 3HEML 1HEML 1HEML 5HEML

3.42 6.84 9.12
2.28

64.16

3.421.14 2.28
11.4

6.84
0 1.143.42 2.28

11.4 11.4
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Figure 2: Computational cost comparisons.

Table 3: Running time in milliseconds.

Primitive Average time (in milliseconds)
EML 2.28
Pr 32.08
HEML 1.14

Table 2: Computational cost comparisons.

Schemes Proxy delegation Proxy signcryption Proxy verification and unsigncryption Total
Insafullah et al. [19] 3.42 1.14 3.42 7.98
Abdelfatah [20] 6.84 2.28 2.28 11.40
Guo and Deng [21] 9.12 11.40 11.40 31.92
Waheed et al. [22] 2.28 6.84 11.40 20.52
Hundera et al. [23] 64.16 0 128.32 192.48
Proposed 3.42 1.14 1.14 5.70
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Table 6: Communication overhead comparisons for 1 kb ciphertext and warrant size.

Schemes Proxy delegation Proxy signcryption Total
Insafullah et al. [19] 1184 2800 3984
Abdelfatah [20] 1344 1696 3040
Guo and Deng [21] 1344 2848 4192
Waheed et al. [22] 1536 2016 3552
Hundera et al. [23] 2048 3072 5120
Proposed 1184 1616 2800

11.84 13.44 13.44

1536
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1184

2800
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Figure 3: Communication cost comparisons.

Table 5: Communication overhead comparisons in terms of extra parameters.

Schemes Proxy delegation Proxy signcryption Total
Insafullah et al. [19] 2|q| + |mw| 3|q| + |mw| + |C| + |H| 5|q| + |mw| + |C| + |H|

Abdelfatah [20] 2|p| + |mw| 1|p| + |C| + |H| 3|p| + |mw| + |C| + |H|

Guo and Deng [21] 2|p| + |mw| 5|p| + |C| + |mw| 7|p| + |C| + 2|mw|

Waheed et al. [22] |mw| + |H| 3|p| + |C| + |H| 3|p| + |mw| + |C| + |H|

Hundera et al. [23] 2|G | + |mw| 1|G | + |C| + |H| + |mw| 3|G | + |C| + |H| + 2|mw|

Proposed 2|q| + |mw| 1|q| + |C| + |H| 3|q| + |mw| + |C| + |H|

8 Mobile Information Systems



previous schemes in terms of communication overhead. For
generalization, we suppose that

(i) |p| is a prime number ≥2160

(ii) |q| is a prime number ≥280

(iii) |G| where G be a group ≥2512

(iv) |H| is a hash with 512 bits

Table 5 represents the communication cost of the
designed and previous schemes; furthermore, Table 6 and
Figure 3 show that when we consider 1 kb message or
warrant, then our scheme is best from existing schemes.

7. Conclusion

In this article, we proposed a cost-effective proxy sign-
cryption scheme for IoT devices. -e proposed approach
ensures the security properties such as unforgeability and
confidentiality when it is tested through the ROM. -e
proposed scheme is lightweight due to the usage of HECC,
which provides the same level of security with a lower-key
size. A detailed security as well as performance analysis is
conducted with the relevant existing schemes. -e results
demonstrate that the proposed scheme improves the overall
computational cost and communication overhead, these
being 5.7ms and 2800 bits, respectively, which authenticates
the superiority of our scheme from the existing schemes.
Finally, we concluded that the proposed scheme could be of
prime importance for the Internet of things devices.

In the future, we are intended to implement the same
scheme on multimessage multireceiver environment using
genus 3 of HECC.
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With the interaction of geographic data and social data, the inference attack has been mounting up, calling for new technologies
for privacy protection. Although there are many tangible contributions of spatial-temporal cloaking technologies, traditional
technologies are not enough to resist privacy intrusion. Malicious attackers still steal user-sensitive information by analyzing the
relationship between location and query semantics. Reacting to many interesting issues, oblivious transfer (OT) protocols are
introduced to guarantee location privacy. To our knowledge, OT is a cryptographic primitive between two parties and can be used
as a building block for any arbitrary multiparty computation protocol. Armed with previous privacy-preserving technologies, for
example, OT, in this work, we first develop a novel region queries framework that can provide robust privacy for location-
dependent queries. We then design an OT-assist privacy-aware protocol (or OTPA) for location-based service with rigorous
security analysis. In short, the common query of the client in our solution can be divided into two parts, the region query Rq and
the content query Cq, to achieve location k-anonymity, location m-diversity, and query r-diversity, which ensure the privacy of
two parties (i.e., client and server). Lastly, we instantiate our OTPA protocol, and experiments show that the proposed OTPA
protocol is reasonable and effective.

1. Introduction

Location-based services (LBS) are one of the successful
mobile applications in our daily life. Armed with the help of
LBS, it will be easy for you whether you want to let others
track your movements, find or get to somewhere, or simply
know your current location and what is around you.
Obliviously, LBS along with its corresponding applications
greatly improve the public living style in terms of richness
and diversity. However, problems of location privacy dis-
closure have not raised the concern of the public. For in-
stance, some malicious attackers will track the trace of the
location using the LBS. Attackers can monitor and identify
goal-oriented people, but the goal-oriented people could not
be aware of being tracked [1, 2]. In this case, researchers were
beginning to engage in how to conceal location and identity
of users.

In reality, the user can submit the points of interest
(POIs) queries (e.g., “find the nearest mall”) to the LBS
provider like Google Map. To conceal location and identity,
users could mask the query via an anonymity tool, such as
k-anonymity and obfuscation. But the attacker can deduce
the user’s identity from the content of query, background
knowledge, and the observation information if we just adopt
a simple pseudonym to cloak the location and the identity
[3]. To overcome these limitations, these proposed research
schemes can be divided into three major types: (a) location
k-anonymity, (b) location obfuscation, and (c) private in-
formation retrieval (PIR). However, these existing tech-
niques cannot efficiently address the following two major
problems in more detail: (a) most of the existing proposals
assume that all anonymous participants are completely
reliable. In contrast, the participants stay at the same level of
security. Apparently, this assumption is unrealistic and
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inconsistent. It is often questionable with the actual scenario.
Collaborator may be disclosing the accurate location in-
formation or the accurate queries information, either di-
rectly or indirectly. (b) In fact, intermediary servers or query
issuers obtain a large amount of redundant data during per-
query. However, these data are employed in charging cus-
tomers according to actual use, whether directly or indi-
rectly, and they are valuable assets of the LBS server.

Consider an application scenario shown in Figure 1.
Alice wants to get a discount list of this mall located in a
certain area or obtain what movie will be released in the
nearby cinema. Although there are a lot of POIs around her,
she is only concerned with a certain category of these POIs
information. For example, she issues a service request, “find
the discount price of the mall which is away frommy current
location about 5 km”, to trade with the LBS provider.
According to LBS service mode, the NN of Alice is P6, where
the set P1, P3, P4, P6, P8 represents some malls.

To our knowledge, previous schemes are not conducive
to the embodiment of the commercial value of the LBS
information. Hence, we will ask the following question: is it
possible to address the two above-mentioned problems
using OT-assist privacy-aware protocol? To answer this
question, in this paper, we first develop a novel region query
framework that supports the private location-dependent
query. We then design an OT-assist privacy-aware protocol
(or OTPA) for location-based service with rigorous security
analysis.

*e contributions can be summarized as follows:

(1) A novel region queries framework: We first devel-
oped a novel region queries framework that supports
private location-dependent queries. Our framework
achieves noncooperative privacy preserving via
cryptographic techniques, and it does not require a
trusted third party. We proposed a new fair ex-
changing pattern with semitrusted three parties,
which includes an intersection with three subjects:
users, location cloaking server, and LBS server.
Assume that all the participants are semihonest in
this architecture; they will honestly follow the pro-
tocol but they are curious to find out as much as
information from the data that it receives and stores.

(2) An OT-assist privacy-aware protocol: We designed a
privacy-aware query protocol, which guarantees the
untraceability of user trajectory and unlinkability of
the content. A common query is split into a region
query and a content query in our solution. Further,
we analyzed the user’s privacy through theory
analysis and demonstrated the effectiveness by
experiments.

1.1. Roadmap. *e rest of this paper is organized as follows.
We reviewed the related work in Section 2. In Section 3, we
presented some definitions and gave some terms. In Section
4, we introduced the region queries and designed a system
model and expression. *e proposed privacy-aware region
queries and OTPA protocol are presented in Section 5,

followed by the security analysis in Section 6 and the ex-
periment evaluation in Section 7. Finally, we concluded the
paper in Section 8.

2. Related Works

In numerous studies, the location k-anonymity [4–6] is
always the predominant approach. *e essence of location
k-anonymity is that the probability of identifying the query
user cannot exceed 1/k, which is mainly focused on query
privacy. Instead of sending the query to the LBS server, the
user interacts with the anonymizer, which cuts off the as-
sociation between user’s identities and query contents to
prevent the attacker from analyzing the user’s sensitive
information. However, k is not a representative of the actual
location privacy of mobile users. In fact, these cloaking
techniques based on the location k-anonymity metric could
even be counterproductive and give the illusion of a higher
location privacy level. Shokri et al. argued that the k-ano-
nymity scheme is insufficient for protecting location privacy
[7]. For example, if k users within an anonymous spatial
region (ASR) are located in the same semantic location, the
ASR guarantees the requester’s query privacy but discloses
their location privacy. On the other hand, if k users have
similar query content and distribute in different locations,
the ASR guarantees users location privacy and exposes the
user’s query privacy. *erefore, some researchers develop
further studies for location diversity and context-aware and
location semantics [8]. A complementary technique to the
location k-anonymity is the location obfuscation technique.
*ese location obfuscation techniques are achieved by de-
liberately reducing the resolution of the user’s location to
protect user privacy, namely, using a cloaking region instead
of the user’s actual location. To release ambiguous location is
often used as a simple and effective technique [9–11]. Space
Twist framework avoids the high computational cost and
communication cost caused by the ASR. However, a lower
resolution of location may cause coarse-grained service
provided by the LBS server. *e size of cloaking region is
proportional to degree of privacy and is inversely propor-
tional to the quality of service. *erefore, the adversary can
deduce the approximate location of the user according to the

P1

P2
P6 P7Alice

P8
P4P3

P5

Figure 1: Application scenario of LBS.
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context of background environment, which means leading
weak privacy [12]. Collusion of LBS leads to complexity of
privacy preserving in real-world applications. *e correla-
tion between geographic data and social data leads to losing
effectiveness for spatial-temporal anonymity technology. As
a cryptography-based oblivious transfer method, private
information retrieval (PIR) was also adopted to secure the
location privacy [13, 14]. OT and PIR are similar: crypto-
graphic protection against information disclosure. *e
methods which employed PIR protocol or OT protocol
provide provable privacy guarantees against correlation
attacks and eliminate the requirement for any trusted third
party. Computational PIR-based approach utilizes a PIR
protocol to implement a simple query pattern, which re-
trieves a specific database block from the LBS server without
discovering which block is retrieved. However, it leads to a
prohibitive computational cost and communication cost
even for a small POIs databases. *erefore, secure hard-
ware-aided PIR proven efficient is currently considered as a
practical mechanism for PIR. Some cryptographic tech-
nologies (such as attribute based encryption [15–17] and
data integrity checking [18–20]) have potential application
in location privacy, which not only guarantees secure data
share but also ensures remote data integrity [21].

3. Preliminaries

In this section, we present some definitions for follow-up
work, including the framework, privacy-aware protocol, and
privacy-aware queries in LBS.

Definition 1 (P). A point of interest (POIs) is a landmark or
specific location that someone may feel useful or be inter-
ested in, such as a hotel, hospital, and school. It can be
formalized into a triple set: P � 〈l, c, i〉. Here, we denote the
i − th POIs as Pi, where, Pi[l] is location coordinates of a Pi,
Pi[c] is category of a Pi, Pi[i] is service content of a Pi.

Definition 2 (Rq). Region query can be formalized as fol-
lows: Rq � 〈R, k, m〉. Here, R represents a geographic region
illustrated by the query submitter. *e k is the user-desired
degree of anonymity. m is the user-desired number of
different semantic locations within R.

Definition 3 (Cq). Content query can be formalized as follows:
Cq � 〈R′, C′〉. Here, R′ represents the minimum area meeting
users’ privacy.C′ is a subset ofC. It is selected by the user.C is a
comprehensive POIs taxonomy set.

Definition 4 (H(li)). Given an anonymous spatial region, a
set of m location points L � l1, . . . , lm􏼈 􏼉. For any location in
an anonymous spatial region, the Location Entropy is
denoted as H(li) � − 􏽐

m
i�1 p

(li)
i log2p

(li )

i . Here, p
(li)
i is the

probability of user ui locating in li.

Definition 5 (H(qi)). Given an anonymous set, a set of n

users U � u1, . . . , un􏼈 􏼉. For any use in an anonymous set, the
Query Entropy is denoted as H(qi) � − 􏽐

m
i�1 p

(qi)
i log2p

(qi )

i .
Here, p

(qi)
i is the probability of user ui issuing query qi.

Definition 6 (POIIR). *e POIIR is the abbreviation of
“POIs influence range.” Let P � p1, . . . , pn􏼈 􏼉 indicate a set of
POIs that possess identical datatype in the LBS database.
*us,

POIIR pi( 􏼁 � p | dist p, pi( 􏼁≤ dist p, pj􏼐 􏼑, i≠ j􏽮 􏽯, (1)

where p is an arbitrary point in the service range.
For ease of description, we define some terminology

about location privacy. *e definition of notations in our
work is shown in Table 1.

4. Region Queries Framework

4.1. Region Queries. We map the experimental area onto a
grid G composed of cells. Each cell corresponds to a Hilbert
value, covers an α × α square area, where α indicates the
parameter that defines the cell size of the grid G. Users
regularly upload location information to a location cloaking
server. *e current cell of a user contains the current po-
sition of the moving object.

In our solutions, the objective for Rq is to find some
Minimum Cloak Regions (MCRs). All these MCRs meet the
requirement of user privacy. Similar to the Hilbert Cloak,
given a query from the mobile client (MC) with anonymity
requirement k, Location Cloaking Server (LCS) ranks the
Hilbert Values and splits them into k-buckets. *e LCS
calculates the start and end positions defining the k-bucket
that includes requester and constructs k-ASR using all users
in the same bucket. *e difference is that our solutions meet
the requirements of the location m-diversity, while building
k-ASR for each user.

For example, as shown in Figure 2, suppose u2 issues the
query “Rq � 〈(0, 0), (7, 7), 4, 3〉.”We can easily calculate that
one of k-ASR is (0, 0), (3, 3){ }. Moreover, k-ASR offered by
LCS is not unique, which may be (0, 5), (5, 7){ }. What it is
designed to do is to be against inference attacks of LCS. *e
MC chooses a correct k-ASR that contains its real coordi-
nates as the basis for the Cq.

4.2. System Model and Expression. In a LBS system, a large
number of mobile users move within a two-dimensional
square unit space. Users can issue location-dependent
queries, answered by LBS providers. We adopt the three-tier
centralized architecture consisting of three key parts: mobile
user, location cloaking server, and LBS server.

Mobile clients (MC) are equipped with a positioning
device, for example, GPS or sensor-based local positioning
systems, to determine its current location information l. All
of the users who held MC in our model enjoy location-
dependent service by the LBS server. *is device is trusted,
and no malicious software component running on the
mobile device has access to the location sensor. *at can be
assured by using a trusted computational approach.

LBS servers (LBSS) are the service providers of the LBS
system.*ese LBSS are nontrusted since an attacker is aware
of all the information that users provided to the LBS server
and compromise user privacy. In addition, we assume that
the attacker has statistical background information about the
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users, although in practice, it is difficult to model the exact
knowledge.

Location cloaking servers (LCS) are also the semitrusted
party placed between MC and LBSS. All registered mobile
users periodically update their location information to the
LCS. *ese LCS construct MCRs, which meets users’ re-
quirements of location k-anonymity and location
m-diversity.

Users establish a secure connection (e.g., an SSL) with
LCS, hiding the query issuer’s identity and IP address. As a
hypothesis for our model, we further consider that the
anonymity algorithm used by LCS is public. We support that
the distribution of the population in the geographical space
is uneven to conform with laws of nature.

*e general procedure of continuous region query
processing and specification processing is shown in Figure 3.

(1) A user sends a query Rq that contains the user’s
privacy requirement to LCS

(2) LCS executes MCRs Finding Algorithm to form
MCRs and initiates Cq to LBSS

(3) LBSS retrieve the spatial database and interact with
LCS

(4) LCS minifies the candidate set before sending the
results to the user

4.3. MCRs Finding Algorithm. *e LCS executes MCRs
Finding Algorithm to calculate MCRs. We use the notation
G � g1, . . . gn􏼈 􏼉 to denote Hilbert curve space; gi(1≤ i≤ n) is
some of the cells. P represents the criterion of judgment and
P(gi) � TRUE means that gi only consists of a cell. *e
MCRs Finding Algorithm consists of three phases.

Firstly, as shown in Figure 4, region segmentation starts
from a set of seed points. An alternative is to start with a
single region (Rq[R]) and subdivide the regions that do not
satisfy a condition of P(gi). In other words, split into four
disjoint quadrants any region P(gi) for which
P(gi) � FALSE. Secondly, region merging is the opposite of
region splitting. It starts with small regions and merges the
regions that have similar characteristics. *e aim of merging
any adjacent region gj and gk is to find MCRs. *irdly, we
adopt anR-tree to indexG.*e process of constructing aG is
iterative. *e processing is repeated until all of MCRs

satisfying privacy requirements (Rq[k] and Rq[m]) are
found. *e LCS randomly selects some of MCRs and sends
them to the MC.

5. Privacy-Aware Region Queries

5.1. Motivation. Our framework focuses on continuous
region query that is distinct from previous studies of single-
point top k-nearest-neighbor query. Consider an application
scenario shown in Figure 5; the same icons represent that
these POIs belong to the same classification; and A, B, and C
represent different mobile users, respectively.

*e common region queries are classified into three
categories: (1) A uses its location as the center of region
queries; (2) B uses one certain POI as the center of region
queries, but B is not in the particular area; and (3) C uses one
certain POI as the center of region queries, but C is in the
particular area. Suppose that a user named Alice is moving in
a bidimensional road network.

*e above description faces two problems. Firstly, users
desire to experience both high-quality service and not to
expose location and identity. *erefore, users are more
concerned about privacy issues. Secondly, the LBSS do not
want to publish more information about POIs, which means
the LBSS also express concern about the quality of service
issues and business profits. From the privacy perspective,
both LBSS and MC are attackers. In addition, the IP address
issue is orthogonal to our problem. It can be achieved
through a widely available anonymous web browsing
service.

5.2. OT-Assist Privacy-Aware Protocol. Oblivious transfer
protocol normally runs as a building block for more complex
secure protocols or as a stand-alone protocol for privacy-
preserving in LBS. Efficient 1-out-of-r oblivious transfer
schemes (OT1

r) rely on the hardness of the decisional Dif-
fie–Hellman problem to achieve unconditional security.
Assume an order-q group Gq with a short description, where
q is a large prime number. Let g and h be two generators of
Gq. Parameters g, h, q, Gq are publicly accessed by every
entity in our protocol, where senders and receivers refer to
MC and LBSS, respectively. LBSS have r keys K1, . . . Kr. *e
MC knows one of the key Ka(1≤ a≤ r) is his/her own choice
and does not want LBSS to have that data. Meanwhile, the
LBSS only provide Ka for the MC but do not want MC to get
more information.*e implementation process of OT-assist
privacy-aware protocol is shown as follows:

(1) MC chooses a(1≤ a≤ r), generates a random
number d, calculates y � gdha mod q, and sends y

to LBSS.

(2) LBSS calculate two tuples of sequence D and send D

to MC. Here, D � (s1, t1), . . . , (sr, tr)􏼈 􏼉, si �

gkimodq, ti � Ki(y/hi)kimodq, ki ∈ Zq(1≤ i≤ r).

(3) LBSS send D to MC.
(4) MC calculates Ka � (ta/(sa)d)modq.

Table 1: Notations.

Symbol Description
l User location
R Query region presented by user
R′ A minimum cloaking region selected by MC
k *e degree of k-anonymity
m Location m-diversity
r Query r-diversity
C *e set of POIs category
C′ A subset of C
Sn Candidate set
Pr Coordinate set of POIs picked by user
Mi Service information of POIs
Ki Encryption key
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*e purpose of the OTPA protocol is to obtain one and
only one key from LBSS. *is scheme meets the following
privacy requirements. For any a, there is d that satisfies
y � gdhamodq. *erefore, LBSS cannot get any information
related to a, even if it has unlimited computing power.When
MC and LBSS gradually follow the protocol, although MC
receives LBSS’s secrets K1, . . . Kr and cannot get two secrets,
there is no way of getting information other than Ka.

5.3. Bidirectional Security Processing. Assume that the LBSS
have r POIs information P � (p1, . . . , pr) and randomly
generate the r key K � (k1, . . . , kr). Query senders desire pa,
but they do not wish the LBSS to know what they will get.

Moreover, the LBSS also employ ka to prevent users from
accessing unauthorized content. We define this query
process as bidirectional security processing. We implement
our solutions with secure multiparty computation theories.
It is reasonable to make an assumption about which the LCS
does not collude with the LBSS since the LCS stores query
examples of the MC. Otherwise, it will completely subvert
any method for location privacy preserving if the LCS is
allowed to collude with LBSS. We consider that all the
participants in a query session are semihonest. *e MC and
the LCS try to obtain more data than authorized. *e LBSS
tries to associate a user with a location or some POIs. More
details of bidirectional security processing are depicted as
follows, as shown in Figure 6:
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(1) *eMC submits a region query Rq to the LCS to find
some MCRs.

(2) *e LCS responds to the request of the user
according to the privacy requirements of the user,
executes MCRs Finding Algorithm, and sends some
of MCRs to the MC.

(3) *e MC randomly selects MCRs as Cq[R′] and
submits a content query Cq to the LBSS for obtaining
POIs candidate set Sn. Cq[C′] contains actual POIs
category (ci) about this query.

(4) *e LBSS calculate all candidate POIs of Cq[R′]’ and
send candidate set Sn to MC. Sn is formulated as the
following form:

Sn � pi[l]|pi[l] ⊂ Cq R′􏼂 􏼃 andpi[c] ∈ Cq C′􏼂 􏼃􏽮 􏽯. (2)

Further, we can also express Sn as
Sn � S(1), . . . , S(r)􏼈 􏼉, where S(j)(1≤ j≤ r) is a loca-
tion set retrieved by cj.

(5) MC calculates the obstacle distance between its
current coordinate and each element of S(i) and adds
the nearest point to the set Pr. MC randomly also
extracts an element from S(j)(1≤ j≤ r, i≠ j) and
adds it to the set Pr. *e MC disrupts the order of Pr

and sends it to the LBSS.
(6) *e LBSS retrieve the spatial database and find all of

POIs information in terms of Pr. It is referred to as
M.

(7) *e MC and the LBSS perform OTPA protocol.
(8) *e LBSS can encrypt M � EK1

(p1), . . . , EKr
(pr)􏽮 􏽯

to prevent LCS from reading it and send it back to
the LCS.

(9) *e MC retrieves a particular record for EKa
(pa),

which is precisely what the user needs.

6. Security Analysis

Data security and user’s privacy have the absolute critical
priority for a LBS system. *ere is much more risk of
sensitive data being stolen or leaked because LBSS gather
mass data from social media users. In this section, firstly, we
explain the privacy threats caused by location and mea-
surement of the privacy leakage. Moreover, we compare the
proposed solution with existing works in terms of location
k-anonymity, location m-diversity, and query r-diversity.

6.1. Attack Expression and Privacy Metric. Location privacy
is the nature of an individual to control access to their
current and past location information. Figure 7 shows the
importance of location. *ere are four key factors affecting
personal privacy in LBS system: identity, location, time
stamp, and candidate POIs. As long as it is not associated
with the particular user’s identity, query context does not
lead to privacy disclosure. However, the user’s trajectory is
the key link in query context and user’s identity. For ex-
ample, continuous location samples have been tracked by
attacks and then used to infer a user’s identity. *e rela-
tionship feature between trajectory and POIs can also be
used to define a user’s behavior. *e combination of identity
and behavior exposed the sensitive data of the user.

All research related to location privacy stems from the
assumption that untrusted LBS providers are the most
critical threat to privacy. *e LBS attacks involve two as-
pects: location tracing and user identification. Meanwhile,
the prior knowledge of the attacker is unable to measure, and
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Figure 4: An example of MCRs Finding Algorithm. (a) Splitted region. (b) R-tree.
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Figure 5: An example of a realistic road network environment.
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the invade mode taken by the attacker is unpredictable. As
the diversity of profiles, such as user profile or user velocity,
are not the same, the spatial cloaking faces continuous
multiquery attacks, inference attacks, and correlation
attacks.

Theorem 1. 3e combination of identity, location, time-
stamp, and candidate POIs poses a serious threat to user
privacy, and location plays a significant role in the LBS
system.

3e concept of entropy was rooted in Shannon entropy. It
gives an accurate metric of the uncertainty that an attacker
infers for the user’s information. Shannon entropy also can be
used to evaluate location privacy or query privacy. Before a
user submits a query, the uncertainty over location obtained
by LBSS has been called Priori Location Entropy. However, we
can improve the degree of privacy using some techniques such
as anonymity, fuzzy, and obfuscation. 3e uncertainty over
location obtained by LBSS has been called Posterior Location
Entropy after applying these techniques. 3e inherent feature
of Location Entropy is mainly embodied in the following
aspects. Firstly, when the LBSS have real-time location

information of users, the Priori Location Entropy H(li) � 0.
Secondly, when the LBSS do not have any background
knowledge, the maximum Priori Location Entropy
H(li) � logm

2 . 3irdly, when the LBSS have some background
knowledge which is achieved through statistical analysis, the
Priori Location Entropy 0<H(li)< log

m
2 .

We can easily recognize that higher entropy is associated
with three things: location k-anonymity degree, location
m-diversity, and query r-diversity. In our solutions, the
probabilities of location anonymity, location diversity, and
query diversity are 1/k, 1/m, and 1/r, respectively. Users can
freely control their privacy requirements because all of these
parameters are determined by themselves. 3erefore, our
approaches achieved the purpose of hiding user privacy.
Obviously, it is inevitable that each query provides some new
knowledge for LBSS, which is more conducive to inferring the
user’s sensitive data. However, our solutions improved the
complexity of the invasion of privacy, although they do not
overcome the inherent limitations of spatial and temporal
cloaking methods. We will be establishing a privacy measure
model in subsequent studies.

6.2. Comparison of OTPA, Spatial Cloaking, and PIR.
Because it is required to submit a k-ASR to LBSS in spatial
cloaking methods, the user issuing queries must be
appearing in the area. *e anonymous area has been
gradually diminished by attackers according to user profiles,
road network restrictions, and moving speed. *us, the
user’s trajectory is traceable. *e quality of trajectory details
relies heavily on the power of an attacker. At the same time,
the candidate result set is a vital component for LBS pro-
viders to infer the user’s sensitive data. *ere is a direct
correlation between queries content and user identity. An
attacker can deduce who is most likely to issue the query. In
our solutions, the region submitted to LBSS satisfies four
properties: location k-anonymity, location m-diversity,
query r-diversity, and reciprocal relationship of ASR.
*erefore, our solutions can resist the inference attack for
spatial cloaking. Firstly, the user submitting queries does not

MC LCS LBSS

< R, k, m>

MCRs

< R′, C′>
{Sn}

{Pr}

OTPA Protocol

{ EK1 (p1), …, EKr (pr) }

a
EKa (pa)

Figure 6: *e interactions between MC, LCS, and LBSS.

Timestamp POIs

Location

BehaviorIdentity

Health status, Household income, Political orientation, Religion, etc.

Trace Analysis

Figure 7: Location is a key factor in the LBS system.
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reveal the accurate location to LCS and LBSS since the
calculation program of the nearest neighbor runs on the
client device. However, LBSS can calculate the minimum
inference region, which is the intersection of the R′ and all of
disclosed POIs influence regions (POIIR). Consequently,
larger value of R′ means higher location privacy for the user.
*e POIIR of disclosed POIs is discrete and random, which
makes it difficult to trace the sequence of trajectories.
Moreover, the user submitting queries confuses the query
content with a plurality of POIs that are selected by
themselves.*erefore, the probability of LBSS inference user
query content is 1/r. Consequently, LBSS cannot associate
the user with the identity by specific POIs.

Theorem 2. Assume that all of these attributes of location
k-anonymity, location l-diversity, query r-diversity, and re-
ciprocal relationship of ASR can guarantee privacy, which
makes our solution have the untraceability and the
unlinkability.

OTPA is parallel to PIR. Both of them are based on
encryption techniques to protect user privacy. Computational
PIR relies on the quadratic residuosity problem. However, it
cannot avoid a linear scan of the entire database for pro-
cessing each query. 3e communication complexity of each
query is roughly

�
n

√
. 3e symbol n represents the size of the

database. 3erefore, the PIR techniques require extreme
computational efficiency, where the usage of resources, such as
run-time, storage, or data samples, is sublinear in the size of
the candidate module. In contrast, OTPA does not have such
requirements. Our solutions are superior to PIR techniques
because the typical PIR framework does not limit the number
of POIs obtained by the user. 3us, it does not provide an
effective way to protect the valuable resources of LBS server.

Theorem 3. Assuming that the OTPA scheme is
unconditionally secure, our solution achieves server-oriented
security. It can be hard to maliciously get precious data of the
LBS server.

7. Experiment Results and Discussion

We implement a prototype system by extending an existing
work of C# program that supports OTprotocol.*e database
is one of the widest and most interesting public data sets to
analyze user trajectory which is generated by Brinkhoff’s
network-based generator of moving objects. We conduct the
experiments on a machine with Intel(R) Core(TM) i7-
10510U CPU and 40GB memory and some smartphones
with Android 10 OS as the client. Our experimental default
parameters are summarized in Table 2. We simulate 1000
users sending queries randomly to the LBS provider through
a wireless network. Default values for these parameters
constrain the scope of the following experiments; see Table 1
for specific meanings.

In the following experiments, we mainly focus on the
communication cost and the computational cost, which is
the dominating factor for the proposed solutions. In OT
protocol, the cost of computation is often criticized with the
comparison of communication cost. OT protocol is

characteristically implemented using modular exponentia-
tions, which are involved in the intensive computing.
*erefore, researchers are more concerned about the ef-
fectiveness and availability of these algorithms in crypto-
graphic applications.

*e first experiment aims at studying the time con-
sumption with different numbers of candidate POIs. *e
efficiency of our approaches depends on parameters R and
R′. Without loss of generality, we assume that the number of
candidate POIs is directly proportional to the size of R′. *e
time consumption in two query phases is shown in Figure 8.
*e result shows that the CPU time of content query is large
since the number of modular exponentiation is proportional
to the number of candidate POIs.

As shown in Figures 9–11, the CPU time is influenced by
these parameters (R, R′, k, m, and r) in the region query and
content query. We can find that more stringent privacy
requirements take longer time.

Figure 12 shows the result of the comparison with the
typical method Casper and PIR. Experimental results in-
dicate that the average processing time of the above three
methods is linear to the number of candidate POIs. From
computation efficiency, modular exponentiation is the most
expensive. *erefore, Casper performs better than the other
two methods in the average computation time.

*e second experiment focuses on studying the com-
munication cost in the two-query phase. Figure 13 shows
that the communication cost in the region query is lower
since the main communications are composed of some
coordinates of POIs transferred from server to clients. *e
communication cost of the content query will just keep
growing. However, its upper limit is around 550 kb since the
category of POIs is no more than 50. *e R and α affected
communication cost in region query stage, and R and α are
larger, which makes the traffic greater. R′ and C′ affected the
communication cost in the content query stage. *e larger
the R′ and C′, the greater the traffic loads. At the same time,
k and m have decided the area of R′, and r have limited the
dimensions of C′. *erefore, the higher the user’s privacy
requirement, the greater the traffic loads.

Finally, we observe the number of POIs that users obtain
from each query since users are often charged by the LBS
provider according to the number of retrieved POIs. We
conduct experiments to compare with other techniques.
Figure 14 shows that the number of candidate POIs is linear
to the number of users. *e difference is due to the diversity
of the querying methods.*ese results indicate that, in order
to maintain an appropriate number of disclosed POIs,

Table 2: Parameters and default values.

Parameters Default values
R 1 km2

k 50
m 20
r 10
C 50
Mi 10 kbit
Ki 64 bit
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cloaking-based methods have to collect a large number of
users.*ese result in a high cost of location updates and pose
privacy concerns since all users must be trustworthy. *e
number of disclosed POIs is constant for PIR methods
because no other users are required to construct a cloaking

set. *e number of candidate POIs gradually decreases from
50 to 1 as the user number increases in our solutions.
However, only one candidate POI is exposed to the user
submitting query. *erefore, we provide security guarantees
for the resources of the LBS server.
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8. Conclusion

Our awareness of privacy has been heightened lately because
some platforms abuse our personal data gathered by LBSS or
LCS. Two prominent issues need to be further explored in the
field of LBS privacy. Many studies assumed that the parties
involved in anonymity are entirely trustworthy. In reality,
participants could reveal the other location information be-
cause of the inconsistency of privacy degree of anonymous. In
addition, the strategy that the LBSS confuse attackers with a
plurality of redundant POIs information is not conducive to
the operation of the LBS market and hinders the development
of LBS. We developed a region queries framework and
designed a privacy-aware query protocol-based oblivious
transfer protocol, mainly to solve the aforementioned prob-
lems. Our solution has met the requirement of untraceability
and unlinkability under the premise of preserving personal
privacy. *erefore, it is certified that authenticated users can
only obtain service information what they need, but malicious
users cannot steal LBS server resources. Simulation results
show a mutual influence and interactive relationship between
the query processing time, the communication cost, the privacy
degree, and the candidate POIs. Although it is inevitable that
strict privacy requirements must confront a sacrifice of service
quality, we will enhance our understanding of LBS to
strengthen future work from reducing operating costs to
improving efficiency and reinforcing privacy.
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In recent years, deep learning theories, such as Recurrent Neural Networks (RNN) and Convolutional Neural Networks (CNN),
have been applied as effective methods for intrusion detection in the vehicle CAN network. However, the existing RNNs realize
detection by establishing independent models for each CAN ID, which are unable to learn the potential characteristics of different
IDs well, and have relatively complicated model structure and high calculation time cost. CNNs can achieve rapid detection by
learning the characteristics of normal and attack CAN ID sequences and exhibit good performance, but the current methods do
not locate abnormal points in the sequence. To solve the above problems, this paper proposes an in-vehicle CAN network
intrusion detection model based on Temporal Convolutional Network, which is called Temporal Convolutional Network-Based
Intrusion Detection System (TCNIDS). In TCNIDS, the CAN ID is serialized into a natural language sequence and a word vector
is constructed for each CAN ID through the word embedding coding method to reduce the data dimension. At the same time,
TCNIDS uses the parameterized Relu method to improve the temporal convolutional network, which can better learn the
potential features of the normal sequence. +e TCNIDS model has a simple structure and realizes the point anomaly detection at
the message level by predicting the future sequence of normal CAN data and setting the probability strategy. +e experimental
results show that the overall detection rate, false alarm rate, and accuracy rate of TCNIDS under fuzzy attack, spoofing attack, and
DoS attack are higher than those of the traditional temporal convolutional network intrusion detection model.

1. Introduction

With the development of technologies such as the Internet of
Vehicles, unmanned driving, and software-defined cars,
modern cars are equipped with more and more advanced
sensing devices and intelligent control systems [1], making
cars more intelligent and providing people with a more
comfortable driving service. However, with the increase of
the number of electronic control units (ECU), sensing de-
vices, ports, etc., and the diversity of networking, the attack
surface of automobiles has becomemore andmore extensive
[2] and many security researchers have demonstrated the
vehicles’ vulnerability to attacks. For example, Miller et al.
used WiFi open ports to invade a car’s in-vehicle CAN
network [3] by analyzing the CAN communication protocol
[4], i.e., sending protocol data to the bus to cause car brake

failure and engine stop. +erefore, the in-vehicle network
security problem has become the focus of automotive safety,
especially the CAN network commonly used in automobiles
[5].

Intrusion detection is an effective method to solve the
problem of in-vehicle network security, of which the study of
CAN data as a sequence is an important research field of
current intrusion detection. +e normal CAN ID sequence
features are extracted through sequence learning, and when a
nonexistent sequence appears in the network, the intrusion
detection system detects it as an abnormality [6, 7]. Taylor et al.
proposed an intrusion detection method based on Long Short-
Term Memory (LSTM) [8], which directly inputs the original
CANdata packets into themodel, and predicted network traffic
through a short time sequence of dozens of data packets. +is
method of learning sequence through recurrent neural network
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effectively realized intrusion detection, but establishing sub-
sequences and corresponding models for each independent
CAN ID will cause the loss of sequence relationships between
different IDs and reduce the efficiency of intrusion detection.
Song et al. proposed an intrusion detection method based on a
deep convolutional neural network [9], which learned normal
and attack CAN ID sequence features through the convolu-
tional network and achieved a higher detection rate while using
the parallel processing capability of the convolutional network
to reduce the time cost. However, it does not locate abnormal
points and the abnormal detection of the message level is not
realized.

To solve the above problems, an intrusion detection
system based on temporal convolution network is proposed
in this paper. We choose temporal convolution network
because it shows excellent performance and efficiency on
different tasks and data sets [10]. In our TCNIDS model, the
original CAN data are directly regarded as a sequence, the
probability of each CAN ID in the future sequence is pre-
dicted by word embedding encoding, and the time convo-
lution model is learned and decoded, so as to realize the
anomaly detection at the message level.

Contributions of this paper are the following:

(1) +e temporal convolutional network model is ap-
plied to the intrusion detection of in-vehicle CAN
network for the first time. +e model has a simple
structure, and effectively realizes the message-level
prediction and anomaly detection.

(2) CAN IDs are encoded as words by using the word
embedding method, which effectively represents the
potential features between IDs and improves the
performance of the model. At the same time, word
embedding reduces the dimension of data and im-
proves the computational efficiency of the model.

(3) PReLU activation function is used to improve the
TCN model, and the performance of this activation
function in TCNIDS model is compared and
analyzed.

+e remainder of this paper is organized as follows. We
present the background material about CAN bus and in-
trusion detecting system in Section 2. +e framework of the
IDS is proposed and introduced in detail in Section 3. In
Section 4, we present our experiment environment, evalu-
ation metrics, and results, and give our conclusions in
Section 5.

2. Background

2.1. CAN Bus and Its Features’ Analysis. CAN is a field bus
with high reliability, strong real-time performance, and low
flexibility [4]. It is a standard bus of automobile in-vehicle
control system and realizes the communication between in-
vehicle electronic control units (ECUs). CAN network is an
important part of the entire in-vehicle network. It is a peer-
to-peer network, where each ECU node in the CAN network
not only receives messages but also sends messages actively.
Its main features are as follows:

2.1.1. Realize the Message Exchange between ECUs by
Broadcast. Each ECU node in the CAN network sends
messages by broadcast, and all ECU nodes in the CAN
network receive messages. +ere are 5 types of messages:
data frame, error frame, remote frame, inter-frame space,
and overload frame. Figure 1 shows the structure of CAN
standard data frame.

2.1.2. Adopt Arbitration Mechanism to Avoid Message
Conflict. +e CAN network provides an arbitration
mechanism to avoid conflicts caused by different ECU nodes
sending messages to the CAN network simultaneously. Each
ECU carries out line and operation between its own mes-
sages to be sent and the ID of other messages, that is,
comparing the bits of the arbitration field, if it is the
dominant bit 0, it will continue to get the control of the bus;
if it is the recessive bit 1, it will lose the arbitration, and turn
to be the receiving state from the next bit, until the bus is
idle.

2.1.3. Increase ECU and External Interfaces. With the im-
provement of vehicle intelligence, more and more me-
chanical parts are replaced by ECU. At present, the number
of ECUs in some luxury cars is more than 100 [11], while the
increasing demand for network communication and en-
tertainment experience has greatly enriched the external
interface of vehicles. For example, Tesla carries out remote
software upgrade of ECU through OTA (Over-the-Air) [12],
which is a technology to download new software update
packages from a remote server through the network to
upgrade its own system.

2.1.4. Implement Simple Data Check Code. In order to en-
sure the real-time performance and functional requirements
of the vehicle to the greatest extent, the CAN network only
includes a simple data check code when designing the
message structure, and does not identify the identity ID of
the message sender. +erefore, the protocol lacks security
mechanism, such as encryption, access control, and message
authentication. At the same time, this broadcast method
allows all ECUs to easily obtain message information, which
is easy to be sniffed by attackers.

2.2. Intrusion Detecting System. +ere have been many re-
searches on intrusion detection of in-vehicle CAN networks.
Hamada et al. learned the behaviour patterns under normal
and attack environments by analyzing the periodicity of CAN
messages [11]. Ji et al. believed that although the frequency of
the ECU transceiver is fixed, the clock drift [13] would occur
because the crystal oscillator was not exactly the same, so the
accumulation of clock drift was used as the fingerprinting
feature of the ECU [14]. Müter and Asaj applied information
entropy to intrusion detection of in-vehicle network through
maximum entropy estimation method [15], which can detect
abnormal conditions of network traffic. However, these in-
trusion detection models are targeted at specific attacks, and
so their application is limited.
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In view of these limitations, some literature studies
[8, 16, 17] build intrusion detection model of in-vehicle
CAN network through deep learning theory.We divide deep
learning methods into 3 categories: RNN, CNN, and others.
RNN, as a deep learning model for time series data pro-
cessing, has been widely used in many fields. Taylor et al.
proposed an intrusion detection method based on LSTM [8]
to solve the problems of gradient disappearance, and short
memory existed in RNN itself, which directly input original
CAN packets into the model and can predict network traffic
within a short time scale of dozens of packets. Another
advantage of this raw traffic forecasting is that the model
does not require domain knowledge. Hanselmann et al.
proposed an intrusion detection system CANet based on
LSTM and AutoEncoder [18]. +e system introduced an
independent LSTMmodel for each CAN ID to learn the time
dynamic characteristics of each message-related signal, and
then aggregated all IDs and used the AutoEncoder model to
learn the interdependence between signals. +e AutoEn-
coder included an Encoder and a Decoder. +e Encoder
mapped the high-dimensional input data to the low-di-
mensional embedding space, which could be used for di-
mensionality reduction. At the same time, the Decoder was
used to reconstruct the low-dimensional embedding space of
the representation, which could be compared with the
original input data for deviation comparison, so as to ef-
fectively identify anomalies. In addition, for the first time, it
used an Autoencoder to naturally process the data structure
of the high-dimensional CAN bus. Wang et al. proposed a
distributed anomaly detection system based on the hierar-
chical timememory (HTM) algorithm [19], which effectively
realized the real-time prediction of the original CAN traffic
data at the bit level. +e method in [8, 18, 19] causes the loss
of some information and relationships in the CAN network
by establishing a model for an independent CAN ID or ECU
[20], and the model becomes more complicated. Kang and
Kang proposed a deep neural network (DNN)-based in-
trusion detection method [21], which used an unsupervised
deep belief network (DBN) to pretrain the initialization
parameters and test it on the simulation data set generated
by the OCTANE platform. Usually, when training a model,
it is considered that DNN and LSTM consume more time
than CNN. Based on this fact, Song et al. proposed an in-
trusion detection method based on deep convolutional
neural network [9], by simplifying the Inception-ResNet
model. +e method achieves a higher detection rate and
reduces the time cost. However, this method cannot effec-
tively locate themessage level detection by detecting whether
the sequence has an attack. In addition, some current studies

do not use a single method but use the advantages of various
methods to mix them. Xiao et al. combined LSTM and CNN
to treat CAN network traffic data as a whole from the two
dimensions of time and space [20], and proposed a
convLSTM model, which can better extract the potential
features of normal data flow, so as to predict the deviation
attack behaviour of the time series more effectively. How-
ever, it needs to be improved in terms of threshold selection
and real-time detection performance.

3. Methodology

In this section, first we present the overview of the TCNIDS
model for in-vehicle CAN network.+en, we introduce each
model component in detail.

3.1. Model Overview. +e traffic data in the in-vehicle CAN
network appears in the form of sequence. Due to the ar-
bitration mechanism of CAN network and the periodicity
of message transmission, there is a dependency on the
appearance of the message sequence [22]. On the bus, each
ECU in the CAN network follows the CAN protocol to send
and receive messages, and there is a certain relationship
between the previous message and the next message.
+erefore, we convert the intrusion detection of CAN
traffic data into sequence prediction for research. We learn
to extract normal sequence features, and when a nonex-
istent sequence appears in the network, the intrusion de-
tection system will identify it as an abnormality and
determine which message is inconsistent with the predicted
sequence result. At present, in the field of time series
forecasting, time convolutional networks have shown ex-
cellent performance and efficiency on various data sets and
tasks. +erefore, this paper chooses time convolution as the
basis of the entire model. Assume that there is an input
sequence Xt− s: t � xt− s, xt− s+1, . . . , xt− 1, xt􏼈 􏼉 at each time
interval t, the objective is that the model can predict the
corresponding output sequence 􏽢Yt− s: t � 􏽢yt− s, 􏽢yt− s+1, . . . ,􏼈
􏽢yt− 1, 􏽢yt}. Formally, the model is an arbitrary function f:
Xt− s: t⟶ 􏽢Yt− s: t:

􏽢Yt− s: t � f Xt− s: t( 􏼁. (1)

+e goal of the model is to train the function f to
minimize the loss function Loss(Yt− s: t, f(Xt− s: t)) between
the model output sequence and the real sequence. +e loss
function of this model training adopts cross entropy, and the
specific expression is as follows:
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where S denotes the number of messages in the sequence,M
denotes the number of CAN message types, yi denotes the
true label of message category i, and pi is the probability that
the model predicts to belong to message category i.

TCN proposed the network structure shown in Figure 2.
First, since the output length generated by the network in
sequence prediction needs to be consistent with the input
length, TCN uses a 1D fully convolutional network (FCN),
and each hidden layer uses zero padding for length padding.
Second, using future information to predict the past will lead
to information leakage [10], so TCN introduces causal
convolution [10] to ensure that the output at the current
moment comes from the convolution of current and his-
torical information. +ird, having a longer historical
memory requires a deeper network, but it will increase the
number of parameters. +erefore, TCN uses expanded
convolution to expand the receptive field of the convolution,
thereby reducing the depth of the network as much as
possible. Fourth, normalization can solve the problem of
gradient vanishing or gradient exploding caused by the
increase of network depth to a certain extent, but it will also
bring about degradation problems. +erefore, the residual
network [23] is introduced to solve this problem in TCN.

+is paper, by extending TCN, proposes the intrusion
detection model TCNIDS for in-vehicle CAN network. +e
overview of the model is shown in Figure 3.

+e model has two stages: training and detection. +e
training stage learns the normal CAN data sequence and
realizes the prediction of the next sequence by extracting
potential sequence features, thereby learning the sequence
law of normal behaviour.+e detection stage checks all CAN
data sequences including attack behaviours. +rough ob-
servation, there is more than one possibility of the message
predicted by the CAN sequence. +erefore, this paper uses
the Top g probability strategy to detect anomalies in each
message in the prediction sequence. If the predicted real
message is in the message set with the top g probability, it is
detected as normal, otherwise it is detected as abnormal. +e
following will introduce each component in the model in
detail.

3.2. Data Preprocessing. +e data set includes timestamp,
CAN ID, DLC, Data, and Label. We only need to extract the
two fields of CAN ID and Label to form the original ID
sequence. Among them, CAN ID is extracted in the training
phase, and CAN ID and Label are extracted in the anomaly
detection phase for evaluating the performance of the
TCNIDS model proposed in this paper.

3.3. Encoder. Since in One Hot encoding CAN ID, the
distance between all IDs is the same, there is a disadvantage
that the potential relationship between IDs cannot be
extracted during model training; on the other hand, the
word embedding coding method maps a word to a point in

the semantic space, which makes the semantically similar
words relatively close, and it can effectively characterize the
relationship between IDs [24]. +erefore, this paper uses the
word embeddingmethod to treat each type of CAN ID in the
data set as a word, uses a word vector to represent the CAN
ID, and learns to extract the potential relationship between
IDs, thereby improving the performance of the model.
Figure 4 shows the process of CAN ID Embedding:

Step 1. Various types of IDs in the original CAN ID
sequence are extracted to construct an embedding
matrix. Each type of CAN ID is expressed as a word
vector of the same dimension, and the initial vector is
assigned a random value.
Step 2. Replace each ID in the original ID sequence
according to the embedding matrix of CAN ID, which
is represented by the word vector in Step 1.
Step 3. +e embedded matrix constructed by Step 1 and
the ID sequence represented by Step 2 are added to the
corpus for the input data of model training and testing.

3.4. Temporal Convolutional Network. +e TCNIDS model
proposed in this paper extends on the general TCN model
described in Ref. [10]. +e TCN model has two main
constraints. +e output of the hidden layer in the middle of
the model has the same length as the input, and the pre-
diction at time t can only rely on the information before time
t. For the first constraint, TCN uses a 1-D fully convolutional
network (FCN) to convolve time series data, and uses zero
padding to ensure the same length of the front and back
network layers. Regarding the second constraint, TCN in-
troduces causal convolution, so that the output at time t can
only be convolved with time t and previous information,
ensuring that the past cannot be predicted by future in-
formation, thereby causing information leakage. As shown
in Figure 5, through causal convolution, one-dimensional
convolution of past information is realized, and the potential
features of CAN data sequence are effectively extracted.

Formally, set the convolution filter F � (f1, f2, . . . , fk).
For any element xj in sequence Xt− k: t � xt− k, xt− k+1, . . . ,􏼈

xt− 1, xt}, the causal convolution at xj is defined as follows:

(F⊕X) xj􏼐 􏼑 � 􏽘
K

i�1
fixj− K+i, (3)

where K denotes the size of the convolution kernel.

3.4.1. Dilated Convolutions. For the prediction of CAN data
series, we expect the model to remember more historical
information, so that the prediction performance will be
more stable. However, with the above causal convolution
method, to achieve a larger receptive field, it is necessary to
stack many network layers to reach the goal. In order to
overcome this problem, the dilated convolution is used to
expand the receptive field of the convolution, which greatly
reduces the number of intermediate hidden layers, which is
also the biggest feature of the dilated convolution. In dilated
convolution, filters are applied by skipping a certain number
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of steps according to the expansion factor d to achieve
convolution of a larger area. As shown in Figure 6, this
growth method of the receptive field is different from
pooling operation, as it skips some existing elements. In
general, d will increase exponentially as the network depth i
increases, so the model can build a long memory.

Formally, set the convolution filter F � (f1, f2, . . . , fk).
For any element xj in sequence Xt− k: t � xt− k, xt− k+1, . . . ,􏼈

xt− 1, xt}, the causal convolution at xj is defined as follows:

F⊕dX( 􏼁 xj􏼐 􏼑 � 􏽘

K

i�1
fixj− (K− i)d. (4)

Among them, d is the expansion factor of the dilated
convolution, and when d� 1, the convolution kernel de-
generates into a general convolution operation.

3.4.2. Residual Connections. Since the receptive field of the
TCN model depends on the network depth n, filter size k,
and expansion factor d, making the TCN deeper and larger is
the key to obtain a large enough receptive field [25]. +e
residual connection can simplify deep network training. +e
deep network through this structure has been proved to be
very effective, which can speed up the training process and
avoid the disappearance of gradients. As shown in Figure 2,
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Figure 2: TCN network structure.
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the model is constructed by residual blocks in TCN. Each
residual block contains two network layers, and each layer is
composed of four parts: causal dilated convolution, nor-
malization, activation function, and regularization. For
normalization, we apply weight normalization to the con-
volution filter. Regularization can effectively prevent the
over-fitting phenomenon of the model. In addition, in the
standard ResNet [23], the input is directly added to the
output of the residual function. While in TCN, the input and
output may have different channel dimensions. In order to
be able to perform residual operations, we use an additional
1 ∗ 1 convolution to ensure that the output and input of each
layer have the same shape.

3.4.3. Activation Function Selection and Improvement.
+e original TCN model uses a one-dimensional convolu-
tional network to extract features, and uses the Relu acti-
vation function to nonlinearly map the features [26]. As
shown in Figure 7(a), when x≥ 0, the gradient of the Relu
activation function is 1, and when x< 0, the gradient reduces
to 0, so that the network can converge faster. +is activation
function is widely used in CNN. However, when x< 0, the
output value of the convolution kernel operation is always 0,
which causes many features to be masked, and the network
cannot extract effective features. +is phenomenon in which
the Relu activation function is killed in the negative region is
called “Dying” [27].
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Figure 3: Illustration of the TCNIDS model.
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In order to solve the problems of Relu, He et al. proposed
a parameterized Relu function method [28], as shown in
Figure 7(b). +e parameter α is introduced in the param-
eterized Relu function. When x< 0, the gradient of the
activation function will automatically change with the
learning of the network, so as to obtain the optimal value of
the model.

3.5. Decoder. One goal of the model is to predict the
probability of which type of CAN ID each message in the
sequence belongs to, that is, the target dimension is the
number of CAN ID types, but the output dimension ob-
tained through the time convolutional network model is
different from this target dimension, so it is necessary to

realize the transformation of these two dimensions through
decoding. Since the number of CAN IDs in the in-vehicle
network is not much, generally within 100, we adopt the
simple method of full connection to directly realize the
transformation of two dimensions.

4. Experiments

+is section firstly introduces the CAN data sets, exper-
imental environment, and evaluation metric, and then
illustrates the optimized parameter settings for the
training and detecting. Finally, the performance of the
model is deeply analyzed through the experimental
results.
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4.1. Data Sets and Experimental Environment. +is paper
adopts the public CAN data sets provided in [12], which are
collected by the Kia Soul test vehicle and contain 17558346
CAN messages. +e data sets can be divided into Normal,
Fuzzy Attack, Spoof Gear attack, Spoof RPM Attack, and
DoS Attack. +e information of the CAN data sets is shown
in Table 1.

+e length of the CAN ID of the data sets used in this
paper is 11 bits. Before input to the model, CAN ID of all the
data sets above will be extracted to form the corresponding
ID sequence data. In this paper, the data sets are not divided
according to the fixed time, but are divided according to the
sequence length specified in the model parameters, and the
method of sliding window is used to extract the next se-
quence. 80% of the normal data set is selected as the training
set, and 20% of the normal data set and the other 4 attack
data sets are selected as the test set.

+e experimental environment in which the TCNIDS
model is tested in this paper is shown in Table 2.

4.2. Evaluation Metric. In order to evaluate the detection
performance of the proposed TCNIDS model, we firstly

define the confusion matrix for intrusion detection shown in
Table 3.

Among them, TP denotes the number of CAN messages
that are abnormal and predicted to be abnormal, FN denotes
the number of CAN messages that are abnormal but pre-
dicted to be normal, FP denotes the number of CAN
messages that are normal but predicted to be abnormal, and
TN denotes the number of CAN messages that are normal
and predicted to be normal. According to this confusion
matrix, three indicators are specifically defined to evaluate
the ability of real CANmessages to be predicted by TCNIDS
as normal or abnormal.

4.2.1. Detecting Rate. Detecting Rate is also known as True
Positive Rate (TPR). +is paper uses TPR to represent the
detection rate, which represents the proportion of abnormal
packets predicted to be the total number of abnormal
packets. +e higher the value, the better the performance.
+e specific formula is as follows:

TPR �
TP

TP + FN
. (5)
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4.2.2. False Positive. False Positive Rate represents the ratio
of the number of normal packets predicted to be abnormal to
the total number of normal packets. +e lower the value, the
better the performance. +e specific formula is as follows:

FPR �
FP

TN + FP
. (6)

4.2.3. Accuracy. Accuracy represents the proportion of the
number of correctly predicted packets to the total number of
packets. +e higher the value, the better the performance.
+e specific formula is as follows:

accuracy �
TN + TP

TN + TP + FP + FN
. (7)

For the normal data and four types of attack data in the
test set, this paper adopts the same sequence length as the
training set, and inputs the sequence data to the model for
intrusion detection according to the detection process. If the
predicted sequence satisfies the ID of the CAN message in
the first qmessage categories with high probability, then the
model will update TN or FN according to the real message
label, and otherwise update TP or FP.

4.3. Parameter Setting. In this paper, through repeated ex-
periments with different parameter combinations, the op-
timal parameters of the model are determined, and
subsequent experiments all use the optimal parameters for
experimental evaluation and comparison. +e specific pa-
rameter settings are shown in Table 4.

We apply the SGD algorithm to ensure the convergence
in the experiment, and for a faster convergence, a learning
rate (lr) annealing method is adopted. When the loss is
greater than the loss of the previous 5 times, set lr� lr/2.

4.4. Result Analysis

4.4.1. Overall Result. +e test results of TCNIDS proposed in
this paper on the test data sets are shown in Table 5

It can be seen from Table 5 that TCNIDS exceeds 93% on
both TPR and Accuracy indicators, and the FPR is not
higher than 5%. Especially for normal behaviour, Fuzzy
attack, and DoS attack, the TCNIDS model has good de-
tection capabilities. +e TPR and Accuracy detected by the
model on the normal data set are close to 100%, and the FPR
is close to 0. In the case of DoS attacks, TPR is also close to
100%. In addition, the model’s TPR and Accuracy indicators
for detecting Fuzzy attack are not less than 98%. Since DoS
attack and Fuzzy attack themselves are uncommon CAN ID
injections, according to the given method of word em-
bedding, their value in the word vector will gradually differ
from the normal CAN ID as the model is trained; so,
TCNIDS can easily detect these two attacks. At the same
time, the model also shows good performance in Gear Spoof
Attack and RPM Spoof Attack. TPR and Accuracy also
exceed 93%, and FPR is lower than 3%.

4.4.2. Detail Performance. In order to thoroughly analyze
the performance of the TCNIDS model in intrusion de-
tection, we collected more experimental results. Figure 8
shows the change of loss during a single epoch of training. It
can be seen from Figure 8 that the loss drops and converges
rapidly. In this paper, a variety of methods, such as weight
normalization, regularization, time convolution network,
and residual network, are used to deal with the problem of
gradient dispersion and disappearance, which improves the
stability of model training and further verifies the effec-
tiveness of the model.

In order to observe the loss of the model on each data set,
we trained the model for 50 epochs. Figure 9 shows the
changes of loss on each data set. It can be seen from the
figure that, in the training stage, with the increase of model
training times, loss in the normal data set rapidly declines
and converges. In the test stage, the trainedmodel carries out
loss calculation for each data set, and it is not difficult to find
that the normal data set still maintains the loss similar to that
in the training stage, but the loss of each attack data set is at a
high level and fluctuates greatly due to the attack behaviour,
especially the gear spoofing attack. +erefore, loss can be

Table 1: CAN data set information.

Data set Total messages Normal
messages

Attack
messages

Normal 988871 988871 0
Fuzzy attack 3838860 3347013 491847
Gear spoof 4443142 3845890 597252
RPM spoof 4621702 3966805 654897
DoS attack 3665771 3078250 587521

Table 4: Parameter setting.

Parameter item Parameter value
Embedding size 200
Kernel size 5
Layer number 4
Hidden units 150
Convolution dropout 0.45
Embedding dropout 0.25
Initial learning rate 0.50
Gradient clip 0.35
Batch size 16
Sequence length 60
Top g 16

Table 2: Experiment environment.

Configuration item Configuration parameter
CPU Intel Xeon Gold 5118@2.3GHz ∗ 24
RAM 16.0GB
GPU NVIDIA Quadro P4000 GPU
Operating system Windows Server 2012 R2

Table 3: Confusion matrix of TCNIDS.

Packet Predicted attack Predicted normal
True attack TP FN
True normal FP TN

Mobile Information Systems 9



Table 5: Detecting results using TCNIDS.

Data set (%) TPR FPR Accuracy
Normal 99.999 0.001 99.999
Fuzzy attack 97.552 0.027 98.345
Gear spoof 93.526 0.039 96.290
RPM spoof 93.078 0.046 94.626
DoS attack 100.000 0.034 98.496
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used to distinguish between normal and abnormal behav-
iour patterns.

It can be seen from Figure 10 that after improving the
model by parameterizing the Relu activation function, the
convergence rate is faster. It can be seen from Figures 11 and
12 that the TPR and Accuracy have been improved to a
certain extent, indicating that the existing features should be
preserved as much as possible when nonlinear mapping of
the features through the activation function and the full
shielding method cannot be adopted when x< 0. +is also
verifies the effectiveness of the parameterized Relu method
in Section 4 to improve the model.

5. Conclusion

With the increase of the attack surface of modern auto-
mobiles, intrusion detection systems have become the most
important technology for in-vehicle network security pro-
tection. In view of the current problems in the imple-
mentation of the in-vehicle CAN network anomaly
detection through the deep learning network model, this
paper proposes an intrusion detection system based on time
convolution network. +e structure of the model is simple,
and the sequence data are predicted by word embedding
encoding, time convolution network and decoding, and the
intrusion detection is realized by top g strategy. In the
model, the word embedding method encodes CAN ID into
words, which effectively characterizes the potential features
between IDs, improves the performance of the model, re-
duces the dimensionality of the data, and improves the
computational efficiency of the model. At the same time, the
TCNIDS model uses the parameterized Relu activation
function to try to retain the characteristics of nonlinear
mapping when x< 0, and optimize the performance of the
model. +e experimental results show that the TCNIDS
model proposed in this paper has high performance in Fuzzy
attack, Spoof attack, and DoS attack, especially Fuzzy attack
and DoS attack. At the same time, compared with the or-
dinary time convolutional network model, the improved
model has a certain improvement in detection rate, false
alarm rate, and accuracy rate, which also proves the effec-
tiveness of the method. +erefore, the TCNIDS proposed in
this paper can strengthen the security of the in-vehicle CAN
network. Since the model uses an unsupervised learning
method, in the future, we will apply it to more data sets and
attack scenarios, and further improve the performance of the
model.
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Most existing conventional security mechanisms are insufficient, mainly attributable to their requirements for heavy processing
capacity, large protocol message size, and longer round trips, for resource-intensive devices operating in an Internet of )ings
(IoT) context. )ese devices necessitate efficient communication and security protocols that are cognizant of the severe resource
restrictions regarding energy, computation, communication, and storage. To realize this, the IETF (Internet Engineering Task
Force) is currently working towards standardizing an ephemeral key-based lightweight and authenticated key exchange protocol
called EDHOC (Ephemeral Diffie–Hellman over COSE).)e protocol’s primary purpose is to build an OSCORE (Object Security
for Constrained RESTful Environments) security environment by supplying crucial security properties such as secure key
exchange, mutual authentication, perfect forward secrecy, and identity protection. EDHOCwill most likely dominate IoTsecurity
once it becomes a standard. It is, therefore, imperative to inspect the protocol for any security flaw. In this regard, two previous
studies have shown different security vulnerabilities of the protocol using formal security verification methods. Yet, both missed
the vital security flaws we found in this paper: resource exhaustion and privacy attacks. In finding these vulnerabilities, we
leveraged BAN-Logic and AVISPA to formally verify both EDHOC protocol variants. Consequently, we described these security
flaws together with the results of the related studies and put forward recommended solutions as part of our future work.

1. Introduction

IoT refers to a network environment in which all sur-
rounding objects are connected to wired and wireless net-
works to interact and exchange information over the
Internet. )ese objects (also referred to as “things”) can
range from a simple soil moisture sensor in a field to a
complex implanted device in a human body. With con-
tinuous developments in low-cost electronics (such as
sensors), fast progress in mobile communication (especially
with the introduction of 5G), and significant advances in
data analytics (e.g., machine learning and lightweight deep
learning), IoT has become one of the most demanded
technologies in our time [1, 2]. Currently, IoT serves as an
instrumental platform to host many applications in
manufacturing, healthcare, energy, cities, andmanymore. In

the next four years (by 2025) only, the total market share of
IoT can stretch to reach up to 3 trillion USD [3], while the
number of devices operating in an IoT environment can
cross 42 billion with over 73 ZB of generated data [4].

Despite the vast expansion of IoT-enabled devices and
their widespread applications, IoTstill has several challenges
that needs to be tackled. Some of the issues are tightly related
to the severe computing resource constraints concerning
storage, processing, and communication [5–7]. Such tight
requirements call for efficient mechanisms to enable devices
operating within IoT environments to function through
unstable channels with constrained bandwidth and varying
topology [8]. To realize these stringent conditions, essential
protocols, such as [9–11], have been standardized by IETF.
In addition, because IoT devices transport several sensitive
information, security problems can threaten the inability to
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provide services and the user’s personal information. Some
potential security attacks are device software malfunction,
prying, malevolent code infusions, device tampering, and
unauthorized access [12]. Furthermore, studies such as
[13, 14] investigated the security issues of integrating
LPWAN in the 5G ecosystem, as well as the practical
evaluation of compression and fragmentation of standard
protocols as applied to IoTs in LPWAN, respectively. Hence,
IoTdevices require more capable security schemes that work
in tandem with the communication protocols to mitigate
these security attacks.

Even though IoT applications anticipate solid security
assurance, securing IoT frameworks is challenging. It is
mainly because of their intrinsic nature of resource con-
straint and absence of “security aware” design. Although
there are various security solutions designed for conven-
tional networks, such as IKEv2 [15], TLS [16], and DTLS
[17], they are not suitable for the IoT environment due to
their high degree of processing power and memory space.
For instance, the footprint in bytes for a DTLS is six times
heavier than the EDHOC+CoAP (Constrained Application
Protocol) [8]. Fortunately, there are now efforts in designing
standard security protocols mainly intended to serve in IoT
environments. One such application layer security protocol
is the OSCORE [18]. )e protocol is efficient for severely
constrained networks as it maintains the minor commu-
nication overhead possible. Using OSCORE, however, re-
quires preshared keys to establish a security context. For this
purpose, the IETF is in the process of standardizing an
authenticated Diffie–Hellman key exchange protocol known
as EDHOC [19]. )e protocol is aforesaid to provide es-
sential security properties such as mutual authentication,
perfect forward secrecy, identity protection, and cipher suite
negotiation.

EDHOC will most certainly dominate IoT security once
it becomes a standard, which is why it is critical to analyse it
for security vulnerabilities thoroughly. Since its inception in
March 2016, it passed through 26 different versions, among
which only two of its versions ([20] in 2018 and [21] in 2020)
were formally analysed by [22, 23] using ProVerif [24] and
Tamarin [25], respectively. While these studies bring nu-
merous essential security issues to light, there are still se-
curity flaws that they have not yet discovered. Furthermore,
evaluating security protocols using several formal ap-
proaches increases our confidence in the protocols’ resil-
ience to various security threats since one can compensate
for the weakness of the other. Accordingly, in this paper, we
formally analysed both the symmetric and asymmetric
variants of the EDHOC protocol by using BAN (Burrows,
Abadi, and Needham)-Logic [26] and AVISPA (Automated
Validation of Internet Security Protocols and Applications)
[27] to uncover other security issues. )e formal verification
results indicate that the protocols suffer from resource ex-
haustion and privacy attacks. While the former vulnerability
is related to a class of attacks known as (distributed) denial-
of-service attacks, where excessive and unnecessary requests
deplete a node’s resource, the latter pertains to privacy vi-
olations due to ID_PSK and ID_CREDR (in symmetric and
asymmetric variations, respectively). Both security issues are

described in detail in Section 4 of the paper. )e core
contributions of this paper are summarized as follows:

(i) We carried out a formal security verification of the
asymmetric and symmetric variants of the EDHOC
protocol using two formal approaches: BAN-Logic
and AVISPA

(ii) We pointed out two novel potential security vul-
nerabilities that may lead to resource exhaustion
and privacy attacks

(iii) We described a concise summary of the principal
security threats found by former related studies
together with those identified by us

)e remainder of the paper is organized as follows.
Section 2 describes the EDHOC protocol along with the
related studies on its formal security analysis. )e formal
verification of the protocol and results, respectively, are
presented in the subsequent two sections. Finally, Section 5
concludes the paper.

2. The EDHOC Protocol

2.1. Protocol Overview. )e increasing usage of IoT devices
in vertical applications, such as energy, smart factory,
healthcare, and transportation, calls for more efficient ap-
proaches to power, communication, storage, and processing.
Given their severe constraint concerning these require-
ments, it is not possible (or inefficient) to apply existing
security protocols. )e main reason is due to the heavy
cryptography algorithms, message sizes, and total round
trips involved with these schemes. Implementing security on
the application layer of the IoT communication systems is
especially beneficial when there is insufficient security at the
transport layer or when considering the performance of the
communication is required. To this point, there are fun-
damental advances in providing application-aware security
solutions. Some of these schemes are the CoAP [9] and its
lightweight extension to provide sufficient object security,
OSCORE [18].

Another vital protocol that serves as a lightweight au-
thenticated key exchange mechanism for OSCORE is the
EDHOC. )e EDHOC protocol provides session key es-
tablishment while supporting fundamental security prop-
erties like perfect forward secrecy andmutual authentication
[19].)e protocol involves essential components like Elliptic
Curve Diffie–Hellman (ECDH) for key exchange, CBOR
(Concise Binary Object Representation) [10] for data
encoding, COSE (CBOR Object Signing and Encryption)
[28] for protecting the CBOR encoded messages, and CoAP
for message transportation. In summary, the primary intent
of EDHOC is to leverage the OSCORE initiated security so
that the message footprints and the round trips are small.
Figure 1 shows the IoT protocol stack with the EDHOC
protocol located in the application layer.

2.2. Related Works. Formal security analysis of various
authentication protocols has been performed to guarantee
the resilience of different security schemes against numerous
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attacks. Concerning EDHOC, there are two significant
studies that analysed the security of this protocol with a
formal approach.

In [22], the authors formally analysed both sym-
metric-key and asymmetric-key options of the EDHOC
protocol using ProVerif [24]. )is research inspected the
protocol against various security characteristics like
identity protection against an active attacker, application
data confidentiality and perfect forward secrecy, and
robust authentication. Consequently, the authors high-
lighted the risk of leaking the responder’s identity, al-
though the initiator’s identity is secured. Furthermore, by
utilizing the same preshared key identifier ID_PSK, an
attacker may link several sessions and launch various
assaults to the symmetric variant of the protocol. Con-
cerning the application data (AD1 to AD3), the authors
also showed that only AD3 (for both symmetric and
asymmetric variants) satisfies secrecy, perfect forward
secrecy, and integrity at both the time of message arrival
and conclusion of the protocol.

Another paper [23] that analysed the EDHOC security
using the Tamarin prover [25] verification tool found var-
ious improvement points. )e authors, among other issues,
identified the following flaws by the time they analysed the
protocol: absence of nonrepudiation security property and
lack of verification of ID_CREDR of Msg2 by the initiator.
)e authors also showed that a security threat due to a
prolonged metasession covering several sessions of the
EDHOC protocol can happen when the responder rejects
proposed cipher suites.)e paper also recommended the use
of a trusted execution environment (TEE) for security
hardening.

2.3. Protocol Description. )e initiator and responder of the
EDHOC protocol can encrypt and protect the integrity of
information communicated between them by following a
similar construction as SIGMA-1 [29]. )e initiator and
responder exchange three messages to establish Dif-
fie–Hellman’s shared secrets and perform encryption using
Authenticated Encryption with Associated Data (AEAD)
[30]. Unique to EDHOC, however, new parameters like
connection identifiers, transcript hashes, methods, and
others exist. Moreover, EDHOC protocol works in two
modes: asymmetric-key-based authentication technique that
provides mutual authenticity via Diffie–Hellman shared
ciphers and symmetric-key-based authentication that relies
on preshared symmetric keys. Table 1 shows the parameters
used in the EDHOC protocol.

2.3.1. Asymmetric-Key-Based EDHOC Protocol. )e exe-
cution steps of an EDHOC protocol that uses asymmetric-
keys are shown in Figure 2. Furthermore, to better under-
stand and visualize the operations of both variants of the
EDHOC protocol, we presented a state diagram as shown in
Figures 3 and 4 . Take note that the figures show one session
connection between the initiator and the responder.

(1) Initiator⟶ Responder. Before the commencement of
the protocol, the initiator I stores the domain parameters
for the agreed elliptic curve, ID_CREDI, AD1, and AD2.
Firstly, the caller generates a method that identifies the
authentication method and the associated correlation
(corr) of the transport mechanism. Here, “method” and
“corr” take values from 0 to 3 as described in [19]. )e
initiator also chooses SUITESI from the list of cipher
suites that an EDHOC protocol recognizes and select the
connection identifier CI. It then picks a number x to serve
as an ECDH private key. Once the preliminary infor-
mation is ready, it computes the ECDH public key GX
(�G.x) and TYPE (�4 ∗ method + corr). Finally, it con-
structs and sends Msg1 containing TYPE, SUITESI, GX,
CI, and AD1 to the responder. Note that AD1, at this time,
cannot guarantee security as it is transmitted in plaintext.

(2) Responder⟶ Initiator. Once it receives Msg1, the re-
sponder selects a cipher suite SUITESR and the connection
identifier CR, and calculates the ECDH public key GY (�G.y)
the same way the initiator calculated GX. It then calculates the
ECDH shared key GXY (�GX.y). Subsequently, the transcript
hash TH2 is computed by hashing the received message Msg1
and data2, where data2 consists of the session identifiers CI, CR,
and the ECDH public GY. )e responder uses TH2 for au-
thentication. It then computes an encryption key K2 (HKDF
(PRK, GXY)) from the pseudorandom key PRK (HKDF (“0x,”
GXY)) and the transcript hash TH2. Next, the responder
constructs Msg2 by concatenating CIPHERTEXT2 and data2.

)e former message is formed by first signing CREDR
and TH2 with the responder’s private key, followed by
encrypting the signature, ID_CREDR, and AD2 with K2. )e
latter message is simply the concatenation of CI, CR, and GY.
Finally, the responder sends Msg2 to the initiator.

EDHOC

CBOR

COSE

CoAP

Transport Layer

TCP UDP

Application Layer

Network Layer

IPv6 6LoWPAN

Data Link Layer
IEEE 802.15.4 MAC

Physical Layer
IEEE 802.15.4 PHY

Figure 1: IoT protocol stack.

Mobile Information Systems 3



(3) Initiator⟶ Responder. When Msg2 reaches the initi-
ator, it computes the ECDH shared key GXY (�GY.x), PRK,
TH2, and K2, like the responder. )en, it uses K2 to decrypt
CIPHERTEXT2 and retrieve ID_CREDI, the signature, and
AD2. It then validates the signature, and if the result suc-
ceeds, it generates TH3 and K3. )e former is constructed by
first hashing CIPHERTEXT2 with TH2 and then rehashing

the result with CR. )e latter is computed by using HKDF
(PRK, TH3). Finally, the initiator constructs a message
CIPHERTEXT3 by signing CREDI and TH3 with its private
key and encrypting it together with ID_CREDR and AD3
using the computed session key K3; it forms Msg3 by
concatenating CR and CIPHERTEXT3 and sends it to the
responder. )e asymmetric-key-based EDHOC protocol

Table 1: Symbols and notations used in the EDHOC protocol.

Components Description
Method One of the four types of authentication methods agreed by the initiator and the responder.
Corr One of the four types of correlation mechanisms provided by the transport path.
SUITES_I, SUITS_R List of cipher suites (in order of preference) supported by the initiator and the responder, respectively.
x, y )e ECDH ephemeral private keys of the initiator and the responder, respectively.
GX, GY )e ECDH ephemeral public keys of the initiator and the responder, respectively.
p A prime number that states the size of the finite field.
a, b )e coefficients of the elliptic curve equation.
G )e generator (base point) of the subgroup.
h, n )e cofactor and order of the subgroup, respectively.

CI, CR
Connection identifiers for the initiator and responder, respectively, that are used to facilitate the retrieval of the

protocol state.
AD Application data (also known as external authorization data).
CREDI, CREDR )e credentials containing the public authentication keys of the initiator and the responder, respectively.
ID_CREDI,
ID_CREDR

)e identifiers for the credentials CREDI and CREDR, respectively.

TH Transcript hashes used for key derivation and additional authenticated data.
K Session key.
PRK Pseudorandom key.
PSK Preshared key.
AEAD (K; ) Authenticated Encryption with Associated Data using a key K.
Sig (I; . ), Sig(R; . ) Digital signatures made with the private authentication key of the initiator and the responder, respectively.

Initiator (I) Responder (R)

Msg3 = C
R
, AEAD{K

3
; ID_CRED

I
, Sig(I; CRED 

I
, TH

3
), AD

3
}

Msg2 = C
1
, C

R
, GY, AEAD{K

2
; ID_CRED

R
, Sig(R; CRED 

R
, TH

2
), AD

2
}
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1
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R
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1
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1
, C

I
, p, a, b, G, n, h,

data
3
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3

data
2 CIPHERTEXT

2

Compute GXY =GY. x
K

2
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2
 )
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2
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2
), data

3
)

PRK = HKDF(῾0x᾽, GXY )
K

3
=HKDF(PRK,TH

3
)

Select
Create
Compute

C
R
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R
y
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3
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2
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2
)
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K

3
=HKDF(PRK,TH

3
)

Select
Create
Compute

x
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Figure 2: Asymmetric-key-based EDHOC protocol.
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concludes by removing the Diffie–Hellman key pairs used to
generate the encryption keys K2 and K3 to support perfect
forward secrecy.

2.3.2. Symmetric-Key-Based EDHOC Protocol. )e sym-
metric-key-based EDHOC protocol, shown in Figure 5, is
very similar to the asymmetric-key-based protocol, with the
following exceptions:

(1) )e public key identifiers ID_CREDI and ID_CREDR
are not used as part of the authenticated encryption

(2) Authentication happens via preshared key PSK
(identified by ID_PSK) rather than the digital sig-
natures used in the previous protocol

(3) )e protocol session keys K2 and K3 are derived
based on Diffie–Hellman shared keys, transcript
hashes, and preshared keys PSK

expect_for_Msg1

do /
receive_msg1()

operate_on_Msg1

entry /
TYPE, SUITSI, GX, CI, AD1 = fragment_packet (Msg1) 
CR = get_connectionid()
SUITESR = get_SUITES()
y = generate_privateKey()
Gy = G.y
GXY = GX.y
data2 = CI||CR||GY
TH2 = get_hash(Msg1, data2)
PRK = get_hkdf('0x',GXY) 
k2 = get_hkdf(PRK, TH2)
sign1 = sign(R, CREDR, TH2)
CIPHERTEXT2 = encrypt_aead(k2, ID_CREDR, sign1, AD3)

Msg2 = data2||CIPHERTEXT2

exit /

initiate_session

expect_for_Msg2

do /
receive_msg2()

operate_on_Msg2

entry /
data2, CIPHERTEXT2 = fragment_packet (Msg1)
CR,CI,G

Y = fragment_packet (data2)
legit_CI = isValid(CI)
TH2 = get_hash(Msg1, data2)
GXY = GY.X
PRK = get_hkdf('0x', GXY)
k2 = get_hkdf(PRK, TH2)
ID_CREDR, sign1, AD3 = decrypt_aead(CIPHERTEXT2)
legit_sign1 = verify(sign1)
data3 = CR
TH3 = get_hash(get_hash(TH2, CIPHERTEXT2), data3)
k3 = get_hkdf(PRK, TH3)
sign2 = sign(I, CREDI, TH3)
CIPHERTEXT3 = encrypt_aead(k3, ID_CREDI, sign2, AD3)

Msg3 = data3||CIPHERTEXT2

exit /
if(not legit_CR)
if(not legit_sign1) 

expect_for_Msg3

do /
receive_msg3()

operate_on_Msg3

entry /
data3, CIPHERTEXT3 = fragment_packet (Msg3)
legit_CR = isValid(CR)
TH3= get_hash(get_hash(TH2, CIPHERTEXT2), data3)
k3 = get_hkdf(PRK, TH3)
ID_CREDI, sign2, AD3 = decrypt_aead(CIPHERTEXT3)
legit_sign2 = verify(sign2)

exit /
if(not legit_CR)
if(not legit_sign2)

Dispatch_Msg1

Complete_msg1 AND send_msg2

Dispatch_Msg2

Complete_msg2_operation

Complete_msg2_operation AND

complete_session

prepare_Msg1

 method, corr = get_methodCorr()
CI = get_connectionid()
SUITESI = get_SUITES()
X = generate_privateKey()

GX = G.x
TYPE = 4 * method + corr
MSG1 = TYPE||SUITSI||GX||CI||AD1 

Send_msg1

Dispatch_Msg3
Complete_msg3_operation AND

(not legit_CR OR legit_Sign2)

(not legit_CR OR legit_Sign1)

Figure 3: State diagram for the asymmetric-key-based EDHOC protocol.
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3. Formal Security Verification for
EDHOC Protocol

)is section describes the formal security verification of both
variants of the EDHOC protocol. First, we leverage BAN-
Logic to analyse any security flaw that may exist in the
protocol. Next, to further strengthen the verification result
and complement the weakness of the first approach, we will
use the AVISPA tool.

3.1. BAN-Logic-Based Formal Verification. BAN-Logic is a
modal logic of beliefs (proposed by Burrows, Abadi, and
Needham) used to verify authentication protocols in a
formal manner [26, 31]. )e formal description of the au-
thentication process, participants’ knowledge, and beliefs
serve as a foundation for analysing the changes at each level
of the protocol. BAN-Logic is the most utilized approach for
examining various security protocols due to its simplicity
and robustness.

expect_for_Msg1

do /
receive_msg1()

operate_on_Msg1

entry /
TYPE, SUITSI, G

X, CI, IDPSK ,AD1,= fragment_packet (Msg1) 
legit_PSK = isValid(ID_PSK)
CR = get_connectionid()
SUITESR = get_SUITES()
Y = generate_privateKey()
GY = G.y
GXY = GX. y
data2 = CI||CR||GY

TH2 = get_hash(Msg1, data2)
PRK = get_hkdf(PSK, GXY) 
k2 = get_hkdf(PRK, TH2)
CIPHERTEXT2 = encrypt_aead(k2, TH2, AD2)
Msg2 = data2||CIPHERTEXT2

exit /
if(not legit_PSK)

initiate_session

expect_for_Msg2

do /
receive_msg2()

operate_on_Msg2

entry /
data2, CIPHERTEXT2 = fragment_packet (Msg1)
CR,CI,G

Y = fragment_packet (data2)
legit_CI = isValid(CI)
TH2 = get_hash(Msg1, data2)
GXY = GY.x
PRK = get_hkdf(PSK, GXY)
k2= get_hkdf(PRK, TH2)
TH2, AD2 = decrypt_aead(CIPHERTEXT2)
data3 = CR
TH3 = get_hash(get_hash(TH2, CIPHERTEXT2), data3)
k3 = get_hkdf(PRK, TH3)
CIPHERTEXT3 = encrypt_aead(k2, TH3, AD3)
Msg3 = data3||CIPHERTEXT2

exit /
if(not legit_CR) 

expect_for_Msg3

do /
receive_msg3()

operate_on_Msg3

entry /
data3, CIPHERTEXT3 = fragment_packet (Msg3)
legit_CR = isValid(CR)
THR = get_hash(get_hash(TH2, CIPHERTEXT2), data3)
k3 = get_hkdf(PRK, TH3)
TH3, AD3 = decrypt_aead(CIPHERTEXT3)

exit /
if(not legit_CR) 

Dispatch_Msg1

Complete_msg1 AND send_msg2

Dispatch_Msg2

Complete_msg2 AND send_msg3

Dispatch_Msg3
Complete_msg3_operation

AND (not legit_CR)

complete_session

prepare_Msg1

 method, corr = get_methodCorr()
CI = get_connectionid()
SUITESI = get_SUITES()
X = generate_privateKey()
GX = G.x
TYPE = 4 * method + corr
MSG1 = TYPE||SUITSI||GX||CI||ID_PSK||AD1

Send_msg1

Complete_msg2_operation
AND (not legit_CR )

Complete_msg1_operation
AND (not legit_PSK )

Figure 4: State diagram for the symmetric-key-based EDHOC protocol.
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Verification of security protocols using this method
starts with converting the protocol into an idealized form
through idealization. Here, only protected messages, tra-
versing from one participant to another, are of interest.
)en, realistic assumptions and security objectives that the
protocol should guarantee proceed. Subsequently, the der-
ivation of the security goals continues by applying different
BAN-Logic rules, the premises, and the intermediate results
of the derivation. Tables 2 and 3 describe the symbols and

formulas used in the BAN-Logic formalization process,
respectively.

3.1.1. =e Asymmetric-Key Option

Idealization. An idealized version of the asymmetric form of
the EDHOC protocol is shown below. Note that the idealized
form only comprises encrypted (protected) communica-
tions, which is why Msg1 is left out.

R⟶ I : ID CREDR, CREDR, ⟶G
Y

R,⟶G
X

I, I↔G
XY

R􏼚 􏼛
R−1

, AD2􏼚 􏼛
GXY

, (1)

I⟶ R : ID CREDI, CREDR, ⟶G
Y

R,⟶G
X

I, I↔G
XY

R􏼚 􏼛
R−1

, AD3􏼚 􏼛
GXY

. (2)

Goals. )e following objectives are established for verifying
mutual authentication and key exchange between I and R.
Consequently, while the goals in (5) and (6) show the beliefs
I has on R’s trust concerning its credential identity and the

associated data (respectively), (9) and (10) show the op-
posite. About key exchange, the goals in (3) and (4) show I’s
belief on the session key, and (7) and (8) assert R’s belief on
the same key.

Knowns PSK , C
I
, p, a, b, G, n, h, Knowns PSK , C

R
, p, a, b, G, n, h,
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Figure 5: Symmetric-key-based EDHOC protocol.
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I believes I⟷G
XY

R, (3)

I believesR believes I⟷G
XY

R, (4)

I believes R believes AD2, (5)

I believes R believes ID CREDR, (6)

R believes I ↔G
XY

R, (7)

R believes I believes I ↔G
XY

R, (8)

R believes I believes AD3 (9)

R believes I believes ID CREDI. (10)

Assumptions. )ere are some assumptions and hypotheses we
need to set to derive the above goals. Accordingly, the as-
sumptions in (11), (15), and (16) show R’s belief in its ECDH
public key, the long-term public key of I, and the freshness of
its ECDH public key. On the other hand, while (12) and (14)

point out I’s belief in its ECDH public key and its freshness,
(13) indicates the belief “I” has in R’s long-term public key.
Finally, the two hypotheses (17) and (18) imply that R trusts
that I sent its ECDH public key and vice versa, respectively.

R believes⟶G
Y

R, (11)

I believes⟶G
X

I, (12)

I believes⟶P U(R) R, (13)

I believes #⟶G
X

I, (14)

R believes⟶P U(I) I, (15)

R believes # ⟶G
Y

R􏼠 􏼡, (16)

R believes I said⟶G
X

I, (17)

I believesR said⟶G
Y

R. (18)

Table 2: BAN-Logic notations.

Notation Meaning
R believes M R believes that message M is true
R seesM R receives message M at any point in time
R saidM R previously sent message M
R controlsM R has jurisdiction over M
Fresh (M) M is fresh
R↔S I S is a secret key shared between M and N
⟶S

R S is R’s public key
R⇔

S
I S is a secret that R and I share

M{ }K M is a message encrypted with a key K
M, V M is combined with V

Table 3: BAN-Logic rules.

Rule name Rule

Message meaning rule (MM)
(R believesR↔S I, R sees M{ }S /R believes I saidM)

(R believesR⇔
S

I, R seesMS /R believes I saidM)

(R believes⟶S
I, R sees M{ }S−1 /R believes I saidM)

Nonce verification (NV) rule (R believes #(M), R believes I saidM /R believes I believesM)

Jurisdiction (JR) rule (R believes I controlsK, R believes I believesK/R believesK)

Freshness (FR) rule (R believes fresh(M)/R believes fresh(M, Q))

Decomposition (DR) rule (R sees (M, Q)/R seesM)

Belief conjunction (BC) rule
(R believesM, R believesQ /R believes (M, Q))

(R believes I believes (M, Q) /R believes I believesM)

(R believes I said (M, Q) /R believes I saidM)

Diffie–Hellman (DH) rule (R believes I said⟶G
M

I, R believes⟶G
Q

R /R believesR↔
gMQ

I)

(R believes I said⟶G
M

I, R believes⟶G
Q

R /R believesR⇔
GMQ

GMQI)
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Derivations. As a final step of the formal analysis, derivation
of goals proceeds. To do so, we leverage the BAN-Logic rules
(shown in Table 3), idealizations, assumptions, and the

intermediate results of the derivation process. )erefore, if
all goals can be derived, the target protocol is considered
secure. Otherwise, the protocol may be vulnerable to threats.

R believes I ↔G
XY

R by (11), (17), DH, (19)

I believes I ↔G
XY

R by (12), (18), DH, (20)

I sees ID CREDR, CREDR, ⟶G
Y

R ,⟶G
X

I, I↔G
XY

R}R−1, AD2}GXYfrom(1),􏼚􏼚 (21)

I believesR said
IDCREDR,

CREDR, ⟶G
Y

R ,⟶G
X

I, I↔G
XY

R }R−1, AD2] by(20), (21), MM,􏼚

⎡⎢⎢⎢⎢⎢⎣ (22)

I sees CREDR, ⟶G
Y

R ,⟶G
X

I, I↔G
XY

R}R−1 by (22),􏼚 (23)

I believesR said CREDR, ⟶G
Y

R ,⟶G
X

I, I ↔G
XY

R] by (23), (13), MM,⎡⎣ (24)

I belivesR believes CREDR, ⟶G
Y

R ,⟶G
X

I, I ↔G
XY

R] by (24), (14), FR, NV,⎡⎣ (25)

I believesR believes I ↔G
XY

R by (25), BC, (26)

I believesR believes ⟶G
Y

R by (25), BC, (27)

I believesR believes ID CREDR by (22), (14), FR, NV, BC, (28)

I believesR believesAD2 by (22), (14), FR, NV, BC, (29)

R sees ID CREDI, CREDI, ⟶
GY

R ,⟶G
X

I, I↔G
XY

R}R−1, AD3}GXY from (2),􏼚􏼚 (30)

R believes I said IDCREDI, CREDI, ⟶
GY

R ,⟶G
X

I, I↔G
XY

R}I−1, AD3] by (19), (30), MM,􏼚􏼔 (31)

R sees CREDI, ⟶
GY

R ,⟶G
X

I, I↔G
XY

R }R−1 by (31), BC,􏼚 (32)

R believes I said CREDI, ⟶
GY

R ,⟶G
X

I, I ↔G
XY

R] by (32), (15), MM,⎡⎣ (33)

R believes I believes CREDI, ⟶
GY

R ,⟶G
X

I, I ↔G
XY

R] by (33), (16), FR, NV,⎡⎣ (34)

R believes I believes I ↔G
XY

R by (34), BC, (35)

R believes I believes ⟶G
X

I by (34), BC, (36)
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R believes I believes ID CREDI by (31), (16), FR, NV, (37)

R believes I believesAD3 by (31), (16), FR, NV, (38)

Note that, without the two hypotheses in (17) and (18),
this derivation should stop before (22). In other words, only
if both hypotheses are true, the proposed protocol can
achieve the goals in (3)∼(10). Unfortunately, they cannot
hold because the two parties have no trust in each other’s
ECDH public key. )erefore, we conclude that asymmetric-
key option is not secure.

3.1.2. =e Symmetric-Key Option

Idealization. )e idealization forms of the symmetric-key
option of EDHOC protocol are shown as follows:

R⟶ I : AD2,⟶
GY

R,⟶G
X

I, I↔G
XY

R}GXY,􏼚 (39)

I⟶ R : AD3,⟶
GY

R,⟶G
X

I, I↔G
XY

R}GXY.􏼚 (40)

Goals. In general, the goals involve the guarantee of secure
key exchange and mutual authentication. In the former case,
while (41) and (42) form the belief of I in the ECDH session
key, (44) and (45) represent the same case for R. In the latter
point, the goals in (43), (46), and (47) serve to verify the
mutual authentication.

I believes I ↔G
XY

R, (41)

I believesR believes I ↔G
XY

R, (42)

I believesR believesAD2, (43)

R believes I ↔G
XY

R, (44)

R believes I believes I ↔G
XY

R, (45)

R believes I believesAD3, (46)

R believes I believes ID PSK. (47)

Assumptions. While the assumptions in (49) and (50) show
I’s belief concerning its ECDH public key and its freshness
(respectively), (48) and (51) do the same for R (respectively).
Moreover, the symmetric-key option of the EDHOC pro-
tocol also requires the same additional hypotheses in (52)
and (53) as the asymmetric-key option.

R believes⟶G
Y

R, (48)

I believes⟶G
X

I, (49)

I believes # ⟶G
X

I􏼠 􏼡, (50)

R believes # ⟶G
Y

R􏼠 􏼡, (51)

R believes I said⟶G
X

I, (52)

I believesR said⟶G
X

R. (53)

Derivations. )e derivations of this variant of the EDHOC
protocol proceed as follows:

R believes I ↔G
XY

R by (48), (52), DH, (54)

I believes I ↔G
XY

R by (49), (53), DH, (55)

I sees AD2,⟶
GY

R,⟶G
X

I, I↔G
XY

R􏼚 􏼛
GXY

from (39), (56)

I believesR said AD2,⟶
GY

R,⟶G
X

I, I ↔G
XY

R⎡⎣ ⎤⎦ by (55), (56), MM, (57)

I believesR believes AD2,⟶
GY

R,⟶G
X

I, I ↔G
XY

R⎡⎣ ⎤⎦ by (57), (50), FR, NV, (58)
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I believesR believes I ↔G
XY

R by (58), BC, (59)

I believesR believesAD2 by (58), BC, (60)

R sees AD3,⟶
GY

R,⟶G
X

I, I↔G
XY

R􏼚 􏼛
GXY

from (40), (61)

R believes I said AD3,⟶
GY

R,⟶G
X

I, I ↔G
XY

R⎡⎣ ⎤⎦ by (54), (61), MM, (62)

R believes I believes AD3,⟶
GY

R,⟶G
X

I, I ↔G
XY

R⎡⎣ ⎤⎦ by (62), (51), FR, NV, (63)

R believes I believes I ↔G
XY

R by (63), BC, (64)

R believes I believes ⟶
GX

I by (63), BC, (65)

R believes I believesAD3 by (63), BC, (66)

Similar to the asymmetric-key option, the symmetric-
key option can achieve the goals in (41)∼(47) in the case that
the two hypotheses in (52) and (53) are true. )us, the
hypotheses, which cannot be proved to be true, show that
this option fails to satisfy the goals in (41)∼(47). On the other
hand, the last goal (47) indicating the privacy property
cannot be achieved because ID PSK is sent without being
encrypted in the first message as shown in Figure 5.

To realize mutual authentication between “I” and “R,”
the former must believe the latter’s ECDH public key, and it
also must believe that the latter believes this key, and vice
versa. )at is, the derivations [(54), (55), (61), and (65)] of
the asymmetric-key option and [(54), (55), (61), and (65)] of
the symmetric-key option need to be satisfied. However,
since all these derivations are entirely dependent on the fact
that “I” (“R”) believes “R” (“I”) sent the ECDH public keys, it
automatically follows that mutual authentication can only be
fulfilled when these hypotheses are satisfied.

Messages Msg2 and Msg3, as illustrated in the ideali-
zations in (39) and (40), use the ECDH session key to derive
the AEAD encryption keys K2 and K3. Consequently, this
can only happen through the hypotheses in (52) and (53)
and is illustrated in derivations (59) and (64). Consequently,
it is impossible to conclude that the session key is suc-
cessfully communicated in the present asymmetric-key form
of the protocol. Similarly, the symmetric version of the
EDHOC protocol also fails to successfully exchange the
session key without the hypotheses in (52) and (53). )us,
the derivations in (54) and (55) for “I” and “R” to believe the
session key, respectively, require the use of the hypotheses.

Perfect forward secrecy is a characteristic of robust
protocols because it protects previous sessions from future
key compromise attempts. Accordingly, the asymmetric
variant of the EDHOC protocol leverages the unique gen-
eration of ECDH private keys for each session of the

protocol run to realize perfect forward secrecy. Likewise, in
the symmetric-key option of the EDHOC protocol, the
generation of the secret keys K2 and K3 uses the nonstatic
Diffie–Hellman session key between “I” and “R.” )us, the
symmetric-key option of the EDHOC protocol also provides
perfect forward secrecy.

For both symmetric and asymmetric alternatives of
EDHOC protocol to provide confidentiality and integrity,
secure session key exchange must be in place. However, “I”
and “R” may fail to transfer this key securely, as described
earlier. As a result, the protocol cannot guarantee both
confidentiality and integrity security properties.

Finally, due to the absence of authentication for the
initial message, the anonymity of the responder’s identifier
for the public authentication keys (ID_CREDR, for asym-
metric-key option) and preshared key (ID_PSK, for the
symmetric-key option) can be exposed.

Table 4 summarizes the result of the BAN-Logic deri-
vation process for both options of the EDHOC protocol. As
illustrated in the table and explanation above, both options
of the protocol are insecure.

3.2. AVISPA-Based Formal Verification. AVISPA is an au-
tomation tool for modelling and analysing security protocols
[27]. )e description of the formal verification process using
AVISPA proceeds as follows. First, we use a High-Level
Protocol Specification Language (HLPSL) [32] to model the
protocol. )e HLPSL2IF component then converts the
HLPSL-modelled protocols to Intermediate Format (IF).
Finally, using the On-the-Fly Model-Checker (OFMC) [33],
CL-based Attack Searcher (CL-AtSe) [34], SAT-based
Model-Checker (SATMC) [35], and Tree-Automata-based
Protocol Analyzer (TA4SP) [36], the IF is transformed to
Output Format (OF). Figure 6 shows the general system
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architecture of the tool, highlighting the main processes
from HLPSL to OF.

HLPSL is composed of different roles such as Basic Role,
Session Role, and Environment Role:

(i) Basic Role. )is is a role that models protocol
participants in a function with parameters. It
consists of steps such as header expression, local
variable declaration, and initialization. Addition-
ally, it identifies communication modelling, which
specifies the channel for communication between
the modelled participants and indicates real-world
protocol behaviour. It also defines, together with
these parameters, transitions that denote message
reception and the corresponding reply of the agent.

(ii) Session Role. )is function receives the agents and
other parameters to activate the previous role. It is
executed via a composition to instantiate the parts
in a parallel manner. /\ represents such parallel
execution of prior roles.

(iii) Environment Role. It is a role that comprises global
constants with the agents and sessions defined in the
above two roles. In addition, it outlines an attacker’s

knowledge of the protocol’s communication. )e
intruder’s knowledge concerning the execution of
the protocol is also defined. Like the Session Role,
parallel execution of sessions executes with the
intruder’s information considered. Once the Envi-
ronment Role completes, the security goals follow,
and their verification proceeds with OFMC and CL-
AtSe submodules.

3.2.1. =e Asymmetric-Key Option. At first, the asymmetric-
key option of EDHOC protocol is modelled in HLPSL code.
)e code specifies the initiator and the responder roles with
their security goals, Session Role to activate the basic roles,
and finally the Environment Role. )e source code for the
AVISPA verification for both asymmetric and symmetric
variants can be found in the Supplementary Materials
(available here), while the pseudocodes are presented in
Figure 7 (for asymmetric variant) and Figure 8 (for symmetric
variant). )e obtained verification results for the asymmetric
option based on OFMCmodule and CL-AtSe module are also
shown in Figure 9. )e attack simulation of the asymmetric-
key option of EDHOC protocol is illustrated in Figure 10.

Table 4: Security property satisfaction.

No. Security properties Asymmetric-key option Symmetric-key option
SP1 Mutual authentication X X
SP2 Secure key exchange X X
SP3 Perfect forward secrecy ✓ ✓
SP4 Confidentiality X X
SP5 Integrity X X
SP6 Anonymity X X

High-Level Protocol Specification Language (HLPSL)

avispa script file
Translator
HLPSL2IF

Intermediate Format (IF)

On–the–fly
Model–Checker

OFMC

CL–based
Attack Searcher

AtSe

SAT–based
Model–Checker

SATMC

Tree Automata–based
Protocol Analyser

TA4SP

Output Format (OF)

Figure 6: AVISPA system structure.
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As shown in Figure 10, the attack simulation shows the
asymmetric-key option of EDHOC protocol is vulnerable
due to the fact that the message is sent without any veri-
fication of the sender. In other words, when the intruder
sends the message of step 2, the responder should generate
and calculate all the elements for communication without
any proof to the user. It seems to be able to induce resource
exhaustion attacks in R due to Msg2 created or modified by
the attacker.

3.2.2. =e Symmetric-Key Option. Like the previous case,
once we translate the protocol into an HLPSL form, the
AVISPA tool passes the code through the modules (such as
CL-AtSe and OFMC) to check for any security flaws. Fig-
ure 11 presents the outcome of this process. According to the
verification result, the symmetric-key option of the EDHOC
protocol is unsafe. Figure 12 shows the possible attack
simulation for the identified security flaw.

In Figure 12, when an intruder sends a message in step 2,
the responder should create all the elements for commu-
nication without user authentication as Figure 10. )is may

deplete R’s resource due to responses to numerous au-
thentication requests from unauthorized users.

4. Results and Discussion

)e results of the formal security analysis of both variants of
the EDHOC protocol show some security-related short-
comings. In this section, we discuss these flaws.

)e complete security analysis of the asymmetric-key
EDHOC protocol depends on the assumption that the re-
sponder trusts the ephemeral ECDHpublic keyGX is from the
initiator. Furthermore, the initiator also must believe that the
responder sends the ephemeral ECDH public key GY. As
shown in the BAN-Logic analysis, the hypotheses in (17) and
(18) represent these two claims, respectively. Without these
assumptions, mainly hypothesis (17), it is impossible to derive
the goals we set. Moreover, it is worth mentioning that both
hypotheses aremerely there to complete the proof. Hence, it is
crucial to realize them to guarantee the evidence.

Similarly, the AVISPA results for both asymmetric and
symmetric variants of the protocol also show that an attack
can happen (Figures 10 and 12). )e responder’s failure to

Initiator_role

input: 
agents: a, b, public keys: pk_a, pk_b, generator: g,
hash function: h, channel: snd, rcv

local_variable_declaration and assignment: 
S: natural number

functions:
prepare_msg( ), witness( ), request( )

initialization:
S = 0
transition:
S: 0 & rcv(start) =|> S' : 2 &
prepare_msg(msg1) & snd(msg1)
S: 2 & rcv(msg2) =|> S' : 4 &
prepare_msg(msg3) & snd(msg3) &
witness(k3) & request(k2)

Responder_role

Input: 
agents: a, b, public keys: pk_a, pk_b, generator: g, 
hash function:h,channel: snd, rcv

local_variable_declaration and assignment: 
S: natural number

functions:
prepare_msg( ), witness( ), request( )

initialization:
S = 1
transition:
S: 1 & rcv(msg1) =|> S' : 3 &
prepare_msg(msg2) /\snd(msg2) & witness(k2)
S: 3 /\rcv(msg3) =|> S' : 5 &
request(k3)

session_role

input: 
agents: a, b, public keys: pk_a, pk_b,
generator: g, hash function: h

local_variable_declaration and assignment: 
channel(dy): s_a, r_a, s_b, r_b

composition_role_instantiation:
initiator(a, b, pk_a, pk_b, g, h, s_a, r_a)
responder(a, b, pk_a, pk_b, g, h,s_b, r_b)

security_goals

goal_specification: 
authentication_on k2
authentication_on k3

environment_role

local_variable_declaration and assignment: 
agents: [ag_1, ag_2, intruder], protocol id: [k2, k3],
public keys: [pk_1, pk_2, pk_i], hash function: h, 
generator: g, intruder_knowledge = [agents, public 
keys, hash function, generator] 

composition_role_instantiation:
session(ag_1, ag_2 pk_1, pk_2, g, h) 
session(intruder, ag_2 pk_1, pk_2, g, h)
session(ag_1, intruder, pk_1, pk_2, g, h)

Figure 7: A pseudocode for the AVISPA-based verification of asymmetric-key option of EDHOC protocol.
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ensure the integrity of Msg1 and the difficulty of the initiator
in validating Msg2 are the significant reasons for this attack.
Especially for the latter point, given that the generation of

the secret key K2 depends on the ECDH session key GXY, the
initiator has no option but to trust the responder’s ECDH
public key GY transmitted in plaintext to verify Msg2.

Initiator_role

Input: 
agents: a, b, symmetric key: psk, generator: g, 
hash function: h, channel: snd, rcv

local_variable_declaration and assignment: 
S: natural number

functions:
prepare_msg( ), witness( ), request( )

initialization:
S = 0
transition:
S: 0 & rcv(start) =|> S' : 2 &
prepare_msg(msg1) & snd(msg1)
S: 2 & rcv(msg2) =|> S' : 4 &
prepare_msg(msg3) & snd(msg3) &witness(k3) & request(k2)

Responder_role

Input: 
agents: a, b, symmetric key: psk, generator: g,
hash function: h, channel: snd, rcv

local_variable_declaration and assignment: 
S: natural number

functions:
prepare_msg( ), witness( ), request( )

initialization:
S = 1
transition:
S: 1 & rcv(msg1) =|> S' : 3 &
prepare_msg(msg2) & snd(msg2) & witness(k2)
S: 3 & rcv(msg3) =|> S' : 5 & request(k3)

environment_role

local_variable_declaration and assignment:
agents: [ag_1, ag_2, intruder], symmetric key: psk,
hash function: h, generator: g, protocol id: [k2, k3],
intruder_knowledge = [agents, symmetric key,
hash function, generator] 

composition_role_instantiation:
session(ag_1, ag_2, psk, g, h)
session(intruder, ag_2, psk, g, h)
session(ag_1, intruder, psk, g, h) 

session_role

input: 
agents: a, b, symmetric key: psk, generator: g,
hash function: h

local_variable_declaration and assignment:
channel(dy): s_a, r_a, s_b, r_b

composition_role_instantiation:
initiator(a, b, pk_a, pk_b, g, h, s_a, r_a)
responder(a, b, pk_a, pk_b, g, h, s_b, r_b)

security_goals

goal_specification:
authentication_on k2
authentication_on k3

Figure 8: A pseudocode for the AVISPA-based verification of symmetric-key option of EDHOC protocol.

SUMMARY
UNSAFE

DETAILS
ATTACK_FOUND
TYPED_MODEL

PROTOCOL
/home/span/span/testsuite/results/EDHOC.if

GOAL
Authentication attack on (a,b,k2,{{exp(g,n1(x)*n9

BACKEND
CL-AtSe

STATISTICS

Analysed : 6 states
Reachable : 4 states
Translation: 0.00 seconds
Computation: 0.00 seconds

% OFMC
% Version of 2006/02/13
SUMMARY

UNSAFE
DETAILS

ATTACK_FOUND
PROTOCOL

/home/span/span/testsuite/results/EDHOC_if
GOAL

authentication_on_k2
BACKEND

OFMC
COMMENTS
STATISTICS

parseTime: 0.00s
searchTime: 0.00s
visitedNodes: 10 nodes
depth: 2 plies

Figure 9: Verification result of the asymmetric-key option of EDHOC protocol.
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Another critical security threat refers to the denial-of-
service attacks (more specifically, the resource exhaustion
attack). Given the IoT devices’ severe resource limitations
concerning computation, storage, and communication, an
attacker can send a significant amount of Msg1 to the
responder. )e responder then performs expensive

operations such as encryption, signature, and key deri-
vation functions for each of these messages before
authenticating the initiator. Consequently, the responder
can get easily overwhelmed by the traffic, deplete its
energy, and finally cease communicating with the other
end.

Figure 10: Attack simulation of the asymmetric-key option of EDHOC protocol.

% OFMC
% Version of 2006/02/13
SUMMARY
UNSAFE

DETAILS
ATTACK_FOUND

PROTOCOL
/home/span/span/testsuite/results/EDHOC_Sym

GOAL
authentication_on_k2

BackEND
OFMC

COMMENTS
STATISTICS

parseTime: 0.00s
searchTime: 0.00s
visitedNodes: 7 nodes
depth: 2 plies

SUMMARY
UNSAFE

DETAILS
ATTACK_FOUND
TYPED_MODEL

PROTOCOL
/home/span/span/testsuite/results/EDHOC_Sym.if

GOAL
Authentication attack on (a,b,k2,{{psk.exp(g,n1(x)

BACKEND
CL-AtSe

STATISTICS

Analysed : 6 states
Reachable : 4 states
Translation: 0.00 seconds
Computation: 0.00 seconds

Figure 11: Verification result of symmetric-key option of EDHOC protocol.

Figure 12: Attack simulation of the symmetric-key option of EDHOC protocol.
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A second serious threat with the asymmetric-key-based
EDHOC protocol, which we referred to as a partial privacy
attack, is related to the privacy of ID_CREDR.)e access of the
credentials containing the public authentication keys of both
initiator and responder is via their identities. )ese identities
(ID_CREDI and ID_CREDR), although they do not have any
cryptographic purpose in the protocol, serve an essential
purpose by facilitating the retrieval of the public authenti-
cation keys. Moreover, according to the standard, their pri-
vacy is protected by the session key computed by the initiator
and responder. )us, an attacker can easily break the privacy
of ID_CREDR as it can establish the session key K2 with the
responder. )erefore, it implies a privacy disclosure of one of
the two identities, hence a partial privacy attack. Concerning

the symmetric variant, a clear violation of privacy also
happens as ID_PSK in Msg1 is transmitted in plain text.

It is important to note that if an attacker exploits these
vulnerabilities, the results might be disastrous. For example,
a medical IoT device attempting to obtain a remote service,
perhaps for remote diagnostics, may fail owing to a resource
depletion assault on the other end. Moreover, in cases where
the responder is a sensitive medical IoT device, its identity
(the identity of the credentials containing the public au-
thentication keys) can be traced by an attacker that he/she
may use to track and localize the patient eventually. Both
resource exhaustion and privacy attacks (as part of trans-
porting EDHOC via CoAPmessage exchanges) are shown in
Figure 13. In addition, Table 5 summarizes the security

Intruder can capture
ID_PSK from message_1
in the symmetric key
variant

Intruder can extract ID_CREDR in
message_2 in the asymmetric
key variant.

Intruder
Partial privacy attack

Resource exhaustion attack
Server is exhausted
with computationally
demanding process to
respond with the
massive request from
intruder.

Privacy attack PSK
RPK

PSK
RPK

EDHOC Responder
(Server)

EDHOC Initiator
(loT)

Post/.well-known/edhoc
Payload=EDHOC message_1

2.04 Changed
Payload=EDHOC message_2

Figure 13: Attack simulation of the symmetric-key option of EDHOC protocol.

Table 5: Summary of related works.

Papers Identified security issues EDHOC version Analysis tools
used

[22]

(i) Disclosure of the responders identity in the asymmetric variant of the EDHOC
protocol.

Draft-selander-ace-cose-
ecdhe-08 [20] ProVerif [24]

(ii) An attacker can associate numerous sessions and perform attacks for the
symmetric variant of the EDHOC protocol by using the same preshared key
identifier.
(iii) Only AD3 (for both symmetric and asymmetric variants) satisfies secrecy,
perfect forward secrecy, and integrity at both the time of message arrival and the
conclusion of the protocol.

[23]

(i) Absence of nonrepudiation security property.
Draft-selander-lake-

edhoc-01 [21] Tamarin [25](ii) Lack of verification of ID_CREDR of Msg2 by the initiator.
(iii) When the responder rejects recommended cipher suites, a security concern
might arise because of a lengthy metasession spanning many EDHOC sessions.

Ours

(i) A resource exhaustion attack due to a significant amount of Msg1 sent to the
responder. )e responder does not authenticate Msg1 before computing expensive
operations, hence depleting its resources.

Draft-ietf-lake-
edhoc-07 [19]

BAN-
Logic and
AVISPA
[26, 27]

(ii) )e responder’s failure to ensure the integrity of Msg1 and the difficulty of the
initiator in validating Msg2 threaten the security of the protocol.
(iii) A partial privacy attack that exposes the responder’s identity. Beside the mere
violation of the secrecy of the responder’s distinctiveness, it can enable the attacker to
reduce the difficulty of stealing the public authentication keys by one step. Moreover,
the privacy of ID_PSK, in symmetric-key option, is also violated as it is transmitted
in plain text.
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issues identified by the related works together with the ones
we identified.

It is critical to fix the highlighted security vulnerabilities
before using EDHOC as a lightweight authenticated key ex-
change mechanism. Privacy-related threats are mainly initiated
because the first message, from the initiator to the responder, is
not authenticated. Hence, a preliminary authentication
mechanismmust be implemented.)e responder and initiator
can additionally guarantee the validity of Msg1 and Msg2 by
using public-key certificates. In the case of a protracted met-
asession spanning several EDHOC sessions due to cipher suite
rejection, the responder shall provide a mechanism that pre-
vents the same initiator from resubmitting a new cipher suite
proposal in the same session more than twice. Leveraging
HMAC and timestamps can serve a good purpose in thwarting
resource exhaustion attacks, as they let the responder first check
the validity of the received message before performing com-
putationally demanding instructions.

5. Conclusions

Although the rapid growth of the Internet of )ings (IoT)
technology is bringing a significant impact on society, ef-
ficient security protocols that are aware of the unique
characteristics of IoT devices are still in their infant stage.
With this regard, IETF is in progress to standardize one
application layer protocol (known as EDHOC) that can
assist secure communication across IoT devices while
remaining lightweight. Consequently, in this paper, we
formally analysed the security of this protocol using BAN-
Logic and AVISPA to investigate its resilience to withstand
attacks. )e results show that both variants of the protocol
have some serious security and privacy flaws. Primarily, a
resource exhaustion attack that violates the availability of a
responder’s service by depleting its resources over expensive
cryptographic operations such as encryption and signature
can result. Next, an attacker can easily break the privacy of
ID_CREDR as it can establish the session key K2 with the
responder, which results in partial privacy disclosure of the
responder’s identity. A similar attack can happen when an
attacker captures ID_PSK in the symmetric-key option of the
protocol. Furthermore, an attacker can use the responder’s
failure to verify the integrity of Msg1 and the difficulties of
the initiator in validating Msg2. Finally, we recommend that
the protocol should consider authenticating the first message
and provide a way to validate the second message while
offering a solution to protect against resource exhaustion
attacks. In future works, the authors would like to develop
efficient solutions to mitigate these attacks while main-
taining the lightweight nature of the EDHOC protocol.
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Most of the existing identity management is the centralized architecture that has to validate, certify, and manage identity in a
centralized approach by trusted authorities. Decentralized identity is causing widespread public concern because it enables to give
back control of identity to clients, and the client then has the ability to control when, where, and with whom they share their
credentials. A decentralized solution atop on blockchain will bypass the centralized architecture and address the single point of the
failure problem. To our knowledge, blockchain is an inherited pseudonym but it cannot achieve anonymity and auditability
directly. In this paper, we approach the problem of decentralized identity management starting from the designated-verifier
anonymous credential (DVAC in short). DVAC would assist to build a new practical decentralized identity management with
anonymity and auditability. Apart from the advantages of the conventional anonymous credential, the main advantage of the
proposed DVAC atop blockchain is that the issued cryptographic token will be divided into shares at the issue phase and will be
combined at the showing credential phase. Further, the smooth projective hash function (SPHF in short) is regarded as a
designated-verifier zero-knowledge proof system. *us, we introduce the SPHF to achieve the designated verifiability without
compromising the privacy of clients. Finally, the security of the proposed DVAC is proved along with theoretical and
experimental evaluations.

1. Introduction

Identity management is viewed as a tool for the protection of
user identification and account privacy security, government
enterprise management, and public service demand, or the
security and economic needs of operators and providers.
Before, the ID card system is succinct for the government to
manage people’s identity. With the rapid development of the
Internet, a large number of identity management systems
appear in our field of vision. *ey all have their merits for
some special demand and also vulnerability for practice at
the same time.

Typically, a trusted party certificate authority (CA) is
used to manage and store identities for users. As far back as
the late twentieth century, “Passport” is a unified identity
management project based on the NET platform imple-
mented in [1]. “Passport” provides great convenience to
users by allowing them to authenticate with only one site.

However, as its system architecture is centralized and co-
ordinated, the problem follows. In practice, single points of
failure are coming through a trusted party. Such as the
DigiNotar incident [2], CA was held hostage by hackers, in
which Google’s certificate was published mistakenly. So, we
need to effectively store a person’s identity information and
ensure its privacy and effectiveness on the Internet where
threats and vulnerabilities are ubiquitous. And, how to
protect the privacy of individuals and ensure their identity is
verified without giving away their privacy is an important
issue.

Bitcoin and blockchain had been proposed in 2008 [3].
*e transaction of virtual currency built on the chain can
guarantee the privacy and security of both parties. *e
natural decentralization and unchangeability of blockchain
give us a new direction. With the rapid development of
blockchain, there are more and more decentralized systems
appearing based on blockchain. Furthermore, IBM and
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Samsung have been working on an idea called ADEPT that
uses blockchain technology to form a decentralized network
of IoT devices. Simply, it is feasible to construct a relatively
secure identity management system with blockchain because
some security features on blockchain fully meet the re-
quirements of the identity management system.

Recently, blockchain-based identity management has also
had limited success, such as DAC [4] and DBLACR [5]. In
these systems, users obtain information credentials from an
authority (e.g., government) and upload their credentials to
the blockchain.When an entity, such as a service provider, has
requirements for its customers, users can prove those re-
quirements for verification by the blockchain, which is used as
a transparent infrastructure for authentication. Since we want
to ensure the privacy of user information, we need to encrypt
user information, but how to verify the encrypted information
and verify it accurately and effectively is a problem (we
certainly cannot provide authentication after decrypting user
information, which violates the principle of privacy).

In this paper, we propose DVAC, a decentralized
anonymous credential system to protect the privacy of the
clients. In particular, interaction in the system is completely
anonymous and the registered identity information is self-
sovereign. Instead of traditional CA for the whole system
level, DVAC employs a decision-making institution com-
mittee; the committee consists of an indefinite number of
members. *e function of the committee is the same as that
of a traditional CA, which issues credentials to users, except
that it requires the approval of its members when making
important decisions. *is can be seen as effectively dimin-
ishes the power of CA and avoiding the problem of single
points of failure. Moreover, DVAC supports the change of
membership in the committee. On the contrary, conflicts are
inevitable between service providers and users because of the
anonymity of users in the anonymous credential system. We
need a reasonable and fair audit to protect the interests of
both parties in the conflict.

To this end, we introduced proactive secret sharing. We
use proactive secret sharing to distribute the private key of
the committee to members, and no party in the committee
can decide on its own. Moreover, proactive secret sharing
can redistribute the secret key periodically according to the
system conditions. In this way, members of the committee
are prevented from being heavily bribed to ensure the
correctness of the committee’s decision-making. When a
conflict occurs, members of the committee negotiate
whether to conduct an audit, but only if the number of
supporting reaches a certain threshold.

Contribution. Below, we conclude our main contribution
along with the techniques’ roadmap as follows:

(i) A Neat Decentralized Anonymous Credential via
Cost-Efficiency SPHF.We construct a decentralized
identity management system and describe each step
of our scheme in detail. We use SPHF to realize
anonymous authentication of the system, and we
add an audit function to our system. It points us to a
new way of identity management.

(ii) A Privacy-Preserving DVAC Service via Our
Designed DAC. We design an application using our
DVAC system for identity management.

(iii) A Simply Prototype of DVAC. We implement and
evaluate our system and test its performance under
different lengths of the secret key.

Organization. *e rest of the paper is organized as follows:
Section 2 shows the related work of DVAC. Section 3
presents our hardness assumptions and cryptographic
building blocks. Our system model and security model are
presented in Section 4. We reviewed previous scenarios for
anonymous credentials in Section 5. In Section 6, we de-
scribe each step of the construction of our solution in detail
and we have proved the correctness and security of our
scheme. In Section 7, we briefly introduce an application of
our scheme. In Section 8, we evaluate the performance of
DVAC. Finally, we conclude our work in Section 9.

2. Related Work

DVAC is engaged in anonymous authentication and identity
management of private data and privacy protection block-
chains. DVAC uses a zero-knowledge proof scheme and
proactive secret sharing to create a new decentralized
anonymous identity management system, which achieved
fast and provable correct queries.

2.1. Anonymous Credential (over Blockchain). In [6], a bi-
linear pair-based signature schemewas proposed, and based on
the signature scheme, they constructed an efficient anonymous
credential system. Au et al. proposed a constant-size anony-
mous authentication scheme [7], which use short group sig-
nature in [8]. *e scheme can achieve multiple dynamic
authentications, and the signature certificate length is constant,
which makes the scheme have better efficiency. Additionally,
Begum et al. [9] proposed another pairing-based anonymous
credential system that also satisfies the constant size of the
formula proof. In 2010, IBM proposed “Identity Mixer” [10],
which can be used for anonymous authentication and the
transfer of authentication attributes. It allows users to au-
thenticate without collecting any other personal data. But the
“Identity Mixer” has a defect, it does not provide identity
tracking. In 2020, Li et al. [11] proposed a round-optimal
asymmetric PAKE protocol, which could construct a new
anonymous credential system. “DAC” [4] and “DBLACR” [5]
are two decentralized anonymous credential systems based on
blockchain. *e anonymity of blockchain ensures that users’
private information will not be disclosed. However, there must
have a trusted party to verify the reasonableness of the user’s
identity information. *ere is still a risk of single points of
failure.

2.2. Identity Management (over Blockchain). “Liberty Alli-
ance” proposed a three-way interaction protocol based on
users, identity provider, and service provider [12]. It has
improved the issue of leakage of users’ private information
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based on “Passport.” Subsequently, there comes out many
identity management systems such as Tivoli Access Manager
[13] and Central Authentication Service [14]. *ese systems
provide a more secure privacy protection protocol. At the
same time, these systems provide more complete basic
functions and expand the application scope. But with the
rapid popularization of electronic identity and the increasing
demand of people, the centralized management scheme has
become the most fundamental drawback [15]. CertCoin [16]
was proposed by Conner Fromknecht et al. It constructs a
distributed authentication system and maintains a common
ledger for storing user IDs and public key information by
using blockchain. After that, Blockstack decentralized PKI
system [17] was proposed by Ali et al. Blockstack uses
bitcoin’s working proof mechanism to maintain the system’s
state consistency. In Coconut [18], Sonnino et al. proposed a
new signature scheme based on Waters signature scheme,
BGLS signature [19], and signature scheme of Pointcheval
and Sanders [20]. Coconut enables general-purpose selective
disclosure credentials to be efficiently used in settings with
no natural single trusted third party to issue them. In ad-
dition, because of Shamir’s secret sharing [21], it will waste
more time when adding and removing authorities. After
Coconut, Nym credentials [22] were proposed by Halpin
et al., namely, Nym credentials can be viewed as an im-
provement or extension of Coconut.

2.3. Public Distributed Ledger (atop Blockchain). In ZkLe-
deger [23], Narula et al. proposed the first privacy-protected,
verifiable audit distributed ledger system. All information
about the transaction is uploaded to a public ledger and
publicly verifiable. Unlike zk-SNARKs, Zkledger provides
efficient and fast audits through noninteractive zero-
knowledge proof and it does not require a trusted setup.
Furthermore, ZkLedger provides much different auditing
queries and real-time feedback to the auditor. In PrETP [24],
Balasch et al. proposed a new way in privacy-protection ETP
system. It can protect the user’s privacy to the greatest extent
and provide the correct audit. PrETP resolves the conflict
between the user’s right to privacy and the service provider’s
right of interest. After PrETP, Meiklejohn et al. proposed
Milo [25]. Milo solves the problem of privacy leakage in the
audit process in PrETP and provides a new way in pre-
venting drivers from ganging up to cheat.

3. Preliminaries

Below, we will outline the cryptographic building blocks that
will be used in the following sections.

Notation. *roughout this paper, let λ be the security pa-
rameter; then, we denote the vector (i.e., a) and the matrix
using the lower letter and upper letter, respectively. In
addition, let G be a group of prime order p with generator g.

Decisional Diffie–Hellman (DDH) Assumption is that
given a group G � 〈g〉 of order q, distribution

(ga, gb, gc|a, b, c⟵$
Zq), and (ga, gb, gab|a, b⟵$

Zq) are
indistinguishable for any polynomial time adversary.

Decisional Bilinear Diffie–Hellman (DBDH) Assumption
is that no polynomial time algorithm can achieve non-
negligible advantage in deciding the BDH problem; in other
words, no adversary has the ability to distinguish the dis-
tribution (g, ga, gb, gc, e(g, g)abc) from (g, ga, gb,

gc, e(g, g)z).
Smooth Projective Hash Function (SPHF) was proposed

by Cramer and Shoup [26]. SPHF gives us a method to
achieve zero-knowledge proof for the specified verifier
[27–29]. For a NP language L, a word x ∈ L and a complete
SPHF are defined as follows:

(i) hk⟵ SPHF.HashKG(L): takes a language L as
input and generates a hashing key hk.

(ii) hp⟵ SPHF.ProjKG(hk, L, x): for a word x ∈ L,
use hk and L as inputs, and output the projective
hashing key hp.

(iii) H⟵ SPHF.Hash(hk, L, x): the algorithm’s inputs
are same as SPHF.ProjKG; output a value H.

(iv) H′⟵ SPHF.Proj(hp, L, x; w): w is a witness for
that x ∈ L. *is algorithm uses (hp, L, x; w) as in-
puts and outputs a value H′.
*e SPHF contains two properties, one is smooth-
ness and another projective.

(v) Projective(Correctness). For all x ∈ L and its witness
w, satify SPHF.Hash(hk, L, x) � SPHF.Proj

(hp, L, x; w).
(vi) Smoothness. For any x ∉ L and any parameters, the

following distributions are statistically
indistinguishable:

(hp, H): hk⟵ SPHF.HashKG(L), hp⟵ SPHF.􏼈

ProjKG(hk, L, x), H⟵ SPHF.Hash(hk, L, x)},
(hp, H): hk⟵ SPHF.HashKG(L),􏼈 hp⟵ SPHF.

ProjKG(hk, L, x), H⟵ $Θ},where Θ is the set of hash
values.

3.1. Pedersen Commitment. Let h ∈ G is a generator of the
group G, and we denote x ∈ G as the message. Randomly
select a commitment parameter r ∈ G. *e commitment
scheme is proceeded as follows:

(i) c⟵Com(x, r) computes and outputs c � gxhr

(ii) 0/1⟵Open(c, x, r)

Pedersen commitments contain two important prop-
erties, one is perfectly hiding: the commitment c reveals
nothing about the committed value x. Another is compu-
tationally binding: an adversary of probabilistic polynomial
time cannot find a value x′ for r such that c � g

x′hr.
Linear Encryption (LE in short) is based on Decision

Linear problem [8]. Below, we review the original scheme
proposed by Boneh et al. [8]. For the public common pa-
rameters of LE scheme (G, G1, p, g, g1, e), the detailed
construction is as follows:

(i) (lsk, lpk)⟵ LE.KGen(1λ): lsk is the private key;
lpk is the public key. We select (x1, x2)⟵Zp

randomly, and let lsk � (x1, x2) and lpk � (Y1 �

gx1 , Y2 � gx2).
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(ii) c⟵ LE.Enc(m; lpk): m ∈ G is a message,
r � (r1, r2)←

$
Zp are random scalars, we use public

key lpk, m, and r1 and r2 as input and output a
ciphertext c � (c1 � Y

r1
2 , c2 � Y

r2
2 , c3 � gr1+r2 · m).

(iii) m⟵ LE.Dec(c; lsk): we use ciphertext c and pri-
vate key lsk as input and output plaintext
m � c3/(c

x− 1
1

1 c
x− 1
2

2 ).

Waters Signature is an efficient signature scheme with
some optimizations and follow-up works [30, 31]. In our
solution, we only use the original one to assist DVAC. We

define a generator h←$ G and a vector u �

(u1, u2, . . . , uk)←$ Gk+1, which defines the Waters hash of a
message m � (m1, m2, . . . , mk) ∈ (0, 1)k as
F(m) � u0 􏽑

k
i�1 u

mi

i . Below, we review the construction of
Waters signature:

(i) (wsk,wpk)⟵Waters.KGen(1λ): wsk is the pri-
vate key used for signing, and wpk is the public key
used for public verification. wsk � hz andwpk � gz

where z←$ Zp.
(ii) σ⟵Waters.Sign(m;wsk): we use a message m,

private key wsk, and a random s←$ Zp as inputs and
generate a signature σ � (σ1 � hz · F(m)s, σ2 � gs)

of m.
(iii) (0, 1)⟵Waters.Verify(m, σ;wpk): we use wpk,

message m, and its signature σ as inputs. *e verify
algorithm will output a result that showed whether
the signature e(g, σ) � e(gz, h) · e(F(m), σ2) is
valid.

Decentralized Anonymous Credential (DAC in short)
inherits the properties of anonymous credential [32, 33]
except distributing the cryptographic token into a couple
of token shares. Most of state-of-art of DAC are con-
sidering to instantiate in a decentralized way. Below, as
shown in Figure 1, we adopt the definition of DAC dis-
cussed by Garman et al. [4] that contains seven PPT
algorithms.

4. System and Threat Models

4.1. DVAC System Model Overview

4.1.1. System Participants. During our whole scheme, we
separate five entities including user, committee, bulletin
board (BB), service provider (SP), and auditor as illustrated
in Figure 2 and optimized system model in distribution way
in Figure 1.

User is required to register their information on the
bulletin board and get a credential from the committee.

Committee is a group of members who can perform the
same function as a certificate authority (CA) only under
certain conditions.

Bulletin board is a distributed ledger that can be in-
stantiated by the blockchain. *e data stored on the BB
pseudonymously are public and unchangeable, but only the
client who has the secret key could read the data.

Service provider is an organization or government that
provides concrete services to clients, and SP determines
whether the client has the qualification to access his services.

Auditor is an entity used to audit user information on the
blockchain, which is typically acted by some of the members
of the committee.

Figure 2 illustrates an example of the model of our
scheme. *e concept of this paper is that remove the single
points of failure of CA and guarantee the privacy infor-
mation of users during the certification process. We propose
a decentralized self-sovereign credential management sys-
tem. We use secret sharing, and blockchain provides the
decentralized function and the immutability of data, and the

User

Verifer

Bulletin
Board

Organization

③

⑥

⑤①

④

⑦

②

Figure 1: A brief illustration of DAC. ① user gets essential pa-
rameters of the system;②③④ are executed offline by the user on
the local side and finally uploads resulting values to the bulletin
board;⑤ the nodes of the organization verify the information from
the bulletin board; ⑥ the user plays the role of a prover, and he
sends proof of his credential with other auxiliary information to the
verifier; ⑦ the verifier downloads the essential information from
the bulletin board and validates the proof sent from the prover.

SP User

Auditor

Committee

Bulletin
Board

③

⑥

①

④

⑤

②

Figure 2: Systemmodel of DVAC.①User send his information to
committee. ② *e committee upload user’s information to
blockchain and issue a credential to the user after verifying the
information. ③ User shows his credential to the SP and acquires
service. ④ *e auditor requests the audit process by interacting
with the committee.⑤*e auditor interacts with the user to get the
required information. ⑥ *e auditor gets the information
uploaded by the user at ① from the blockchain and returns the
audit result.
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SPHF scheme guarantees zero-knowledge, and the block-
chain could provide an environment which ensures ano-
nymity.*is means the security of users’ private information
is more strongly guaranteed when they obtain certifications.
For simplicity, we have omitted the parameters of the entire
system, and our approach proceeds as follows:

4.1.2. Initialization. First of all, the dealer generates system
parameters and a pair of keys for the committee. *e
committee’s public key is open for everyone and uses a secret
share scheme to distribute the committee’s secret key for
people in this group. Meanwhile, the committee should set a
threshold value for recovering the secret key. *e committee
can then perform the corresponding function (audit) only if
the person who has reached this threshold agrees.

4.1.3. Registration. In registration, the user will get his
unique id on the blockchain, which cannot be changed. A
new client needs to register his identity information info

and his attribute attr to the blockchain. He generates a
commitment c for his identity information info and sends
(id, c, attr) to committee after signing by his secret key. *e
committee will first verify the validity of (id, c, attr) after
receiving it. If the verification passes, the committee will
generate credentials for the user’s attributions attrs and
upload the client’s cryptographic information and attribu-
tions to the bulletin board.

4.1.4. Interactive Verification. After a client gets his cre-
dential, he is a legitimate user of the blockchain. He could
interact with an SP or any other users as a prover. *e
process of interaction is anonymous; each presentation of a
credential is anonymized. *e prover proves that his
identity info satisfies some requirement which comes from
verifier through SPHF. Prover and verifier get the required
parameters for proof and verification through an inter-
action. A verifier could verify the correctness of the user’s
credentials.

4.1.5. Secret Refresh. In our system, the group of the
committee is not fixed and we should keep the number of
members in a stable state. *ere must have members quit or
join. For example, members of the committee may be bribed
or some user wants to be a member of this committee.
Although a few bribes do not affect the overall situation, the
committee must regularly check and weed out those who
have been bribed. So, we need to satisfy (1) security: let the
sharing in the hands of the person weed out to be invalid,
that is, he can no longer participate in the decision-making
and his share cannot use to recover the secret key of the
committee. (2) Fairness: provide regular rights of mem-
bership for new members.

To ensure the security and fairness of the system, we
must refresh the secret key held by the members of the
committee. After the committee’s secret key had been
shared, the Refresh algorithm will be recalled after some
time (periodic testing by the committee) or some special

change of participants. We will describe the details in
Section 6.

4.1.6. Audit. Consider that the user can provide attributes
that he does not have to get the committee to sign or the
member of the committee falsified. If an SP doubts the truth
of a user’s credential, SP could apply an audit for the user’s
identity. When the member in the committee who has
reached the threshold agrees, the committee will generate an
audit request for the client. *is request will ask the user to
open the commitment of his identity and compare it with the
credential issued by the committee. If the user agreed, he
should open the commitment of his information. At the end
of the audit, the auditor returns a list of dishonest users and
the committee will cancel these users’ id on the blockchain. If
he refused, the committee will adopt other means of re-
striction for him.

4.2.@reatModel. In DVAC, it is assumed that the members
of the committee will be bribed. We assume that no more
than a third of the members will be malicious in each period
of a secret refresh. In terms of privacy, we need to protect
against a malicious SP speculate the identity of a user in the
course of interacting with the user, even if SPs arbitrarily
collude. We assume that there are dishonest users who try to
trick SP into providing services without the relevant cre-
dentials. In DVAC, auditing is only used as a solution for
resolving conflicts when they occur. *ere must have been
information leaked to the auditor by an audit process. Users’
privacy might be hard to protect if frequent audits are
carried out.

4.3. System Goals. As an identity management system,
DVAC should achieve the following goals:

(i) Completeness. A prover who shows his credentials
correctly will surely pass the verification of the
verifier.

(ii) Anonymity. Private information of each user can
only be read by oneself. It means that a verifier does
not know the prover’s other information except the
validity of the credential.

(iii) Unforgeability. Prover can generate a valid verifier
convinced proof if and only if it has a valid cre-
dential and the information contained in the cer-
tificate meets the security policy.

(iv) Unlinkability. In any two credential showing pro-
cesses, or in the credential issuance process and
credential showing process, an adversary verifier has
only one negligible advantage linking them.

(v) Decentralized Auditability (D-Auditability). If there
is a dispute between SP and user in the process of
interaction between the two parties, third parties
will intervene and audit. But third parties must
reach a consensus (majority rule) to avoid a single
point of failure on the part of the auditor.
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5. Neat Decentralized Anonymous
Credential from SPHF

5.1. Review Decentralized Anonymous Credential. Below, we
recall the generic construction of decentralized anonymous
credential (DAC) that follows the solution of Garman et al.
[4]. In a nutshell, they adopt the following:

(i) paramDAC⟵ Setup(1λ) takes as input the security
parameter λ and then proceeds the following
computations:

(1) paramACC⟵AccSetup(1λ), where paramACC
� (N, u, p, q, g0, . . . , gn) are parameters of RSA,
p and q are primes such that p � 2wq + 1 for
w≥ 1, and g0, . . . , gn are random generators of a
group G

(2) Output paramDAC � paramACC

(ii) msk⟵MskGen(paramDAC) generates a main
secret key msk for the user U, while the msk is the
only one that is bound to the user, and the detailed
procedures are as follows:

(1) msk⟵Zq, where msk is randomly selected,
and it will be used in the credential mint phase

(2) Output msk

(iii) (nymUO , msknymUO
)⟵NymGen (paramDAC,

msk,U,O). *e pseudonym nymUO (from the user
U to the origination O) is generated by U who
proceeds under themaster secret key msk as follows:

(1) msknymUO
⟵NymMskGen(1λ), picks up a

randomness rmsk from Zq, and sets
msknymUO

� rmsk

(2) nymUO⟵BuildNym(paramDAC,

msknymUO ,msk) and computes nymUO � g
rmsk

0 gmsk
1

for an organization O

(3) Output (nymUO , msknymUO
)

(iv) (σ, skU, πU)⟵CredMint(msk, nymUO ,

msknymUO ,att,aux) is executed by the user U to generate
a credential σ which is essential to a Pedersen
commitment for his corresponding attributes
att � (a0, a1, . . . , am) ∈ Zq, i.e., c � g

rped
0 gmsk

1
􏽑

m
i�0 g

ai

i+2 for its randomness rped ∈ Zq and msk,
along with a secret key skU for the user U and a zero-
knowledge proof

(1) c⟵Ped.Com(param, msk, att), and it takes as
input a selected random number rped ∈ Zq and
sets skU � rped; then, the user calculates

σ ≔ c � g
rped
0 g

msk
1 􏽙

m

i�0
g

ai

i+2. (1)

(2) πU⟵ZK.Prove(msk, rmsk, rped, aux), and the
user proves that

the commitment c and the pseudonym nym
UO contain the same master secret key msk and

the attributes are in some allowed set
(3) Output (c, skU, πU)

After generating a credential of attributes, user submits
(c, πU, att, nymUO) with auxiliary data aux to blockchain.

(i) 0, 1{ }⟵MintVerify(paramDAC, att, σ,

nymUO , aux, πU). *is algorithm is run by nodes in
the organization O. *e credential’s legality is ac-
cepted to the blockchain if and only if this algorithm
returns 1.

(1) 0, 1{ }⟵ZK.Verify(paramDAC, att, σ, nymUO ,

aux, πU)

(2) Output 1 if verification is successful, otherwise 0

If user’s credential through verification of organi-
zation’s nodes, he could show others a proof that he
is a legal user and satisfy some attributes without
revealing his credential. *is process is noninter-
active and anonymous.

(ii) πs⟵CredShow(msk, UVnym, mskUV
nym

, σ, skU, CO). In
this phase, the user shows a proof to a verifier, where
a verifier is either an organization O or a third
verifier.

(1) mskUV
nym
⟵NymMskGen(1λ) and outputs

mskUV
nym

� rmsk
′, where rmsk

′ ∈ Zq

(2) UV
nym⟵BuildNym(mskUV

nym
, mskUV

nym
, msk) and

outputs UV
nym � g

rmsk
′
0 gmsk

1 for a verifier V
(3) A � Acc(param)ACC, CO, on inputs

param(N, u) is executed by the user U and
computes A � uc·c1 ·c2 ,···.cn where CO � c, c1, c2,􏼈

. . . , cn} are a set of credentials fetched from the
blockchain

(4) w � WitGen(param, c, CO), on inputs
param(N, u); then, the user computes a witness
w � uc1 · c2, . . . , cn

(5) πs⟵ZK.Prove(msk, w, rmsk
′ , c, rped, nymV

U):

AccVer paramACC, A, c, w( 􏼁 � 1

∧ c � g
rped
0 g

msk
1 􏽙

m

i�0
g

ai

i+2

∧ nymV
U � g

rmsk
′
0 g

msk
1 .

(2)

(6) Outputs a proof πs

At first, the user should generate a new nym UV
nym and its

secret key msknymV
U
for this verifier. *en, the user calculates

a proof that

(i) He knows a credential on the blockchain from
organization O

(ii) *e credential opens to the same msk pseudonym,
and

(iii) It has some attributes

At the end of this phase, the prover sends πs to verifier
through his nym nymV

U.

(i) 0, 1{ }⟵ ShowVerify(paramDAC, nymV
U, πs, CO).

Upon receiving the proof πs from UV
nym, the verifier

executes the verify algorithm.
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(1) A � Acc(param)ACC, CO, and verifier computes
A � uc·c1·c2 ,...,cn

(2) 0, 1{ }⟵ZK.Verify(paramDAC,nymV
U, πs, A, ),

and verify that πs is the aforementioned proof of
knowledge on (c, CO) and nymV

U using the known
public values

(3) Output 1 if verification is successful, otherwise 0

5.2. Review (Interactive) Anonymous Credential via SPHF.
Below, we recall the generic construction of SPHF-based
anonymous credential that follows the solution of Blazy et al.
[34]. In a nutshell, they adopt the

(i) paramBPV⟵BPV. Setup(1λ) is performed by the
credential issuer, and it takes as input the security
parameter λ and then proceeds the following
computations:

(1) paramWaters⟵Waters.Setup(1λ), where
paramWaters(p, G, g, Gt, e) are parameters of a
bilinear map, h ∈ G

(2) paramLE⟵ LE.Setup(1λ), where (p, G, g, Gt,

e) are parameters of a bilinear map
(3) Output paramLZ � (paramLE, paramWaters)

(ii) ((ek, dk), (sk, vk))⟵ LZ.KGen(paramLZ) gener-
ates key pair (sk, vk) of Waters signature for the
credential issuer while issuing secret and public key
pair (ek, dk) of linear encryption to the user, and the
detailed procedures are as follows:

(1) (sk, vk)⟵Waters.KGen(param), where sk �

hz and vk � gz, z ∈ Zp

(2) (ek, dk)⟵LE.KGen(param), where ek �

(ek1 � gy1 , ek2 � gy2) and dk � (y1, y2), y1
andy2 ∈ Zp

(iii) σ⟵CredMint(sk, M) is executed by the creden-
tial issuer to generate a cryptographic credential
token that is essential to a signature of Waters
σ⟵Waters.Sign(sk, M) by inputting attributes
M of the user under sk. Inmore detail, the credential
issuer proceeds as follows:

(1) Takes as input a selected random number s←$ Z∗p
and calculates

σ1 � sk · F(M)
s

σ2 � g
s
,

(3)

where F(M) � u0 􏽑
k
i�1 u

mi

i for a vector
u � (u0, u1, . . . , uk) ∈ Gk+1 and an attribute set
M � (m1, m2, . . . , mk) ∈ 0, 1{ }k.

(2) Outputs σ � (σ1, σ2)

Remarkably, conventional DAC eliminates the central-
ized origination to issue the cryptographic credential token
in a noninteractive approach; however, the simple AC
should depend on a centralized part to issue the credential
with an associated knowledge proof. Hence, compared with

the syntax of DAC, in AC, there is no legal verification after
issuing the credential by the origination.

(i) CredShow(Prover(vk, ek, σ, M), Verifier(vk, M)).
*is algorithm is played by the prover and the verifier,
and we regard the user as a prover for simplicity of
illustration, where the witness of the prover is denoted
as the randomness for the linear encryption r1 and r2.

(1) Prover proceeds as follows
(a) σ′⟵Blind(σ), selects a randomness

s′←$ Zp to blind the issued credential σ from the
centralized credential issuer (a.k.a, certification
authority), where
σ⟵Waters.Sign(sK, M) � (σ1 � sk · F(M)s,

σ2 � gs), and outputs σ′ � (σ1′, σ2′), i.e.,

σ1′ � σ1 · F(M)
s′, σ2′ � σ2 · g

s′
􏼒 􏼓. (4)

(b) ct⟵ LE.Enc(ek, σ′), selects two different

random numbers (r1, r2)←
$

Zp, encrypts σ′ under
ek, and outputs the ciphertext
ct � (c1 � ekr1

1 , c2 � ekr2
2 , c3 � gr1+r2 · σ1′, σ2′)

At the end of this phase, the prover sends ct �

(c1 � ekr1
1 , c2 � ekr2

2 , c3 � gr1+r2 · σ1′, σ2′) to verifier
(2) Upon receiving the ciphertext, the verifier pro-

ceeds as follows
(a) hk⟵ SPHF.HashKG(param, L) and

outputs the hashing key hk � (x1, x2, x3) ∈ Z3
p

by picking up three randomnesses x1, x2, and x3
from Zp

(b) hp⟵ SPHF.ProjKG(param), L, hk, ek
and outputs the projective hashing key
hp � (hp1 � ekx1

1 gx3 , hp2 � ekx2
2 gx3)

(c) v⟵ SPHF.Hash(param, hk, (L, M), ct)

and outputs v as c
x1
1 c

x2
2 (c3/M)x3 ; particularly,

e c1, g( 􏼁
x1e c2, g( 􏼁

x2
e c3, g( 􏼁

e(h, vk)e F(M), σ2′( 􏼁
􏼠 􏼡

x3

. (5)

(d) Chooses a random session key K and a
random challenge r ∈ 0, 1{ }n, and computes
Q � K⊕KDF(v) andW � K⊕ r.
Finally, the verifier sends (hp, Q, W) to the
prover.

(3) Upon receiving (hp, Q, W), the prover proceeds
as follows

(a) v′⟵ SPHF.Proj(param, hp, (L, M), ct;

w) and computes v′ � (hpr1
1 hp

r2
2 , g), where w �

(r1, r2) is a witness owned by user privately.
Particularly,

e hpr1
1 hp

r2
2 , g( 􏼁 � e(g, g)

y1r1x1+y2r2x2+ r1+r2( )x3( ). (6)

(b) Computes a session K′ � Q⊕KDF(v′) and
a random challenge r′ � K′ ⊕W.

At the end of this phase, the prover sends r′ to verifier.
Finally, the verifier returns 1 if r′ is valid, 0 otherwise.
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6. Our Construction: Self-Sovereign
Decentralized Anonymous Credential
Management System

Below, we will specifically describe our solution that con-
tains four phases, i.e., Initialization, Registration, Show
Credential, and Audit, as illustrated in Figure 3.

Initialization phase is performed by Committee mem-
bers, and at the end of this phase, all public parameters of
DVAC are generated. *e committee specifies a language
L: WLin(wpk, lpk, M) and proceeds the following steps
with SPHF over L:

(i) Define a vector u � (u0, . . . , uk)←$ Gk+1

(ii) A function F(M) � u0 􏽑
k
i�1 u

mi

i for a vector u � (u0,

u1, . . . , uk) ∈ Gk+1, where mi is an attribute set
mi ∈ 0, 1{ }k, i ∈ (1, k)

(iii) A hash function H(·)

*en, the committee proceeds as follows:

(1) paramDVAC⟵ Setup(λ) generates global parame-
ters paramDVAC � (G,Gt, g, gt, p, e) for the whole
system, where G andGt are two circle groups of
order p, g is a generator of group G, gt is a generator
of group Gt, and e: G × G⟶ Gt, gt � e(g, g)

(2) Process of key generation

(i) (vsk, vpk)⟵EGSign.KGen(1λ) and generate
a keypair of ElGamal signature ((vsk � xv,

vpk � g
xv
v )), where xv←

$
G and gv is a generator

of group G

(ii) (wsk, wpk)⟵Waters.KGen(1λ), select a

random generator hw←
$

G, and generate a key-
pair of Waters signature (wsk � h

xw
w , wpk �

gxw), where xw←
$

G

(iii) (usk, upk)⟵EG.KGen(1λ) generate a key-
pair of ElGamal (usk � xm, upk � g

xm
m ), where

xm←
$

G and gm is a generator of group G

(3) *e committee divides vsk into n shares
(s1, s2, . . . , sn)⟵ SS.Share(vsk), and the commit-
tee selects a polynomial p(X) of order n:

p(X) � xv + a1X + a2X
2

+ · · · + at− 1X
t− 1

∧p(0) � xv � λ1s1 + λ2s2 + · · · + λtst,
(7)

where n is the number of members of committee, λj

is publicly constructible Lagrange coefficient, and t is
the threshold value, t< n.

(4) Outputs paramDVAC, (vsk, vpk), (wsk, wpk),
(usk, upk), and (s1, s2, . . . , sn)

Finally, (s1, s2, . . . , sn) is distributed by the dealer to all
members of committee randomly.

(i) Registration. A new client runs Request(·) algorithm
to send a registration request to the committee. *e
committee runs an Authenticate(·) algorithm to

issue credentials to a new client. *e entire process
we have illustrated by the first part of Figure 3. When
a new client joins this system, he will get his unique
id on the blockchain.

(1) New Client generates his public key and private
key locally and proceeds as follows:

(a) (esk, epk)⟵EG.KGen(1λ), where
esk � xe, epk � g

xe
e , xe←

$
G, and ge is a random

generator in group G. *e keypair (esk, epk) is
used to sign and encrypt message at the regis-
tration phase.

(b) (lsk, lpk)⟵LE.KGen(1λ), where lsk �

(lsk1 � x1, lsk2 � x2), lpk � (lpk1 � gx1 , lpk2 �

gx2), andx1 andx2←
$

G. *e key pair (lsk, lpk)

will be used in the second phase.
(c) ck⟵Ped.KGen(1λ) and output a com-

mitment parameter ck←$ G.
(d) attrs⟵f(info), call attribution extrac-

tion function f(·), extract his attributes attrs

from his private information info, and output
attrs.

(e) I⟵EG.Enc(info, vpk) and output a ci-
phertext I by calculating I � g

r1
v , vpkr1 · info,

where r1←
$

G.
(f ) CI⟵Ped.Com(I, ck), take inputs as

commitment parameter ck, and output a com-
mitment CI � gI

ch
ck
c for ciphertext I, where gc

and hc are two random generator of group G.
(g) m⟵EG.Enc(CI, attrs, id; upk) and out-

put a ciphertext m by calculate m � (g
r2
m,

upkr2 · (CI‖attrs‖id)), where r2←
$

G.
(h) sm⟵EGSign.Sign(m, esk), sign for ci-

phertext m, and output a signature
sm � (g

ke
e , ke

− 1(H(m) − txeng
ke
e )) by eski, where

ge is a random generator of group G and ke←
$

G.
Finally, the New Client sends (m, sm) to the
committee. *e request part is all done offline by
the New Client.

(2) After receiving the request from New Client, the
Committee proceeds as follows:

(a) (0, 1)⟵EGSign.Verify(m, sm, epk) and
verify the validity of m by epk at first. Calculate
gH(m)

e �
?

(g
xe
e )g

ke
e (g

ke
e )k− 1

e (H(m)− xeg
ke
e ). Continue if

the output is 1, otherwise return false to New
Client.

(b) (CI, attrs, id)⟵EG.Dec(m, usk) and
output (CI, attrs, id) by calculating (CI‖attrs‖
id) � ((upk)r2 · (CI‖attrs‖id)) · ((g

r2
m)usk)− 1.

(c) σ⟵Waters.Sign(attrs, wsk), take as
input a selected random number rw←

$
G, and

calculate and output σ � (σ1 � h
xw
w · F(attrs)rw ,

σ2 � grw ).
(d) Upload (id: CI, epk) to bulletin board.

*is information will not be changed forever.
Finally, the Committee returns σ to New Client.
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(ii) Show Credential. After a new client gets his cre-
dentials from the committee, it means that he is a
legal user of blockchain.When a user wants to obtain
a service from SP, he needs to provide the corre-
sponding credentials. And, this process is anony-
mous for SP.*is means that the SP can only provide
the appropriate service based on the credentials, and
it can learn no information from the user.*is phase
is shown in the second part of Figure 3. User runs
Prove(·) algorithm and SP run Verify(·) algorithm.

(1) User proceeds as follows:
(a) σ′⟵Blind(σ, s), select a randomness

s←$ Zp to blind the issued credential σ from the
centralized credential issuer (a.k.a, certification

authority), where σ⟵Water.Sign(wsk, attrs) �

(σ1 � wsk · F(attrs)rw , σ2 � grw ), and output
σ′ � (σ1′, σ2′), i.e., (σ1′ � σ1 · F(M)s, σ2′ � σ2 · gs)

(b) ct⟵ LE.Enc(σ′, lpk), select two different

random numbers (r1, r2)←
$

Zp, encrypt σ′ under
lpk, and output the ciphertext ct � (c1 � lpkr1

1 ,

c2 � lpkr2
2 , c3 � gr1+r2 · σ1′, σ2′)

At the end of this phase, the prover sends ct �

(c1 � lpkr1
1 , c2 � lpkr2

2 , c3 � gr1+r2 · σ1′, σ2′) to SP.
(2) Upon receiving the ciphertext, the SP proceeds

as follows:
(a) hk⟵ SPHF.HashKG(paramDVAC, L)

and output the hashing key hk � (x1, x2,

Registration

Show Credential

Committee
Authenticate(∙) algorithm Request(∙) algorithm

New Client

(esk, epk) ← EG.KGen(1λ)
(lsk, lpk) ← LE.KGen(1λ)

ck ← Ped.KGen(1λ)
attrs ← f(info)

I ← EG.Enc(info, vpk)

m ← EG.Enc(CI, attrs, id; upk)

σ ← Waters.Sign(attrs, wsk)

sm ← EGSign.Sign(m, esk)

σ ← Blind(σ, s)

ct ← LE.Enc(σ′, lpk)

v′ ← SPHF.Proj(hp, L, ct; w)v ← SPHF.Hash(hk, L, ct)

hk ← SPHF.HashKG(L)

hp ← SPHF.ProjKG(hk, L, ct)

(0, 1) ← EGSign.Verify(m, sm, epk)

(CI, attrs, id) ← EG.Dec(m, usk)

Upload (id : CI, epk) to blockchain

(m, sm)

CI ← Ped.Com(I, ck)

σ

Service Provider User
Verify(∙) algorithm

Committee
Audit(∙) algorithm

Audit
User
Attest(∙) algorithm

Prove(∙) algorithm

v′

hp

ct

check v′ = v′?

(σ; id) ← Random(λ)

r ← Audit.Request.Gen(attrs)

sr ← EGSign.Sign(r, usk)

(0, 1) ← Ped.Open(CI, ck, I)

(0, 1) ← EGSign.Verify(r, sr, upk)

(0, 1) ← Audit(info, σ)

vsk′ ← SS.Rec(si, … , st)
info ← EG.Dec(I, vsk)

(ck, I)

(r, sr)

Figure 3: An illustration of DVAC.
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x3) ∈ Z3
p by picking up three randomnesses

x1, x2, andx3 from Zp

(b) hp⟵ SPHF.ProjKG(paramDVAC, L,

hk, lpk) and output the projective hashing key
hp � (hp1 � lpkx1

1 gx3 , hp2 � lpkx2
2 gx3)

(c) v⟵ SPHF.Hash(paramDVAC, hk, (L,

attrs), ct) and output v ascx1
1 c

x2
2 (c3/attrs)

x3 ;
particularly,

e c1, g( 􏼁
x1e c2, g( 􏼁

x2
e c3, g( 􏼁

e(h, wpk)e F(attrs), σ2′( 􏼁
􏼠 􏼡

x3

. (8)

Finally, the SP sends hp to the User.
(3) v′⟵ SPHF.Proj(paramDVAC, hp, (L, M),

ct; w), and upon receiving hp, the User computes
v′ � (hpr1

1 hp
r2
2 , g), wherew � (r1, r2) is a witness

owned by user privately.

At the end of this phase, the User sends v′ to SP.
Finally, the verifier returns 1 if r′ is valid, 0 otherwise.

(i) Audit.We denote the algorithm implemented by the
committee and user, respectively, as Attest(·) and
Audit(·). *is phase is shown in the third part of
Figure 3.

(1) *e Committee first performs the following
actions:
(a) (σ; id)⟵Random(λ), and when running

the Audit(·) algorithm, the committee randomly
selects id on blockchain and the corresponding
credentials committee had issued.
(b) r⟵Audit.Request.Gen(attrs), and the

committee generates a request message r based
on the relevant credentials.
(c) sr⟵EGSign.Sign(r, usk), and generate a

signature of the request message r, and the
committee calculates sr � (g

km
m , k− 1

m (H(r) − t

xmng
km
m )), where km←

$
G.

After that, the Committee sends (r, sr) to User.
When the user receives the committee’s audit
request, the user should decide whether he is
audited. If the user refuses, the committee will
add a suspect tag to the blockchain. *e user’s
behavior in the future will be affected. If the user
accepts, he/she will do the following:

(2) (0, 1)⟵EGSign.Verify(r, sr, upk), and verify
the validity of the audit request by computing
gH(r)

m �
?

(g
xm
m )g

km
m (g

km
m )k− 1

m (H(r)− xmg
km
m ).

*en, the User sends his opening ck and I to
Committee.

(3) Upon reception of opening ck and I, the com-
mittee executes as follows:
(a) (0, 1)⟵Ped.Open(CI, ck, I), and the

committee opens the user’s commitment which
uploads to blockchain in the registration phase
and computes gI

ch
ck
c �

?
CI; return true if output 1;

otherwise, return false to the user.

(b) vsk′⟵ SS.Rec(si, . . . , st), and vsk′ is a
temporary private key related to vsk, and it can
only be used once for each user. *e committee
recovers temporary private key by calculate
vsk′ � (g

r1
v )λ1s1 , . . . , (g

r1
v )λtst and then output

vsk′.
(c) info⟵EG.Dec(I, vsk), and the com-

mittee calculates info � (vpk)r1 · info · (vsk′)
− 1

(d) (0, 1)⟵Audit(info, σ), and the com-
mittee verifies whether σ is generated by info. If
the audit fails, the committee will remove the
user’s information on the blockchain; otherwise,
return true.

(ii) Secret Refresh.*is phase usually has a fixed amount
of time to run within a period, unless something
special happens to trigger it (such as a sudden oc-
currence). Same as the Audit phase, there must be
approval by threshold members of the committee in
the current period, and the Secret Refresh phase will
be run.

(1) (m, k, l)⟵ SS.RefSetup(λ), and all members
of the committee decide the new number of
members m, the new threshold k, and the new
time of interval l.

(2) ui,j⟵ SS.RefCompute(n, m), and each of
them constructs a random polynomial of the
form δi(z) � δi,1z

1 + δi,2z
2 + · · · + δi,kzk− 1,

where δi,k is a coefficient of polynomial δi(z).
*en, they compute and send all other players
ui,j � δi(j), where
i ∈ (0, n) and j ∈ 0, 1, . . . , m{ }.

(3) sl+1
i ⟵ SS.Rec(si, u1,j, . . . , un,j), and each of
them updates their share by
sl+1

i � sl
i + ul

1,j + · · · + ul
n,j.

DVACAdv
sem
A ≤ 2 · DDHAdvBDDH

+ 2 · DLAdvBDL
. (9)

Theorem 1 (correct). DVAC is a scheme which satisfies
soundness.

Proof. *e soundness of Show Credential phase relies on the
correctness of SPHF, SPHF.Hash(hk, L, ct) �

SPHF.Proj(hp, L, ct; w), and v′ � v. □

Proof. *e soundness of the Audit phase relies on the
binding of Pedersen commitment and the correctness of
Shamir’s Secret Sharing, gI

ch
ck
c � CI, vsk′ �� (g

r1
v )λ1s1 ,

. . . , (g
r1
v )λtst , thus info � (vpk)r1 · info · (vsk′)

− 1. □

Theorem 2 (semantically secure). @e DVAC is Semanti-
cally Secure if DDH holds for G, and the commitment scheme
is perfectly hiding:

Proof. We assume that an adversaryA against the semantic
security of our scheme with advantage ϵ. We start from this
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initial security game. G0 is consistent with the situation in a
real attack.

GameG0. Let us emulate this security game:

(1) B emulates the initialization of the system: it runs
EG.KGen(1λ), generates (vpk, upk), and sends
(vpk, upk) to adversary A

(2) B simulates oracles of the transcripts of protocol:

(i) Runs EG.Enc(M, vpk) for a message M and
outputs I

(ii) Runs Ped.Com(I, ck) for a I and outputs CI

(iii) Runs and outputs m

(iv) Runs
EG.Enc(CI, attrs, id; upk)EGSign.Sign(m, esk)

for an I and outputs sm

(3) A generates two inputs (M0, M1) and sends to B

(4) B chooses a random bit b⟵ 0, 1{ } and simulates
the protocol for Mb, and then, B sends m and sm to
adversary A

(5) A outputs a bit b′ and sends b′ to B

In this game,B only plays the role of a challenger; inA′s
perspective, he/she is still interacting with the real DVAC.
We then modify the challenger to obtain Games G1 and G2.
In each game, b denotes the random bit chosen by the
challengerB, while b′ denotes the bit output byA. Also, for
j� 0, 1, and 2, we define Wj to be the eventA win this game
for b′ � b. By definition, we have

DVACAdv
sem
A � Pr W0􏼂 􏼃 −

1
2

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌
. (10)

GameG1. In this game, the challenger is as G0, except a
little modifications as follows:

(i) B uses a randomness c←$ G such that m � (g
r2
m,

g
c
m · (CI‖|attrs|‖id)).

AdversaryB plays attack game against challenger of
DDH and plays the role of challenger to A as G0.
WhenA outputs b′, if b � b′, thenB outputs 1; else,
outputs 0. So, we have

DDHAdv
sem
B � Pr W0􏼂 􏼃 − Pr W1􏼂 􏼃

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌. (11)

GameG2. In this game, the challenger is as G1,
except a little modifications as follows:

(ii) B chooses a random bit b ∈ 0, 1{ }, sends to chal-
lenger of DL, and then obtains Cb

′. Finally, B sends
Cb
′ to adversary A.

In more detail, adversary B plays attack game against
challenger of DL and plays the role of challenger toA. When
A outputs b′, if b � b′, then B outputs 1; else, outputs 0.
Based on DL assumption, the adversary A has only 1/2
probability win this game. So, we have

DLAdv
sem
B � Pr W1􏼂 􏼃 − (1/2)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌. (12)

Combining 2 and 3, yields 1, which completes the proof
of the theorem. □

7. Self-Sovereign Decentralized Identity
Management via DVAC

7.1. Application of Identity Management. In this section, we
discuss several of the applications by DVAC. We consider
the scenario where a user wants to register a long-term
identity credential on the blockchain.*is credential enables
repeated presentation to any third parties several times
without revealing extrainformation. A third party could
verify the validity (whether it has the corresponding attri-
butes) of credentials and provide related services for the
user. All users on blockchain will be managed by the miner
nodes which we called members of the committee. Miner
nodes are not permanent, and each user could be a miner
node. In addition to maintaining the system, these nodes are
responsible for auditing users with a decentralized opera-
tion. *is application extends the work of DAC [4] which
does not consider audit and the issuance of a decentralized
credential.

Our identity management system is based on blockchain
and cryptocurrency. We use a public ledger to record the
credentials of users with their other information, such as the
bulletin board in DAC. *ere are three types of parties
except for the public ledger: a group of credentials issuance
and audit Committee, a set of SP, and a set of User.

Before the system initializes, the first batch of members
of Committee should be specified. As shown in Figure 3, the
system parameters have been setup at the initialization
phase. A user sends a registration request, a commitment of
encrypted privacy information, and some information
needed to prove his identity attributes to Committee. *ese
attributes could be age, address, or credibility. *e Com-
mittee checks the user’s information and issues a long-term
credential (signature) on its sign private key wsk. *is
credential can be obtained only once and will not gonna
change.

When a user wants to get service from a SP, he/she needs
to show his attribute that satisfies the request of the SP. He/
she should show the corresponding credential (age, sex, or
property) through a zero-knowledge proof for a specified
verifier. To prevent SP replay attacks, he/she blinds this
credential at first. *en, he/she follows the WLin language
interactive with SP. *is process could not reveal any other
information except the user’s attributes.

Committee could doubt attributes’ authenticity of users
and combine with an audit algorithm to judge it periodically.
At first, the Committee selects users on blockchain ran-
domly. *en, the Committee sends an audit request to these
users. It means that the right to accept the audit or not is in
the hands of the users. If the user refuses, the Committee will
mark him and his reputation will be impacted. If users
accept, they send commitment openings (ck, I) to Com-
mittee. *e Committee opens the commitment that is sent by
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the user in the registration phase. Finally, the Committee
recovers the corresponding secret key and audits the privacy
information of the user. If the result of the audit is right,
return true; otherwise, the user will be removed from the
blockchain and investigated relevant legal liabilities.

In Table 1, we compare our construction DVAC with
other systems. Although DVAC has a slight deficiency in
performance because of the secret sharing, it has a sufficient
guarantee in security and privacy.

7.2. Future Work. DVAC’s focus is on adding audit capa-
bility to a decentralized identity management system and
addressing the single point of failure that can occur during
the audit process. However, it is still an interactive proof
system between the user and the SP, which will incur un-
necessary waiting time loss. If in an environment with high
network latency, it is likely to cause network congestion.
DVAC also does not support forward-secure for audit secret
key. *e future work of DVAC is to provide a forward-
secure audit and noninteractive proof system.

8. Evaluation

To evaluate DVAC, we implemented each step of DVAC
with C++. Our essential environment is based on GMP and
PCB library. We run microbenchmarks on a 4 core Intel
machine with i7-8500T 2.1GHz CPU and 8GB of RAM,
running 64-bit Windows 10. We measured the time-

consuming of the key generation process, secret sharing
process, and secret reconstruct process for secret keys of
different bit lengths because the real interactive system is
related to the speed of network transmission and is not
stable. Let us assume that the network transfer does not take
time and only measures the time consumption in the local
calculation.

As shown in Figure 4(a), we compare the time-con-
suming of different key lengths. At the secret key distri-
bution stage, there is no time consumption of secret keys of
different lengths is no significant change. *e timing of the
distribution of the secret keys is only related to the number
of participants involved in the distribution.

Figure 4 rightly depicts the time required for the auditor
to recover the user information for different thresholds and
different secret key lengths during the audit phase. *e
values of the points are very close to each other when the
secret key size is less than 1024 bits. Only when the secret key
size is 1024 bit and 2048 bit, the time difference required by
different threshold sizes are relatively significant changes.

As shown in Figure 5(a), we can find that, with the
increase of the length of the secret key, the generation time of
the secret key increases exponentially. However, this in-
crease in time is not something we should care about because
the entire initialization phase is done entirely offline.

To evaluate the time-consuming during the secret re-
construction phase, as shown in Figure 5(b) and Figure 6(a),
we select the threshold as 4 and evaluate the 4 out of 7
setting. *e results imply that the time consumption in the

Table 1: Comparison of the identity management system.

Scheme Passport [1] CertCion [16] DAC[4] DBLACR [5] DVAC
Unlinkability ✘ ✘ ✔ ✔ ✔
Unforgability ✘ ✘ ✔ ✔ ✔
Anonymity ✘ ✔ ✔ ✔ ✔
D-Auditability ✘ ✘ ✘ ✘ ✔
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Figure 4: (a) Time-consuming of secret distribution in different thresholds (left). (b) Time-consuming of secret reconstruction (right).
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audit stage is much greater than that in the secret key
distribution stage when the length of the secret key is greater
than 1024 bits. Further, comparing with traditional “re-
construction then decryption,” the approach of “recon-
struction and decryption” is more time-consuming. *is is
due to the multiple modular exponentiations. When the
length of the secret key is longer, its time grows faster.*is is
the main disadvantage in realization.

As shown in Figure 6(b), we compare the time-con-
suming verification algorithms including key-generation
and signature of Waters scheme, key-generation of linear
encryption, and total verification of SPHF.

9. Conclusion

*e existing anonymous credential identity management
system usually exposes two shortcomings when it is

implemented. One is that the correctness of identity in-
formation cannot be guaranteed when the privacy of the
user’s identity information is guaranteed. Second, its cen-
tralized management will lead to a single point of the failure
problem. In this paper, we propose DVAC, a designated-
verifier anonymous credential in self-sovereign decentral-
ized identity management. We added the audit function to
solve the problem that the correctness of user identity in-
formation could not be guaranteed. We also solved the
problem of single-point failure of the centralized manage-
ment system to some extent through secret sharing and
realized decentralized identity management. We provide the
detailed step of the DVAC system and the cryptographic
primitives underlying DVAC. We also implement and
evaluate DVAC and application of identity management.
DVAC provides a new way for designing an identity
management system.

0

500

1000
tim

e (
m

s)

length of key (bit)
128 256 512 1024 2048

(a)

128 256 512 1024 2048

0

10

20

tim
e (

m
s)

length of key (bit)

rec and dec
rec then dec

(b)

Figure 5: (a) Time-consuming of key generation (left). (b) Time-consuming of secret reconstruction by different methods (right).
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At present, accounting information presents various and complex characteristics, which leads to the decline in the comprehensive
scheduling level of accounting information security management system. For this problem, a blockchain-based accounting
information security management information model is designed. +is paper constructs the blockchain accounting information
security association blockchain Big Data analysis model and processes the sample data, uses the semantic rough feature matching
method to decompose the characteristics of blockchain accounting information, realizes the feature information fusion and
autocorrelation feature matching and finally reorganizes and manages the blockchain accounting information security. +e
simulation results show that this method has better comprehensive scheduling ability, information fusion scheduling ability is
greater than 92%, convergence is greater than 91.8%, feature recognition rate is greater than 90.1%, and management accuracy is
greater than 95.6%. +e design method can effectively improve the security and stability of accounting information storage
and management.

1. Introduction

With the development of Big Data information processing
and cloud computing technology, it makes the current ac-
counting information security data present diverse, com-
plex, and massive characteristics. In this background,
methods concerning the improvement of accounting in-
formation security management capabilities have received
much attention, while the study of accounting information
security management methods is also of great significance in
promoting the secure integration and scheduling of ac-
counting information [1].

Privacy and security issues are involved in accounting
information databases, and data anonymity can protect the
security of accounting information data. In this area, many
techniques on data security and privacy protection have
been proposed by researchers, such as homomorphic en-
cryption and attribute-based encryption schemes [2, 3]. In
recent years, with the development of cloud storage tech-
nology, researchers have proposed a cloud technology-based

storage service, which achieves the purpose of sharing ac-
counting information data through the control of access
rights. Esposito et al. proposed a data sharing model using
cloud storage technology in the context of accounting in-
formation and enumerated the possible challenges of using
blockchain technology in accounting data sharing. However,
these accounting information networks rely on a role that is
trusted by both parties to the transaction, that is, the use of a
trusted third party (TTP) to guarantee the proper conduct of
the transaction. +is requires the third party to be absolutely
trusted and not subject to cyber-attack. However, such an
ideal network environment is almost impossible to achieve,
so traditional healthcare information solutions are not a
good solution.

+e research on accounting information security man-
agement methods by Zhao and Cheng [4] is based on the Big
Data fusion and characterization of blockchain accounting
information.+emethod uses similarity information feature
decomposition and quantitative parameter regression
analysis methods for internal control and quantitative
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parameter analysis for accounting information security
management and uses local parameter search control for
accounting information security management. Among the
traditional methods, there are mainly accounting informa-
tion security management methods of fuzzy information
feature detection, accounting information security man-
agement methods based on similarity feature analysis, and
accounting information security management methods
based on elastic template feature matching. +ese methods
construct the elastic Big Data feature analysis model for
accounting information security management and perform
accounting information security management through fuzzy
similarity feature decomposition [5]. Massicotte and Henri
[6] discuss howmanagement accounting information is used
to monitor strategy implementation in the context of cor-
porate governance. By establishing theoretical attributes and
proposing a measurement model, the model captures the
board’s use of budget, financial, and nonfinancial perfor-
mance indicators to monitor strategic plans.

However, the adaptability of this method to accounting
information security management is not strong, and the
level of feature recognition is not high. Pérez-González et al.
[7] verified the information security management perfor-
mance model by collecting data through questionnaire
surveys. +e results show that information security
knowledge sharing, information security education, infor-
mation security visibility, and security organization practice
have a positive impact on information security management
performance. But this method for accounting information
security management, feature recognition level is low, in-
formation clustering is poor. Chen et al. [8] construct an
application-oriented quantitative evaluation method of ur-
ban security. A new evaluation concept of “comprehensive
screening, key analysis, and comprehensive evaluation” is
put forward. However, this method has great variability and
poor convergence in accounting information management.
Mehedi et al. [9] proposed the security management of
Ethereum transaction Internet-of-things infrastructure
based on blockchain.+ismethod points out that blockchain
technology is a luxury technology, which will bring high
bandwidth, extended time, and memory cost incompatible
with IOT devices. Using terminal equipment as network
technology and Ethereum as the blockchain platform, it can
produce a back-end system to ensure high availability,
improved security and privacy, and replace the traditional
back-end system. Xu et al. [10] proposed the integrated
application of blockchain in power information manage-
ment system. +e method points out that blockchain
technology has been applied in many fields to improve the
management and data security of information systems. +is
paper introduces the application of blockchain technology in
power management information system.

First, the composition and structure of blockchain
framework are introduced. +en, the blockchain-based
authentication application is studied to realize the inte-
gration with the existing IT infrastructure. Finally, the ad-
vantages and limitations of the integration framework are
analyzed. Based on this analysis, it can be seen that the
application of blockchain technology in accounting

information security management has certain effectiveness.
Datta et al. [11] solved the problems in the process of dealing
with network attacks based on pin security system and
proposed a module to help the secure transmission of
sensitive data by encrypting images and other files. However,
this method has not been implemented in specific enter-
prises to verify its effectiveness. Patel et al. [12] proposed a
hybrid anomaly detection method in order to solve the
problem of consumer network attack under the condition of
limited resources. +is method only uses basic network
information, such as packet size, source port, and target port,
time between subsequent packets, transmission control
protocol (TCP) flag, and so on. However, this method is
difficult to distinguish sensitive data and easy to cause
processing error.

In order to solve the problems of poor adaptability and
low-level feature identification in the existing accounting
information management, this paper proposes a blockchain-
based accounting information security management model.
+rough the feature decomposition of accounting infor-
mation in blockchain, the features of accounting informa-
tion are matched by autocorrelation features to realize the
security reorganization and management of accounting
information in blockchain. +e simulation test shows the
superiority of the proposed method.

2. StatisticalAnalysis andFeatureExtraction for
Accounting Information
Security Management

Before designing the accounting information security
management model based on blockchain technology in this
paper, we first need to statistically analyze the accounting
information security management information, extract
features, and perform feature fusion processing on this basis.
During the risk identification phase of accounting infor-
mation security management, the focus should be con-
sciously expanded to focus on learning activities in an effort
to find gaps between the system and the environment. +ese
gaps can bring reverse effects and threats to the security of
accounting information systems. Accounting information
security risk identification is the need of accounting in-
formation security risk strategy. Risk identification iden-
tifies, classifies, and prioritizes the accounting information
and accounting-related information in an enterprise to
understand which accounting information in an enterprise
is the target of various threats and threat tactics, with the
goal of protecting this accounting information from threats.
+e details are shown below.

2.1. Statistical Analysis of Accounting Information Security
Management. Due to the large amount of accounting in-
formation security management data, which leads to the
problem of large errors when building accounting infor-
mation security management models, the method of fuzzy
information feature detection and correlation fusion is used
to realize the sample clustering processing of blockchain
accounting information. +e block-link regression analysis
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method is used to obtain the random neighbor characteristic
parameter analysis model ϕ (xi) for accounting information
security management. Under the condition of ambiguity
information fusion, using semantic combination control, the
adaptive quantitative parameter adjustment model for ac-
counting information security management is obtained:

G � R
2

+ A 􏽘
i

ϕ xi( 􏼁

ξi

,

s.t: ϕ xi( 􏼁≤R
2

+ ξi.

(1)

In formula (1), ξi is the constraint index parameter set of
accounting information security management and R2 is the
random characteristic parameter distribution set of ac-
counting information security management. +rough the
group regression test analysis method, the random cluster
distribution binomial parameter analysis model of ac-
counting information security management indicators is
constructed, and the quantitative parameter analysis of
accounting information security management is carried out.
+rough autocorrelation information fusion, the sample
parameter test analysis model of accounting information
security management is constructed, which is expressed as

K � G 􏽘
i

􏽘
j

α xi, xj􏼐 􏼑 +
ωmax − ωmin

λ
. (2)

In formula (2), ω is the adjustment coefficient of ac-
counting information security management, λ is the inte-
gration scale of accounting information security
management, α is the control factor of accounting infor-
mation security management, and (xi, xj) is expressed as the
sample parameter coordinates. +rough correlation di-
mension analysis, using the embedded scheduling method,
construct the variable parameter fusion model of accounting
information security management, which is expressed as

S �
αKi, if i � 1,

λNewi, otherwise.
􏼨 (3)

In formula (3), Newi represents the block scheduling
parameter set for accounting information security man-
agement. +e method of fuzzy information feature detection
and correlation fusion is used to realize the sample clustering
processing of blockchain accounting information and
complete the statistical analysis of accounting information
security management.

2.2. Analysis of the Characteristics of Accounting Information
Security Management. On the basis of the above statistical
analysis, in order to improve the accounting information
security management, it is necessary to establish the feature
integration model of blockchain accounting information for
feature analysis using fuzzy extended sample regression
analysis method. In this paper, segmented sample detection
and quantile regression analysis methods are applied to
accounting information security management, and the dy-
namic fusion parameter matching set is obtained as

U � β􏽚 ln 1 + ϕ xi( 􏼁 × p( 􏼁di. (4)

In formula (4), β represents the relevant characteristic
value of accounting information security management.
Under the constraint of elasticity law, the high-order sta-
tistical distribution sequence associated with accounting
information is r � r(1), r(2), . . . , (n), and the sampling
interval t of random samples of accounting information is
obtained. +e constraint quantitative index parameter set of
information security management is expressed as

C � U 􏽘
n�1

r(n) + φ + t 􏽘
j

α xi, xj􏼐 􏼑. (5)

In formula (5), φ is expressed as the detection statistical
characteristic value of the distribution of accounting in-
formation blockchain. +e larger the detection statistical
characteristic value, the higher the degree of restraint of
accounting information security management. +us, the
subset of accounting information security distribution
constraint parameters is as follows:

B � argmin max 􏽘
i�1

C × xi

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
⎛⎝ ⎞⎠. (6)

Based on the aforementioned analysis, constrained re-
gression analysis model is constructed for accounting in-
formation security management, which is expressed as y(t).
+rough the variance fusion of accounting information and
the regression analysis results, the detection statistical
characteristic value is obtained:

φ � B y
2
(t) − A 􏽘

i

ξi
⎡⎣ ⎤⎦. (7)

On the basis of the detection statistical characteristic
values, in order to achieve balanced scheduling, combined
with the blockchain fusion distribution of accounting in-
formation security management, the calculation of the
constraint object distribution complex envelope si(t) of
accounting information security management is as follows:

si(t) � φ􏽚 y
2
(t) +

p/R2
􏼐 􏼑

ω
dt. (8)

In Equation (8), p is denoted as the equilibrium
scheduling channel noise. Using random cluster analysis, the
blockchain distribution domain A of accounting informa-
tion is divided into the number W × L of
(

�
2

√
/2)R2 × (

�
2

√
/2)R2 block-matching regions, and the

feature integration model of blockchain accounting infor-
mation is obtained by fuzzy extended sample regression
analysis method as

Z � si(t) × X
N

+ χ. (9)

In equation (9), XN is the fuzzy component of ac-
counting information, and χ is the fusion coefficient of
random feature parameters. +rough the aforementioned
study, feature decomposition and information fusion are
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performed using segmented sample detection method [6], so
that the accounting information security management fea-
ture extraction and fusion processing are completed.

3. Blockchain Accounting Information
Security Management

On the basis of the aforementioned fusion treatment of
blockchain accounting information security management
features, a blockchain security management model is con-
structed to improve accounting information security
management capabilities. China’s relevant system of ac-
counting information security is not perfect, the qualities of
accounting personnel themselves have serious defects, the
management does not pay enough attention to accounting
personnel, and so on. Most enterprises will choose to buy
more advanced and efficient machines and equipment, or
choose to buy more secure and reliable systems or other
equipment matching with them. However, this method
ignores the subjective and objective factors of the accounting
security system, that is, the employees in the accounting
positions, and such neglect has laid a hidden danger to the
security and stability of the enterprise accounting infor-
mation system. Even if the enterprise acquires more ad-
vanced and sophisticated equipment and adopts more strict
accounting system, if the staffs in accounting positions do
not have cautious awareness of accounting information
security and subconsciously leak out the accounting infor-
mation, it will bring many insecurity factors to the enter-
prise, and even directly lead to the business closure or even
collapse of the enterprise. +erefore, in order to realize the
security of accounting information system, it is especially
necessary to realize the security of accounting system,
starting with the accounting post staff.

3.1. Blockchain Integration of Accounting Information.
+e accounting information security management features
have been extracted through the content of part 1.2, and this
part will realize the blockchain accounting information
feature decomposition by semantic rough feature matching
method.+e security of accounting information involves the
security of servers, storage devices, network devices, and
users. According to the current accounting information
security management needs of enterprises, it is very nec-
essary to establish a practical accounting information se-
curity management system. After enterprises choose cloud
accounting, cloud accounting service providers focus on the
security of hardware and network infrastructure, while
enterprises focus their accounting information security ef-
forts on the security management of users. Using themethod
of high-dimensional feature information space reconstruc-
tion and information fusion [13], the fuzzy distribution set of
blockchain accounting information fusion is established as

D(i) �
Z(i)

η exp[ln Z]
. (10)

In equation (10), η is the blockchain accounting infor-
mation fusion degree. +e dummy variables of

organizational nature are constructed, and the neighbor-
hood equilibrium scheduling method is used to obtain the
blockchain accounting information characteristics game
parameters using the Big Data fusion scheduling method as

k � exp k
1/i

􏼐 􏼑 − ln D. (11)

+rough the method of cooperative innovation and
game equilibrium control, the parameter regression analysis
model of blockchain combination scheduling to obtain
accounting information is

N � aϕ xi( 􏼁 + k. (12)

In Equation (12), the coefficient a≥ 1. Combining the
blockchain fuzzy constraint control method of accounting
information [14], a regression analysis and constraint evo-
lution model of accounting information association is
constructed, which is expressed as

Y � κX
N

+ V
i
, (13)

V
i

� N + 􏽘
i�1

λ p − xi( 􏼁. (14)

Equation (13) is associated with the regression model
accounting information, and equation (14) is associated with
accounting information constraints evolutionary model. κ is
expressed as the dynamic parameter distribution set of
accounting information security management.+e decision-
making quantitative set for constructing accounting infor-
mation security management is M.+e adaptive equilibrium
control method is adopted to control the associated con-
straint of accounting information security management, and
the blockchain fusion function of accounting information is
obtained as

H � αY + v, (15)

v � ωV
i
􏽚

i�1
κ G − xi( 􏼁di. (16)

Equation (15) is the autocorrelation resolution function
of accounting information security management, and
equation (16) is the blockchain fusion function of accounting
information. Blockchain accounting information feature
decomposition by semantic rough feature matching method.
+e internal control and prudential control analysis model
of accounting information is calculated by high-dimensional
feature information space reconstruction [15], and the block
fusion processing of accounting information is completed
up to this point.

3.2. Blockchain Accounting Information Management
Optimization. In order to further improve the ability of
accounting information security management, this paper
adopts the method of random discrete combination control
to construct the information fusion and feature reorgani-
zation model of blockchain accounting information man-
agement [16]. Let F be the covariance fusion model of the
internal control of accounting information, and the
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distributed combination control parameters of blockchain
accounting information is obtained as

f � v

����

si(t)

􏽱

× Δt. (17)

A real-time data clustering analysis model is established
for accounting information management, and the window
function h(t) for the distribution of blockchain accounting
information, thereby obtaining a random probability dis-
tribution model for blockchain accounting information
reorganization and security management:

q xi( 􏼁 �

xi

f
exp[v − h(t)], xi ≥ 0,

0, xi < 0.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(18)

In the case of f � 1, the segmented information fusion is
realized for the accounting information characteristic pa-
rameters, and the detection statistics of the blockchain ac-
counting information management are obtained as

E � 2 −
π
2

􏼒 􏼓f
2

−

�����

q xi( 􏼁

􏽱

. (19)

On the basis of the detection statistics derived from
equation (19), information fusion and autocorrelation fea-
ture matching processes are performed on the features in the
process of blockchain accounting information security
management. According to the information feature
matching results, the real-time data parameter association
knowledge set of accounting information management is
established, and the blockchain fusion and factor analysis of
accounting information is combined with the multivariate
linear fusionmethod, and the joint feature distribution set of
relevant parameters for blockchain fusion and security as-
sociation of accounting information is obtained as

IN×1 � E × RL. (20)

+e negative binomial regression model is constructed,
and the quantile regression test analysis method of aggre-
gation coefficients is used to achieve the information security
management of blockchain accounting, and the optimal
decision model for the information security management of
blockchain accounting is expressed as

yi �

0, M − IN×1 􏽘
j�1

xj ≤ 0,

1, M − IN×1 􏽘
j�1

xi > 0.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(21)

Using the methods of rough set feature matching and
nearest neighbor parameter analysis, the nonlinear con-
straint statistical feature QN of blockchain accounting in-
formation security management is obtained, which satisfies
the correlation distribution relationship:

u Q
N

􏼐 􏼑 � angle yi( 􏼁 − φ + mod(2π). (22)

A spatial parameter-matching model for information
security management of blockchain accounting is

established. According to the information feature-matching
results, the method of similarity feature decomposition [17]
is used to realize the information security reorganization and
management of blockchain accounting information, and the
realization process is shown in Figure 1.

As can be seen from Figure 1, the implementation
process of blockchain accounting information security
management is mainly divided into the following steps:

Step 1: Sample regression analysis of accounting in-
formation data security.
Step 2: According to the results of sample regression
analysis, build the blockchain Big Data analysis model
of accounting information security, and use the ac-
counting information data.
Step 3: Feature analysis and segment fusion of the data
in the model.
Step 4: Make linear prediction for the characteristics of
accounting information after fusion.
Step 5: Divide the prediction results into training set
and sample set, and carry out adaptive learning on the
training set.
Step 6: Judge the output result of Step 5, output the
accounting information security management data if
the threshold is set, and return to Step 1 if the threshold
is not set.

3.3. Accounting Information Security Relationship System
Requirements. +e main users of the system are identified
through business process analysis as the main user roles of
the system, which are company financial staff, system
administrators, and company leaders. +e accounting
system has six major functional modules: account infor-
mation management, accounting management, data
management, report statistics, decision support, and sys-
temmanagement.+e functions required by the company’s
financial staff include adding, modifying, querying, and
deleting information in the accounting information
management module. +e finance staff can add, modify,
query, and delete information in the accounting man-
agement module, and submit printouts of relevant data. In
the data management module, finance staff can add,
modify, delete, and query the information in it. In the
report statistics module, finance staff and company leaders
are mainly able to query and print reports. In the decision
support module, company leaders can get data from the
data analysis submodule to support decision-making. In
the system management module, the administrator users
can add, modify, delete, and query user information in the
user management submodule. In the function module
permission management submodule, users are able to set
their operation permissions. In the company announce-
ment management submodule, the company announce-
ment information can be added, modified, and deleted. In
the log management submodule, the system administrator
can also view and delete the operation log information of
the system.
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(1) Account information management: account infor-
mation management mainly includes several sub-
modules, such as advance payment management,
staff advance management, cargo information
management, carrier vehicle advance management,
advance receipt management, and transaction order
management

(2) Accounting management: accounting management
mainly includes several submodules, including re-
imbursement order management, consignee check-
out management, supplier checkout management,
and freight payment management

(3) Data management: data management mainly in-
cludes goods classification management, sales con-
tract management, procurement contract

management, staff management, cargo information
management, and carrier information management
submodule

(4) Statistical report: the statistical report function
module mainly provides the query and printing
function for the aforementioned reports

(5) Decision support: it generates various kinds of data
information, which is an important data source for
the company’s accounting information and can be
used as a basis for decision support

(6) System management: system management mainly
includes user management, functional module au-
thority management, company announcement
management, and log management [18]

+e the use case model for the blockchain accounting
information security management function is shown in
Figure 2.

3.4. Definition of Accounting Information Security. +e
purpose of accounting information security management is
to ensure the integrity, availability, and ease of use of ac-
counting information; that is, accounting data can only be
disclosed to the right to know, accounting data can only be
modified within the scope of authorization and accounting
information system can only be used when necessary.

Investors and lenders use the accounting information of
the enterprise to make investments and operation decisions,
evaluate the enterprise value according to the accounting
information, and predict the future cash flow of the en-
terprise. At the same time, the relevant government de-
partments carry out macro-control on the market according
to the relevant indicators provided by accounting infor-
mation, so as to improve and strengthen the enterprise
management. +erefore, it is of great significance to study
blockchain-based accounting information security
management.

4. Simulation and Result Analysis

In order to verify the performance of the application of this
paper’s method in implementing blockchain accounting
information security management, SPSS statistical analysis
and Matlab simulation software are used for simulation
experiments, and the simulation platform is built with Intel
(R) Core (TM) i7-47 70 CPU, 16GB of memory, and
Windows 1064 bit operating system. Based on the afore-
mentioned parameters, the regression analysis value of ac-
counting safety management evaluation is obtained, which is
reflected by objective function. Figure 1 shows the con-
vergence curve of the optimal objective function of the
model under different iterations and different calculation
times.

Figure 3 shows that the function curve of the method in
this paper is closer to the standard convergence curve than
the curve of the statistical analysis method, which improves
the process convergence of the evaluation, thus it can be seen
that the method in this paper can effectively realize the

Start

Sample regression 
analysis

Big Data sampling

Segmentation fusion of 
accounting information

Make linear prediction

Adaptive leaming

Is it a threshold ?

Accounting information security 
management output

End

Statistical analysis

Association rule 
sche duling

Yes

No

Figure 1: Blockchain accounting information security manage-
ment implementation process.
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research credit evaluation, and the optimization of its ob-
jective function is better.

+e boundary constraint coefficient of present ac-
counting information management is set as 0.36, the au-
tocorrelation statistical feature component is 0.67, the
sample number of Big Data information sampling for the
present accounting information management is 1200, the
test set is 120, the data set of semantic ontology information
distribution is 60, and the descriptive statistical distribution
set of accounting information security association is shown
in Table 1.

Based on the results of the aforementioned descriptive
statistical analysis of the parameters of accounting infor-
mation security management, in order to visualize the re-
sults of the statistical analysis of accounting information, the
data in Table 1 are transformed as shown in Figure 4.

Based on Figure 4, taking test object set 10 as the research
object, the accounting information security management
method based onMassicotte andHenri’s study [6] enterprise

computerization quantitative feature analysis, the account-
ing information security feature matching method based on
Pérez-González et al.’s study [7], and the method in this
paper mentioned in the introduction are respectively used to
fuse and schedule the blockchain accounting information,
and the boundary constraint coefficient of the current ac-
counting information management is set as 0.36. +e au-
tocorrelation statistical characteristic component is 0.67, and
the comparison results of the same test set under different
similarity coefficients are obtained, as shown in Figure 5.

Figure 5 shows that compared with the method by
Massicotte and Henri [6] and Pérez-González et al. [7], the
method in this paper can effectively realize the security
management of accounting information, the information
fusion and scheduling ability is above 92%, and the statistical
analysis results are accurate and reliable. +e main reason is
that the random nearest neighbor characteristic parameter
analysis model of accounting information security man-
agement is obtained using the block-link regression analysis
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Report 
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Decision 
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System 
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Financial 
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Company leaders
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Figure 2: Blockchain accounting information security management functional use case model.
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Figure 3: Convergence curve of the optimized objective function: (a) convergence curves of the objective function optimized under different
number of iterations and (b) convergence curves of the objective function for optimization at different times.

Table 1: Results of descriptive statistical analysis.

Test object set Similarity coefficient Test regression analysis level (%) Variance
1 0.388 43.53 0.388
2 0.546 42.46 0.655
3 0.677 34.32 0.554
4 0.366 53.56 0.454
5 0.434 54.58 0.654
6 0.143 53.64 0.678
7 0.342 35.53 0.435
8 0.324 64.56 0.457
9 0.445 43.54 0.544
10 0.532 56.24 0.567
11 0.443 43.63 0.544
12 0.432 32.56 0.565
13 0.435 65.65 0.655
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Figure 4: Statistical analysis results.
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method. +e model is used for data management and
analysis to improve the reliability of the final results.

In order to further verify the effectiveness of the pro-
posed method, the unified similarity coefficient is 0.445, and
other conditions remain unchanged. +e convergence of
accounting information security management is obtained by
testing the fusion level of different methods, as shown in
Figure 6.

Figure 6 shows that the convergence of the method in
this paper is better compared to the method by Massicotte
and Henri [6] and the method by Pérez-González et al. [7]
for accounting information security management, and the
convergence is above 91.8%. +e convergence is mainly
manifested in the flexible scheduling ability of the model.
+is method uses the joint characteristic distribution set of

the relevant parameters of the blockchain fusion and security
association of accounting information to improve the
flexibility of accounting information security management
and further has a better optimization effect on the
convergence.

+e feature recognition rate of accounting information
security management is tested and the comparison results
are obtained as shown in Figure 7. Analyzing Figure 7, we
know that the method of this paper performs accounting
information security management with a higher level of
feature recognition, which is due to the fact that the method
of this paper extracts features and performs feature fusion
processing on the basis of statistical analysis of accounting
information security management information, which im-
proves the level of feature recognition above 90.1%. +e
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main reason is that this paper uses blockchain technology to
establish blockchain fusion function of accounting infor-
mation and improves the ability of accounting information
feature fusion.

Test the accuracy of accounting information security
management and get the comparison results in Table 2.
From Table 2, we know that the accuracy of accounting
information security management by the method of this
paper is higher than 95.6%.+e reason for the high accuracy
is to obtain the optimal decision model of the blockchain
accounting information security management and realize
the blockchain accounting information security
management.

5. Conclusion

+is paper proposes a model of blockchain-based ac-
counting information security management, which im-
proves the ability of accounting information security
management.

(1) In this paper, the fuzzy extended sample regression
analysis method is used to establish the feature in-
tegration model of blockchain accounting infor-
mation, calculate the internal control and prudent
control analysis model of accounting information,
and improve its security management ability.

(2) +e experimental results show that the information
fusion and scheduling ability of this method is more
than 92%, the convergence is more than 91.8%, the

feature recognition level is more than 90.1%, and the
management accuracy is more than 95.6%. +e
comprehensive experimental results show that this
method has certain effectiveness.

(3) +is study also has some shortcomings, mainly in the
absence of specific accounting information research
and investigation, which will be taken as the next
research direction to further enhance the practica-
bility of this paper.
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One of the principal missions of security in the Internet of Vehicles (IoV) is to establish credible social relationships. (e trust
management system has been proved to be an effective security solution in a connected vehicle environment. (e use of trust
management can play a significant role in achieving reliable data collection and dissemination and enhanced user security in the
Internet of Vehicles. However, due to a large number of vehicles, the limited computing power of individuals, and the highly
dynamic nature of the network, a universal and flexible architecture is required to realize the trust of vehicles in a dynamic
environment.(e existing solutions for trust management cannot be directly applied to the Internet of Vehicles. To ensure the safe
transmission of data between vehicles and overcome the problems of high communication delay and low recognition rate of
malicious nodes in the current trust management scheme, an efficient flow forwarding mechanism of the RSU close to the
controller in the Software-Defined Vehicular Network is used to establish a hierarchical hybrid trust management architecture.
(is method evaluates the dynamic trust change of vehicle behavior based on the trust between vehicles and the auxiliary trust
management of the infrastructure to the vehicle, combined with static and dynamic information and other indicators. (e
proposed trust management scheme is superior to the comparative schemes in resisting simple attacks, selective misbehavior
attacks, and time-dependent attacks under the condition of ensuring superior real-time performance. Its overall accuracy is higher
than that of the baseline scheme.

1. Introduction

Software-Defined Network (SDN) adopts the idea of sepa-
ration of control plane and data plane, and through the use
of perfect interfaces (such as the southbound interface of
OpenFlow protocol), it has played a great role in the in-
creasingly complex structure of data center and wired
network. At the same time, in the wireless and mobile
network-related fields, research on Software-Defined
Wireless Network (SDWN) [1] has also made progress.
Researchers adjust and expand the SDN and SDWN ar-
chitecture and related concepts to build Software-Defined
Vehicular Network (SDVN) to meet the exclusive charac-
teristics of VANETs (Vehicular Ad Hoc Networks) and
improve the performance of vehicle communication net-
works. Jiacheng et al. [2] pointed out that SDN is a powerful
innovative solution, which improves the dynamic

characteristics of VANET and ITS (Intelligent Transport
System) applications by encouraging the flexibility of net-
work management and the large-scale unified optimization
of abstraction. In the future, innovative development of 5G
VANET must rely on cloud computing, SDN, and fog
computing to meet the new requirements of the continuous
development and change of ITS.

As shown in Figure 1, in SDVN architecture, the control
layer uses the northbound interface (NBI) to connect with
the application layer, and the application layer implements
services such as trafficmanagement, location prediction, and
security. (e SDN controller tracks the status of the data
plane elements and programs the southbound interface
(SBI) through its predefined application to inject forwarding
rules into the data plane. (e most commonly used SBI is
OpenFlow. (e data plane consists of an upper data plane
and a lower data plane. (e upper data plane includes
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OpenFlow switches, routers, and wireless access infra-
structure, namely, roadside unit (RSU), base station (BS),
etc. (e lower data plane is composed of onboard units
(OBUs), that is, the vehicle is equipped with OBU as the
terminal user. In this structural system, the specific decisions
of the control plane can be conveyed to a single OBU, which
promotes fine-grained control, greater scalability, and
programmability.

Vehicle communication security issues have consistently
been the focus of the SDVN, including availability, au-
thenticity, confidentiality, integrity, and non-repudiation.
For example, if a vehicle sends a message that there is
congestion somewhere on the road, should other vehicles
consider this information to be correct and take corre-
sponding measures? To meet the above requirements, with
the help of cryptographic methods, many mechanisms have
been proposed to prevent VANETfrom security attacks. (e
management scheme based on cryptography has been ap-
plied to VANET’s message authentication [3, 4]. Although
the cryptography-based management scheme has numerous
advantages, due to the limited computing power of the OBU,
cryptography-based methods are prone to introduce ex-
cessive delays to complete all necessary checks. In addition,
the verification of messages from unknown vehicles involves
the exchange of public certificates, which results in higher
message overhead. (ese methods mainly rely on traditional
cryptography-based solutions and have not yet fully resolved
the dynamic and distributed behavior of vehicle networks. In
addition, encryption technology cannot deal with internal
attackers. It is obvious that in a VANETenvironment, it may
be extremely challenging to reduce network management
overhead, protect privacy, and implement low-latency
communication and intelligent resource management.

Compared with cryptographic methods, the solution
architecture based on the trust model (TM) is semi-
centralized or distributed. (erefore, it can work indepen-
dently of the data exchange center in the case of high-
mobility network. Trust metric is described as the confidence
coefficient that a when node performs certain operations to
another node [5]. (is operating information is based on

information about events (for instance, accidents) between
two vehicles and is exchanged through two communication
modes, namely, vehicle-to-vehicle (V2V) and vehicle-to-
infrastructure (V2I) communication. In critical applications
such as hazard warnings, receiving nodes need to ensure
their authenticity and trustworthiness before responding to
received messages. Once the information is received, trust is
calculated based on various factors, including previous in-
teractions, neighbors’ suggestions, and statistics related to
the history of the event. However, since VANET involves
highly maneuverable and diverse vehicles and very frequent
topology changes, trust between adjacent vehicles is created
in a very short time interval [6]. (erefore, it is also very
challenging and difficult to calculate and evaluate trust based
on various factors within a limited time.

(e current trust management architecture mainly in-
cludes infrastructure-based shared management and vehicle
self-organization management (as shown in Figure 2). In-
frastructure-sharing trust management systems [7, 8] usu-
ally deploy vehicle trust management structures above the
infrastructure. It realizes the sharing and management of
trust information through infrastructure, and it usually
needs to set up certificate authorities (CAs) to realize vehicle
certification by satisfying a series of trust requirements,
including certification, integrity, non-repudiation, etc. (e
disadvantage of this architecture system is that CAs must be
completely credible, and in the event of malicious attacks,
they may combine with malicious vehicles to deceive honest
vehicles. In addition, the architecture must ensure that all
vehicles are within the coverage of the RSU to guarantee the
real-time transmission of trust information. In the vast rural
areas and suburbs, it is difficult to ensure that vehicles can
always meet the RSU coverage service.

Another trust management architecture is a self-orga-
nizing vehicle distributed trust management scheme [9–11].
(is scheme can realize the trust management of the vehicle
through the trust information interaction between the ve-
hicle itself and the vehicle without considering the central
authorization and certification CAs. (e advantage of self-
organizing trust management architecture is that it can
acquire trust value in a short time because the trust
knowledge it acquires comes from its own and neighbor
vehicles’ recommendations. (erefore, it can adapt to the
highly dynamic changes of the VANET architecture. Its
disadvantages are as follows. (1) Due to the dynamic in-
herent high variability of the VANET structure, similar to a
social network, it cannot completely rely on its own existing
trust to obtain accurate trust management for new requests
from existing vehicles. (2) Since the vehicle adopts a self-
organizing trust management method, it is unable to obtain
comprehensive trust information, so the trust result ob-
tained may be one-sided and sometimes even wrong.
VANET is a decentralized open system. If it does not rely on
the infrastructure, peers can join or exit the network at any
time. If the neighbor is interacting with the vehicle now,
there is no guarantee of interacting with the same vehicle in
the future.

(e main contributions of this paper are as follows.
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Figure 1: Software-Defined Vehicular Network.
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First, a hierarchical hybrid trust management system
(HHTM) is proposed, which can conduct a wide range of
trust management assessments according to the different
environments in which the vehicle is located. If the vehicle is
within the coverage area of the RSU, it performs a hybrid
trust management evaluation. If the vehicle is not within the
coverage area of the RSU, it can still perform distributed
trust management evaluation to realize the trust manage-
ment of the vehicle.

Secondly, according to the characteristics of high mo-
bility of vehicles, the subjective trust between vehicles is
calculated according to the local trust database of vehicles,
and the recommended trust between vehicles is calculated
according to the interactive information between the ve-
hicles and neighbors, to complete the calculation of the trust
metric between vehicles. (e concept of similarity is utilized
to calculate the similarity between the vehicle information in
the infrastructure trust table and the message sending ve-
hicle, and the calculation of the infrastructure trust value is
realized by combining the distance coefficient of the in-
frastructure. Meanwhile, we design algorithms to realize the
calculation of vehicle hybrid trust value.

Finally, a dynamic simulation environment is established
for extensive simulation experiment analysis, which verifies
that the robustness of the proposed scheme against node
attacks is significantly better than that of the existing
schemes.

2. Related Work

(e existing literature proposes various solutions to realize
trust management and evaluate the trustworthiness and
authenticity of the transmitted messages in VANET. A
vehicle’s trust in information can be calculated based on
various factors, including the neighbours’ opinions, the
reputation of the vehicle, and their past interactions with
communication vehicles [12]. Based on the above goals, trust
management models are roughly divided into three cate-
gories, namely, data-oriented, entity-oriented, and com-
bined trust models [13, 14].

2.1. Data-Oriented Trust Models (DTMs). In this model,
“data” are regarded as an important part of the TM, where
the trust in the message (data) is calculated based on the
opinions generated by neighboring vehicles or the historical
interactions between peers.

Raya et al. [15] proposed a DTM that uses Bayesian
Inference (BI) and Dempster–Shafer (eory (DST) to
evaluate evidence about events received from the neigh-
borhood. (e TM consists of three main stages. Firstly, the
evaluator node (EvN) accumulates reports generated by
neighboring vehicles. Secondly, EvN assigns weights to the
received reports according to the spatiotemporal charac-
teristics of the event. Finally, EvN forwards these reports to
the decision logic module and uses BI and DST for trust
calculation. (e limitation of this technology is that it cal-
culates trust based on the received data of EvN, which is
inefficient for high-mobility networks.

Gazdar et al. [16] adopted a layer-based analysis method.
(e vehicle continuously evaluates the credibility of the
received data based on its direct experience. In this TM, each
participating vehicle is evaluated for trust, and its main
purpose is to identify highly trusted vehicles and dishonest
vehicles based on the exchanged data. Each vehicle main-
tains a trust table for its neighbors. (e trust value of
messages received from trusted vehicles will increase, while
for malicious vehicles, it will decrease. Since this technology
only involves the direct experience of participating vehicles,
it is very effective in identifying malicious vehicles.

Wu et al. [17] proposed a centralized trust modeling
framework for data evaluation by taking advantage of the
RSU. On RSU, trust is calculated based on two factors: (1)
observation and (2) feedback. (e vehicle generates obser-
vation results for detected events and their credibility. (e
credibility depends on the distance to the event, the max-
imum message detection rate, and the number of sensors
that detect the event.(en, the observation results are shared
with the RSU, which updates the list of recently observed
events. RSU evaluates the credibility of the received ob-
servations by using the ant colony optimization algorithm to
perform trust calculations on the received observations.

CA 

(a)

Local trust database

(b)

Figure 2: (a) Infrastructure-based trust management architecture. (b) Vehicle-based distributed trust management architecture.
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Updated trust information is distributed by RSU together
with nearby vehicles. Because this method relies too much
on infrastructure, it cannot be applied in suburban and
remote rural areas.

Gurung et al. [18] proposed an information-oriented
trust model that enables each individual vehicle to assess the
credibility of a potentially large number of messages received
in VANET without relying on any infrastructure support,
such as RSUs or central servers. (e proposed trust model
“RMCV” takes into account several factors that affect
message credibility, including message content similarity,
content conflict, and message routing path similarity. (e
RMCV scheme consists of two main parts: (1) message
classification and (2) information-oriented trust pattern.

2.2. Entity-Oriented Trust Models (ETMs). In ETM, the
credibility of the entity (vehicle) is evaluated. (is method
relies on providing recommendations from the sender to
EvN’s neighbors to identify dishonest nodes in the legitimate
vehicle pool.

Khan et al. [19] made extensive use of the cluster-based
technology and first chose the cluster head (CH), and it is
responsible for evaluating the trust in the network. In this
TM, CH implements a watchdog mechanism in which
nearby vehicles will provide reports on vehicles that behave
abnormally. If such vehicles are detected, CH will notify the
trusted authority (TA) responsible for revoking these ve-
hicles to maintain the trusted network. (e disadvantage of
this scheme is that the communication overhead caused by
the message exchange by the CH reduces the efficiency of the
entire network.

Yang [20] proposed a TM by using the similarity mining
method to calculate the trust degree. After receiving the
message from the vehicle, EvN calculates the similarity
between the received messages based on the Euclidean
distance and the trust of the sending vehicle. Since trust is
obtained by EvN using Euclidean local distance, this TM
cannot provide any global information about message
similarity.

In order to quickly and accurately distinguish malicious
or selfish nodes that spread false or fake messages
throughout the network, Mármol and Pérez [21] proposed
an infrastructure-based trust and reputation model, namely,
TRIP. (e model calculates reputation scores based on
recommendations given by other vehicles and RSU. (e
decision in this model is based on fuzzy logic and
probability.

2.3. Combined Trust Models (CTMs). CTM aggregates the
attributes of entity-oriented and data-oriented trust man-
agement schemes, where node trust is calculated based on
the trust evaluation of the received message.

Ahmed and Tepe [22] proposed a CTM whose logic-
based trust calculation is used to identify nodes that inject
false information into the network. In this TM, when
neighboring vehicles share messages, EvN can identify the
credibility of the event. Once the true event is determined,
this information is used to classify the behavior of the sender

node as legitimate or malicious. EvN calculates trust through
weighted voting and a logical trust function. (e TM can
effectively identify dishonest vehicles that spread false in-
formation. However, the main limitation of this TM is its
reliance on weighted voting, which may be biased when
dishonest vehicles are in the majority.

To enhance user privacy in the network, Chen and Wei
[23] proposed a beacon-based CTM that combines the
characteristics of ETM andDTM.(e trust level is calculated
in two steps. First, it establishes entity trust based on the
received beacon.(en, the data trust will be calculated based
on various reasonableness checks to identify and revoke
dishonest vehicles and their malicious content. (e TM is
highly dependent on the Public Key Infrastructure (PKI) and
the central authority for trust evaluation, and adding it to
each forwarded message will cause greater overhead.

Shrestha and Nam [24] proposed a CTM to calculate the
trust in vehicles in a completely distributed manner. First, it
evaluates the vehicle’s trustworthiness and then calculates
the trustworthiness of the information. (e model uses a
clustering algorithm to achieve trust. In this algorithm,
honest and dishonest vehicles are divided into two separate
groups to identify the credibility of neighboring nodes. Next,
the modified threshold random walk algorithm is used to
evaluate EvN’s trust in the received message. (e main
disadvantage of this scheme is that it assumes that the
distribution of dishonest nodes in the network is even. In
VANET, malicious tools are randomly distributed
throughout the network. (is assumption may be incorrect.

(e core element of the IoV is the vehicle, and trust
management is based on data interaction. (e credible data
transmission between vehicles is carried out by the vehicle as
a relay. (erefore, trust management around data and the
vehicle is inseparable.We propose a hierarchical hybrid trust
management mechanism (HHTM), which includes man-
agement of vehicle trust information shared between in-
frastructures and the management of trust information
between vehicles. Because this method not only uses the
infrastructure to share the management trust value but also
takes into account the calculation of the self-organizing
management trust value between vehicles, the flexibility of
this structure allows it to overcome the low accuracy and the
real-time problem of trust information that the vehicle may
encounter during trust management.

3. Vehicle Trust Management Model

Alioua et al. [25] pointed out that to ensure that the in-
stallation time of flow rules can meet the low-latency re-
quirements of applications for most vehicles’ safety in dense
networks like HetVNet (Heterogeneous Vehicular Net-
work), the SDN controller must be installed at the edge of
the network, the closest network location to the vehicle.
Since the RSU acts as an OpenFlow switch in some locations,
this trust solution uses the centralized and efficient flow
forwarding mechanism of the RSU and the control plane
to set the upper trust management plane at the RSU
layer. (e upper trust management plane includes trust
query, trust calculation, trust update, and blacklist upgrade
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functions (as shown in Figure 3). (e lower trust man-
agement plane depends on the trust management of the
vehicle itself, which makes full use of the characteristics of
the vehicle’s high mobility to ensure that trust information is
updated in real time.

(e main abbreviations used in this paper are sum-
marized in Table 1. (e complete hierarchical hybrid trust
management model and its calculation process are shown in
Figure 4. After vehicle i receives themessage from vehicle j, it
calculates the trust between vehicles and inquires the trust
based on the infrastructure of the vehicle respectively. (e
trust calculation between vehicles is divided into two parts:
STand RT, and the trust opinion of infrastructure is IT. After
calculating the above value, we can get the hybrid trust value
HT. Finally, the system judges whether the value meets the
evaluation criteria that have been set, so as to determine
whether the node is credible.

3.1. Inter-Vehicular Trust Calculation. (e trust between
vehicles includes subjective trust and recommendation trust.
(e subjective trust is determined by the vehicle’s existing
social knowledge to calculate the vehicle’s subjective trust
value of the vehicle that receives the interactive information,
and the recommendation trust requires the information
receiving vehicle (EvN) to calculate the vehicle recom-
mendation trust based on the interactive information from
the message sending vehicle.

3.1.1. Inter-Vehicular Subjective Trust (ST). (e subjective
trust model is concentrated on the social relationship be-
tween vehicles. (e EvN calculates the trust value of the
vehicle network by applying existing trust rules created
based on social relationships. To quantify this social rela-
tionship, the following two main social indicators are used.

(1) Inter-Vehicular Subjective Trust Weight (STW). Existing
vehicle information mainly communicates to cloud services
and RSUs. Since the transmission distance of the vehicle is
identified, we believe that the EvN has low credibility for
receiving messages sent from vehicles over a long distance
crossing multiple RSU coverage. (e distance between ve-
hicles can be used to intuitively determine the weight of the
subjective credibility of vehicles. We use DISij to denote the
Euclidean distance between node i and node j and utilize
COVRSU to denote the coverage radius of RSU. We define
the subjective trust weight (STW) of a vehicle based on the
distance between vehicles as follows:

STW �

1, if 0<DISij ≤ 2COVRSU,

0.75, if 2COVRSU <DISij ≤ 3COVRSU,

0.5, if 3COVRSU <DISij ≤ 4COVRSU,

0.25, if DISij > 4COVRSU.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(1)

(2) Original Trust of Vehicle (OTV). In the decentralized trust
system, each vehicle stores a local trust database (LTD),
which records the trust information generated by the

original vehicle interaction data. It also contains legitimate
and illegitimate interaction information generated by vehicle
interaction. First, we define LEGij to represent the number of
legitimate interaction messages from vehicle j that vehicle i
has received and MALij to represent the number of ille-
gitimate interactionmessages from vehicle j that vehicle i has
received. (en, the original trust of the vehicle OTVij can be
expressed as follows:

OTVij �
LEGij

LEGij + MALij

∗ 1 −
1

LEGij + 1
􏼠 􏼡. (2)

(e subjective trust of a vehicle is a trust association
established on a social basis. After the vehicle receives the
sender’s information, it first queries whether the trust in-
formation of the sending vehicle exists in the LTD. If it

Upper trust management plane

Trust query Trust 
calculation

Trust update Blacklist 
update

Figure 3: Upper trust management plane.

Table 1: Abbreviations.

Abbreviation Description
RSU Roadside unit
BS Base station
OBU Onboard unit
TM Trust model
CA Certificate authority
DTM Data-oriented trust model
ETM Entity-oriented trust model
CTM Combined trust model
EvN Evaluator node (information receiving vehicle)
ST Inter-vehicular subjective trust
STW Subjective trust weight
OTV Original trust of vehicle
RT Inter-vehicular recommendation trust
RW Role-based trust weight
NT Neighbor trust
SP Trust opinion of neighbors
DC Distance coefficient of RSU
simj

i Similarity between node i and node j
IT Infrastructure trust
HT Hybrid trust
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exists, it directly calculates the OTV. If it does not exist, then
assign an initial value OTVini to it and update this value as
the original trust in the vehicle trust table.

(3) Subjective Trust Calculation. (e subjective trust of the
vehicle can be obtained by multiplying the STW of the
vehicle with the OTV:

ST � STW∗OTVij. (3)

3.1.2. Inter-Vehicular Recommendation Trust (RT). Due to
the high mobility of VANET, the two vehicles cannot
always maintain direct communication. (erefore, the
trust between the vehicles must be obtained indirectly by
relying on the cognition of the data and information of
other neighboring vehicles. If the vehicle has never
interacted with the information sending vehicle before,
then the trust suggestions received by the vehicle from
other neighboring vehicles will become the only evalu-
ating variable for evaluating the trust value of the in-
formation sending vehicle.

(1) Role-Based Trust Weight (RW). According to the different
social attributes of the vehicle, the trust basis of the vehicle is
also different. Based on the social role to which the vehicle
belongs, we divide the role of vehicle (RV) as follows:

RW1: authoritative vehicles, such as law enforcement
department, prisons, police, and so on.
RW2: vehicles of specific companies, such as TV sta-
tions, newspapers, banks, and so on.
RW3: local vehicles familiar with traffic conditions,
such as freight drivers on fixed routes, commuters, taxi
drivers, and so on.
RW4: ordinary roles (all roles except the above three
roles).

Assign the corresponding trust weight to each role type:

RW �

1, if RVi ∈ RW1,

0.9, if RVi ∈ RW2,

0.8, if RVi ∈ RW3,

0.7, if RVi ∈ RW4.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(4)

(2) Neighbor Trust Calculation (NT). (e trustworthiness of
the neighbor depends on the trust opinions of the neigh-
boring vehicles of vehicle i on vehicle j. Define the trust-
worthiness of the neighbor of vehicle i to vehicle j as follows:

NTij � 􏽙

∀k ∈ Neigh(i)

N

OTVik ∗ SPkj􏼐 􏼑
1/2⎡⎢⎣ ⎤⎥⎦

1/N

. (5)

(e trustworthiness calculation of neighbor j includes
the trust score of vehicle j by vehicle k in the one-hop
neighbor node set Neigh (i). Among them, OTVik is the
original trust of vehicle k in vehicle i, and SPkj is the indirect
score of vehicle k on vehicle j.(e following describes how to
obtain the recommender j’s score.

(3) Trust Opinion of Neighbors (SP). For the EvN, the more
the neighbor nodes receive the message of vehicle j, the
higher the credibility of the message. At the same time, the
packet delivery rate reflects the reliability of information
transmission, so a high delivery rate can also enhance the
trust of the EvN to the information sending vehicle.
(erefore, we should increase the trust score for vehicles that
meet the conditions and reduce the trust score for vehicles
that do not meet the conditions. SPij consists of two parts:
the proportion of the number of vehicles in the neighboring
vehicles that received messages of vehicle j and the packet
delivery rate of the message sending vehicle to the neigh-
boring vehicles. Use ROVij to denote the proportion of the
number of the neighbor vehicle set Neigh (i) receiving ve-
hicle j’s messages. If it is greater than or equal to the
threshold ROVthre, increase the reward factor λ; otherwise,

Message received at vehicle 
i from vehicle j

Compute inter-
vehicular trust

Compute inter-
vehicular 

recommendation trust

Compute inter-
vehicular trust

Compute 
infrastructure trust 

opinion IT

Whether vehicle 
i is under RSU’s 

coverage 

Infrastructure trust
IT=0

Compute inter-
vehicular subjective 

trust

Role based trust weight

Neighbor trust

No

Subjective trust weight

Original trust of vehicle

RSU distance coefficient

Similarity of trust vector

Yes

Compute 
Hybrid trust HT

Whether satisfy the
Evaluation criteria 

Trusted node

Dishonest node

Yes

No

Broadcast update 
information 

Figure 4: Hierarchical hybrid trust management model.

6 Mobile Information Systems



subtract the penalty factor μ. QODij represents the packet
delivery rate to node i during the packet transmission
process of node j. If it is greater than or equal to the delivery
rate threshold QODthre, the reward factor λ is increased;
otherwise, the penalty factor μ is subtracted. It can be seen
that the range of ROVij and QODij is from 0 to 1. (e
definition of SPij is as follows:

SPij �
1
2
∗
ROVij ∗QODij

ROVij + QODij

. (6)

(4) Recommendation Trust Calculation. We can get inter-
vehicular recommendation trust as follows:

RT � RW∗NTij. (7)

We use Algorithm 1 to calculate the trust value between
vehicles.

3.2. Calculation of the Infrastructure Trust Opinion

3.2.1. Distance Coefficient of RSU (DC). (e trust man-
agement mechanism of the RSU has higher requirements for
the time delay.(e closer the RSU to the vehicle that sent the
original message, the more detailed the vehicle message that
can be obtained.(erefore, the distance between the sending
vehicle and the RSU for trust management has also become
an important criterion. (e distance coefficient (DC) is
expressed as follows:

DCij �
􏽐

|R|
r�1 DISrj − DISij

􏽐
|R|
r�1 DISrj

, (8)

where R represents the set of RSUs that received the original
message of sending vehicle j. It can be seen that the closer the
estimated RSU is to the sending vehicle, the greater the DC
of the RSU to vehicle j is.

3.2.2. Similarity Calculation. To improve the trustworthi-
ness accuracy of the infrastructure to the message sending
vehicle, the concept of similarity metrics is used to measure
the trust measurement opinion of the RSU to the vehicle
[26]. Reference [27] uses cosine-based similarity to judge the
similarity of two vectors. (e cosine similarity or cosine
metric calculates the similarity between two vectors in the
inner product space by determining the cosine of the angle
between them. (is index is widely used for information
retrieval and text mining [28]. Each trust level can be
regarded as a vector in a k-dimensional space. If the node
does not evaluate other nodes, the default rating is used. We
define the similarity measure as simj

i . Assuming it is an n-
dimensional normalized vector, we express the similarity as
follows:

simj
i �

􏽐
n
k�1 TV

i
k ∗TV

j

k�����������

􏽐
n
k�1 TVi

k􏼐 􏼑
2

􏽱

∗
�����������

􏽐
n
k�1 TVj

k􏼐 􏼑
2

􏽱 , (9)

where TVi
k and TVj

k represent the kth dimension of the
normalized vector of node i and node j, respectively. Since
the value of this vector cannot be negative, the similarity
value range is between 0 (dissimilar) and 1 (completely
similar). After the infrastructure receives the similarity
calculation instruction, it will calculate the similarity of the
interest preferences of the vehicle j that sends the message
and the vehicle i in the trust table of the infrastructure. (e
greater the similarity value is, the closer the interest pref-
erences are between them and the more likely it is to be
accepted as a trusted node.

3.2.3. Infrastructure Trust Value (IT). (e trust value
management of ITcan be realized between the infrastructure
RSUs, and the trust upgrade information about the upper
trust management plane can be updated synchronously. By
combining the RSU distance coefficient and the similarity
between the computing nodes, the trust calculation of the
infrastructure for the vehicle can be expressed by the fol-
lowing formula:

IT � DCij ∗ sim
j
i . (10)

3.3. Hybrid Trust Calculation (HT). In VANET, the ultimate
global hybrid trust calculation should include the trust
between vehicles and the trust between vehicles and infra-
structure. Owing to the complementary role of infrastruc-
ture in trust management, trust between vehicles is more
important than trust in infrastructure. (erefore, if n is used
to represent the number of vehicle interactions and 1/(n+ 1)
is used as the adjustment factor, it can ensure that the trust
between vehicles gets more weight. (en, the hybrid trust
can be obtained by the following formula:

HT � 1 −
1

n + 1
􏼒 􏼓∗

�������
ST∗RT

√
􏼔 􏼕 +

1
n + 1
∗ IT􏼔 􏼕. (11)

We use Algorithm 2 to represent the complete vehicle
hybrid trust calculation process.

4. Simulation and Performance

To test the performance of the proposed scheme, in this
section, we first introduce the relevant attack models and
explain the tools and parameter settings used in the simu-
lation environment. Secondly, we define evaluation indi-
cators to evaluate the accuracy of HHTM, and finally, we
carry out the comparative analysis of experimental results
under different schemes.

4.1. Attack Models. (e trust management model is mainly
to spread trustworthy information in the IoV, so this paper
mainly notes the following malicious attacker model to
evaluate the performance of HHTM.

4.1.1. Simple Attacks (SAs). (e attacker acts as a receiver
where messages are deliberately discarded or delayed,
thereby preventing legitimate vehicles from receiving safety

Mobile Information Systems 7



messages promptly. Due to the sensitive nature of the
messages involved in the IoV, discarding safety messages can
make a huge impact on the network. (e attacker may use

selfish behavior to manipulate the infected node so that it
will not follow normal network protocol and provide nec-
essary services for other nodes. For example, they will not

Input LTD, OTV, vehicle ID, ROVij, QODij
Output ST, RT
if vehicle i receives interactive information from vehicle j then
Calculate the distance between nodes and obtain the STW value according to equation (1)
Check the local trust database (LTD) of vehicle i
if IDj ∈ LTDi then
Search OTVij

else
Take OTVini as the OTV value of vehicle i to vehicle j

end if
Upgrade the OTV information of vehicle i
Calculate the ST of vehicle j using equation (3)
if ROVij≥ROVthre then
ROVij⟵ROVij+ λ

else
ROVij⟵ROVij − μ
if QODij≥QODthre then

QODij⟵QODij+ λ
else
QODij⟵QODij − μ

end if
end if
Use equation (6) to calculate the trust score SP between vehicles
Calculate the value of NT according to the value of SPij using equation (5)
Determine the role type of vehicle j and use equation (4) to find RW
Use equation (7) to calculate the RT of vehicle i to vehicle j

end if

ALGORITHM 1: Inter-vehicular trust calculation.

Input DIS, TV, HTthre
Output HT
if vehicle i receives interactive information from vehicle j then
Use Algorithm 1 to solve the ST and RT of the vehicle
if Vehicle i is within the coverage of RSU then
Calculate DCij using equation (8)
Calculate simj

i using equation (9)
Calculate IT using equation (10)

else
IT� 0

end if
Calculate HT using equation (11)

end if
if HT≥HTthre then

Confirm that vehicle j is a trusted vehicle
Continue to receive interactive information from vehicle j

else
Confirm that vehicle j is a dishonest vehicle
Discard the interaction request information of the vehicle

end if
Upgrade the trust management information of vehicle j in the LTD of vehicle i
Broadcast the trust management upgrade information of vehicle i

ALGORITHM 2: Hybrid trust calculation.
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forward data packets or spread route discovery requests.
However, when the node is requested about the credibility of
other nodes, it will not provide any false trust opinions.

4.1.2. Selective Misbehavior Attacks (SMAs). In this attack,
malicious nodes provide false information to some nodes
while providing normal information to other nodes. Attackers
have inconsistent behavior patterns for different nodes, which
will make the trust management between different nodes
inconsistent and increase the difficulty of detection.

4.1.3. Time-Dependent Attacks (TDAs) [29]. Attackers use
random patterns in the network to produce intelligent be-
havior. (e attacker will initially act as a legitimate node in a
short period to obtain the trust of vehicles in the network.
(e attacker can only start malicious behavior after gaining
the trust of other vehicles and being a part of the legitimate
network. In the attack mode, the attacker will share false
messages and ratings with neighboring vehicles.

4.2. Simulation Setup. To facilitate the simulation, we used
Veins [30], an open source platform widely used in vehicle
network simulation. Veins is constructed by two main-
stream simulators: traffic simulator SUMO [31] and discrete-
time simulator OMNET++ [32]. (rough the traffic control
interface, events triggered by OMNET++ can deliver re-
sponse instructions to SUMO to change vehicle paths and
other information. We select part of the real road network in
Zhengzhou City, Henan Province (as shown in Figure 5), as
the simulated road network, with a topological area of
3 km× 3 km, and use SUMO to construct the initial road
network (as shown in Figure 6).We randomly place 10 RSUs
in the road network, and all vehicles are equipped with
wireless communication standard protocol IEEE 802.11p.
(e system deploys one controller, and the infrastructure is
connected to the controller through an Ethernet interface.

To ensure the reliability of the experimental results, 30
random experimental seeds have been carried out for each
experimental scene and the average value has been taken.
Table 2 provides details on the parameters used in the ex-
perimental environment. Since we believe that credibility is
difficult to establish and easy to be destroyed, we set μ� 10λ.
To avoid the cold start problem [33], we set both HTthre and
OTVini to 0.5.(e probabilities of malicious behaviors of the
three malicious node attacks are all set to 0.5.

4.3. Evaluation Metrics. Since the weighted voting method
has been widely used in many previous wireless network
trust management schemes [15, 34], we use the weighted
voting method as a baseline method when evaluating the
performance of the HHTM scheme.

We utilize the following three parameters to evaluate the
accuracy of the HHTM scheme: precision (P) and recall (R),
which are widely used in machine learning and information
retrieval to evaluate accuracy [35]. In this paper, we use both
P and R to evaluate the accuracy of the proposed scheme for
identifying dishonest nodes in VANET. F-score (F) is the

weighted average of P and R values, used to reflect the overall
accuracy of the trust management model. (e parameters
are defined as follows:

P �
number of trulymalicious nodes caught
total number of dishonest nodes caught

,

R �
number of trulymalicious nodes caught
total number of truly malicious nodes

,

F �
2∗P∗R

P + R
.

(12)

4.4. Result Analysis. As shown in Figure 7(a), the precision
values of HHTM at different number of nodes are higher
than those of the baseline method. As the node density
continues to increase, its value exceeds by 90%. (is is
because when the total number of honest nodes increases,
the trust evaluation node is more likely to receive real data
from other nodes. Figures 7(b) and 7(c) show that the
HHTM scheme is also superior to the baseline method in
terms of recall value and F-score value. Similarly, when the
node density is high, the value exceeds by 90%.

Figure 8 shows the changes of P and R values during SA.
When the number of malicious nodes is small, the precision
and recall of the two schemes are better. As the number of
malicious nodes increases, the P and R values of the two
schemes have both declined to a certain extent. It can be seen
that the difference between the two schemes is not obvious.
(is is because SAs only maliciously discard or delay in-
formation and do not spread false trust opinions, so they are
less destructive than other attacks.

Figure 9 shows the changes of P and R values during
SMA. It can be seen that the P and R values of the baseline
method are significantly lower than those of HHMT. When
the number of malicious nodes reaches 40%, the P and R
values of HHMTare 12.7% and 11% higher than those of the
baseline method, respectively. (is is because the baseline
method relies on weighted voting, so the recognition of
nodes with inconsistent trust management is reduced.

Figure 10 indicates the changes of P and R values during
TDA. Because the attacker uses intelligent behavior to
initiate attacks intermittently, the values of P and R of
HHTM are lower than those of the above two attacks.
However, opposed to the baseline method, HHTM still
shows good response capabilities due to the adoption of a
hierarchical trust management strategy. When the number
of malicious nodes reaches 40%, the P and R values of
HHTM are 13.8% and 12.2% higher than those of the
baseline method, respectively.

For different levels of security incidents, the trust
threshold requirements are also different, such as setting a
higher threshold for the determination of road traffic ac-
cidents to ensure the reliability of the event. We compare the
detection rate and F-score value of the HHTM scheme with
EBT [36] and AATMS [37] when the threshold is different to
confirm the performance difference between the different
schemes.
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It can be seen from Figure 11 that the higher the trust
threshold, the lower the detection rate. (e proposed trust
management scheme is superior to the comparison scheme

in terms of detection rate. When the trust threshold is set to
0.9, the detection rate of HHTM is still above 20%. It can be
seen from Figure 12 that with the increase of the trust

Figure 5: Extracted city map.

Figure 6: Initial road network model.
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Table 2: Simulation parameters.

Parameter Value
Simulation area (km× km) 3× 3
Simulation time (sec) 800
Number of vehicles 25, 50, 100, 200
Location of vehicles Random
Num. of attackers (%) 10, 20, 30, 40, 50
MAC protocol IEEE 802.11p
ROVthre 0.5
QODthre 0.5
HTthre 0.5
OTVini 0.5
Reward factor λ 0.01
Penalty factor μ 0.1
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Figure 7: (a) Precision at different number of nodes. (b) Recall at different number of nodes. (c) F-score at different number of nodes.
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threshold, the F-score decreases continuously. When the
trust threshold reaches 0.8, the F-score of all schemes de-
creases significantly. At the same time, the F-score of the
proposed scheme is always better than that of the contrast
schemes.

Figure 13 shows the impact of the delay on the trust
management scheme under the three types of attacks. It can
be observed that in the SA, the end-to-end delay of the three
schemes is not much different. In the SMA, with the increase
of malicious nodes, the delays of the three schemes are
comparable. When the number of malicious nodes is 50%,

the delay of HHTM is reduced by 38.6% and 25.2% com-
pared with EBC and AATMS, respectively. In the TDA,
when the number of malicious nodes exceeds 30%, the delay
of EBC increases significantly. It shows that this scheme has
no advantage in dealing with TDAs. In the three attack
modes, the delay of HHTM is better than that of the
comparison schemes.

In summary, compared with other solutions, HHTM has
achieved better results in resisting the attacks of the three
models and can better deal with a higher proportion of
malicious nodes.

60

65

70

75

80

85

90

95

100
Pr

ec
isi

on
(%

)

10 15 20 25 30 35 40 45 50
Malicious nodes(%)

Baseline
HHTM

(a)

60

65

70

75

80

85

90

95

100

Re
ca

ll(
%

)

10 15 20 25 30 35 40 45 50
Malicious nodes(%)

Baseline
HHTM

(b)

Figure 8: (a) P value during SA. (b) R value during SA.
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Figure 10: (a) P value during TDA. (b) R value during TDA.
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5. Conclusions

In VANET, a safe and attack-free environment is essential
for the transmission of trusted messages between the vehicle
and the infrastructure. However, because VANET involves a
variety of different application environments, it is a very
challenging task to ensure the trust foundation in each
environment when an attacker penetrates the network and
pollutes the network with fake information. A robust TM
architecture should be established to achieve vehicle and
message verification.

In this article, with the help of SDVN’s fast flow for-
warding mechanism, a trust management scheme named
HHTM is proposed to evaluate the credibility of vehicles and
traffic data in VANET. In the HHTM scheme, the trust-
worthiness of the EvN is modeled and evaluated as two
independent indicators, namely, the trust between vehicles
and the trust between nodes and infrastructure. Among
them, it focuses on the use of the inter-vehicular trust to
evaluate whether the received node data are credible and to
what extent. On the other hand, we use the node-infra-
structure trust to strengthen the trust of vehicles sending
data in VANET. Extensive experiments are carried out to
verify the robustness of the proposed trust management
scheme. (e experiment results show that compared with
the comparative schemes, the proposed HHTM scheme can
accurately assess the credibility of nodes and data in VANET
and deal with various malicious attacks.

Based on the realization of the trust management of the
Internet of Vehicles, in order to strengthen the data
transmission security of the Internet of Vehicles, future work
should be aimed at establishing security mechanism for
vehicular data sharing. At the same time, the fine-grained
access control of the Internet of Vehicles is also a direction
worth studying.

Data Availability

(e data used to support the findings of this study are in-
cluded within the article.

Conflicts of Interest

(e authors declare that they have no conflicts of interest.

Acknowledgments

(is study was supported by the National Natural Science
Foundation of China (nos. 61802429, 61872382, and
61521003) and the National Key R&D Program of China
(nos. 2018YFB0804002, 2019YFB1802505,
2019YFB1802501, 2019YFB1802502, and 2020YFB1804803).

References

[1] N. A. Jagadeesan and B. Krishnamachari, “Software-defined
networking paradigms in wireless networks: a survey,” ACM
Computing Surveys, vol. 47, no. 2, pp. 1–11, 2015.

[2] C. Jiacheng, Z. Haibo, Z. Ning, Y. Peng, G. Lin, and
S. Xuemin, “Software defined Internet of vehicles: architec-
ture, challenges and solutions,” Journal of Communications
and Information Networks, vol. 1, no. 1, pp. 14–26, 2016.

[3] C. Y. Yeun, “Security protocol model for ubiquitous net-
works,” US patent, 2006.

[4] J. Wang, Y. Zhang, Y. Wang, and X. Gu, “RPRep: a robust and
privacy-preserving reputation management scheme for
pseudonym enabled VANETs,” International Journal of
Distributed Sensor Networks, vol. 2016, Article ID 6138251,
15 pages, 2016.

[5] J. Grover, M. S. Gaur, and V. Laxmi, “Trust establishment
techniques in VANET,” Wireless Networks and Security,
Springer, Berlin, Germany, pp. 273–301, 2013.

10 15 20 25 30 35 40 45 50
Malicious nodes(%)

0

500

1000

1500

2000

2500

3000

3500

4000

En
d 

to
 en

d 
de

la
y(

m
se

c)

EBT
AATMS
HHTM

(c)

Figure 13: (a) End-to-end delay during SA. (b) End-to-end delay during SMA. (c) End-to-end delay during TDA.

Mobile Information Systems 15



[6] F. Li and Y. Wang, “Routing in vehicular Ad Hoc networks: a
survey,” IEEE Vehicular Technology Magazine, vol. 2, no. 2,
pp. 12–22, 2007.

[7] S. Park, B. Aslam, and C. C. Zou, “Long-term reputation
system for vehicular networking based on vehicle’s daily
commute routine,” in Proceedings of the 2011 IEEE Consumer
Communications and Networking Conference (CCNC’11),
pp. 436–441, Las Vegas, NV, USA, January 2011.

[8] X. Li, J. Liu, X. Li, and W. Sun, “RGTE: a reputation-based
global trust establishment in VANETs,” in Proceedings of the
5th IEEE International Conference on Intelligent Networking
and Collaborative Systems (INCoS’13), pp. 210–214, IEEE,
Xi’an, China, September 2013.

[9] Z. Huang, S. Ruj, M. A. Cavenaghi, M. Stojmenovic, and
A. Nayak, “A social network approach to trust management in
VANETs,” Peer-to-Peer Networking and Applications, vol. 7,
no. 3, pp. 229–242, 2014.

[10] W. Bamberger, J. Schlittenlacher, and K. Diepold, “A trust
model for intervehicular communication based on belief
theory,” in Proceedings of the 2nd IEEE International Con-
ference on Social Computing (SocialCom’10), pp. 73–80, IEEE,
Minneapolis, MN, USA, August 2010.

[11] X. Hong, D. Huang, M. Gerla, and Z. Cao, “SAT: situation-
aware trust architecture for vehicular networks,” in Pro-
ceedings of the 3rd International Workshop on Mobility in the
Evolving Internet Architecture, MobiArch’08, pp. 31–36,
Seattle, WA, USA, August 2008.

[12] F. Ahmad, V. N. L. Franqueira, and A. Adnane, “TEAM: a
trust evaluation and management framework in context-
enabled vehicular ad-hoc networks,” IEEE Access, vol. 6,
pp. 28643–28660, 2018.

[13] Z. Lu, G. Qu, and Z. Liu, “A survey on recent advances in
vehicular network security, trust, and privacy,” IEEE Trans-
actions on Intelligent Transportation Systems, vol. 20, no. 2,
pp. 760–776, 2019.

[14] F. Ahmad, A. Adnane, F. Kurugollu, and R. Hussain, “A
comparative analysis of trust models for safety applications in
IoT-enabled vehicular networks,” in Proceedings of the 2019
Wireless Days (WD), Manchester, UK, 2019.

[15] M. Raya, P. Papadimitratos, V. D. Gligor, and J. P. Hubaux,
“On data-centric trust establishment in ephemeral ad hoc
networks,” in Proceedings of the IEEE 27th Conference on
Computer Communications (INFOCOM), April 2008.

[16] T. Gazdar, A. Belghith, and H. Abutair, “An enhanced dis-
tributed trust computing protocol for VANETs,” IEEE Access,
vol. 6, pp. 380–392, 2018.

[17] A. Wu, J. Ma, and S. Zhang, “RATE: a RSU-aided scheme for
data-centric trust establishment in VANETs,” in Proceedings
of the 7th International Conference on Wireless Communi-
cations, Networking and Mobile Computing, September 2011.

[18] S. Gurung, D. Lin, A. Squicciarini, and E. Bertino, “Infor-
mation-oriented trustworthiness evaluation in vehicular ad-
hoc networks,”Network and System Security, Springer, Berlin,
Germany, pp. 94–108, 2013.

[19] U. Khan, S. Agrawal, and S. Silakari, “Detection of malicious
nodes (DMN) in vehicular ad-hoc networks,” in Proceedings
of the 2014 International Conference on Information and
Communication Technologies (ICICT), pp. 965–972, Elsevier,
Chengdu, China, December 2014.

[20] N. Yang, “A similarity based trust and reputation manage-
ment framework for VANETs,” International Journal of Fu-
ture Generation Communication and Networking, vol. 6, no. 2,
pp. 25–34, 2013.
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*e Internet of *ings grew rapidly, and many services, applications, sensor-embedded electronic devices, and related protocols
were created and are still being developed. *e Internet of *ings (IoT) allows physically existing things to see, hear, think, and
perform a significant task by allowing them to interact with one another and exchange valuable knowledge whenmaking decisions
and caring out their vital tasks.*e fifth-generation (5G) communications require that the Internet of*ings (IoT) is aided greatly
by wireless sensor networks, which serve as a permanent layer for it. A wireless sensor network comprises a collection of sensor
nodes to monitor and transmit data to the destination known as the sink. *e sink (or base station) is the endpoint of data
transmission in every round.*emajor concerns of IoT-basedWSNs are improving the network lifetime and energy efficiency. In
the proposed system, Optimal Cluster-Based Routing (Optimal-CBR), the energy efficiency, and network lifetime are improved
using a hierarchical routing approach for applications on the IoT in the 5G environment and beyond.*e Optimal-CBR protocol
uses the k-means algorithm for clustering the nodes and the multihop approach for chain routing.*e clustering phase is invoked
until two-thirds of the nodes are dead and then the chaining phase is invoked for the rest of the data transmission. *e nodes are
clustered using the basic k-means algorithm during the cluster phase and the highest energy of the node nearest to the centroid is
selected as the cluster head (CH). *e CH collects the packets from its members and forwards them to the base station (BS).
During the chaining phase, since two-thirds of the nodes are dead and the residual energy is insufficient for clustering, the
remaining nodes perform multihop routing to create chaining until the data are transmitted to the BS. *is enriches the energy
efficiency and the network lifespan, as found in both the theoretical and simulation analyses.

1. Introduction

*e Internet of *ings has increased its adoption, but these
are only a few of the endless fields in which it can be applied,
providing infinite uses. A lot of things will be connected
through the Internet of*ings (IoT) and allow for automatic
(human-to-machine) machine (M2M) communication.
Providing all the hardware and software for the Internet of
*ings (IoT) with eyes and auditory and optical sensors

(WSNs), the subject becomes important due to state-of-the-
art applications and cutting-edge technologies.

WSN is a cornerstone of IoT, and all depend on it.
WSN’s main function is in the promotion and growth of IoT
is allowing lower resource and life-changing services. It links
tens of thousands of sensors using wireless technology.
Advancement in sensors technology makes smaller, more
intelligent appliances feasible for low-cost and large-scale
applications. *e sensor nodes are usually made up of
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various numbers of WSN. WSN can be used in various
industrial applications for humidity, temperature, pressure,
light, and movement control, as well as in agriculture, lo-
gistics, and military, and for transport and communications.

Regardless, however, existing telecommunication tech-
nologies have not yet kept up with the increasing demands of
the digital age. Better performance, higher bandwidth, lower
latency, and less power consumption for the Fifth Gener-
ation (5G) are required. It provides a better, more sophis-
ticated device and a more dependable technology. Also, with
all the promises of 5G, the network infrastructure coverage is
a limiting factor. *e 5G network system uses a millimeter
band that affects the continuity of coverage. Despite in-
creased data throughput, the 5G network has lower service
availability. More subsidiary repeaters would be needed to
propagate the waves in heavily populated areas, such as a
megalopolis, to maintain stable data speeds. *us, a large
base station and antenna network of deployment are needed
to adequately cover a 5G coverage area. Building the network
and stations would not be cost-effective.

Wireless sensor networks (WSNs) fill in as a scaffold
between the physical and virtual universes. *ese are ex-
ceptionally scattered networks of little, lightweight sensor
nodes outfitted with batteries that are answerable for
detecting and communicating information to the Internet.
WSN is basic in giving the most challenging solution and
most alluring regions for an assortment of use regions,
including military observation, torrent identification, pa-
tient health monitoring, disaster surveillance and emergency
management, environment checking, and mechanical
computerization. Memory, processors, detecting compo-
nents, batteries, and transceivers contain the sensor nodes.
Accordingly, the organization of sensor nodes is deployed in
the observation region, creating a huge measure of data that
should be communicated to the BS. Notwithstanding, on the
grounds that sensor nodes are so little, they have a few
limitations as far as memory, transmission capacity, data
processing, and battery life [1].

It can be contended that energy management ought to be
the essential thought when designing an effective WSN.
Regularly, whenWSNs are used for remote area observing, a
lifetime of the sensor network guarantees the efficiency of
the system and reliability on data transmission. Perceiving
the components that add to the energy utilization needed to
support all tasks within the WSN, an enormous extent of
energy is regularly utilized for data communication. By
minimizing the total number of jumps and the gaps, energy
utilization can be decreased. At last, as expected, the WSN’s
life expectancy will be adequately broadened.

Due to the immense utility potential of sensors in diverse
systems, perhaps environmental monitoring, industrial
automation, healthcare, target tracking, and localization, the
popularity of research in wireless sensor networks (WSN) is
increasing day by day. Large numbers of sensor nodes that
are compact and stocked with less power are the primary
components of WSNs. Sensor nodes sense, process, and
transfer the observed data of the surroundings to the des-
tination, thus making it easier to monitor the hard envi-
ronments which are inconvenient to monitor otherwise. A

typical WSN comprises nodes ranging from a few hundred
to several thousand [2, 3]. Dynamic network topology,
power constraints, heterogeneous nature of nodes, limited
preloaded energy, mobility of nodes, and adaptability during
node failures are the major characteristics of WSNs. *e
system without any routing approach disseminates the in-
coming packets to every link in the network through its
neighbors. *e transmission of the packet is guaranteed
from the source to the destination since each node recog-
nizes the data of every other node through its neighbors
[4, 5]. *e system does not require complex routing tech-
niques. *e main issues of flooding refer to the blindness of
the resource.

For potential large-scale networks, lightweight, low-cost,
and ultimately expendable sensor nodes are needed. Also, to
extend the lifetime of an individual sensor node and also that
of the network, each node needs to use as little power as
possible because of power limitations. *e node lifetime is
the duration during which data can be received, transmitted,
or forwarded to others by a node. Life and energy use are also
critical concerns for WSNs. Routing algorithms can make
intelligent decisions with a reliable lifetime estimate that can
help save resources and extend the lifetime of the node.

*e amalgamation of data from various sources is
termed data aggregation. *e sensor nodes can generate
homogeneous data packets from several nodes. Aggregation
of these packets reduces the number of transmissions. Partial
or complete execution of the above functions can be done in
each sensor node. In comparison with communication,
computations consume minimum energy, thus saving an
ample amount of energy. Aggregation of data is an efficient
way to attain a significant saving of energy and can further
lead to the traffic optimization of various routing protocols.
In general, in several network architectures, highly domi-
nant and specific nodes are allocated for aggregation and
computation tasks. Much research has been done to study
various algorithms and protocols to decrease the total energy
consumed by the sensor network. With sensible designing of
routing protocols and application layers of the operating
system concerning energy conservation, the lifespan of a
sensor network can be greatly increased. *e algorithms and
protocols should also consider the hardware, and further,
they should have the ability to utilize the distinct features of
transceivers and microprocessors such that the energy
consumed by a sensor node gets reduced. *is capability
facilitates a customized solution for various sorts of sensor
node designing. Various sensor networks utilize distinct
sensor nodes, which further leads to collective algorithms in
the field of WSNs.

Optimization of energy consumption is considered as the
key objective in the study of WSN system architecture, due to
the limited energy supply of each node. Clustering of nodes is
done to reduce the energy consumption of the network in
WSNs, by utilizing the energy efficiently and thereby im-
proving the network lifespan. k-means clustering is one of the
numerous clustering algorithms that can enhance cluster
formation inWSNs.*ough the k-means algorithm enhances
the cluster formation, there are drawbacks due to the random
selection of the initial centroid and results in the formation of
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an unbalanced cluster [6]. *e selection of the initial centroid
is enhanced in our proposed method, and the residual energy
of the nodes is considered for balancing the clusters in the
cluster head selection, thus resolving the creation of unbal-
anced clusters in the network. *e optimal chain is generated
based on the threshold energy of the nodes in the network and
thus allows for the maximum use of the nodes that extend the
lifespan of the network.

2. Related Works

In this segment, algorithms of hierarchical routing protocols
are briefly discussed, and five are used for comparative
purposes with the proposed system.

*e protocol Low-Energy Adaptive Clustering Hierar-
chy (LEACH) chooses the CHs at arbitrary and sets up the
cluster hierarchy. *e benefit in the system refers to a
centralized approach named LEACH-C (LEACH-Central-
ized). *e starting assigns of the head of the cluster are done
dependent on arbitrary likelihood and the head publicizes to
the neighbor hubs to connect as a member node [7]. *e
member node exchanges the information with the accessible
vitality to the cluster head. By utilizing time-division mul-
tiplexing access (TDMA), the nodes in the network remain
in sleep mode after transmission. Here, LEACH-C is a
single-hop data transmission framework, the CHs send the
melded information specifically to the sink directly with the
nodes’ vitality level. *e node having vitality over the
threshold is considered as the head for the current round,
and this data is broadcast to the complete arrange. *e head
for the cluster is rendered for the span of that round when
the hub identity matches the broadcast identity of the same
hub. LEACH-C gives a break-even with a dispersion of
vitality utilization between the accessible hubs. *e protocol
is used only for the shortest distance and it is not scalable.

A chain-based routing approach refers to a Chain-Based
Hierarchical Routing Protocol (CHIRON) [8, 9] which aims
to alleviate the various flaws associated with data propa-
gation delay. In the beginning phase, the network is seg-
regated into different fan-shaped segments. Further, the
control message from the BS is delivered to every single
node, and each node decides the group to which it belongs.
In the second phase, the far-away node present in the BS is
triggered to form a group chain within the individual group.
With the aid of the greedy algorithm, the closest neigh-
borhood node is linked to the node, which later turns into a
new node that initiates in the succeeding linking step. In the
third phase, as per the highest level of residual energy as-
sociated with the group nodes, the election to choose the
leader node is carried out. *e node located far away from
the base station is initially considered to be the head of the
community chain. Later, as the group chain leader, the node
identified with the highest residual energy is nominated. In
the fourth phase, originally, data is transmitted to the group
chain head in each group through the chain. Also, together,
the chain heads dispatch their collected data in a leader-by-
leader transmission manner to the base station. *is
mechanism outputs the low-energy dissipation, and clus-
tering overhead will occur in this environment.

*e simplest clustering algorithm named k-means
clustering belongs to the unsupervised clustering technique.
In this clustering algorithm, the given set of nodes is par-
titioned into k-clusters by calculating the centroid mean
value [1, 10]. Initially, the k points are randomly selected to
be the centroid of k-clusters, respectively, and the nodes
closest to each point are grouped to form the clusters. For the
further rounds, the centroid of each cluster is calculated and
the nodes closest to it are grouped to form new k-clusters.
*is process continues until there is no change in the
clusters.*e sequence of the k-means algorithm is as follows:

(1) Select the k points randomly to be centroids, where k
is the number of clusters

(2) Assign each node to its closest centroid using Eu-
clidean distance to form clusters

(3) Compute the new centroid of every cluster
(4) Repeat the second and third steps until there is no

variation in the centroid of every cluster

*e system supports increasing the lifetime of the net-
work. *e performance gain is maximum only when the
region of the sensor is reduced.

*e system employs a hierarchical clustering algorithm,
namely, Energy-Aware Unequal Clustering using the Fuzzy
(EAUCF) approach to extend the network lifetime [11]. In
this system, cluster head selection depends on the residual
energy and also the distances from the BS of the nodes.
Tentative cluster heads will be elected in the network
according to the random probability approach. *e Fuzzy
Inference System (FIS) will calculate the competition radius
of the tentative cluster heads. *e tentative cluster heads will
collect information about residual energy from the nearby
tentative cluster heads within the competition radius. If
more numbers of tentative cluster heads are available within
the competition radius, the lower energy nodes will be
discarded from the cluster head election.*e selection of the
CH will not consider the node proximity which rises in the
communication cost that perhaps minimizes the network’s
lifespan. *e system employs the balancing of energy among
the clusters but has a delay in data transmission.

*e Hierarchical Power-Aware Routing (HPAR) com-
munication protocol splits the network into various zones
[12]. Every single zone, which is deemed to be an entity, is a
collection of location-specific sensor nodes. *erefore, the
foremost step performed by HPAR is formatting all the
clustered entities (zones). *e following step involves the
communication scheme to finalize the way information can
be hierarchically directed across various zones such that the
life expectancy of the network is improved. *e second step
can be accomplished by routing a message through a path
with the highest energy over the leftover paths with the
lowest energy. *e respective path is known as the max-min
path, and the routing scheme offers an approximation al-
gorithm known as the max-min ZPmin algorithm, which
first identifies a path associated with the lowest energy
consumption with the aid of the Dijkstra algorithm. Later, it
identifies another path that can raise the network’s residual
energy. Further, the HPAR protocol is involved in
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optimizing the two solution principles. *e prime benefit of
this communication protocol is its attention toward the
node’s transmission energy and the lowest energy present in
the path. Moreover, it utilizes the zones to monitor a ma-
jority of the sensor nodes. In this system, the overhead is
associated with the network while estimating the energy.

*e system decreases the distance between the transit of
received data but does not support a larger network.

*e Position-Based Aggregator Node Election Protocol
(PANEL), one of the grid-dependent hierarchical algorithms
in WSN, utilizes the data of the node’s topographical lo-
cation to ascertain the node’s aggregators [13, 14]. Fulfilling
the requirements of both synchronous and asynchronous
systems is by far the best distinguishing attribute of PANEL.
In this algorithm, the network is separated into various
topographical clusters. Based on the lower-left bend location
of the cluster, nodes determine a reference point in every
cluster. *e node adjoining the reference point is selected as
the cluster head. Data, in this algorithm, can be transmitted
in two ways. *ey are the intracluster and intercluster
transmission. If the data is provided to the aggregator of a
distinct cluster, then it is called intracluster transmission
which has the benefit of transferring the data among the
cluster in the course of aggregator election. When the in-
formation is transferred between the BSs and far-away
clusters, then it is termed as intercluster transmission. *e
system reduces the energy consumption by employing the
optimal path for data transit and the balancing of load
between the nodes is less.

In addition, the authors have given and analyzed an
overview of the study in the energy efficiency problems and
possible solutions for 5G broadband wireless access net-
works. Some more 5G-related work has been introduced in
[15–25]. It generates an energy-saving challenge that
combines storage and data transmission costs. Furthermore,
strategies for 5G network resource distribution are studied
to increase energy efficiency.

3. Proposed Model

*e system reduces the dissipation of the individual nodes’
energy, thereby maximizing the network’s lifetime. For the
selection of the cluster head, the system uses the enhanced k-
means algorithm and converts it to the chain route when the
threshold value is greater than the energy of the nodes in the
network [26–31].

3.1.NetworkModel. *e hubs are set arbitrarily in a locale to
screen the environment ceaselessly. *e total number of
nodes is represented as N, where N� {n1, n2, . . ., nn}. *e
assumption has been carried out to design the Optimal-CBR
protocol:

(1) *ere should be a fixed base station above the sensor
field

(2) *e nodes are stationary in the sensing region

(3) Initially, all the nodes have an energy level

(4) *e cluster head performs data aggregation before
forwarding the data to the next level

Figure 1 represents the topology representation of the
Optimal-CBR when two-thirds of the nodes are exhausted
and the remaining energy of those nodes is insufficient to
form a cluster for the clustering phase. Hence, the remaining
node forwards the unit of data to the BS through chain
formation. *e communication is based on the close ideal
way approach.

3.2. Energy Model. *e data transceiver energy includes the
energy of the device circuitry and the volume of data
transmission and reception. *e vitality is required for
transmission circuitry and the information parcels are
transmitted. Essentially, indeed the energy is required for
getting bargains with the same variables. *e vitality re-
quired to transmit a unit of information is

ETr(p, d) � Eele(p) + Eamp(p, d),

⟹ETr(p, d) � pEele + pεfsd
2
, d<d0􏽮 􏽯,

⟹ETr(p, d) � pEele + pεmpd
4
, d≥ d0􏽮 􏽯.

(1)

*e vitality required to get a unit of information is

ERr(p) � Eele(p) � pEele, (2)

where Eele(p) is the vitality misfortune per bit of transceiver
circuitry. Based on the transmission extend, free space (d2)
or multipath (d4) propagation is used. Eamp(p, d) is the
enhancement vitality with distance, d.

3.3. Operation of the Optimal-CBR Algorithm. *e Optimal-
CBR approach uses the k-means algorithm to form clusters
and chooses the CH for each cluster based on the Euclidean
distance and nodes energy. *e hard threshold broadcasted
by the CH to the respective cluster members is the attribute
value above which the node is permitted to transmit the data
to the CH. Once two-thirds of the nodes are dead and the
residual energy of the remaining nodes is insufficient for
clustering, the nodes use the greedy approach to form a
chain-like multihop routing until the BS is reached [32–42].
*e Optimal-CBR algorithm is divided into two phases,
namely,

(1) Clustering phase
(2) Chaining phase

3.3.1. Clustering Phase. In this phase, the Optimal-CBR
implements the k-means algorithm in which the network
nodes are arranged into k-clusters. Initially, the k nodes are
arbitrarily chosen as CHs in the network. *e remaining
node figures the closest CH using the Euclidean distance
forming k-clusters in the initial round. For the further
rounds, the centroid of each cluster is calculated. *e
centroid of the ith node, Ci, is given as
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Ci �
1

|P|
􏽘
i∈P

xi,
1

|P|
􏽘
i∈P

yi
⎛⎝ ⎞⎠, (3)

where “p” represents the cluster member, and x and y
represent the coordinates of the nodes.

*e framework not only uses the distance between the
centroid-based nodes but also considers the energy of the
nodes for the network’s collection of CHs. Here, Ei is the
nodes’ remaining energy. *e selection of CHs, therefore, is
the maximum of the remaining energy and the minimum
distance between the nodes and is given as follows:

CHselect � maxi mini f Ci, Ei( 􏼁􏼈 􏼉􏼈 􏼉. (4)

*ere is a cluster sample with a randomly selected initial
CH and a centroid calculated using the centroid formula.
*e centroid is a virtual node at the cluster core. *e node
adjacent to the centroid is selected as the tentative CH. An
ID is allocated to every node considering its distance from
the centroid. *e nodes closer to the centroid have a smaller
ID than that of the nodes away from the centroid. *e node
comprising the next ID number is chosen as the CH if its
energy is greater than the threshold. If the value is lesser than
the threshold, the current CH sends the energy of the cluster
member to the base station before it quits the session. BS
looks at another node for the selection of CH based on the
energy. If none of the nodes is above the energy of the
threshold, the system forms a chain for data forwarding.*e
threshold energy, ETD, is calculated as

ETD � lEel
N

K
− 1􏼒 􏼓 + lEDA

N

K
􏼒 􏼓 + lEel + lεfsd

2
, (5)

where K is the number of clusters in the sensor region. *e
chosen CH broadcasts the signal, and the nodes closer to it
will transmit data to the respective CHs, according to the
time slot provided by the CH.

*e suggested schema employs “multihop” data transfer
between the nodes and the sink. On each round, the sensed
data and remaining energy of every node are collected and
transferred to the sink via the CHs. *e entire utilization of
vitality for the single cluster incorporates the utilization of
vitality of the member node and the vitality utilization of the
CH within the given cluster. *e overall vitality devoured by
the clusters is calculated as

Eclust � mn − 1( 􏼁ECM + ECH, (6)

wheremn is the number ofmember nodes,ECH is the energy of
the cluster head, and ECM is the energy of the cluster member.

Since “N” speaks to the node count and “M” demon-
strates the sensor locale, the choice of optimal clusters within
the framework is given utilizing the condition

Kopt �
M

��
N

√

���
2π

√

���
εfs
εmp

􏽳

.
1

d
2
BS

. (7)

*e vitality dissemination of the organization is the item
of the utilization of vitality of one cluster and the total
number of clusters, Kopt, displayed within the detecting

locale. *e overall vitality utilization by the arrange is given
as

Enetwork � Kopt × Eclust. (8)

*e assumption is being taken care of for the even
distribution of hubs within the sensor locale. *e difference
from the nodes to the CH is given as

E[d] � 􏽚 􏽚

��������������������

x − xCH( 􏼁
2

+ y − yCH( 􏼁
2

􏽱

ρ(x, y)dxdy,

E[d] � 􏽚 􏽚

������

x
2

+ y
2

􏽱

ρ(x, y)dxdy,

� 􏽚 􏽚 r
2ρ(r, θ)drdθ.

(9)

Here, ρ (r, θ) gets to be steady, when the sensors are
conveyed consistently within the environment.*e selection
of optimal route is done using

OR � max Ei(CH)􏼈 􏼉, (10)

where OR is the optimal route in a network and Ei is the
residual energy of the node.

3.3.2. Chaining Phase. When a node’s residual energy is
lower (i.e., almost drained), a beacon message about the
network is sent by the BS to the alive nodes. If “s” denotes the
absolute number of dead nodes, then the total network
nodes that are alive is given by m�N – s. When “s” is more
than two-thirds (i.e., two-thirds of the nodes are dead), the
BS computes the route to form a chain. In this phase, the BS
creates the path through multihop chain routing, using the
greedy approach. *e nodes transmit the information to the
BS through the chain path. *e selection of the best path is
done using

Bpath � ni, i ∈ m􏼈 􏼉. (11)

Data aggregating is done by the nodes in a chain path:

f m0, . . . mn( 􏼁 � r 􏽘
n

i�0
mi + c. (12)

Here, considering a chain with node “m0” being a source,
and the member i� 0, 1, . . ., n, the aggregation function of
the node before data transmission is given as f(m0, . . . mn),
where c corresponds to the overhead of the aggregation,
while r< 1 is the compression ratio.

*e process of chaining is dynamic based on the greedy
approach concerning the residual energy of the live nodes in
the network. An overview of the Optimal-CBR protocol is
given in Figure 2.

4. Statistical Analysis

In this segment, the proposed model is compared with a few
existing clustering algorithms like LEACH-C, CHIRON, and k-
means. Table 1 displays the parameters of the simulation. *e
performance of the proposed protocol is compared with that of

Mobile Information Systems 5



the existing technique, and the following metrics are
considered:

(1) Average energy with several rounds
(2) Existence of living nodes in each round
(3) First node dead comparison for validation
(4) Energy dissipation of the CH
(5) Packet delivery ratio
(6) End-to-end delay analogy

*e residual (leftover) energy of all the nodes assessed
within the proposed conspire. *e sum of the network’s
leftover vitality of Optimal-CBR is higher when compared to
that of the existing framework like LEACH-C, CHIRON,
and the k-means protocol. Figure 3 shows the entirety of the
leftover vitality amid each circular and the advancement
accomplished by Optimal-CBR.*e improvements achieved
by Optimal-CBR over k-means, CHIRON, and LEACH-C
are 19.24%, 34.57%, and 71.46% of energy, respectively.

*e Optimal-CBR model has a higher count of alive
nodes per iteration when compared with the LEACH-C,
CHIRON, and k-means protocols. *e count of the living
nodes in each iteration is represented in Figure 4. After
completion of 1200 thousand rounds, Optimal-CBR, CHI-
RON, k-means, and LEACH-C have 258, 173, 142, and 76
alive nodes, respectively. In k-means, CHIRON, and
LEACH-C, the energy value of the nodes is less than the
threshold; the nodes communicate to the base station di-
rectly, and this leads to more energy depletion. But in the
Optimal-CBR protocol, the system forms a chain route
through the greedy approach to transmitting the data to the
base station, which consumes less energy and increases the
live nodes in the network comparatively.

As the iteration progresses, the count of the alive nodes is
monitored to assess the efficiency in due consideration of the
network’s lifespan. As presented in Figure 5, the current
model has a higher communication round than that of
LEACH-C, CHIRON, and k-means. *e rounds of com-
munication for the first node dead for Optimal-CBR are 578
which is greater than the other algorithms because of the
user-defined data threshold present on every node. *is has
reduced the energy used by the CH to aggregate the data,
which, in turn, has reduced the number of times reclustering
has to be done.

Figure 6 illustrates the dissipation of energy of the CHs
with each algorithm. In comparison with the other proto-
cols, the Optimal-CBR model is far more effective as it has
the lowest consumption of energy with an approximate
value of 0.12 J. Also, its curve is more refined than the others
concerning each iteration, the reason being the short and
balanced distances between the sensor nodes and the CHs.

*e fraction of the number of packets collected by the
sink to that transferred by the sensor nodes is termed as a
packet delivery ratio. *e higher the ratio, the larger the
“number” of packets delivered or accumulated in the sink.
From Figure 7, it is apparent that Optimal-CBR has a better
packet delivery ratio than the k-means, CHIRON, and
LEACH-C protocols. *e chances of failure during the data
delivery process are very high in the LEACH-C protocol,
because of the direct transmission mode leading to the
higher energy utilization of nodes. As a result, more time is
drained in the process of data transfer, and a significant
volume of packets is stalled.

*e occurrence of a delay in the Optimal-CBR protocol
is lower than that in LEACH-C, K-Mean, and CHIRON.
Figure 8 compares the protocols, Optimal-CBR, LEACH-C,

Sensor field

Base station

Dead node
Alive node
Chain node
Communication

Figure 1: Topology of Optimal-CBR.
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�e BS broadcasts a TDMA schedule
and requests the nodes to advertise

themselves

All nodes switch their receivers “ON”

If 2/3 of the nodes in the network gets exhausted, the other nodes
form a chain for data forwarding to BS

Outstanding nodes
determine their

closest CH

Centroid of each
cluster is calculated

�e closest node to
the centroid is then
selected as the new

CH

An “ID” is assigned
to each node based
on its length to the

centroid

“k” clusters are
formed using k–
means approach

Cluster formation

Data transmission

Chain-based routing

CH transmits its
aggregated message to the

BS through intercluster
communication

�e data volume >
hard threshold, the
node transmits the

data and energy of the
node to the CH

Figure 2: Overview of the Optimal-CBR protocol.

Table 1: Simulation parameters.

No. Parameters Specification
1 Size of the network 500× 500m2

2 Sensor count 500
3 *e initial power of each node 1 J
4 Location of the base station X� 250m Y� 550m
5 Data packet size 300 bytes
6 Transmitter circuitry dissipation 50 nJ/bit
7 Energy for data aggregation, EDA 5 nJ/bit/signal
8 Break parameter Two third of nodes dead
9 No. of rounds taken for simulation 1200 rounds
10 Minimum threshold energy 10−4 J
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k-means, and CHIRON in terms of delay in network data
transfer. *e LEACH-C protocol has a higher delay when
compared to k-means, CHIRON, and Optimal-CBR

protocols. Because of the direct transmission of data, the
nodes utilize a large amount of energy in the LEACH-C
protocol. In LEACH-C, a particular CH is chosen, and that
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Figure 3: Average residual energy by the number of rounds.
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Figure 4: Existence of nodes under each round.
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cluster head is permitted to carry out data collection and
data delivery. *e delay occurs due to the number of data
transmissions to the sink and reclustering. In k-means and
CHIRON, to continue the operation, the election of the CH
based on neighbor node proximity, multihop data trans-
mission, and reclustering will occur, and this process gen-
erates a delay in the sensing field. *e summary of the
comparison is given in Table 2.

5. Conclusion

*e Optimal Cluster-Based Routing (Optimal-CBR) pro-
tocol for organizing Internet of *ings-based Wireless
Sensor Networks employs the k-means algorithm to con-
struct clusters. When the residual energy of the CH is
comparatively lesser than the threshold energy, a chaining
phase is used to create a routing path. *e cluster head is
selected considering the Euclidean distance and the node’s
residual energy. *e outcomes of the simulation graphs
signify that Optimal-CBR has lower vitality scattering within
the CH, and the sum of remaining vitality devoured is moo
as compared with the k-means, CHIRON, and LEACH-C
protocols, thus prolonging the node’s lifespan. Hence, the
current schema incorporates uniform energy distribution in
all the network nodes and maximizes the transmission
rounds that perhaps reduces the consumption of the energy
under the 5G environment. *us, the proposed system
enhances the efficiency of the sensor nodes by minimizing
the energy consumption of the nodes, which prolongs the
lifetime of the network. *e system does not focus on the
security aspect when sharing the data through a multihop
routing approach. *e limitation has been overcome by
employing the security mechanism in future work.
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[24] S. K. Kim, M. Köppen, A. K. Bashir, and Y. Jin, “Advanced
ICT and IOT technologies for the fourth industrial revolu-
tion,” Intelligent Automation & Soft Computing, vol. 26, no. 1,
pp. 83–85, 2020.

[25] Z. Liu, X. Qiu, S. Zhang, S. Deng, and G. Liu, “Service
scheduling based on edge computing for power distribution
IoT,” Computers, Materials & Continua, vol. 62, no. 3,
pp. 1351–1364, 2020.

[26] Y. Wu, S. Fahmy, and N. B. Shroff, “Energy efficient sleep/
wake scheduling for multi-hop sensor networks: non-con-
vexity and approximation algorithm,” in Proceedings of the
IEEE INFOCOM 2007-26th IEEE International Conference on
Computer Communications, pp. 1568–1576, Anchorage, AK,
USA, May 2007.

[27] C. J. Venkataraman, “A threshold sensitive dynamic cluster
head for energy optimization in wireless sensor networks,”
International Journal of Pure and Applied Mathematics,
vol. 115, no. 6, pp. 617–622, 2017.

[28] S. Lindsey, C. Raghavendra, and K. M. Sivalingam, “Data
gathering algorithms in sensor networks using energy met-
rics,” IEEE Transactions on Parallel and Distributed Systems,
vol. 13, no. 9, pp. 924–935, 2002.

[29] Z. Wang, H. Ding, B. Li, L. Bao, and Z. Yang, “An energy
efficient routing protocol based on improved artificial bee
colony algorithm for wireless sensor networks,” IEEE Access,
vol. 8, pp. 133577–133596, 2020.

[30] C. Jothikumar, R. Venkataraman, T. Sai Raj, J. Selvin Paul
Peter, and T. Y. J. Nagamalleswari, “EUCOR: an efficient
unequal clustering and optimal routing in wireless sensor
networks for energy conservation,” Journal of Intelligent &
Fuzzy Systems, vol. 40, no. 5, pp. 9187–9195, 2021.

[31] J. Qadir, U. Ullah, B. Sainz-De-Abajo, B. G. Zapirain,
G. Marques, and I. de la Torre Diez, “Energy-aware and re-
liability-based localization-free cooperative acoustic wireless
sensor networks,” IEEE Access, vol. 8, pp. 121366–121384,
2020.

[32] S. Lindsey and C. S. Raghavendra, “PEGASIS: power-efficient
gathering in sensor information systems,” in Proceedings of
the IEEE Aerospace Conference, Big Sky, MT, USA, March
2002.

[33] J. J. Lotf, M. N. Bonab, and S. Khorsandi, “A novel cluster-
based routing protocol with extending lifetime for wireless
sensor networks,” in Proceedings of the 2008 5th IFIP Inter-
national Conference on Wireless and Optical Communications
Networks (WOCN’08), pp. 1–5, Surabaya, Indonesia, May
2008.

[34] W. R. Heinzelman, J. Kulik, and H. Balakrishnan, “Adaptive
protocols for information dissemination in wireless sensor
networks,” in Proceedings of the 5th Annual ACM/IEEE In-
ternational Conference on Mobile Computing and Networking,
pp. 174–185, Seattle, WA, USA, August 1999.

[35] M. C. *ein and T. *ein, “An energy efficient cluster-head
selection for wireless sensor networks,” in Proceedings of the
2010 International Conference on Intelligent Systems, Mod-
elling and Simulation, pp. 287–291, Liverpool, UK, January
2010.

[36] S. Rani, J. Malhotra, and R. Talwar, “Energy efficient chain
based cooperative routing protocol for WSN,” Applied Soft
Computing, vol. 35, pp. 386–397, 2015.

[37] P. Yarde, S. Srivastava, and K. Garg, “Adaptive immune-in-
spired energy-efficient and high coverage cross-layer routing
protocol for wireless sensor networks,” IET Communications,
vol. 14, no. 15, pp. 2592–2600, 2020.

[38] C. Xu, Z. Xiong, G. Zhao, and S. Yu, “An energy-efficient
region source routing protocol for lifetime maximization in
WSN,” IEEE Access, vol. 7, pp. 135277–135289, 2019.

[39] M. Adil, R. Khan, J. Ali, B.-H. Roh, Q. T. H. Ta, and
M. A. Almaiah, “An energy proficient load balancing routing
scheme for wireless sensor networks to maximize their life-
span in an operational environment,” IEEE Access, vol. 8,
pp. 163209–163224, 2020.

[40] A. R. Basha, “Energy efficient aggregation technique-based
realisable secure aware routing protocol for wireless sensor
network,” IET Wireless Sensor Systems, vol. 10, no. 4,
pp. 166–174, 2020.

[41] M. H. Abidi, H. Alkhalefah, K. Moiduddin et al., “Optimal 5G
network slicing using machine learning and deep learning
concepts,” Computer Standards & Interfaces, vol. 76,
p. 103518, 2021.

[42] C. Iwendi, P. K. Maddikunta, T. R. Gadekallu,
K. Lakshmanna, A. K. Bashir, and M. J. Piran, “A meta-
heuristic optimization approach for energy efficiency in the
IoT networks,” Software: Practice and Experience, pp. 1–14,
2020.

Mobile Information Systems 11


