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Research Article
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Data integrity verificationmechanisms play an important role in cloud environments. Recently, a lightweight identity-based cloud
storage audit scheme has been proposed; this paper points out security vulnerabilities of their OffTagGen algorithm. /at is, the
attackers such as malicious cloud servers can forge the tags, which can destroy data integrity. By improving the construction of
OffTagGen algorithm, an improved security cloud auditing protocol is proposed in this work to better protect user’s privacy. /e
analysis shows that the new protocol is effective and resistant to attacks.

1. Introduction

In the last two years, the COVID-19 pandemic has become a
major disaster in the world. As COVID-19 has a certain
fatality rate and spreads very fast, prevention and control of
this virus have become a top priority worldwide. However,
compared to the prevention and control regarding SARS in
2003, information related technique is being widely used in
all aspects regarding prevention and control of this COVID-
19 pandemic. Hence, extensive collection, processing, and
investigation of personal data has become an important part
of the anti-pandemic work. Given the huge amount of data
collected, it is necessary to store these data in the cloud to
reduce the storage burden.

As a new storage paradigm, cloud storage collects dif-
ferent storage devices to provide users with massive data
storage. Hospitals and patients can easily access data by
connecting to the cloud anytime, anywhere, and through any
networked device whenever needed.

/e infrastructures supporting cloud storage are dis-
tributed and virtual. /is brings some threats to users’ data
security, such as network virus propagation, unauthorized
access, denial of service attacks, information leakage, data
loss, as well as network infrastructure that could damage
data integrity during data transmission, etc. For pandemic
prevention and control, it is clear that the loss of data, such
as the patient’s recent whereabouts, will certainly cause
enormous trouble and could even lead to further virus
spread andmay even favour the situation of successive waves
of the new coronavirus.

Due to the threat of internal or external attacks, data
stored in the cloud are easily damaged. In addition, the cloud
service provider (CSP) may not notify the user of this event
in consideration of its own reputation. /e user has a
mechanism to detect data corruption only after accessing the
data [1–3]. /erefore, in order to improve the reputation of
cloud storage and let users know the integrity of the hosted
data in a timely manner, a mechanism is needed to verify the
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data integrity in the cloud. Hence, an integrity verification
mechanism is very important in the cloud environment.

1.1. Related Works. Traditional methods need to download
the entire data from the cloud when verifying data integrity,
which brings unacceptable communication and computing
costs and greatly consumes users’ resources. In order to
satisfy the user’s remote checking of data integrity, the cloud
data remote integrity check solution should need not to
download the complete data in the cloud storage environ-
ment. /us, the following solutions have been proposed.

Ateniese et al. [4] first proposed a provable data pos-
session (PDP) scheme, an effective technology to audit the
cloud storage. In the PDP protocol, data are encoded as
blocks, and the user processes the block data to generate a
verifiable authenticator, and then it outsources the data
blocks and authenticators to the cloud. A public verifier with
sufficient resources is also called a third-party auditor (TPA)
and is trusted by users to check the data integrity. TPA
creates a challenge to the server by randomly selecting a
small group of block indexes. /e server returns a proof that
proves the integrity of the challenged blocks. TPA can ef-
fectively verify the proof without downloading data block.
PDP has laid the foundation for the design of cloud storage
audit schemes. In recent years, many researchers have
conducted extensive and in-depth explorations around PDP
[5–7].

In order to obtain better efficiency and performance,
several improved PDP protocols have been proposed [8, 9].
/e previously proposed schemes mostly use traditional
public key cryptography, so a trusted certificate authority
(CA) is required to issue a certificate to bind certain user
identities and their public keys. Heavy certificate manage-
ment, including certificate generation, distribution, and
revocation, requires a lot of computing and storage re-
sources. As the number of users increases, certificate
management becomes extremely difficult. In addition, the
verifier must retrieve the certificate from the CA and then
check the validity of the public key certificate, which also
brings heavy calculation and communication costs to the
verifier. /erefore, the certificate-based PDP protocol is very
inefficient when used in actual situations.

In order to overcome this problem, researchers con-
sidered applying identity-based cryptography to the PDP
protocol and therefore proposed many ID-PDP solutions.
Wang et al. [10] first introduced the concept of identity-
based PDP (ID-PDP), which uses user names or emails
instead of public keys. /en, ID-PDP is further extended to
the multicloud storage environment [11] to check the in-
tegrity of remote data. In order to improve performance,
Wang et al. [12] added a proxy server to the remote data
integrity check scheme. /e proxy server processes data
instead of users. In the scheme, incentive and unconditional
anonymous ID-PDP was first proposed to protect and en-
courage criminal whistleblowers. Yu et al. [13] used RSA
signature technology to design an ID-based integrity cloud
data check protocol. /e protocol supports variable size file
blocks and public verification. In order to further improve

security, Yu et al. [14] combined the key homomorphic
encryption technology in the cryptographic cloud audit
system and proposed an improved scheme with perfect data
privacy protection capabilities. /e ID-based privacy-pre-
serving integrity verification of shared data over untrusted
cloud scheme is proposed, which can support users to
update the data in cloud and protect users’ privacy in
untrusted cloud servers. Li et al. [15] proposed identity-
based privacy-preserving remote data integrity checking for
cloud storage scheme, which uses homomorphic verifiable
tags to reduce the computational complexity and uses
random integer addition to mask the original data to protect
the verifier from obtaining any knowledge about the data
during the integrity checking process.

1.2. Contribution. Currently, using cloud storage audit
protocols is regarded as an important cloud service. How-
ever, the existing audit protocols have certain shortcomings.
On the one hand, most of them rely on expensive public key
infrastructure (PKI), so certificate management/verification
is very complicated. On the other hand, most cloud users
have limited resources. Nowadays, ID-based cloud audit
protocols have attracted the attention of researchers, but
most of them require users with limited resources to perform
expensive operations.

Recently, Rabaninejad et al. [16] proposed a lightweight
identity-based provable data ownership cloud storage audit
scheme, which supports privacy and traceability of user
identities. /ey also proposed an online/offline ID-based
PDP scheme [17]. However, we discovered that there are
security flaws in the digital signature (OffTagGen) of their
scheme. Attackers, such as malicious cloud servers, can
destroy the privacy of user’s identity privacy and damage
data privacy and integrity. In order to get a more secure
protocol, based on the scheme presented in [16], we propose
an improved one and discuss its application in pandemic
data management. /e main contributions of this paper are
summarized as follows:

(1) We firstly point out the insecurity of Rabaninejad
et al.’s lightweight identity-based provable data
ownership cloud storage audit scheme. We give two
attacks to show that data tags can be easily forged.

(2) We provide an improved secure cloud audit protocol
that protects user privacy. /is new protocol is ef-
fective yet resistant to attacks.

(3) Finally, we show how our scheme can be applied to
the pandemic data management.

1.3. Organization. /e rest of this article is organized as
follows. In Section 2, we describe the system framework. In
Section 3, we review the cloud audit scheme proposed by
Rabaninejad et al. [17]. In Sections 4 and 5, we introduce the
attack. In Section 6, we provide an improved privacy pro-
tection cloud audit protocol and conduct a rough analysis of
its security. In Section 7, we apply our scheme to pandemic
data management. Finally, in Section 8, we conclude the
work and point out some directions for future work.
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2. System Framework

In this section, we first describe the system model. /en, we
give the goals of the design. After that, we introduce some
necessary definitions. Finally, we show the security model.

2.1. SystemModel. /e system model includes four entities,
as shown in Figure 1, which involves the key generation
center (KGC), the users, the third-party auditor (TPA), and
the cloud server. /e functions of each entity are summa-
rized as follows:

(1) KGC. Based on the user’s identity, KGC generates its
private key.

(2) The Users. When the users want to store data files
remotely in the cloud, they first divide the file into
several blocks, use their own private key to generate a
label or tag on each data block, and then outsource
(block, label) to the cloud server.

(3) TPA. TPA performs public audits delegated by the
users.

(4) Cloud Server. /e cloud server stores user-managed
data and generates a proof verified by TPA.

As shown in Figure 1, the workflow of the four parties
can be described as follows:

(1) /e users generate the offline tags and store them
locally.

(2) /e users send their identity information to KGC.
(3) KGC uses the master key and the users’ identity

information to generate the users’ private key and
returns it to them.

(4) When users need to store data files in the cloud
server, they generate online tags by using some
lightweight computations based on offline tags.

(5) Users outsource the (block, online tag) pair to the
cloud server.

(6) /e user sends an audit request to TPA with some
audit information attached.

(7) TPA sends the challenge message to the cloud server.
(8) /e cloud server generates a proof based on the

challenge message and sends it to TPA.
(9) TPA sends the results of the audit as the auditing

report to the users.

2.2. Design Goal. /e design goals are roughly as follows.

(i) Correctness. If TPA honestly follows the agreement,
it can correctly audit the integrity of outsourced
data.

(ii) Soundness. If an untrusted cloud server has not
completely stored the outsourcing data, it cannot
pass the audit.

(iii) Public Audit. TPA can replace the user to remotely
audit the integrity of the data.

(iv) Scalability. TPA can simultaneously support the
effective verification of multiple audit requirements.

(v) Lightweight. TPA provides low-cost label genera-
tion algorithms for users with limited computing
resources.

2.3. Definition. /e ID-PDP scheme includes the following
algorithms:

(i) Setup(1k)⟶ (param, msk). KGC executes this
algorithm. /e input is the security parameter 1k,
and the output is the master key msk and the public
parameter param.

(ii) Extract (ID, param, msk)⟶ kID. KGC receives
the inputs, including msk, and identity ID and then
outputs the secret key kID.

(iii) TagGen(param​ , kID ​ , F)⟶ σ. /e data owner
with the key kID executes this algorithm, inputs the
parameters and the data file, and first splits F into n
blocks F � (m1, . . . , mn). Next, the data owner
generates a corresponding label σi for each block mi

and outsources the label σ � (σ1, σ2, . . . , σn) and
the data blocks F � (m1, . . . , mn) to the cloud
together.

(iv) Challenge (param, Fname; ID)⟶ chal. TPA
outputs a challenge on behalf of the data owner
whose identity is ID to challenge the integrity of the
Fname file. /e parameters, the name Fname of the
data file F, and the identity ID of the data owner are
taken as input.

(v) ProofGen (param, ID, chal, F, σ)⟶ proof. /e
cloud server executes ProofGen, inputs
param, chal, owner’s identity ID, and the file F

with label σ, and outputs a certificate proving the
integrity of the challenge block.

(vi) ProofVerify (param, Fname, R, ID, chal,

proof) ⟶ 0, 1{ }. TPA executes ProofVerify to
verify the proof of challenge reported by the cloud
server. /e input are param, Fname, the identity ID

of the data owner, and the pair (chal, proof). If the
verification is passed, 1 is output, otherwise 0.

2.4. Security Model. For maintaining their own reputation,
cloud servers are generally unwilling to disclose data loss/
damage to the verifier, so they are not completely credible in
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the PDP scheme. Here, we focus on the security model of
auditing soundness of the cloud storage auditing protocol.
/e security model is described as follows: a game between
an adversary server A and a challenger B.

(i) Setup. /e algorithm Setup is run by challenger B,
and the master key msk and public parameters
param are obtained. /en, challenger B forwards
the parameters to the server A but keeps msk

secret.

(ii) Query. /e adversary server A adaptively makes the
following queries to the challenger B:

(a) Hash Query. A performs a hash function query,
and B uses the hash value as a response.

(b) Extract Query. A can query any user’s key
through it. B obtains the key by running the
Extract algorithm and sends the obtained result
to A.

(c) Tag Query. A queries the tags on the input pair
(ID, m). B responds to the query by running the
TagGen algorithm and feeds the results back to
A.

(iii) Challenge. Challenger B runs the Challenge al-
gorithm on the file F of the user with ID, and B

sends a challenge to A. Note that ID has never
been queried from the Extract oracle, and all
blocks of the file F have been queried from the tag

oracle.
(iv) ProofGen. Adversary A executes the algorithm and

computes a proof based on the received challenge.

(v) ProofVerify. If the proof is verified, A wins the
game. Also, part of the proof represented by µ in the
protocol is not equal to the aggregate value coming
from the challenger B based on the ProofGen
algorithm.

3. Review of Rabaninejad’s Scheme

In this section, we will review the specific scheme of
Rabaninejad et al. [17]. First, we review the concept of a
bilinear map. G1 and G2 denote a cyclic additive group and a
cyclic multiplicative group of the same prime order q, where
g is the generator of G1. /e bilinear map
e : G1 × G1⟶ G2 is a function with the following
properties:

(i) Bilinearity. e(aP, bQ) � e(P, Q)ab, for all P, Q ∈ G1
and a, b ∈ Zq.

(ii) Non − De generacy. e(P, P)≠ 1, where 1 denotes
the identity element of G2.

(iii) Computability. /ere exists an efficient algorithm to
compute e(P, Q) for all P, Q ∈ G1.

Rabaninejad et al. [17] proposed an online/offline ID-
based PDP scheme, which consists of the following algo-
rithms. In addition to the definition and notation in the
bilinear map, two hash functions H: 0, 1{ }∗ ⟶ G1 and
h: 0, 1{ }∗ ⟶ Zq are used in the scheme.

(1) Setup. /e KGC chooses a random value α ∈ Zq as
the master secret key msk and sets the master public
key as mpk � gα. So, the system public parameters
are param � (e, q, G1, G2, g, mpk, h, H).

KGC

Third Party Auditor

Cloud Server

Identity

Response

Challenge

Shared Data Blocks and Tags

Private Key

Auditing Report

Auditing Information

Group Users

Figure 1: System model.
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(2) Extract. /e KGC uses param � (e, q, G1, G2, g,

mpk, h, H) and mpk � α to generate the secret key
kID � H(ID)α for user ID.

(3) OffTagGen. /e user with identity ID chooses a
secret random value x ∈ Zq as the trapdoor key and
sets c � mpkx. /en, it generates an offline tag σoff

i

for i ∈ [1, B] by choosing two random value (m’
i, r’i)

from Zq as follows:

σoff
i � k

x
ID( 􏼁

mt′krt
′

ID � k
xm′+rt
′

ID . (1)

At last, the offline tags (mt
i , rt

i , σ
off
i )􏼈 􏼉i∈[1,B] are locally

stored.
(4) OnTagGen. /e user with identity ID owns the file F

with Fname. First, it divides F into n blocks as
F � (m1, ..., mn), where mi ∈ Zq. /en, it generates
the online tag (ri, σi) on blockmi based on an unused
offline tag(mt

i , ri
′, σoff

i ) and uses trapdoor key as
follows:

ri � r
t
i + x m

t
i − mi􏼐 􏼑mod q,

σi � σoff
i .

(2)

Finally, the online tag (ri, σi)􏼈 􏼉i∈[1,n] together with the
data blocks F � (m1, . . . , m)n is outsourced to the
cloud server./e data owner also creates an MHTon
the ordered hash value h(ri)􏼈 􏼉i∈[1,n] with the root
node root and generates σroot � I DS(root). At the
same time, the pair (root, σroot) together with
(c, Fname), IDS(c ||Fname) is sent to the server and
the TPA. Here, IDS is a secure ID-based signature.
When the server receives the tags (ri, σi)􏼈 􏼉i∈[1,n] and
the data blocks F � (m1, . . . , mn), it first checks
whether Verify(mi, ri, σi, I D, mpk, c) � 1 passes
for all i ∈ [1, n]. If so, it stores (mi, ri, σi)􏼈 􏼉i∈[1,n] in its
storage; otherwise, it outputs ⊥. Furthermore, if σroot

and I DS(c||Fname) are valid signatures, the server
and the TPA save the values’ root, c for the file name
Fname.

(5) Challenge. In order to challenge the integrity of the
file Fname which is owned by the user with identity
ID, the TPA runs the following process:

(a) Choose a random subset J ⊂ [1, n] as the block
indices to be challenged in the auditing process,
and for each j ⊂ J, choose a random value
yj ∈ Zq.

(b) Send the challenge chal � (Fname, (j, yj)􏽮 􏽯
j∈J) to

the server.

(6) ProofGen. /e server generates an auditing proof
according to the received challenge chal �

(Fname, (j, yj)􏽮 􏽯
j ⊂ J

), through the following
procedure:

(a) Computes a combination of the challenged
blocks as µt � 􏽐j∈Jyimj and sets µ � H(ID)µ.

(b) Aggregates the tags as σ � 􏽐j∈Jσ
yj

j .

(c) Sends back (µ, σ, rj.Δj􏽮 􏽯
j∈J) as the auditing

proof to the TPA. Here, rj is the first term in
tag of block mj and Δj is the corresponding
AAI in MHT.

(7) ProofVerify. When TPA receives the proof
(µ, σ, rj.Δj􏽮 􏽯

j∈J), it first computes root′ from

h(rj)j ∈ J􏽮 􏽯 and the corresponding AAI Δj􏽮 􏽯j ∈ J .

If root′ � root, it then computes R � 􏽐j∈Jyjrj and
checks equation (3). which indicates that the cloud
storage is good or not

e(σ, g)�
?

e(μ, c) · e(H(ID), mpk)
R
. (3)

4. Attack I on the OffTagGen Algorithm

/e attack I is as follows:

(1) /e adversary (which can be the malicious cloud
server) can obtain many block-signature pairs, such
as (M1, σ1), (M2, σ2), . . . , (Mn, σn), and the fol-
lowing holds:

σ1 � k
xm1′+r1′
ID � k

xm1+r1
ID ,

σ2 � k
xm2′+r2′
ID � k

xm2+r2
ID ,

· · ·

σn � k
xmn
′+rn
′

ID � k
xmn+rn

ID .

(4)

(2) Let kx
ID � A, kID � B, and r1, r2, ..., rn be all known to

the adversary; thus, the above equations can be re-
written as follows:

σ1 � k
xm1+r1
ID � A

m1B
r1 ,

σ2 � k
xm2+r2
ID � A

m2B
r2 ,

· · ·

σn � k
xmn+rn

ID � A
mn B

rn .

(5)

(3) With these equations, the adversary can compute A

and B. Wemust point out that actually two equations
are enough to compute A and B. Concretely, the
adversary first computes

σm2
1 � A

m1m2B
r1m2 ,

σm1
2 � A

m2m1B
r2m1 ,

σr2
1 � A

m1r2B
r1r2 ,

σr1
2 � A

m2r1B
r2r1 ,

(6)

and then computes

σm2
1

σm1
2

�
A

m1m2B
r1m2

A
m2m1B

r2m1
�

B
r1m2

B
r2m1

� B
r1m2− r2m1 ,

σr2
1

σr1
2

�
A

m1r2B
r1r2

A
m2r1B

r2r1
�

A
m1r2

A
m2r1

� A
m1r2− m2r1 .

(7)
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(4) Let C � σm2
1 /σm1

2 and D � σr2
1 /σ

r1
2 :

C �
σm2
1

σm1
2

� B
r1m2− r2m1 ,

D �
σr2
1

σr1
2

� A
m1r2− m2r1 .

(8)

For the exponential prime modular, q is publicly
known to all; thus, the adversary can compute A and
B as follows:

C
1/r1m2− r2m1 � B,

D
1/m1r2− m2r1 � A.

(9)

(5) With A and B, the adversary can forge any offline
and online tags; concretely, the offline tags and
online tags are generated as follows:

(a) OffTagGen. /e adversary forges offline tags
σoff for i ∈ [1, B], and by choosing random
values (mi

′, ri
′) from Zq, it computes

σoffi � A
mi
′
B

ri
′

� k
x
ID( 􏼁

mi
′
k

ri
′

ID � k
xmi
′′ri
′

ID . (10)

Because the adversary knows A and B, it can
compute σoff. At last, the adversary locally
stores the offline tags (mi

′, ri
′, σoffi )􏼈 􏼉i∈[1,B].

(b) OnTagGen. For the file F with Fname where
� (m1, . . . , mn), assume the adversary wants to
modify F � (m1, . . . , mn) to be F � (m1,

m2, . . . , mn) and then forge the tags. It generates
the online tag (ri, σi) on block mi as follows:

ri � rimod q,

σi � A
mi B

ri � k
x
ID( 􏼁

mi k
ri

ID � k
xmi+ri

ID .
(11)

Finally, the online tags (ri, σi)􏼈 􏼉i∈[1,n] together with the
data blocks F � (m1, m2, . . . , mn) are outsourced to the
cloud server. At the same time, the original pair (root, σroot)

together with (c, Fname), I DS(c||Fname) is also sent to the
server and the TPA. Here, I DS is a secure ID-based
signature.

We can check that the forged tag σi a valid one because
the below equation holds:

e σi, g( 􏼁 � e k
xmi+ri

ID , g􏼒 􏼓

� e HID( 􏼁
αxmi · HID( 􏼁

αri , g􏼐 􏼑

� e HID( 􏼁
αxmi , c􏼐 􏼑 · e HID( 􏼁

ri , mpk( 􏼁.

(12)

/us, OffTagGen algorithm is not secure. Even with two
block-signature pairs, anyone can first modify the contents
of the blocks and then forge the offline and online tags
correspondingly.

5. Attack II on the Cloud Auditing Protocol

In our attack II, we show that the adversary (which can be
the malicious cloud server) can forge proof while it can even
delete all the outsourced data blocks. Concretely, the attack
is the following:

(1) /e first four steps of the attack are the same as attack
I. /e malicious cloud server can get � kx

ID, B � kID

after these steps. /e below steps follow the
framework of the cloud auditing protocol

(2) When the cloud server receives the tags (ri, σi)i∈[1,n]

and the data blocks F � (m1, m2, . . . , mn) out-
sourced by the data owner, it first checks whether
Verify(mi, ri, σi, I D, mpk, c) � 1 passes for all
i ∈ [1, n]. If so, it stores (mi, ri, σi)􏼈 􏼉i∈[1,n] in its
storage; otherwise, it outputs ⊥. Furthermore, if σroot

and I DS(c||Fname) are valid signatures, the server
and the TPA save the values’ root, c for the file name
Fname.

(3) Challenge. In order to challenge the integrity of the
file F name which is owned by the user with identity
ID, the TPA runs the following process:

(a) Choose a random c−element subset J ⊂ [1, n] as
the block indices to be challenged in the auditing
process, and for each j ⊂ J, choose a random
value yi ∈ Zq.

(b) Send the challenge chal � (Fname, (j, yj)􏽮 􏽯
j∈J) to

the server.

(4) ProofGen. Here we show that the malicious cloud
server can even delete all the outsourced data blocks
but still has the ability to return the correct auditing
proof to the TPA. Note here that the malicious cloud
server still stores all the tags (ri, σi)􏼈 􏼉i∈[1,n]. Con-
cretely, the server generates an auditing proof
according to the received challenge chal �

(Fname, (j, yj)􏽮 􏽯
j ⊂ J

), through the following
procedure:

(a) First, it randomly chooses 􏽢mj ∈ Zq(j ∈ J) and
computes a combination of the challenged
blocks as μ′ � 􏽐j∈Jyj 􏽢mj and sets μ � H(ID)μ

′ .
(b) For any 􏽢mj ∈ Zq (j ∈ J), the malicious cloud

server computes the forged tags as 􏽢σj � A􏽢mj Brj �

(kx
ID)􏽢mj k

rj

ID � k
x􏽢mj+rj

ID and aggregates the tags as
σ � 􏽑j∈J􏽢σyi

j .
(c) It sends back (μ, σ, rj,Δj􏽮 􏽯

j⊂J) as the auditing
proof to the TPA. Here, rj is the first term in the
original tags of corresponding to the deleted
block mj and Δj is the corresponding AAI in
MHT.

(5) ProofVerify. When TPA receives the proof
(μ, σ, rj,Δj􏽮 􏽯

j ⊂ J
), it first computes root′ from

h(rj)j∈J􏽮 􏽯 and the corresponding AAI Δj􏽮 􏽯
j∈J. If

root � root′, it then computes R � 􏽐j∈Jyjrj and
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checks equation (13). If the equation holds, the TPA
outputs 1, which means that the verification passes;
otherwise, it outputs 0.

e(σ, g)�
?

e(μ, c) · e(H(ID), mpk)
R
. (13)

Here, we can verify that the forged proof, is a valid one
because the below equation holds:

e(σ, g) � e 􏽙
j∈J

􏽢σyj

j , g⎛⎝ ⎞⎠

� e 􏽙
j∈J

k
x
ID( 􏼁

􏽢mj􏼒 􏼓
yj

, g⎛⎝ ⎞⎠e k
rj

ID􏼐 􏼑
yj

, g􏼐 􏼑

� e 􏽙
j∈J

H
xα
ID( 􏼁

􏽢mj􏼒 􏼓
yj

, g⎛⎝ ⎞⎠e H
α
ID( 􏼁

rj( 􏼁
yj , g􏼐 􏼑

� e 􏽙
j∈J

HID( 􏼁
􏽢mj􏼒 􏼓

yj

, g
xα⎛⎝ ⎞⎠e H

rj

ID􏼐 􏼑
yj

, g
α

􏼐 􏼑

� e 􏽙
j∈J

HID( 􏼁
yj 􏽢mj , g

xα⎛⎝ ⎞⎠e H
rjyj

ID , g
α

􏼐 􏼑

� e 􏽙
j∈J

HID( 􏼁
yj 􏽢mj , g

xα⎛⎝ ⎞⎠e HID, g
α

( 􏼁
rjyj

� e HID( 􏼁
Σj∈Jyj􏽢m, g

xα
􏼒 􏼓e HID, g

α
( 􏼁

Σj∈Jrjyj

� e(μ, c) · e(H(ID), mpk)
R
.

(14)

6. Our Improved Cloud Auditing Protocol

(1) Setup. /e KGC chooses a random value α ∈ Zq as
the master secret key msk and sets the master public
key as mpk � gα. So, the system public parameters
are param � (e, q, G1, G2, g, mpk, h, H).

(2) Extract. /e KGC uses param � (e, q, G1, G2, g,

mpk, h, H) and mpk � α to generate the secret key
kID � H(ID)α for user ID.

(3) OffTagGen. /e user with identity ID owns the file
F with Fname, chooses a secret random value x ∈ Zq

as the trapdoor key, and sets c � mpkx, c′ � gx.
/en, it generates an offline tag θoff

i for i ∈ [1, B], by
choosing two random values (mi

′, ri
′) from Zq as

follows:

σoff

i � k
x
ID( 􏼁

mi
′
k

r’i
IDH Fname||i( 􏼁

x

� kID( 􏼁
mi′x+ri′H Fname||i( 􏼁

x
.

(15)

At last, it locally stores the offline tags,
(mi
′, ri
′, σoff

i )􏽮 􏽯
i∈[1,B]

.

(4) OnTagGen. First, it divides F into n blocks as
F � (m1, . . . , mn), where mi ∈ Zq. /en, it generates
the online tag (ri, σi) on block mi based on an unused
offline tag (mi

′, ri
′, σoffi ) and uses trapdoor key as follows:

ri � ri
′ + x mi

′ − mi( 􏼁mod q,

σi � σoff
i .

(16)

Finally, the online tags (ri, σi)􏼈 􏼉i∈[1,n] together with
the data blocks F � (m1, . . . , mn) are outsourced to
the cloud server. /e data owner also creates an
MHTon the ordered hash value h(ri)􏼈 􏼉i∈[1,n] with the
root node root and generates σroot � IDS(root). At
the same time, the pair (root, σroot) together with
(c, Fname), IDS(c‖Fname) is sent to the server and the
TPA. Here, IDS is a secure ID-based signature.
When the server receives the tags (ri, σi)􏼈 􏼉i∈[1,n] and the
data blocks F � (m1, . . . , mn), it first checks whether
Verify(mi, ri, σi, ID, mpk, c) � 1 passes for all
i ∈ [1, n]. If so, it stores (mi, ri, σi)􏼈 􏼉i∈[1,n] in its storage;
otherwise, it outputs ⊥. Furthermore, if σroot and
IDS(c, Fname) are valid signatures, the server and the
TPA save the values’ root, c for the file name Fname.

(5) Challenge. In order to challenge the integrity of the
file Fname which is owned by the user with identity
ID, the TPA runs the following process:

(a) Choose a random c−element subset J ⊂ [1, n] as
the block indices to be challenged in the auditing
process, and for each j ⊂ J, choose a random
value yj ∈ Zq.

(b) Send the challenge chal � (Fname, (j, yj)􏽮 􏽯
j∈J) to

the server.

(6) ProofGen. /e server generates an auditing proof
according to the received challenge
chal � (Fname, (j, yj)􏽮 􏽯

j ⊂ J
), through the following

procedure:

(a) Computes a combination of the challenged
blocks as µt � 􏽐j∈Jyjmj and sets µ � H(ID)µ

′ .
(b) Aggregates the tags as σ � 􏽐j∈Jσ

yj

j .
(c) Sends back (µ, σ, rj.Δj􏽮 􏽯

j∈J) as the auditing
proof to the TPA. Here, rj is the first term in
tag of block mj and Δj is the corresponding
AAI in MHT.

(7) ProofVerify. When TPA receives the proof
(µ, σ, rj.Δj􏽮 􏽯

j∈J), it first computes root′ from

h(rj)j∈J􏽮 􏽯 and the corresponding AAI Δj􏽮 􏽯
j∈J. If

root′ � root, it then computes R � 􏽐j∈Jyjrj and
checks equation (17).

e(σ, g) � e 􏽘
j∈J

H Fname||i( 􏼁( 􏼁
yj , c′⎛⎝ ⎞⎠e(μ, c)e(H(ID), mpk)

R
.

(17)
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7. Security Analysis

In this section, we first prove the correctness of our im-
proved scheme. /en, we prove that the audit proof in our

proposed scheme cannot be forged, which proves that our
proposed scheme can resist attacks I and II.

(1) Correctness. /e correctness of verification equation
(17) is proved below:

e(σ, g) � e 􏽘
j∈J

k
x
ID( 􏼁

mi′kri′
IDH Fname||i( 􏼁

x
􏼒 􏼓

yj

, g⎛⎝ ⎞⎠

� e 􏽘
j∈J

H Fname||i( 􏼁
x

( 􏼁
yj , g⎛⎝ ⎞⎠ · e 􏽘

j∈J
k

x
ID( 􏼁

mi′􏼐 􏼑
yj

, g⎛⎝ ⎞⎠ · e 􏽘
j∈J

k
ri′
ID􏼒 􏼓

yj

, g⎛⎝ ⎞⎠

� e 􏽘
j∈J

H Fname||i( 􏼁( 􏼁
yj , c′⎛⎝ ⎞⎠ · e 􏽘

j∈J
H

mi
′

ID􏼒 􏼓
yj

, g
xα⎛⎝ ⎞⎠ · e 􏽘

j∈J
k

ri′
ID􏼒 􏼓

yj

, g
x⎛⎝ ⎞⎠

� e 􏽘
j∈J

H Fname||i( 􏼁( 􏼁
yj , c′⎛⎝ ⎞⎠ · e(μ, c) · e(H(ID), mpk)

R
.

(18)

(2) Soundness. In our improved scheme, a malicious
CSP cannot forge a correct audit proof by using our
attacks.
Proof

(i) Setup. /e challenger B chooses a random value
α ∈ Zq as the master secret key msk and sets the
master public key as mpk � gα./en, challenger
B forwards the parameters to the server A but
keeps msk secret.

(ii) Query. /e adversary server A adaptively makes
the following queries to the challenger B:

(a) Hash Query. A queries hash value based on
IDi, and B chooses random yi ∈ Zq and
then outputs Hi � gyi as a response.

(b) Extract Query. A can query any user’s key
through its ID. By running the Extract al-
gorithm, B generates KIDi

� (gyi )α and
sends the obtained result to A.

(c) Tag Query. A queries the tags on the input
pair (PID, m). B responds to the query by
running the TagGen algorithm. B chooses
random ri, rj ∈ Zq and generates
σij � ((gx)riyiα)mj · (gyiα)rj · H(Fname||i)

x.
Finally, B outputs (rj, σij) and (ci, I DS

(ci)) and sends them to A.

(iii) Challenge. Challenger B runs the Challenge

algorithm on the file F of the user with PID and
B sends a challenge chal∗ � (F∗name ,

(j, yj)􏽮 􏽯
j∈J∗) to A.

(iv) ProofGen. Adversary A executes the algorithm
and computes a Proof P∗ � (μ∗, σ, r∗j ,Δ∗j􏽮 􏽯

j∈J∗)

based on the received challenge chal∗.
(v) ProofVerify. If the proof is verified, A wins the

game. Also, part of the proof represented by μ∗
in the protocol is not equal to the aggregate

value μ coming from the challenger B based on
the ProofVerify algorithm.

In the original scheme, the adversary A can compute
μ � H(IDi)

μ′ ; therefore, he can set μ � μ∗.
However, in our improved scheme, the authentica-
tion tag is calculated as equation (15):

σoff
i � kID( 􏼁

mi
′x+ri
′
H Fname||i( 􏼁

x
. (19)

Before the malicious adversary forges an off tag, he
needs to know the value of H(Fname||i)

x. However,
for i ∈ [1, n], the value of H(Fname||i)

x is different.
Even if he can get the hash value of the data
H(Fname||i), calculating H(Fname||i)

x is as hard as
solving the DL problem in G1, which is computa-
tionally infeasible. If p∗ passes the verification, we
can get (xr∗i )μ′ + R � (xr∗i )μ′∗ + R∗, where μ≠ μ∗. B
outputs ((μ/μ∗)ΔR

−1
)r∗

i
y∗− 1

i which is a solution to the
InvCDH problem and is not feasible. /erefore, the
malicious CSP cannot forge a correct audit proof to
pass the proof verify of TPA.

(3) Data Privacy against TPA. While providing the in-
tegrity audit service to the user, TPA cannot obtain
any information about the content of the user’s data
from the information provided by the user or from
the auditing process.
Proof. On the one hand, TPA received information
from user before performing the auditing work are
(root, σroot) and (c, Fname). /e user data cannot be
accessed from root due to the one-way nature of the
hash function. Meanwhile, c �mpkx, and TPA
cannot get user’s data from it.
On the other hand, in the auditing process, the TPA
gains μ � H(IDi)

μ′ . However, given H(IDi) ∈ G1
and μ ∈ G1, computing μ′ � 􏽐j∈Jyjmj is solution to
the DL problem.
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/erefore, our improved scheme can preserve the
user’s data privacy.

8. Application of Our Scheme

As an application, we consider the hospital’s data man-
agement in cloud setting as an example to demonstrate the
effectiveness of our scheme to the actual pandemic data
management. During the prevention and control of the
epidemic, many medical data of patients need to be
recorded, including the patients’ nucleic acid testing results,
the doctor’s diagnosis, and if diagnosed as COVID-19, the
recent whereabouts of the patients. In fact, the amount of
these data is very huge; if the hospital stores them locally, it
will consume a lot of storage resources, so it is better to
outsource these huge data to cloud servers for storage.
However, the cloud server is not completely reliable. Many
important data may be lost due to various unexpected ac-
cidents. /is will cause the treatment of many patients to be
delayed due to the loss of data. Furthermore, the loss of some
key data of diagnosed patients may lead to inadequate
control of the epidemic, which may lead to the spread of the
epidemic. If there is no data integrity audit mechanism, we
cannot know whether the data are completely stored. So, an
integrity audit mechanism is used to ensure the integrity of
cloud data. At the same time, the public key is usually used to
generate the authentication information of patient data. Due
to the large number of patients and the continuous increase
in the number of patients, the key management is a big
problem. Our scheme uses identity-based way to generate
public and private keys and directly uses the user’s identity
information to generate public keys, which effectively avoids
the difficulty of key management.

Figure 2 illustrates the system model. It includes five
entities. /e five entities are patients, hospital (which we
termed as HSP), KGC, CSP, and TPA. Because the KGC
generates the private keys for the patients, it is necessary for
the hospital to select a trusted key generation server as the
KGC. As the cloud server needs to store a large amount of
medical data, servers with strong storage capacity are se-
lected as the cloud storage servers. Since the TPA requires a
lot of audit work, a server with powerful computing power is
used as the TPA./ere are three steps in this model, and they
are key generation, data upload, and integrity verification.
/e concrete implementation is as follows:

Step 1 (key generation): first, the KGC in the HSP sets
the parameters and calculates the master key in the
Setup stage.When the patient comes to the hospital, the
hospital generates the patient’s ID based on the pa-
tient’s identity information and sends the ID to KGC.
/en, the KGC computes the identity-based private key
for the patient according to the Extract algorithm.
Step 2 (data upload): after the hospital collected the
patients’ data, these data need to be uploaded to the
HSP’s storage server. Firstly, the hospital computes the
corresponding tag for the patient based on the corre-
sponding collected data. /en, it uploads the data
blocks and the corresponding tags to the HSP’s storage
server. According to the policy, the tags and auxiliary
information based on patient’s identity are transmitted
to TPA, ensuring that the TPA can implement the
auditing for the data stored in the cloud server.
Step 3 (integrity verification): in order to guarantee the
integrity of the data, HSP needs to check it regularly.
First of all, the hospital or patients make a request for

KGC

Patients Hospital

TPA

Cloud Server

Identity of Patients

Data of patients

Resp
onseChalle

nge

Shared Data Blocks and Tags

Private Key

Auditing Report

Auditing Information

Figure 2: Pandemic data management in a hospital-based application.
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integrity verification to TPA, which in turn uses the
challenge-response auditing protocol to verify the in-
tegrity of the data stored in the cloud, as requested. If
the verification is successful, the patient’s data are
considered to be good stored in the cloud server.
Otherwise, the CSP does not store the patient’s data
well, and other patient’s data blocks may also be lost. At
this time, other important data need to be checked also,
and if the data are lost, remedial measures such as
backup and recovery of the lost data are needed in time.

9. Conclusions

In this paper, we review a lightweight ID-based verifiable
data ownership cloud storage audit scheme proposed by
Rabaninejad et al. [17]. /en, we point out the security
vulnerabilities in the OffTagGen and OnTagGen part of the
scheme and further demonstrate the insecurity of the
original protocol by showing the attack. In order to protect
the integrity of users’ data, an improved secure cloud audit
protocol is proposed. /e security analysis shows that the
new protocol is secure.
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In cloud computing, the outsourced data face many privacy and security threats. To allow the cloud server to perform comparison,
search, and classification on outsourced ciphertexts while simultaneously providing privacy guarantee, the encryption method that
supports the ciphertext equality test is considered as a promising way. Users are able to authorize the cloud server to conduct the
ciphertext equality test, so that two ciphertexts can be determined whether they encrypt the same message without being
decrypted. In this process, users do not need to retrieve, decrypt, and then perform comparison on data; thus, the computing
and communication efficiency can be greatly improved, and the privacy of user data can be guaranteed at the cloud server side.
However, existing encryption schemes supporting authorized ciphertext equality test in the single server model cannot resist
the keyword guessing attacks, and the solutions in the dual server model do not provide simultaneous authorization on two
servers. To address these issues, this paper proposes a public key encryption scheme supporting authorized equality test on
ciphertexts in the dual server model (PKE-AUT), where the primary server and secondary server must get the authorization
from users before performing a sequential equality test on ciphertexts. Security and performance analysis demonstrate that the
proposed PKE-AUT scheme not only guarantees the privacy of user data and authorization but also is practical in cloud-
assisted IoT-related applications.

1. Introduction

In recent years, the cloud computing and Internet of Things
(IoT) technologies have developed rapidly and become
widely used. By leveraging the powerful computing capabil-
ity and massive storage resources of cloud servers, the
collected IoT data can be outsourced to cloud servers to save
local storage and computing resources [1]. However, to
guarantee the privacy of the user’s sensitive information,
the data should be encrypted before being outsourced, so
that only the data in ciphertext format would be stored at
the cloud server [2, 3]. Data encrypted with classic crypto-
graphic schemes does not support equality test, keyword

search, calculation, and other operations on ciphertexts, so
that users need to download their outsourced data to the
local and then complete the corresponding operations after
decryption. Thus, this process would bring huge computing
and communication burdens to users, while failing to reflect
the advantages of cloud computing services [4, 5].

To enable equality test on outsourced ciphertexts, many
public key encryption schemes [6–8] and identity-based
encryption schemes [9–12] have been proposed in the single
server model. After the cloud server received the authoriza-
tion from the user, it is able to perform the equality test on
outsourced ciphertexts or some related operations such as
encrypted data classification [13, 14] based on the equality
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test, without decryption. However, since these solutions were
proposed in the single cloud server model, the authorized
cloud server would be able to launch keyword guessing
attacks on outsourced ciphertexts to infer user data [4, 15],
which causes damage to the privacy of users. Specifically,
the cloud server is able to generate ciphertexts on many mes-
sages using the public keys of some users. Note that the cloud
server should hold the authentication from these users. In
this way, the cloud server can compare the generated cipher-
texts with the stored ones, which would leak the message
information if some pairs of ciphertexts are matched.

To resist the above-mentioned keyword guessing attacks
faced by outsourced ciphertexts under the single server model,
Wu et al. [15] proposed an identity-based encryption scheme
under the dual server model for data classification in the
mobile health social network. With their scheme, the user
can authorize the primary server to generate relevant interme-
diate parameters, and the secondary server can further
determine whether the two ciphertexts encrypted the same
plaintext according to these intermediate parameters. These
two servers would not collude to launch the attacks on out-
sourced user data. During the execution of their solution, the
secondary server without obtaining the legal authorization of
the user can perform the equality test on ciphertexts from
the intermediate results generated by the primary server.

1.1. Our Contributions. This paper proposes a public key
encryption scheme supporting the authorized equality test
on outsourced ciphertexts (PKE-AUT) in the dual server
mode. Similar to [15], the primary server and secondary
server would not collude for compromising the confidential-
ity of outsourced data. Without authorization from the data
user, both servers are unable to perform any operation on
outsourced ciphertexts. After obtaining the same authoriza-
tion from the data user, the primary server and secondary
server sequentially perform the equality test on outsourced
ciphertexts; that is, the authorized primary server produces
and sends the intermediate parameters to the secondary
server, then the authorized secondary server can complete
the equality test procedure.

In the proposed PKE-AUT scheme, the authorizations
generated for two servers are the same. The authorization
is encrypted by the data user, so that only the primary server
and secondary server are able to decrypt the authorization
with their privacy keys, respectively; in this way, the com-
puting costs for producing authorization can be reduced
and the privacy of authentication can be protected during
transmission. Security analysis shows that the proposed
PKE-AUT scheme can guarantee the privacy of outsourced
ciphertexts in two phases before and after the primary and
secondary servers are authorized. Efficiency analysis demon-
strates that the proposed PKE-AUT scheme is suitable for
IoT-related applications.

1.2. Related Works.Many studies have been conducted on the
authorized equality test on ciphertexts in different application
scenarios. Yang et al. [6] introduced the first probabilistic pub-
lic key encryption scheme with equality test on ciphertexts
(PKEET), where anyone without authorization was able to

check whether the ciphertexts generated with different public
keys encrypt the same data. Thus, when deployed in cloud
computing, their scheme allows an unauthorized cloud server
to compare the outsourced ciphertexts of different users.

Since Yang et al.’s work [6], many encryption schemes
supporting the authorized equality test on ciphertexts in
the single server model have been proposed [7, 16], such that
the cloud server can only compare the ciphertexts after being
authorized. In [17], Tang designed an all-or-nothing encryp-
tion scheme, where the cloud can test the ciphertexts only
after being independently authorized by their owners. In
[18], Lee et al. analyzed the security of Huang et al.’s con-
struction [19] and presented a security-enhanced scheme.
An identity-based encryption scheme with equality test on
ciphertexts (IBEET) was constructed in [20], which com-
bines the PKEET and identity-based encryption technolo-
gies. Lee et al. [21] studied the semigeneric constructions
of PKEET and IBEET and proved their security under the
Computational Diffie-Hellman (CDH) and Computational
Bilinear Diffie-Hellman (CBDH) assumptions, respectively.

The mechanism of the equality test on ciphertexts has
been used in equi-join in relational databases and secure
deduplication of encrypted data. Pang and Ding [22] inves-
tigated equi-join across encrypted tables in the database in
private key setting, where for an outsourced database, the
user is able to control which data tables the cloud server
can perform equi-join according to some data fields by issu-
ing authorization. Then, controlled equi-join for encrypted
databases in the public key setting was considered in [23].
Also, the technology of the equality test on ciphertexts was
employed by Cui et al. [24] and Yan et al. [25] in achieving
secure deduplication on outsourced data in clouds, without
sacrificing data privacy.

Postquantum encryption schemes supporting the equality
test on ciphertexts have also received attention from
researchers. Le et al. [26] proposed the first lattice-based sign-
cryption scheme with equality test on ciphertexts in the stan-
dard model, which was proven secure against insider attacks.
Susilo et al. [27] designed an efficient postquantum IBEET
scheme with smaller ciphertext and public key size, which
enjoys CCA2 security. Nguyen et al. [10] presented a lattice-
based IBEET scheme in the standard model, which supports
flexible authorization for equality test so that the user is able
to control the comparison of their ciphertexts with others.

1.3. Paper Organization. The remainder of this paper is
organized as follows. Section 2 introduces the preliminaries
for the proposed PKE-AUT scheme. Section 3 describes
the system model and security requirements for the PKE-
AUT system in the dual server model. A description of our
PKE-AUT scheme is presented in Section 4, followed by
the security and performance analysis in Section 5. Section
6 concludes the paper.

2. Preliminaries

This section reviews the bilinear groups, the Computational
Diffie-Hellman (CDH) problem and the Computational
Bilinear Diffie-Hellman (CBDH) problem.
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2.1. Bilinear Groups. Let G = hgi and GT be two cyclic
groups of prime order q. The map ê : G ×G⟶GT is a
bilinear pairing if it satisfies the following conditions:

(i) Bilinearity: for any g1, g2∈RG and a, b∈RZ∗
q , we have

ê ga1, gb2
� �

= ê g1, g2ð Þab: ð1Þ

(ii) Nondegeneracy: there exists g1, g2 ∈G such that

ê g1, g2ð Þ ≠ 1: ð2Þ

(iii) Computability: for g1, g2∈RG, there is an efficient
algorithm to compute êðg1, g2Þ

2.2. Complexity Assumptions. The security of our construc-
tion relies on the following two assumptions.

CDH assumption. Let G = hgi be a cyclic group of prime
order q. Given a tuple ðg, ga, gbÞ where a, b∈RZ∗

q , there is no

probabilistic ploynomial-time algorithm A to compute gab

with nonnegligible probability.
CBDH assumption. Let G = hgi and GT be two cyclic

groups of prime order q and satisfy bilinear pairing ê : G ×
G⟶GT . Given a tuple ðg, ga, gb, gcÞ where a, b, c∈RZ∗

q ,
there is no probabilistic ploynomial-time algorithm A to
compute êðg, gÞabc with nonnegligible probability.

3. System Model and Security Requirements

3.1. System Model. As shown in Figure 1, the PKE-AUT sys-
tem under the dual server model consists of four types of
entities, namely, trusted authority, primary server, secondary
server, and users. The trusted authority is responsible for
initializing the system, picking the security parameter, and
producing public system parameters. Both data sender and
data receiver are system users. Before being uploaded to
the primary server, the data is encrypted using the public
keys of the data receiver and two servers, so that only the
data in the ciphertext format is outsourced. The data
receiver is able to retrieve the data from the primary server
for decryption with his private key and issue the same autho-
rization to the primary and secondary servers, so that the
two servers can jointly perform equality test on ciphertexts.

In the PKE-AUT system, the primary server and second-
ary server are assumed not to collude. All outsourced data
are stored at the primary server in ciphertext format to pro-
tect their privacy. After being authorized, the primary server
can perform the partial equality test procedure on out-
sourced ciphertexts, where the intermediate results would
be produced and sent to the secondary server for processing.
The second server further determines whether the cipher-
texts encrypt the same data according to the intermediate
results and gives the final equality test result to the data user.
This equality test procedure with two phases can be executed
in multiuser setting; that is, the primary and secondary

servers can perform the equality test on ciphertexts of mul-
tiple users according to their authorization.

3.2. Security Requirements. In the PKE-AUT system under
the dual server model, the primary server and the secondary
server are independent and would not collude to attack the
outsourced data. A secure PKE-AUT system has to satisfy
the following requirements.

(i) Data privacy against the primary server: user data
are stored at the primary server. Although the pri-
mary server is authorized to perform the equality
test on ciphertexts, it cannot obtain the plaintexts
from ciphertexts.

(ii) Data privacy against the secondary server: after
obtaining the authorization for conducting equality
test from users, the secondary server cannot deduce
the plaintext information of outsourced data from
the received intermediate results.

(iii) Privacy protection on authentication: the authenti-
cation generated by the data user can only be
decrypted by the primary server and secondary
server.

3.3. System Framework. A PKE-AUT scheme is composed of
nine procedures, namely, the system setup, user key genera-
tion, server key generation, data encryption, data decryption,
authentication generation, authentication recovery, primary
server equality test, and secondary server equality test.

System setup: on input of the security parameter 1λ,
which is carried out by the trusted authority, outputs the sys-
tem public parameters Para. We denote Para⟵ Setupð1λÞ.

User key generation: on input of the system public
parameters Para, the user key generation procedure,
which is carried out by each user Ui, generates a pair
of public key pki and secret key ski. We denote ðpki, skiÞ
⟵ UKeyGenðParaÞ.

Server key generation: on input of the system public
parameters Para, the server key generation procedure, which
is carried out by each server Sj including the primary server
S1 and secondary server S2, generates a pair of public key
spkj and secret key sskj. We denote ðspkj, sskjÞ⟵ SKey

GenðParaÞ.
Data encryption: on input of the public keys pki, spk1, s

pk2of data receiver Ui, primary server S1 and secondary
server S2, and a message m, the data encryption procedure,
which is run by the data sender, generates a ciphertext C
and outsources it to the primary server S1. We denote
C⟵ Encryptðpki, spk1, spk2,mÞ.

Data decryption: on input of the secret key ski of user Ui,
the public keys spk1, spk2 of primary server S1 and secondary
server S2, and a ciphertext C, the data decryption procedure,
which is run by the data receiver, outputs a plaintext m or ⊥
that signifies an error in decryption. We denote m/⊥⟵
Decryptðski, spk1, spk2, CÞ.

Authentication generation: on input of the secret key ski
of user Ui and the public keys spk1, spk2 of primary server S1
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and secondary server S2, the authentication generation
procedure, which is run by user Ui, generates a ciphertext
authentication Zi for two servers. Note that two servers have
the same ciphertext authentication Zi. We denote Zi ⟵
AuthGenðski, spk1, spk2Þ.

Authentication recovery: on input of a ciphertext
authentication Zi, the secret key ssk1 of primary server
S1 (resp., ssk2 of secondary server S2), and the public key
spk2 of secondary server S2 (resp., spk1 of primary server
S1), the authentication recovery procedure, which is run
by the primary server S1 (resp., secondary server S2), out-
puts a plaintext authentication ri or ⊥ that signifies an
error in recovery. We denote ri/⊥⟵ AuthRecðZi, ssk1,
spk2Þ or ri/⊥⟵ AuthRecðZi, ssk2, spk1Þ.

Primary server equality test: on input of the authentica-
tions ri and rℓ of two users Ui and Uℓ, respectively, their
public keys pki and pkℓ, their ciphertexts C and C′, and
the secret key ssk1 of the primary server S1, the first equality
test procedure, which is run by the primary server S1, outputs
an intermediate result Θ and gives it to the secondary server
S2. We denote Θ⟵ TestS1ðri, rℓ, pki, pkℓ, C, C′, ssk1Þ.

Secondary server equality test: on input of the authentica-
tions ri and rℓ of two users Ui and Uℓ, respectively, their
public keys pki and pkℓ, an intermediate result Θ, and the
secret key ssk2 of the secondary server S2, the second equality
test procedure, which is run by the secondary server S2, out-
puts 1 if C and C′ encrypt the same message or 0 otherwise.
We denote 1/0⟵ TestS2ðri, rℓ, pki, pkℓ,Θ, ssk2Þ.

A PKE-AUT scheme must be sound in the sense that (1)
each ciphertext produced by the data encryption procedure
is decryptable by the data decryption procedure; (2) the
ciphertext authentication produced by the authentication
generation procedure can be recovered by the authentication
recovery procedure; (3) for any two ciphertexts that encrypt

the same message, which may be generated by different
users, the two equality test procedures must finally output
1; and (4) for any two ciphertexts that encrypt different
messages, which may be generated by different users, the
two equality test procedures must finally output 0 with over-
whelming probability.

Definition 1 (soundness). A PKE-AUT scheme is sound if,
for any security parameter λ, any public parameters Para
⟵ Setupð1λÞ, any public/secret key pairs of two users
ðpki, skiÞ⟵ UKeyGenðParaÞ and ðpkℓ, skℓÞ⟵ UKeyGen

ðParaÞ, and any public/secret key pairs of two servers
ðspk1, ssk1Þ⟵ SKeyGenðParaÞ and ðspk2, ssk2Þ⟵ SKey

GenðParaÞ, the following conditions hold:

(i) For any message m, Decryptðski, spk1, spk2, Encry
ptðpki, spk1, spk2,mÞÞ =m.

(ii) AuthRecðAuthGenðski, spk1, spk2Þ, ssk1, spk2Þ = ri
and AuthRecðAuthGenðski, spk1, spk2Þ, ssk2, spk1Þ
= ri.

(iii) For any two messages m,m′ such that C⟵ Encr

yptðpki, spk1, spk2,mÞ and C′⟵ Encryptðpkℓ,
spk1, spk2,m′Þ, if m =m′, then TestS2ðri, rℓ, pki,
pkℓ,Θ, ssk2Þ = 1; otherwise, Pr ½TestS2ðri, rℓ, pki,
pkℓ,Θ, ssk2Þ = 1� ≤ ϵð·Þ, where ri = AuthRecðAuth
Genðski, spk1, spk2Þ, ssk1, spk2Þ = AuthRecðAuthGen
ðski, spk1, spk2Þ, ssk2, spk1Þ, rℓ = AuthRecðAuthGen
ðskℓ, spk1, spk2Þ, ssk1, spk2Þ = AuthRecðAuthGenðskℓ,
spk1, spk2Þ, ssk2, spk1Þ, and Θ⟵ TestS1ðri, rℓ, pki,
pkℓ, C, C′, ssk1Þ, and ϵð·Þ denotes a negligible
function.
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Figure 1: System model of PKE-AUT.
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4. PKE-AUT Construction

4.1. Concrete Construction. This section presents our PKE-
AUT construction on bilinear groups in the dual server
model, where a running procedure is shown in Figure 2.
The frequently used symbols are summarized in Table 1.

4.1.1. System Setup. With security parameter 1λ, the trusted
authority picks two cyclic groups G = hgi and GT of prime
order q, which satisfy bilinear mapping ê : G ×G⟶GT . It
also chooses four cryptographic hash functions H1 : G ×
GT ⟶G, H2 : G × G⟶ f0, 1gτG+log q, H3 : GT ⟶

f0, 1glog q, and H4 : f0, 1gτm ⟶G, where τG denotes the
element size in group G and τm represents the size of
messages. The system public parameters are Para = ðλ,G,
GT , q, ê, g,H1,H2,H3,H4Þ.
4.1.2. User Key Generation. Each user Ui randomly picks
three elements xi,1, xi,2, xi,3 ∈ Z∗

q and computes

χi,1 = gxi,1 , χi,2 = gxi,2 , χi,3 = gxi,3 : ð3Þ

Thus, the public key and secret key of user Ui are pki
= ðχi,1, χi,2, χi,3Þ and ski = ðxi,1, xi,2, xi,3Þ, respectively.
4.1.3. Server Key Generation. The primary server S1 ran-
domly selects two elements y1,1, y1,2 ∈ Z∗

q and computes

ρ1,1 = gy1,1 , ρ1,2 = gy1,2 : ð4Þ

Thus, the public key and secret key of primary server
S1 are spk1 = ðρ1,1, ρ1,2Þ and ssk1 = ðy1,1, y1,2Þ, respectively.
In a similar way, the secondary server S2 is able to gen-
erate its public key spk2 = ðρ2,1, ρ2,2Þ and secret key ssk2
= ðy2,1, y2,2Þ.

4.1.4. Data Encryption. For a message m ∈ f0, 1gτm , the data
sender randomly picks δ ∈ Z∗

q and computes the ciphertext
C = ðc1, c2, c3Þ as follows:
c1 = gδ,

c2 =H4 mð Þ ·H1 χδ
i,1 ê χi,2, ρ1,1

� �δ���
� �

·H1 χδ
i,1 ê χi,2, ρ2,1

� �δ���
� �

,

c3 = m δkð Þ ⊕H2 χδ
i,3 H4 mð Þk

� �
,

ð5Þ

Encrypt

Decrypt

AuthGen

AuthRec

TestS1

TestS2

Figure 2: A procedure of the proposed PKE-AUT scheme.

Table 1: Notations.

Symbol Meaning

λ Security parameter

G, GT
Cyclic groups of prime order q satisfying

bilinear pairing ê : G ×G⟶GT

H1,H2,H3,H4 Cryptographic hash functions

g A generator of G

ski = xi,1, xi,2, xi,3ð Þ Private key of user Ui

pki = χi,1, χi,2, χi,3
� �

Public key of user Ui

spk1 = ρ1,1, ρ1,2
� �

Public key of primary server S1
ssk1 = y1,1, y1,2

� �
Secret key of primary server S1

spk2 = ρ2,1, ρ2,2
� �

Public key of secondary server S2
ssk2 = y2,1, y2,2

� �
Secret key of secondary server S2

δ, β Random elements in Z∗
q

C = c1, c2, c3ð Þ Ciphertext of message m

Zi = zi,1, zi,2ð Þ Authentication of user Ui in
ciphertext format

ri, rℓ Authentications of users Ui and Uℓ

Θ = c1, c1′ , ω
� �

Intermediate result of equality test

γ, γ′ Temporary elements for computing ω
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where ∥ denotes the concatenation of strings and ⊕ repre-
sents the XOR operation. Then, the ciphertext C = ðc1, c2,
c3Þ is sent to the primary server S1.

4.1.5. Data Decryption. Given a ciphertext C = ðc1, c2, c3Þ, the
data receiver computes

m′ δ′
�� = c3 ⊕H2 c

xi,3
1 Φk

� �
, ð6Þ

where

Φ = c2

H1 c
xi,1
1 ê c1, ρ1,1

� �xi,2��� �
·H1 c

xi,1
1 ê c1, ρ2,1

� �xi,2��� � , ð7Þ

then verifies

c1 =
? gδ′, ð8Þ

Φ=? H4 m′
� �

: ð9Þ

If both equalities hold, then the data receiver outputs m′,
otherwise ⊥.

4.1.6. Authentication Generation. Data user Ui randomly
picks an element β ∈ Z∗

q and computes the ciphertext
authentication Zi = ðzi,1, zi,2Þ as follows:

zi,1 = gβ,

zi,2 = xi,1 ⊕H3 ê ρ1,2, ρ2,2
� �β� �

:
ð10Þ

Data user Ui sends the ciphertext authentication Zi =
ðzi,1, zi,2Þ to two servers S1 and S2.

4.1.7. Authentication Recovery. The primary server S1 com-
putes

xi,1′ = zi,2 ⊕H3 ê zi,1, ρ2,2
� �y1,2� �

, ð11Þ

and verifies

χi,1 =
? gxi,1′ : ð12Þ

If the equality in (12) is satisfied, then the primary server
S1 outputs plaintext authentication ri = xi,1′ , otherwise outputs
symbol ⊥. The secondary server can run the recovery proce-
dure to obtain the same plaintext authentication ri = xi,1′ in
the similar way.

4.1.8. Primary Server Equality Test. For ciphertext C = ðc1,
c2, c3Þ of user Ui and ciphertext C′ = ðc1′ , c2′ , c3′Þ of user Uℓ,
the primary server S1 generates the intermediate result

Θ = ðc1, c1′ , ωÞ according to their authentications ri and
rℓ as follows. The primary server S1 computes

γ = c2
H1 cri1 ê χi,2, c1

� �y1,1��� � ,

γ′ = c2′
H1 c1′rℓ ê χℓ,2, c1′

� �y1,1
���

� � :

ð13Þ

It continues to compute

ω = γ

γ′
: ð14Þ

The intermediate result Θ = ðc1, c1′ , ωÞ is sent to the
secondary server S2.

4.1.9. Secondary Server Equality Test. For the received inter-
mediate result Θ = ðc1, c1′ , ωÞ, the secondary server S2 verifies

ω=? H1 cri1 ê χi,2, c1
� �y2,1��� �

H1 c1′rℓ ê χℓ,2, c1′
� �y2,1

���
� � : ð15Þ

If the equality in (15) is satisfied, then the secondary
server S2 outputs 1; otherwise, it outputs 0.

4.2. Soundness

Theorem 1. The proposed PKE-AUT scheme in the dual
server model is sound.

Proof.

(1) For data decryption, since

Φ = c2

H1 c
xi,1
1 ê c1, ρ1,1

� �xi,2��� �
·H1 c

xi,1
1 ê c1, ρ2,1

� �xi,2��� �

=
H4 mð Þ ·H1 χδ

i,1 ê χi,2, ρ1,1
� �δ���

� �
·H1 χδ

i,1 ê χi,2, ρ2,1
� �δ���

� �

H1 c
xi,1
1 ê gδ, ρ1,1

� �xi,2��� �
·H1 c

xi,1
1 ê gδ, ρ2,1

� �xi,2��� �

=
H4 mð Þ ·H1 c

xi,1
1 ê χi,2, ρ1,1

� �δ���
� �

·H1 c
xi,1
1 ê χi,2, ρ2,1

� �δ���
� �

H1 c
xi,1
1 ê χi,2, ρ1,1

� �δ���
� �

·H1 c
xi,1
1 ê χi,2, ρ2,1

� �δ���
� �

=H4 mð Þ,
ð16Þ

we have

m′ δ′
�� = c3 ⊕H2 c

xi,3
1 Φk

� �

= m δkð Þ ⊕H2 χδ
i,3 H4 mð Þk

� �� �
⊕H2 gδxi,3 H4 mð Þk

� �

= m δkð Þ ⊕H2 χδ
i,3 H4 mð Þk

� �
⊕H2 χδ

i,3 H4 mð Þk
� �

=m δk :

ð17Þ

Thus, the equalities in (8) and (9) hold.
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(2) For authentication recovery, since

xi,1′ = zi,2 ⊕H3 ê zi,1, ρ2,2
� �y1,2� �

= xi,1 ⊕H3 ê ρ1,2, ρ2,2
� �β� �� �

⊕H3 ê gβ, ρ2,2
� �y1,2

� �

= xi,1 ⊕H3 ê ρ1,2, ρ2,2
� �β� �

⊕H3 ê ρ1,2, ρ2,2
� �β� �

= xi,1,
ð18Þ

the equality in (12) is satisfied.

(3) For equality test on ciphertexts, since

γ = c2
H1 cri1 ê χi,2, c1

� �y1,1��� �

=
H4 mð Þ ·H1 χδ

i,1 ê χi,2, ρ1,1
� �δ���

� �
·H1 χδ

i,1 ê χi,2, ρ2,1
� �δ���

� �

H1 c
xi,1
1 ′ ê χi,2, gδ

� �y1,1��� �

=
H4 mð Þ ·H1 χδ

i,1 ê χi,2, ρ1,1
� �δ���

� �
·H1 χδ

i,1 ê χi,2, ρ2,1
� �δ���

� �

H1 c
xi,1
1 ê χi,2, ρ1,1

� �δ���
� �

=H4 mð Þ ·H1 χδ
i,1 ê χi,2, ρ2,1

� �δ���
� �

,

γ′ = c2′
H1 c1′rℓ ê χℓ,2, c1′

� �y1,1
���

� �

=
H4 m′

� �
·H1 χδ′

ℓ,1 ê χℓ,2, ρ1,1
� �δ′���

� �
·H1 χδ′

ℓ,1 ê χℓ,2, ρ2,1
� �δ′���

� �

H1 c1′xℓ,1
′ ê χℓ,2, gδ′

� �y1,1
���

� �

=
H4 m′

� �
·H1 χδ′

ℓ,1 ê χℓ,2, ρ1,1
� �δ′���

� �
·H1 χδ′

ℓ,1 ê χℓ,2, ρ2,1
� �δ′���

� �

H1 c1′xℓ,1 ê χℓ,2, ρ1,1
� �δ′���

� �

=H4 m′
� �

·H1 χδ′
ℓ,1 ê χℓ,2, ρ2,1

� �δ′���
� �

,

ð19Þ

we have

ω = γ/γ′ =
H4 mð Þ ·H1 χδ

i,1 ê χi,2, ρ2,1
� �δ���

� �

H4 m′
� �

·H1 χδ′
ℓ,1 ê χℓ,2, ρ2,1

� �δ′���
� � :

ð20Þ

Also, we know

H1 cri1 ê χi,2, c1
� �y2,1��� �

H1 c1′rℓ ê χℓ,2, c1′
� �y2,1

���
� � =

H1 gδ
′xi,1 ê χi,2, gδ

� �y2,1���
� �

H1 gδ
′x′ℓ,1 ê χℓ,2, gδ′

� �y2,1
���

� �

=
H1 gδxi,1 ê χi,2, ρ2,1

� �δ���
� �

H1 gδ
′xℓ,1 ê χℓ,2, ρ2,1

� �δ′���
� �

=
H1 χδ

i,1 ê χi,2, ρ2,1
� �δ���

� �

H1 χδ ′
ℓ,1 ê χℓ,2, ρ2,1

� �δ′���
� � :

ð21Þ

It can be seen that if and only if m =m′, the equality in
(15) is satisfied.

Therefore, the proposed PKE-AUT scheme in the dual
server model is sound.

5. Analysis and Comparison

5.1. Security Analysis

Theorem 2. The proposed PKE-AUT scheme in the dual
server model can protect the privacy of outsourced data
against the primary server.

Proof. The ciphertext in the proposed PKE-AUT scheme has
the similar form in Lee et al.’s scheme [18]. The difference
lies in that for generating the second element c2 in cipher-
text, all the public keys of the data receiver and two servers
should be used in the proposed PKE-AUT scheme; in this
way, these two servers after being authorized are allowed
to jointly perform the equality test on ciphertexts with their
private keys. The proof is similar to that of Theorem 4. 1 in
[18], except for a small difference in the simulation on the
decryption oracle; that is, the proposed PKE-AUT scheme
offers the indistinguishability under adaptive chosen cipher-
text attacks (IND-CCA) against the primary server assuming
the CDH and CBDH assumptions hold.

Theorem 3. The proposed PKE-AUT scheme in the dual
server model can protect the privacy of outsourced data
against the secondary server.

Proof. In the proposed PKE-AUT scheme, all outsourced
ciphertexts are stored at the primary server. During the pro-
cess of equality test on ciphertexts, only the intermediate
result Θ = ðc1, γ, c1′ , γ′Þ is delivered to the secondary server
by the primary server. Note that the pairs ðc1, γÞ and ðc1′ ,
γ′Þ have the similar form of Lee et al.’s scheme [18], where
the difference lies in that their scheme also has another ele-
ment for enabling decryption by the user. Thus, the proof is
similar to that of Theorem 4.1 in [18]; that is, the proposed
PKE-AUT scheme is IND-CCA secure against the second-
ary server under the CDH and CBDH assumptions.

Theorem 4. The proposed PKE-AUT scheme in the dual
server model can protect the privacy of authentication.

Proof. The ciphertext authentication generated by the pro-
posed PKE-AUT scheme has the similar format as the
ciphertexts in Boneh and Franklin’s identity-based encryp-
tion scheme (Section 4 of [28]). The difference is that in
the input to the hash function H3, the public keys of two
servers are both used in evaluating êð·, · Þ, whereas the user
identity and public parameters are used in Boneh and
Franklin’s scheme [28]. Thus, the proof is similar to that of
Theorem 4.1 in [28]; that is, the authentication in the pro-
posed PKE-AUT scheme enjoys the indistinguishability
under chosen plaintext attacks (IND-CPA) assuming the
CBDH assumption holds.
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5.2. Performance Analysis. This section analyzes the perfor-
mance of the proposed PKE-AUT scheme and compares
with existing schemes, where only resource-intensive opera-
tions such as exponentiation, bilinear pairing, and map-to-
point hash function are considered. The comparison with
Wu et al.’s scheme [15] is shown in Table 2, where Pair, E
xpo, Hash denote the evaluation costs of a bilinear pairing
êð·, · Þ, an exponentiation in group G, and a map-to-point
hash function, respectively.

It can be seen from Table 2 that, for producing a pair of
public and secret keys for each user, our UKeyGen procedure
requires 3 exponentiations in group G. Although our UKey
Gen procedure has one more exponentiation than Wu
et al.’s scheme [15], it does not take any map-to-point hash
evaluation. The SKeyGen procedure in our PKE-AUT
scheme is executed by the primary server and secondary
server, respectively, for generating their public and secret
keys. Thus, their key pairs have the same form, where
each takes 2 exponentiations in group G. While in Wu
et al.’s scheme [15], the two servers run different key gen-
eration procedures, which implies their key pairs are in
different form and take two and one exponentiation in
group G, respectively.

In the data encryption phase, the exponentiations in
group GT in our PKE-AUT scheme and Wu et al.’s scheme
[15] can be transformed into exponentiations in group G;
in this way, the corresponding parameters can be used in
multiple steps and the efficiency can be improved. In this
case, the Encrypt of our PKE-AUT scheme takes one less
bilinear pairing operation than that in Wu et al.’s scheme
[15] for encrypting a message. Note that our PKE-AUT
scheme is able to concurrently authorize the primary server
and secondary server to perform the equality test on cipher-
texts, which makes the ciphertext contain more elements
than that of Wu et al.’s scheme [15]. Thus, for data decryp-
tion, our PKE-AUT scheme should take more computations
than Wu et al.’s scheme [15].

In our PKE-AUT scheme, the data user is able to gener-
ate the ciphertext authentication for two servers; that is, the
same ciphertext authentication can be recovered by both the
primary server and the secondary server with their respec-
tive secret keys. Thus, the computing costs for authentica-
tion generation can be reduced compared to issuing an
authentication for each server separately. Since the exponen-
tiation in group GT can be converted to the one in group G,
both AuthGen and AuthRec procedures have the same com-
puting costs, that is, two exponentiations in group G and one
map-to-point hash evaluation. In Wu et al.’s scheme [15],
the privacy of authentication is not considered.

With authentication, the primary server and secondary
server can cooperatively perform the equality test on cipher-
texts. In our PKE-AUT scheme, both equality test proce-
dures for two servers should take 4 more exponentiations
in group G than Wu et al.’s scheme [15], since the genera-
tion of the second element c2 in the ciphertext of our PKE-
AUT scheme requires more input parameters for achieving
the equality test on the ciphertext by two servers. It can be
seen that the two servers in both schemes do not have the
same computing costs, since the secondary server needs to

run two bilinear pairings in generating the result of the
equality test on a pair of ciphertexts.

The communication costs of our PKE-AUT scheme and
Wu et al.’s scheme [15] are compared in Table 3. In our
scheme, each ciphertext has three elements, while the
ciphertext in Wu et al.’s scheme [15] contains five elements.
Note that the message space of Wu et al.’s scheme [15] is
cyclic group G. Thus, when both schemes have the same
message space G, the ciphertext size of their scheme would
be 2τG more than our PKE-AUT scheme. The authentica-
tion token was not encrypted for protecting privacy in Wu
et al.’s scheme [15], which only contains one element in
group G. For the equality test procedure by the primary
server, the generated intermediate result Θ = ðc1, c1′ , ωÞ in
our PKE-AUT scheme has three elements in group G,
while Wu et al.’s scheme [15] requires six elements in G.

Moreover, we analyze the performance of our PKE-AUT
scheme and compare with Wu et al.’s scheme [15] in the
dual server model according to the experimental results of
cryptographic operations in [29, 30]. In [29], the experi-
ments were conducted on a platform with Windows 7 oper-
ating system, Intel I7-4700@3.40GHz CPU and 4GB
memory. Moreover, the MIRACL Cryptographic SDK [31]
was invoked with log p = 512. The execution time of some
cryptographic operations are summarized in Table 4.

The performance of all procedures of our PKE-AUT
scheme and Wu et al.’s scheme [15] is depicted in
Figures 3 and 4, respectively. The case where each procedure
is executed once is considered for both schemes. It can be
seen that the proposed PKE-AUT scheme is more efficient
than Wu et al.’s scheme [15] in encrypting a message.
Although the decryption and equality test procedures take
more time than Wu et al.’s scheme [15], our PKE-AUT
scheme supports strict and symmetric authorization for

Table 2: Comparison of computing costs.

Procedure Our PKE-AUT scheme Wu et al.’s scheme [15]

UKeyGen 3Expo 2Expo + 1Hash
SKeyGen 2Expo 2Expo/1Expo
Encrypt 4Expo + 2Pair + 3Hash 5Expo + 3Pair + 2Hash
Decrypt 4Expo + 2Pair + 3Hash 2Expo + 1Pair
AuthGen 2Expo + 1Pair —

AuthRec 2Expo + 1Pair —

TestS1 4Expo + 2Pair + 2Hash 2Pair + 2Hash
TestS2 4Expo + 2Pair + 2Hash 4Pair + 2Hash

Table 3: Comparison of communication costs.

Our PKE-AUT scheme
Wu et al.’s
scheme [15]

Ciphertext 2τG + τm + log q 5τG + log q
Authentication τG + log q τG

Intermediate result 3τG 6τG
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equality test on ciphertexts. Thus, to achieve this, the public
keys of two servers have to be used in generating the cipher-
text in our PKE-AUT scheme, which makes the efficiency of
decryption and equality test reduced slightly.

6. Conclusion

To address the issues of privacy protection and resistance of
keyword guessing attacks on outsourced ciphertexts in
clouds, this paper presented a public key encryption scheme
supporting the authorized equality test on ciphertexts in the
dual server mode (PKE-AUT). User data can be only stored
at the primary server to save local storage costs. With the
same authentication, the primary server and secondary
server can jointly carry out the equality test on ciphertexts
of the corresponding users. The mechanism of the equality
test on ciphertexts can be run in a multiuser setting, such
that after being authorized, the two servers can compare

the ciphertexts of these multiple users. Security analysis
showed that the proposed PKE-AUT scheme guarantees
the privacy of outsourced ciphertexts against two servers,
as well as the privacy of authentication. Performance analy-
sis and comparison demonstrated the practicality of the pro-
posed PKE-AUT scheme.
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Effective message forwarding between vehicles can reduce the occurrence of traffic accidents and improve the driving experience.
Vehicle clustering can improve message utilization, but attackers in the network pose a serious threat to message forwarding.
Based on vehicle clustering, we propose a message forwarding strategy for Vehicular Ad hoc Network. Specifically, the vehicles
are clustered based on their directions and speeds. Besides, the friendship of vehicles is evaluated in terms of the interaction
friendship and reference friendship. Based on the friendship of vehicles, the optimal vehicle can be selected as the cluster head.
Thereafter, the double key technology is designed to encrypt vehicular messages such that the messages can be forwarded more
safely and efficiently. The analysis results show that the proposed strategy can effectively improve the message delivery rate,
reduce the message leakage rate, and improve the network performance.

1. Introduction

As an important basis of intelligent transport system (ITS),
Vehicular Ad hoc Network (VANET) is committed to the
realization of intelligent traffic management and intelligent
dynamic information services [1, 2]. Through vehicle to
vehicle (V2V) communication and vehicle to infrastructure
(V2I) communication, VANETs can reduce traffic accidents,
improve road use efficiency, and promote the realization of
traffic intelligence and information construction [3–5].

VANETs can improve the performance of ITS through
information interaction, and the behavior of vehicles is sim-
ilar to that of mobile nodes [6], so VANETs belong to a kind
of continuous ad hoc wireless mobile network. The topology
of VANETs is usually unstable since it changes dynamically
with the high-speed movement of vehicles. In addition, the
communication between vehicles in VANETs is mainly
based on wireless link, which provides an opportunity for
malicious vehicles to launch attacks. Therefore, the dynamic
network structure of VANETs leads to serious security and
privacy threats to vehicles and drivers [7], which makes it
urgent to design an effective secure communication strategy.

To deal with the aforementioned issues, researchers usually
design the security mechanism by using the authentication
method based on public key infrastructure [8]. However, as
a vehicle needs to store a large number of key pairs and their
corresponding certificates that need to be transmitted with
the message, the efficiency of those schemes in improving
the network performance is low.

Given the high similarity of messages acquired or trans-
mitted by vehicles in a certain range of VANETs, when a
vehicle receives a useful message, the message also has refer-
ence value for its adjacent vehicles. In this case, if the vehi-
cles independently repeat the security message
transmission, it will not only cause the waste of communica-
tion resources but also be difficult to improve the communi-
cation efficiency. Although the message sharing method can
solve the above problems to a certain extent, the effective-
ness of the message in the communication process is not
considered in the traditional broadcast method, which is
prone to collision and loss of messages. As a result, the effec-
tiveness of message sharing cannot be improved [9]. On the
other hand, clustering technology is usually to group nodes
in a network according to a certain relationship to enable
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message transmission. Cluster communication can not only
realize message sharing but also reduce the propagation of
irrelevant and redundant messages, as well as reduce routing
overhead and broadcast storm problems. Hence, message
transmission efficiency and network performance can be
improved [10]. Different clustering mechanisms have differ-
ent optimization objectives and objects. Researchers have
conducted in-depth research on cluster communication,
and different clustering methods are introduced in detail in
reference [11].

According to the characteristics of VANETs, the cluster-
ing methods of VANETs include static clustering based on
the base station (BS) and dynamic clustering based on the
vehicle [12]. Static clustering based on BS takes BS as cluster
head, and the surrounding vehicles transmit messages to BS,
and then, the BS transmits messages to other vehicles
around [13]. The advantage of static clustering method is
that it is easy to distinguish clusters. However, due to the
long distance between two BSs and the fast change of net-
work topology, static clustering usually leads to high mes-
sage transmission delay, thus greatly reducing the accuracy
and effective utilization of the message [14]. Hence, dynamic
clustering based on V2V communication emerges. In this
type of clustering, vehicles are screened and clustered
according to certain rules, including location, speed, vehicle
attribute relationship, and destination. Nevertheless, how to
cluster vehicles reasonably with consideration of communi-
cation security and communication effectiveness remains
an open issue.

Motivated by this, we propose a friendship assessment of
security message forwarding (FASMF) strategy in VANETs.
Firstly, considering the factors that affect the vehicle cluster-
ing performance and combining with the evaluation of
friendship, the appropriate vehicle is selected as the cluster
head. The cluster head is responsible for collecting the mes-
sages from its cluster members or other adjacent cluster
heads and realizes the secure forwarding of messages by
using double key message encryption within and between
clusters. The effectiveness of the proposed scheme is finally
validated by extensive simulations.

The reminder of the paper is organized as follows. Sec-
tion 2 introduces the related works. Section 3 evaluates the
vehicle friendship. Section 4 introduces the vehicle clustering
scheme. Section 5 proposes a secure double key message for-
warding strategy. In Section 6, simulation results are pre-
sented. Section 7 finally concludes the paper.

2. Related Work

In the literature, vehicular message transmission can be
improved through vehicle clustering. In [15], the authors
aimed to cluster a wide range of driving encounter scenarios
based only on multivehicle GPS trajectories, where a generic
unsupervised learning framework was proposed. In [16], a
stochastic analysis of the impact of cluster instability on
generic routing overhead was presented. In [17], the authors
proposed to employ network representation learning to
achieve accurate vehicle trajectory clustering, which could
reduce the time and space resources. In [18], a power control

scheme in an uplink clustering network was studied for a
densely vehicular network with node clustering idea. In
[19], an integrated network architecture for secure group
communication was proposed by taking advantage of the
software-defined network technology in fifth-generation
mobile networks. However, those works only focused on
the vehicle cluster based on wireless communication param-
eters, where social relationship between vehicles was not
taken into account.

Recently, some works tried to improve the security per-
formance of intracluster and intercluster message transmis-
sions. In [20], the authors proposed a tool called as
cryptographic mix-zone to enhance vehicle privacy, in which
the safety messages of vehicles were encrypted using a group
secret key. In [21], a ternary join exit tree was constructed to
secure communication and efficient key updating for vehi-
cles in a platoon. In [22], an efficient security risk analysis
method was proposed through fitting for evaluating the risks
of attacks in the context of AV and CAVs. In [23], an effi-
cient privacy-preserving data aggregation and dynamic pric-
ing service PADP in V2G IoT were proposed, by designing
an identity-based sequential aggregate signed data based on
factoring and a threshold homomorphic encryption. How-
ever, those schemes usually introduced large amount of
extraoverheads, which may degrade the delay or energy effi-
ciency performance of VANETs.

3. Evaluation of Vehicle Friendship

The evaluation result of the vehicle-friendly relationship is the
basis of the clustering strategy in this paper. The friendship of
the vehicle in the network is evaluated by calculating the
friendship of the vehicle. Specifically, the vehicle with high
friendship is selected as the cluster head first, to ensure the reli-
ability of message forwarding and improve the efficiency of
message transmission. The direct interaction history behavior
of both sides of the vehicle is selected to evaluate the interac-
tion friendship, and the reference friendship provided by other
neighboring vehicles is taken as the main factor to evaluate the
vehicle friendship comprehensively.

3.1. Interactive Friendship. The vehicle has mobility and can
be operated across geographical locations. If there is histori-
cal interaction between the vehicles that meet, the vehicle
will obtain the vehicle interaction friendship according to
the historical friendship calculated by the historical interac-
tion experience and the interval of meeting again. If the
interaction between vehicle vi and vj is more successful,
the friendship of vehicle vi to vj is greater, which indicates
that vehicle vi has more sufficient evidence to forward the
message to the vehicle vj; on the contrary, if the number of
successful interactions between vehicle vi and vj is not fre-
quent enough, the friendship of vehicle vi to vehicle vj will
be reduced. Therefore, taking the number of successful inter-
actions between vehicles as a parameter can directly evaluate
the historical friendship. If there are Sumi,j historical interac-
tion records between vehicle vi and vj in the historical inter-
action, the historical friendship <His, Fre, Deg>i,j of vehicle
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vi to vj can be expressed as:

<His, Fre, Deg>i,j =

Suci, j
Sumi,j

1ffiffiffiffiffiffiffiffiffi
Faii,j

p , Sumi,j ≠ 0 and Sumi,j = Suci, j + Faii,j,

0, Sumi,j = 0 and Sumi, j = Suci,j + Faii,j,

8><
>:

ð1Þ

where Suci,j is the number of successful transactions and
Faii,j is the number of failed transactions. At the same time,
if there is no interactive record, the historical friendship is 0.

In addition, the time interval of vehicles meeting again
will inevitably affect the level of friendship between vehicles,
and the time interval of vehicles meeting again is negatively
correlated with the friendship of historical interaction. That
is to say, the longer the interval, the lower the referential
value of historical interaction, and the less its impact on cur-
rent friendship; on the contrary, the shorter the interval, the
higher the value of historical cross reference, should improve
the impact on the current friendship. To solve the appealing
problem, Δtmax is used to represent the effective time win-
dow size of historical behavior, δ is the decay rate factor,
and its value is defined according to the specific application.
Then, based on the historical friendship <His, Fre, Deg>i,j,
forgetting factor α is introduced, whose value is as follows:

α =
eΔtmax/δ − e t−t ′ð Þ/δ

eΔmax/δ − 1
, t − t ′ < Δtmax,

0, else,

8><
>: ð2Þ

where t is the current time and t ′ is the time of the last
interaction.

In conclusion, according to the historical friendship <
His, Fre, Deg>i,j and forgetting factor α, the interactive
friendlship <Mul, Fre, Deg>i,j of vehicle vi to vj is shown in

<Mul, Fre, Deg>i,j =
∑Δtmax

t=t ′ α · <His, Fre, Deg>t
i,j

Δtmax
, t − t′ < Δtmax,

0, else:

8><
>:

ð3Þ

By introducing the forgetting factor, when the historical
interaction occurs beyond the effective time length, the for-
getting factor α is 0, which indicates that the past interaction
has lost its value; as the past interaction time t ′ approaches
the current time t, the value of α tends to 1, which indicates
that the past interaction is valuable. Therefore, using the for-
getting factor can reduce the impact on network security
caused by the transformation of ordinary vehicles into mali-
cious vehicles and improve network stability.

3.2. Reference Friendship. In the process of evaluating the
friendship of vehicle vi to vj, not only the friendship formed
by the historical interaction with vehicle vi but also the eval-
uation factors of other vehicle vk to vj and the friendship
evaluation of vehicle vi to vehicle vk should be considered,

so as to obtain the recommended friendship <Rec, Fre, Deg
>i,j of vehicle vi to vj. In order to make the recommendation
reliable, the average friendship of all neighbor recommended
vehicles vk to vi and vj is calculated as the value of recom-
mended friendship <Rec, Fre, Deg>i,j as shown in

<Rec, Fre, Deg>i,j =
1
n

〠
n

k=1
<Mul, Fre, Deg>i,k · <Mul, Fre, Deg>k,j

 !
,

ð4Þ

where n denotes the number of neighbor vehicles, <Mul,
Fre, Deg>i,k denotes the interactive friendship of vehicle vi
to neighbor vehicle vk, and <Mul, Fre, Deg>k,j denotes the
friendship of vehicle vj provided by vk.

As neighbor vehicle vk may carry out malicious recom-
mendation attacks, vehicle vi does not fully trust the friend-
ship <Mul, Fre, Deg>k,j provided by vk. In order to prevent
malicious attack from vehicle vk, vehicle vi introduces a pen-
alty factor Puii,k. The size of Puii,k is determined by the num-
ber of interaction failures during the historical interaction
between vi and vk.

Puii,k = arctan
Faii,k
Sumi,k

: ð5Þ

We introduce a penalty factor when the number of
unsuccessful communication between vehicles increases in
a short period. That is, when the vehicle behaves as mali-
cious behavior, the friendship value of the vehicle decreases
rapidly, to achieve the purpose of the abrupt decline of
friendly degree. At the same time, to prevent the collusion
attack between neighbor vehicle vk and vj leading to the
rapid increase of recommendation friendship, we also con-
sider the adjustment factor Re gi,k, which means that with
the increase of the number of successful interactive commu-
nication between vehicles, its size is closer to 1, but the
approaching speed will not increase suddenly. Therefore,
the calculation of the adjustment factor Re gi,k is as follows:

Re gi,k = 1 −
Suci,k

1 + Suci,k
: ð6Þ

In conclusion, according to the recommended friend-
ship, penalty factor, and adjustment factor, the reference
friendship <Con, Fre, Deg>i,j of vehicle vi to vj is calculated
as follows:

<Con, Fre, Deg>i,j = Pui−1i,k · Re gi,k · <Rec, Fre, Deg>i,j: ð7Þ

The introduction of penalty factor Puii,k and adjustment
factor Re gi,k in the calculation of reference friendship can
not only effectively prevent the occurrence of malicious rec-
ommendation behavior of neighbor vehicle vk but also
reduce the influence of collusion attack between vehicles
on the network, to prevent the rapid growth of reference
friendship.
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3.3. Friendship Integration. As mentioned above, measuring
the friendship of vehicles from the above two aspects can
improve the reliability of cluster heads, but the interaction
between vehicles is different, so the influence of interaction
friendship and reference friendship on friendship is also dif-
ferent. Therefore, it is necessary to allocate the weight
dynamically.

Firstly, if the interaction between vehicle vi and vj is
more frequent, the more information of vehicle vi to vj is,
vehicle vi has sufficient evidence to evaluate vehicle vj; sec-
ondly, if there is less interaction between vehicle vi and vj,
vehicle vi has less information about vehicle vj, so it needs
to rely more on reference to evaluate the vehicle. Therefore,
the dynamic weight distribution can be achieved more accu-
rately by taking the interaction frequency factor between
vehicles as the parameter. When vehicle vi interacts with vj
at time t, according to the historical interaction records,
the proportion of all interaction time between vehicle vi
and vj before time t in the whole time can be calculated as
follows:

ρ =
1

Sumi,j
〠

Sumi, j

n=1

tw nð Þ
tw nð Þ + ts nð Þ , ð8Þ

where twðnÞ is the duration of the nth interaction and tsðnÞ
is the interval of the nth interaction.

The more interaction times between nodes, the greater
the proportion of interaction time, indicating that the inter-
action between vi and vj is more frequent. Therefore, the
interaction frequency factor between vehicles is defined as

ω1 =
Sumi,j

Sumi
× eρ−1, ð9Þ

where Sumi denotes the total number of interactions of vehi-
cle vi before time t. Thus, the expression of friendship <
Fre, Deg>i,j holds as follows

<Fre, Deg>i, j = ω1 <Mul, Fre, Deg>i,j + ω2 < Con, Fre, Deg>i,j,

ð10Þ

where ω2 represents the weight of reference friendship and
ω2 = 1 − ω1.

4. Vehicle Clustering

To improve the transmission performance of VANETs, this
section proposes a clustering algorithm based on friendship,
which mainly includes three processes: dynamic cluster gen-
eration, cluster head selection, and dynamic cluster
maintenance.

4.1. Cluster Generation. Because the vehicles in the same
direction have similar speeds and have a relatively stable
communication environment for a certain period, therefore,
to maintain the stability of the cluster to the maximum

extent and minimize the maintenance cost, the driving
direction and speed of the vehicle are used as the basis for
vehicle clustering.

Firstly, the scene is established based on the two-
dimensional coordinate axis. The position and speed of vehi-
cle vi and vj at time t are, respectively, represented by ðxi, yiÞ,
SiðtÞ⟵ ðSixðtÞ, yiyðtÞÞ and ðxj, yjÞ, SjðtÞ⟵ ðSjxðtÞ, yjyðtÞÞ,
the relative direction OijðtÞ, and the relative distance DijðtÞ.

Direction is the primary considered factor in the pro-
posed clustering algorithm. At t time, the relative direction
between vehicle vi and vj is calculated as follows:

Oi,j tð Þ = cos ϑ =
Si tð ÞSj tð Þ
Si tð Þ∥Sj tð Þ
�� �� =

Six tð ÞSjx tð Þ + Siy tð ÞSjy tð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S2ix tð Þ + S2iy tð Þ

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S2jx tð Þ + S2jy tð Þ

q ,

ð11Þ

where ϑ is the driving angle between vehicle vi and vehicle vj.
When the value of ϑ is between ½−4/π, 4/π�, it means that the
vehicles have the same driving direction and can generate
clusters; otherwise, it indicates the opposite direction of
travel and cannot generate clusters.

The V2V communication in VANETs adopts DSRC
technology, and its communication range is limited. There-
fore, distance is the reference content of VANET clustering
algorithm. At t time, the relative distance between vehicle
vi and vj is

Di,j tð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi − xj
� �2 + yi − yj

� �2r
: ð12Þ

It is necessary for vehicle vi and vj to form a cluster when
Di,jðtÞ is in the DSRC transmission range. If Di,jðtÞ is beyond
its range, vehicle vi and vj cannot form a cluster.

4.2. Selection of Cluster Head. To sum up, vehicle clustering
is carried out concerning vehicle driving direction and
speed, and the structure diagram of vehicle clustering is
shown in Figure 1.

Among them, ordinary vehicles can only participate in
the interaction as service requester or service provider, and
cluster head (with ordinary vehicle identity) is responsible
for the maintenance and management of the blacklist of
the cluster and the relay of intercluster communication.

As mentioned earlier, cluster heads play an important
role in the communication process of VANETs [24]. To
ensure the high reliability of the leader and reduce the com-
puting cost of the vehicle, we adopt the method of combin-
ing the friendship evaluation with the roadside unit- (RSU-)
assisted selection of cluster heads.

When selecting a cluster head, not only the friendship is
calculated according to the interaction behavior but also the
relative mobility of vehicles should be considered. The main
reason of considering the relative mobility of vehicles instead
of the driving speed is that the vehicles in VANETs are all
moving. The relative mobility RMi of vehicle vi can be
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calculated in the following [25]:

RMi = 1 −
1/n∑n

j=1Vi,j

2Vmax
, ð13Þ

Vi,j =
Di,j

T
, ð14Þ

where Vi,j denotes the relative speed between vi and vj and T
denotes the time length of a cluster remaining duration.
According to the above expression, the value of RMi is
within the range [0,1]. The larger RMi of a cluster head
holds, the more stability the cluster is.

As mentioned above, vehicle-friendship conditions <
Fre, Deg>i,j and RMi are two factors for selecting cluster
heads. However, compared with the size of RMi, the friendly
state <Fre, Deg>i,j of the vehicle has priority over RMi. The
reason is that the stability of the cluster can be maintained
not only by selecting the larger RMi but also by the subse-
quent cluster maintenance process. However, if the friendly
vehicle is selected as Vhead, the probability of a malicious
vehicle as Vhead will be increased accordingly, which will
have an irreversible negative impact on network stability
and security.

Therefore, the specific process of selecting Vhead is as
follows: firstly, the friendship of vehicle vj is calculated
and sent to RSU by cluster vehicle vi according to the
friendship assessment proposed in section 2-B; then, RSU
selects the most friendly vehicle as cluster head Vhead. If
there are vehicles with the same friendship, Vhead is
selected according to the size of RMi. Algorithm 1
describes how to select Vhead. According to Algorithm 1,
each vehicle can calculate and report its friendship to
other vehicles independently; as a result, the friendship

value comparison among all the vehicles needs computa-
tion complexity OðnÞ. Moreover, if there exist some vehi-
cles with the same highest friendship evaluation, the
cluster head is chosen by further comparing the relative
mobility of those vehicles, the number of which (denoted
by constant C) is far lower than n. In summary, the com-
putation complexity of the cluster head selection holds as
OðnCÞ.

4.3. Maintenance of Dynamic Cluster. Due to the rapid
movement of vehicles in the network, the vehicles in the
cluster will leave continuously or the vehicles outside the
cluster will join at any time, which leads to the change of
the network topology of the cluster. Therefore, to maintain
the relative stability of the cluster topology as far as possible
and reduce the impact of the change of the vehicle cluster
structure on the network performance, this section aims to
formulate the corresponding dynamic cluster maintenance
strategy to ensure the stability of the whole network as far
as possible.

Firstly, the departure of different types of vehicles in the
cluster can be divided into the following two cases:

(1) If cluster head vehicle vhead wants to leave, the cluster
will no longer exist

(2) If vehicle vi is ready to leave the current cluster, vi
will first send the departure message to vhead, and
then, vehicle vi can leave after vhead confirms. At
the same time, vhead sends the message of vehicle vi
leaving to the vehicles in the cluster to update the
information in time. When vi leaves the region of
the original cluster and enters the region of other
clusters, that is, vi detects a new vhead′ instead of the
original vhead, vi will join a new cluster as a cluster
member or become a cluster head according to the
cluster head selection process

Secondly, the addition of vehicles outside the cluster can
also be divided into the following three cases:

(1) If vehicle vj joins the network for the first time, it can
use the supervision of neighbor vehicles and calcu-
late the friendship according to Equation (10) as
the friendship of vj

(2) If the vehicle vj moves from cluster C1 to cluster C2,
in order to reduce the observation time, the behavior
of vj in cluster C1, i.e., vhead−1 is the friendship issued
by vj as the recommended friendship from vhead−1 to
vhead−2, and the reference friendship of vhead−2 to C1
is calculated according to formula (7).

In addition, according to the direct interaction history of
vhead−2 and vj, the interaction friendship of vhead−2 to vj is
calculated by using formula (3). Furthermore, the friendship
of vj in cluster C2 is calculated according to formula (10).

It is worth noting that in the above two cases, if the cal-
culated friendship to vehicles outside the cluster is lower

Cluster head
Cluster member

Figure 1: Vehicle cluster structure.

5Wireless Communications and Mobile Computing



than the average friendship in cluster C2, then vhead−2 will
not be added to the cluster.

(3) If two adjacent vehicle clusters merge, it is similar to
reclustering, and a new cluster head needs to be
reselected

5. Secure Double Key Message Forwarding

Although the friendly degree management method can
effectively solve the problem of network internal attack in
the process of cluster head selection, it cannot prevent an
external attack in the process of message sending. Therefore,
we design a secure and effective message forwarding strategy
based on vehicle clustering, which mainly includes commu-
nication key generation and cluster communication.

5.1. Communication Key Generation. For different commu-
nication objects, this section uses a dual key system com-
posed of vehicle’s own key and cluster key [26]. Bilinear
pairing is mainly used to generate key, and bilinear pairing
is a way to realize identity based encryption. It defines three
multiplicative cyclic groups G1, G2, and GT of order q; g1
and g2 are generators of G1 and G2, respectively, and defines
a mapping relation e : G1 ×G2 ⟶GT on these three
groups. At the same time, it is assumed that he/she is
completely credible, and the public parameters fg1, g2,G1,
G2,GTg of the system are published.

As mentioned above, after the cluster head is gener-
ated, RSU will send the information in the cluster to
him/her through the secure channel. Then, he/she selects
a random number si ∈ Z

∗
n for vi as its temporary private

key and calculates the corresponding temporary public
key Pi = g2

si in a short time. Finally, he/she generates the
cluster key keyc of the cluster through the corresponding
private key si of each vehicle in the cluster and constructs

the polynomial as follows:

f c xð Þ = keyc + x − s1ð Þ x − s2ð Þ⋯ x − snð Þ, ð15Þ

where i = 1, 2,⋯, n and n is the number of vehicles in the
cluster. He/she sends the polynomial f cðxÞ to the corre-
sponding vhead, and then, vhead sends f cðxÞ to the vehicles
in the cluster. At this time, each vehicle (including vhead)
in the cluster can calculate the cluster key f cðxÞ = keyc by
substituting the private key si.

However, considering that the cluster key will change
with the change of cluster structure, and the same key is
not suitable for long-term use, therefore, to protect the for-
ward and backward security of the cluster, the double key
should be transient and valid only when the cluster structure
remains unchanged. Next, according to the cluster mainte-
nance in section 3-C, the corresponding cluster key manage-
ment scheme is developed.

When vehicle vi leaves, he/she needs to update the clus-
ter key of cluster C and delete its corresponding polynomial
factor ðx − siÞ in polynomial f cðxÞ to protect the backward
security of the cluster. Specifically, vhead sends the message
that vi leaves the cluster and the original f cðxÞ to him/her
at the same time, and then, he/she regenerates f c′ðxÞ accord-
ing to section 4-A.

When vehicle vj joins, to protect the forward security of
cluster C, he/she also needs to update the cluster key of clus-
ter C. Contrary to the case of vehicle vi leaving cluster C, in
this case, its corresponding polynomial factor ðx − sjÞ needs
to be added to the polynomial f cðxÞ so that vj can participate
in the communication of cluster C. Similarly, vhead sends the
message that vj joins the cluster with the original f cðxÞ to

him/her at the same time, and then, he/she regenerates f c′ð
xÞ according to section 4-A. In the process of key update,
to avoid excessive communication overhead caused by the

1: Calculate Oi,jðtÞ⟵ Equation (11), Di,jðtÞ⟵ Equation (12) to generate a cluster head
2: if failed then
3: return
4: else
5: vehicle vi and vj...vn are in the cluster
6: calculate the friendship degree for all vehicles each other in the cluster by Equation (10) and sends them to RSU
7: if the friendship degree of vi is the highest then
8: the vehicle vi is selected as cluster head
9: else
10: calculate the mobility of vi and vj
11: if it still cannot select the cluster head then
12: return to the step 6
13: else
14: the mobility of vi higher than vj
15: the vehicle vi is selected as cluster head
16: end if
17: end if
18: end if

Algorithm 1: Optimal power allocation algorithm.
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key update, as long as cluster C exists, that is, vhead does not
leave C, he/she does not need to update the key for the orig-
inal vehicle, just update the cluster key.

5.2. Message Forwarding. Cluster communication process is
divided into intercluster communication and intracluster
communication. When two cluster heads vhead−1 and
vhead−2 confirm the communication, they will encrypt the
messages to be sent with each other’s public key, respec-
tively. Take vhead−2 sending messages to vhead−1 as an exam-
ple. vhead−2 encrypts the message M with vhead−1’s public key:

EPhead−1
PIDhead−2jð Mj Þ� 	

, ð16Þ

where M = fContentMkDistanceMkTimeMg and ContentM
represent the content of the forwarded message, respectively,
DistanceM and TimeM represent the time and place of mes-
sage M, respectively, Phead−1 is the public key of vhead−1 and
PIDhead−2 is the pseudonym of vhead−2.

After receiving the encrypted message from vhead−2, clus-
ter head vhead−1 decrypts the packet with its private key and
uses the message:

Dshead−1
EPhead−1

PIDhead−2jð Mj Þ� �� 	
: ð17Þ

Through intercluster communication, cluster head
vhead−1 can obtain the specific content, time, and place of
the message M from vhead−2. But at this time, only vhead−1
in cluster C1 gets the message, so in order to make other
vehicles in the cluster get the message, vhead−1 has the
responsibility to forward the message to the members in
the cluster. Firstly, vhead−1 encrypts the message through
the cluster key Keyc of cluster C1 and forwards it to the vehi-
cles in the cluster:

Ekeyc PIDhead−1jð Mj Þ
h i

: ð18Þ

After receiving the message from vhead−1, the vehicles in
cluster C1 can use keyc to decrypt the ciphertext to obtain
the message M:

Dshead−1
Ekeyc PIDhead−1jð Mj Þ
� �h i

: ð19Þ

It can be seen that by using clustering technology, only
cluster head vehicles are required to participate in message
forwarding to ensure that multiple vehicles can obtain mes-
sages at the same time, to reduce the communication
resource consumption of independent communication
between vehicles.

In addition, if vhead−1 obtains a malicious message from
the malicious cluster head vhead−2 and forwards it to the
member vehicles in the cluster, once the vehicles in the clus-
ter, including vhead−1 and the member vehicles in the cluster,
recognize that the message is false or malicious, they need to
send the result to other vehicles immediately. If the mali-
cious message is found in the vehicle vhead−1, the warning
message is sent to the member vehicles in the cluster C1

through the communication mode of the vehicles; if the
vehicle that finds the malicious message is a cluster member
vehicle, the cluster member vehicle forwards the warning
message to the cluster head.

6. Simulation Results

In this section, the performance of the proposed strategy is
validated through extensive simulations by NS2 software.
To verify the effectiveness of the proposed FASMF algo-
rithm, the proposed FASMF strategy is compared with
NSTCM [20], SGC [19], and TJET [21] in terms of average
message delivery rate, average message delay, and cluster sta-
bility. The simulation parameter settings are shown in
Table 1.

6.1. Influence of Vehicle Number on Network Performance.
With the increase of the number of vehicles in the cluster,
the average delivery rate, average delay, and cluster stability
of FASMF strategy and NSTCM, SGC, and TJET are shown
in Figures 2, 3, and 4, respectively.

It can be seen from Figure 2 that with the increase in the
number of vehicles, the message delivery rates of the FASMF
strategy and the other three strategies are on the rise.
Although NSTCM uses encryption to protect the security
of message transmission in VANETs, it uses the method of
region division to form a cluster of vehicles in the region;
the vehicles in the cluster still exist independently without
any social relationship, resulting in the low overall message
delivery rate. In addition, the FASMF strategy, SGC, and
TJET strategy proposed in this paper contain the cluster
head and the corresponding security policy and forward
the message to the member vehicles in the cluster through
the cluster head, so it has a high message delivery rate. How-
ever, the message delivery rate of the FASMF strategy is
higher than that of the SGC and TJET strategies. The reason
is that SGC and TJET strategies lack corresponding security
measures for messages in the process of message transmis-
sion, and SGC lacks a corresponding cluster head selection
process. TJET only selects cluster heads according to the
front and rear positions of vehicles, so the latter two cannot
guarantee the reliability of cluster heads. After the cluster
head fails, the message cannot be delivered in time.

Figure 3 shows that as the number of vehicles increases,
the average message delay of the four strategies is on the
rise. The delay of the NSTCM strategy is the lowest,
mainly because the vehicles in its encrypted area can com-
municate directly and reduce the communication time.
Compared with SGC and TJET strategies, the FASMF
strategy has a lower average delay. The main reason is that
although FASMF uses double key message encryption
transmission to increase its delay, because it uses friend-
ship to select cluster heads, the calculation process of the
double key scheme adopted in this paper is smaller, while
SGC and TJET strategies both use more complex key
schemes; at the same time, TJET uses the tree to manage
vehicles in a distributed way, which results in the highest
delay.
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In Figure 4, with the increase of the number of vehicles
in the network, the average lifetime of cluster heads of each
strategy increases gradually, which indicates that the stability
of clusters is positively correlated with the increase of the
number of vehicles. However, the NSTCM strategy has no
cluster head in the encrypted area and only uses the encryp-
tion algorithm to protect the security of the area. It cannot
identify the attacker. Once the attacker enters the area and
obtains the key, the security of the vehicle and communica-
tion in the area is threatened, so the network stability is the
worst. In addition, the average survival time of cluster heads
of the SGC strategy is longer than that of TJET. The main
reason is that the vehicle tracking strategy is adopted in
TJET, and the cluster head selection is determined only by
the location of vehicles, so the stability of TJET is lower than
SGC. Compared with the SGC strategy, the FASMF designed
in this paper considers the factors of vehicle speed, direction,
and so on in the process of cluster formation and uses the
social friendship between vehicles to select the cluster head.
If the friendship of new members is greater than the current
cluster head, the FASMF will update the cluster head, so it
has a better stability.

6.2. Influence of Vehicle Speed on Network Performance. In
VANETs, the speed of vehicles not only affects the forma-
tion of vehicle clusters but also the fast mobility of vehi-
cles affects the stability of vehicle clusters. The analysis
of vehicle speed on the average delivery rate, message
average delay, and network stability of the proposed
FASMF strategy and NSTCM, SGC, and TJET strategies
are shown in Figures 5, 6, and 7, respectively.

As shown in Figure 6, the average message delivery rate
of the FASMF strategy, NSTCM strategy, SGC strategy, and
TJET strategy decreases with the increase of vehicle speed.
This is because the faster the vehicle speed is, the frequent
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Table 1: Simulation parameter setting.

Parameter Parameter value

Network area m2� �
3000 × 3500

Number of vehicles 50-450

Vehicle moving model SUMO

Vehicle speed (km/h) 0-45

Vehicle communication protocol 802.11p

Vehicle communication mode DSRC

Initial friendship 0

Simulation time (h) 6
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Figure 2: Influence of vehicle number on the average delivery rate
of messages in each mechanism.
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interruption of communication links between vehicles
increases the difficulty of message forwarding, and the
average message delivery rate of the four schemes
decreases. However, the FASMF strategy proposed in this
paper involves reasonable cluster head selection, cluster-
ing, and cluster maintenance scheme, so compared with
the other three strategies, the message delivery rate is
higher.

As shown in Figure 7, with the increase of vehicle
speed, the average message delay of FASMF, NSTCM,
SGC, and TJET strategies increases in this paper. This is
because the faster the driving speed is, the faster the rela-
tive relationship between vehicles will change, the easier
the cluster head will be replaced by other vehicles, and
more time will be consumed in cluster maintenance. In

addition, the higher the vehicle speed, the lower the stabil-
ity of the cluster, and the frequent interruption of the
communication link will also lead to the increase of the
average message delay. However, because of the physical
factors such as relative location factors and relative speed,
the FASMF strategy introduced in this paper has stronger
cluster stability than the other three strategies, so the time
delay is the lowest. NSTCM uses the method of regional
encryption, so when the vehicle speed increases, it will
generate more time only in the cross-region, so its delay
is lower than the SGC and TJET strategies.

As shown in Figure 7, the average lifetime of cluster
heads of FASMF, NSTCM, SGC, and TJET strategies
shows an overall downward trend. The reason is that the
topology of VANETs is greatly affected by vehicle speed.
The increase of speed leads to frequent changes in the net-
work topology of clusters, which makes it difficult to
maintain the relative stability of clusters. The NSTCM
strategy uses area encryption, and the vehicles in the area
can communicate. Therefore, network stability is most
affected by the increase of speed, and the increase of vehi-
cle speed reduces the duration of vehicles in the region. In
addition, the average time of cluster heads of SGC and
TJET strategies is lower than the FASMF strategy pro-
posed in this paper. This is because the FASMF strategy
designed in this paper not only takes into account the
mobility of vehicles but also takes into account the friend-
ship of vehicles, so the cluster heads still have strong
stability.

7. Conclusion

To enhance the security of VANET message forwarding pro-
cess and improve the efficiency of message forwarding, we
propose a VANET message forwarding mechanism with
the dynamic evaluation of friendship by combining friend-
ship evaluation and double key method. The vehicles on

600

800

1000

1200

1400

1600

1800

2000

2200

A
ve

ra
ge

 m
es

sa
ge

 d
el

ay
 (m

s)

0 5 10 15 20 25 30 35 40 45
Vehicle speed (m/s)

FASMF
NSTCM

SGC
TJET

Figure 6: Influence of driving speed on average message delay of
each mechanism.

22

44

66

88

110

132

154

176

198

220

A
ve

ra
ge

 li
fe

tim
e o

f c
lu

ste
r h

ea
d 

(s
)

0 5 10 15 20 25 30 35 40 45
Vehicle speed (m/s)

FASMF
NSTCM

SGC
TJET

Figure 7: Influence of driving speed on average survival time of
cluster heads.

0 5 10 15 20 25 30 35 40 45
Vehicle speed (m/s)

0.50

0.55

0.60

0.65

0.70

0.75

0.80

0.85

0.90

0.95

1.00

A
ve

ra
ge

 m
es

sa
ge

 d
el

iv
er

y 
ra

te

FASMF
NSTCM

SGC
TJET

Figure 5: Influence of driving speed on average message delivery
rate of each mechanism.

9Wireless Communications and Mobile Computing



the road are divided into several clusters by clustering tech-
nology, and then, the vehicles in the cluster select the cluster
head as the vehicle of intercluster communication according
to the result of friendship evaluation and forward the mes-
sage using message encryption. The results show that vehicle
mobility as a factor of vehicle clustering can effectively
improve the message delivery rate and reduce the message
leakage rate, and the proposed strategy can effectively
enhance the stability of the cluster topology.
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The certificate management complexity and cost increase when PKI technology is leveraged into Network Function Virtualisation
(NFV), a significant enabling technology for 5G networks. The expected security of PKI cannot be met due to the unavailability of
the certificate revocation inquiry in the telecommunication operator’s core network. This paper analyses the issues and challenges
during the NFV implementation and proposes a blockchain-based decentralized NFV certificate management mechanism. During
instantiation, the Virtual Network Functions (VNF) instance generates certificates according to the certificate profile provided in
the VNF package. The certificate management unit is responsible for the certificate enrolment, renewal, and revocation. The
certificates submitted to the decentralized certificate management system by the instance will be recorded into the ledger after
validation and consensus. The experiment and analysis show the transaction throughput, and the transaction delay is
noncritical in practice, which could be fulfilled by the proposed mechanism. The certificate inquiry performance is critical,
which can be facilitated by the decentralized deployment of inquiry nodes.

1. Introduction

Network Function Virtualisation (NFV), featured as decou-
pling software from hardware, flexible network function
deployment, and dynamic operation, is a significant
enabling technology for 5G networks. In NFV, network
functions are implemented by vendors in software compo-
nents known as Virtual Network Functions (VNFs), which
are deployed on cloud infrastructure or massively distrib-
uted servers instead of dedicated hardware [1].

The architectural framework of NFV defined by the
European Telecommunication Standardization Institute
(ETSI) is depicted in Figure 1. It enabled the execution and
deployment of VNF on NFV infrastructure comprising a
pool of network, storage, and computing resources. The
NFV infrastructure is usually a decentralized cloud infra-
structure in which servers are distributed over various loca-
tions. The operation, deployment, and execution of network
services and VNFs in NFV infrastructure are controlled by

an orchestration and management system, whose perfor-
mance is steered by NFV descriptors.

Typically, NFV is capable of overcoming certain 5G
challenges, such as reducing the energy cost by maximizing
the resource usage, scaling, and mobilizing VNFs from one
resource to another, ensuring VNF performance operations
[3]. A VNF is a virtualisation of a network function in a leg-
acy nonvirtualised network. In 5G networks, Network Func-
tions (NFs) defined in 3GPP TS 23.501 [4] are implemented
on NFV infrastructure.

PKI public key certificates are widely used by the VNF,
MANO (Management and Orchestration), and OSS/BS-
S/EM (Operation Support Systems, Business Support Sys-
tem, Element Management) in NFV. These certificates are
used for authentication and secure communication. The
NFs in 5G networks use TLS protocol to connect each other
[5]. However, some issues and challenges arise during the
NFV deployment. These issues and challenges are related
with the certificate cost, across-domain trust, CRL/OCSP
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(Certificate Revocation List/Online Certificate Status Proto-
col) services, certificate validation, and certificate mainte-
nance. The essence of some issues is the lack of trust
among the multiple participants in the NFV deployment,
while others are related with the intranet structure of the
operator’s core network. Blockchain featured as decentrali-
zation and tamper resistance may benefit PKI technology
[6]. The blockchain-based decentralized PKI is a significant
trend for PKI technology, which could be used to facilitate
the certificate management for NFV deployment.

The main contribution of this paper is the blockchain-
based decentralized NFV certificate management mecha-
nism, which is aimed at solving the issues during NFV
implementation in telecommunication networks. Section 2
discusses the related researches. The issues and challenges
aroused during the NFV implementation are presented in
Section 3. Section 4 provides the framework of decentralized
NFV certificate management mechanism and the certificate
management method. The performance is evaluated and
analyzed in Section 5. The conclusion is provided in Section
6.

2. Related Works

ETSI has published series of NFV standards, of which ETSI
GS NFV 002 defines the architectural framework [2], ETSI
GS NFV 001 provides a list of use cases and examples of tar-
get network functions for virtualisation [7], and ETSI GR
NFV SEC 005 analyses the certificate management using tra-
ditional PKI technology [8].

The use of NFV technology in telecommunication net-
works, especially in 5G networks, has attracted much atten-
tion. An overview of enabling technologies like NFV and
SDN (Software Defined Network) for 5G was provided in
[9]. It highlighted challenges for ensuring an envisaged 5G
networking system. The work highlighted that base station
virtualisation and wireless resource sharing to formulate
appropriate requirements. A flexible 5G architecture design
for network slicing, built on SDN and NFV technologies,
was presented in [10]. It emphasized schemes which provide
effective substrate resource utilization for NS. In [11], the
performance deterioration issue of virtualised access points

occurring due to NFV implementation was addressed, and
an overcoming approach was presented. Blockchain as an
emerging technology has been leveraged to mobile networks
in many researches. A blockchain-based secure key manage-
ment scheme was proposed in [12] to improve the trustwor-
thiness of the base station. The incentive mechanism
combining edge computing was addressed in [13, 14]. The
blockchain-based collaboration perception and privacy-
preserving were studied in [15].

Some typical researches focusing on the decentralized
PKI have appeared for years. A blockchain-based PKI
framework in mobile networks was proposed in [16]. It
focused on the problems when traditional PKI is leveraged
into mobile networks. It provided some scenarios and appli-
cation cases in mobile networks. The optimization for the
certificate storage in blockchain-based PKI system was ana-
lyzed in [17]. The provided methods are aimed at improving
the storage efficiency of specific nodes in blockchain-based
PKI system. Research in [18] focused on the trust among
multiple CAs (Certification Authority) using blockchain
and provided some use cases in mobile networks. The imple-
mentation of blockchain-based PKI management framework
in [19] used the standard X.509v3 certificate with an addi-
tion to the extension fields to indicate its location in the
blockchain. The smart contract of each CA contained one
list with all issued certificates and another list for revoked
certificates. BlockPKI [20] required multiple CAs to perform
a complete domain validation from different vantage points
for an increased resilience to compromise and hijacking,
scale to a high number of CAs by using an efficient multi-
signature scheme, and provided a framework for paying
multiple CAs automatically. SCPKI [21] worked on Ether-
eum blockchain and used an entity or authority in the sys-
tem to verify another entity’s identity. It could be used to
detect rogue certificates when they are published.

Standard development organizations such as ISO/IEC
and ITU-T have begun to study and standardize
blockchain-based PKI and certificate management technol-
ogy. These works are focusing on the profile and the mech-
anism of blockchain-recorded certificates. However, these
normative works are still under development.

Considering that there will be lots of devices in the tele-
communication networks which do not support decentra-
lized solutions, the hybrid PKI certificate management
supporting traditional and decentralized solutions will coex-
ist in a long time. So, we will focus on the framework and
methods proposed in [16, 19], which reuse the standard
X.509 certificates [22] and be compatible to traditional solu-
tions. Our innovation is to make the framework compatible
to the NFV infrastructure and the certificate management in
the operator’s domain and make the NFV components sup-
port the decentralized PKI certificate management.

3. Issues and Challenges

There are mainly three kinds of certificates use cases in NFV,
i.e., VNF certificate use case, MANO certificate use case, and
OSS/BSS/EM certificate use case, which had been discussed
in [8]. A VNF component instance (VNFCI) needs one or
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VM 1 VM 2 VM 3
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Hardware resource

NFVO
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Figure 1: Architectural framework of NFV defined by ETSI [2].
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more certificates provisioned to attest its identity to the
VNFM or EM to establish a secure connection between
them. During NFV implementation, the number of VNF
certificates is far more than that in the other two use cases.
The management of VNF certificates will be discussed in this
paper. However, the certificates in the other two use cases
could use the same method as VNF certificates.

By using traditional solutions, each instance of VNF
could enroll certificates to CA/RA (Certification Authori-
ty/Registration Authority) directly or by a delegator such
as VNFM [8]. However, the issues and challenges are as
follows:

3.1. Cost of Certificates. VNFs are implemented with one or
more VNF components. While a VNF component instance
composed of various VNFCIs could have multiple logical
identities, each of which is represented by a certificate, to
communicate with different peers [8]. As a result, there will
be a huge number of certificates required for the VNFs in 5G
networks. It will be costly to use certificates issued by com-
mercial CAs. The telecommunication operators prefer to
use their own CA, vendor’s CA or designated CAs to provide
certificate service due to the cost. This may cause the prob-
lem of trust across CA domains.

3.2. Trust across CA Domains. A VNFCI may communicate
with another VNFCI in another telecommunication opera-
tor’s network. These two peers may be equipped with certif-
icates issued by different CAs. The traditional methods to
deal with multiple CAs include trusted root list, cross certi-
fication, and bridge CA. The trusted root list relies on the list
maintained by the relying party. The list is usually preconfi-
gured into the devices. It will be costly to update the list.
Cross certification is suitable for a small amount of CAs. If
there are a large amount of CAs, the cross relationship will
make a complex structure. Besides, the usage of certificate
policies will be limited after multiple mappings. The certifi-
cate chain of bridge CA will be much longer, and the valida-
tion will cost more computing resources.

3.3. CRL/OCSP Unavailable due to Intranet Implementation.
The devices, including the network functions of 5G network,
deployed in the telecommunication operator’s core network
cannot access the Internet. It makes CRL/OCSP unavailable
for these devices and network functions. Moreover, the tele-
communication operator’s core network is usually divided
into different security domains. These security domains are
isolated physically or logically. The entity in one security
domain cannot communicate with the entities in another
security domain directly. In practice, the CA/RA service
and CRL/OCSP services are usually deployed in a different
security domain from the telecommunication operator’s
core network. It means the entities in the core network can-
not access the CRL/OCSP services. Unless, the telecommu-
nication operator deploys the CRL/OCSP services in each
security domain, which is a complex and costly work.

3.4. Certificate Validation. When a VNFCI issues a certifi-
cate from the CA/RA, the identity of VNFCI will be vali-
dated by RA. The subject field in the certificate may be an

IP address, FQDN, or other unique identifiers, which is
related with the deployment. It is impossible for the RA to
validate the subject field, unless an endorsement for the
identity in the subject field is provided. The endorsement
needs to be provided by some designated administrators.
During implementation, there will be kinds of administra-
tors responsible for corresponding identifiers. Thus, the deep
cooperation between the RA and the administrators is sig-
nificant and it makes the certificate validation complicated.

3.5. Certificate Maintenance. The certificate needs to be
renewed when the validation period expires. Or else, it will
not be trusted by the relying party. In 5G networks, there
will be more than thousands of VNF certificates. It has to
be ensured each certificate be renewed before it expires and
be revoked once it is insecure or the VNFCI is terminated.

The essence of the above issues is the lack of trust among
the multiple participants (such as vendors, telecommunica-
tion operator, and CA/RAs) during the NFV implementa-
tion. A trusted information sharing and endorsement
method is necessary to solve the issues. The blockchain is
featured as decentralization and tamper resistance. The
endorsement and consensus mechanisms in blockchain help
to make the information submitted to the participants in the
blockchain system be trusted. It provides a decentralized
way to solve the issues of the NFV certificate management.

4. Decentralized NFV Certificate Management

4.1. Framework. Figure 2 shows the participants included in
the NFV certificate management scenario. The vendors and
service providers develop the VNF packages. The packages
contain the certificates issued by the vendor. During imple-
mentation, these VNFs will be instantiated with new certifi-
cates trusted by the operators. The operators are in different
trusted domains. In our new framework, we aim to support
both traditional PKI solution and decentralized solution. So,
CAs will be included in the decentralized framework.

We make some improvements to the blockchain-based
PKI framework proposed in [16] and make it more suitable
to the NFV environment. The framework consists of sub-
mission nodes, validator nodes, and inquiry nodes. The
VNF has kinds of identities. The validators usually are
unable to validate the consistency of the VNF’s identities
and identities in the certificate, unless there is an endorse-
ment. The endorsements can be made by the administrators,
and then we add endorsers in the framework. A certificate
management unit is also added which acts as the submission
node. The framework for VNF certificate management is
shown in Figure 3.

The VNFCI is the owner of the certificate. The Certifi-
cate Management Unit (CMU) works as a client to submit
certificates and related information into the blockchain-
based NFV certificate management system. The CMU could
be a function in NFV architecture, e.g., located in VNFM,
and it also could be independent to the NFV architecture.

The endorser is the node to endorse the identity in the
submitted certificates. It could be the administrator of the
network or the trusted third party (e.g., CA). Only the
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endorsed certificates and requests could be processed by the
validator nodes.

The validator node is the node to verify the received
requests and generate new blocks. It validates the certificates
and request according to the policies. The validator nodes
are held by vendors, service providers, operators, and CAs.
One node could act as both an endorser and a validator.

The inquiry node provides certificate inquiry services. It
needs to receive new blocks, but do not need to participate
into the generation of new blocks. The inquiry nodes are
held and deployed by any party which is capable to access
the blockchain-based certificate management system. To
support traditional solution, the inquiry node supports
OCSP protocol and acts as a proxy. It transmits the OCSP
request from the relying party to the corresponding destina-
tion and transmits the OCSP respond from the OCSP server
to the relying party.

4.2. Certificate Enrolment. During instantiation, VNFCI
needs to enroll certificates to communicate with other
VNFCI or MANO/OSS/BSS/EM. The certificate could be a
certificate issued by CA/RA as descripted in [8]. It could also
be a self-signed certificate generated by the VNFCI. Both of
these two kinds of certificates will be discussed in this paper.

The VNF configuration is based on parameterization
captured at the design time, included in the VNF package,
and complemented during the VNF instantiation. Before a
VNF is installed, the VNF package will be on-boarded by
NFVO. The VNF package includes a component of VNFD
(Virtualised Network Function Descriptor), which is a
deployment template describing a VNF in terms of deploy-
ment and operational behaviour requirements [23]. The
VNFD is a static description file. The metadata in the VNFD
is not changed during the whole VNF lifecycle. However,
some parameters in the VNFD could be declared to be
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Figure 2: Participants included in the NFV certificate management scenario.
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configurable during the VNF design phase [24]. We add the
certificate profile into VNFD and make it be configurable.
During the VNF instantiation, the VNFM accesses to the
VNFD and configures the certificate profile. The parameters
used to configure the certificate profile could be defined by
the administrator. The VNFCI enrolls a certificate as follows,
and the message flow is shown in Figure 4.

(1) The VNFM configures the certificate profile and ini-
tial credential for each VNFCI which are included in
the VNFD and sends the certificate profile and token
for each VNFCI to the CMU

The VNF parameters describing the certificate profile
in the VNFD are declared to be configurable during the
VNF design phase and be configured by the VNFM dur-
ing or after the VNF instantiation [24]. The certificate
profile declares the information used to generate the cer-
tificate, such as the subject, key usage, and basic con-
straint [25].

The subject field identifies the entity associated with the
public key stored in the subject public key field and contains
a distinguished name. The distinguished name may be an
FQDN, a serial number, or other kinds of names, according
to the operator’s policy. It is suggested to include the opera-
tor’s information in the distinguished name field, so as to
identify the HPLMN (Home Public Land Mobile Network)
in roaming scenarios. Multiple names could be addressed
in the SAN (Subject Alternative Name) field [25]. The
address of the inquiry node could be included in the exten-
sion field of the certificate.

The VNFM sends the certificate profile and a token to
CMU. The token and information in the certificate profile
will be used to validate the submitted VNFCI certificates.
For the sake of simplicity, we use a token which is the value
of multiple hash operations on the initial credential. The ini-

tial credential is kept as a secret by the VNFCI. Denote the
initial credential by x, the token by y. Then, we have

H H ⋯H xð Þð Þð Þ = y: ð1Þ

y is the value of multiple times (e.g., n times) hash opera-
tions of x.

(2) The VNFCI generates a self-signed certificate and
submits the certificate publish request to the CMU

The public-private key pair used to generate a self-signed
certificate is generated using the methods addressed in [8].
The VNFCI generates the certificate using the information
and certificate profile provided in the VNFD and then gen-
erates the authentication credential based on the initial cre-
dential. The authentication credential is the value (denoted
by y1) of multiple hash operations (e.g., n − 1 times) on the
initial credential (x), of which the hash value equals the
token (y). The VNFCI submits certificate publish request
to the CMU, while the request consists of the certificate
and the authentication credential.

To support the traditional solution, the VNFCI can
enroll the certificate via CMU or from RA/CA directly by
using protocols such as CMP (Certificate Management Pro-
tocol). Then, VNFCI submits the CA-issued certificate in the
certificate publish request to the CMU.

(3) The CMU verifies the certificate publish request,
signs the request, and transmits it to the
blockchain-based certificate management system

The CMU verifies the certificate in the request to ensure
it is consistent with the certificate profile, and the informa-
tion contained in the certificate is correct (e.g., the informa-
tion in the subject field is valid). The authentication

Message flows for VNFCI certificate enrolment:
1. VNFM: Configures the certificate profile in VNFD, generates an initial

credential and a token 
VNFM → VNFCI:
{certificate profile, initial credential x}
VNFM → CMU:
{certificate profile, token y}

2. VNFCI: Generates a certificate using the certificate profile
VNFCI → CMU: certificate publish request
{certificate, authentication credential y1}

3. CMU: verifies and signs the request, update the token
�e identity in the certificate is correct
Authentication credential is valid, update the token into y1
CMU → Blockchain based system: certificate publish request
{certificate, signature}

4. Endorsers: verify the request
Signature is correct

5. Validator nodes: record the certificate and status into a newly generated
block after consensus 

Figure 4: Message flows for VNFCI certificate enrolment
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credential is verified to ensure it is consistent with the token.
Then, the CMU signs the request and submits it to the
blockchain-based certificate management system. The token
could only be used once so as to protect against replay
attacks. Thus, CMU updates the token from y into y1. The
one-time token makes it possible for the VNFCI to enroll
multiple certificates.

If it is a CA issued certificate in the request, the CMU
verifies and signs the request and transmits it to the
blockchain-based system.

(4) The endorsers in the blockchain-based system verify
the request and endorse the verified request

The endorsers verify the signature of the certificate pub-
lish request. After verification, the endorsers sign the request
with their own private keys. The endorsement methods are
the same to the self-signed certificates and CA-issued certif-
icates. However, the endorsement policy is made and can be
configured by the participants. The endorsers can even ver-
ify the identity of each VNFCI if necessary.

(5) The validator nodes record the certificates in the
endorsed requests and their statuses into the ledger
after consensus

The two kinds of certificates are recorded into the ledger.
The inquiry node can inquiry these certificates and their sta-
tuses and provide inquiry service to the relying party.

During implementation, the certificates submitted to the
blockchain system can be replaced by the certificate hashes.
The CMU needs to use certificates hashes in the certificate
publish request before it signs the request and submits the
request to the blockchain-based system. Then, the size of
the transactions will be smaller, and the storage resource
requirement will be less, which was discussed in [16].

4.3. Certificate Revocation. A VNFCI certificate needs to be
revoked, when it is insecure or the VNFCI is terminated.
The VNFCI generates and submits a certificate revocation
request to the CMU. The certificate revocation request can
be generated by the CMU according to the policy. The certif-
icate revocation request contains the certificate or its identi-
fier, and then it is signed by the CMU.

The CMU submits the certificate revocation request to
the blockchain-based certificate management system. The
endorsers and validator nodes verify the request and then
update the status of the certificate as “revoked” in the ledger.
If it is a CA-issued certificate, the CMU will transmit the
revocation request to the corresponding RA and forward
the response to the VNFCI.

4.4. Certificate Renewal. The certificate to be expired needs
to be renewed. The certificate renewal request is initiated
by the VNFCI. The CMU could indicate the VNFCI to initi-
ate a certificate renewal process.

The VNFCI generates the certificate renewal request and
submits it to the CMU. The request contains the certificate
to be renewed or its identifier, the new certificate, and the
signature signed by the private key corresponding to the cer-

tificate to be renewed. The CMU submits the certificate
renewal request to the blockchain-based certificate manage-
ment system. The endorsers and validator nodes verify the
request and then record the new certificate into the ledger
and update the status of the former certificate as “revoked”
in the ledger. If it is a CA-issued certificate, the CMU will
transmit the certificate renewal request to the corresponding
RA and forward the response to the VNFCI.

4.5. Certificate Inquiry. Ideally, the NFV infrastructure of all
the telecommunication operators utilize the blockchain-
based certificate management solution. However, in practice,
some operators may use blockchain-based solution while
others use traditional PKI solution. The certificate inquiry
is discussed as follows in nonroaming scenario and roaming
scenario, in which the VPLMN (Visited Public Land Mobile
Network) uses the blockchain-based solution.

(1) Nonroaming scenario

When a VNFCI receives a certificate from another
VNFCI, it inquires the certificate and its status from the
inquiry node of the blockchain-based certificate manage-
ment system. The inquiry node finds the inquired certificate
and its status and feedbacks them to the relying party. The
relying party verifies the certificate and its status to ensure
the certificate is valid. Both the CA-issued certificates and
the self-signed certificates can use the same inquiry method.
If some VNFCI uses a CA-issued certificate, the OCSP ser-
vice can be achieved by the inquiry node. The relying party
needs to send the OCSP request and receive OCSP response
via the inquiry node.

(2) Roaming scenario

Figure 5 depicts a simplified certificate inquiry architec-
ture in the case of local break out scenario which was defined
in [4]. It shows an example of local break out scenario. Usu-
ally, each operator only trusts its own system, including the
NFV certificate management system. In this case, the
VPLMN uses the blockchain-based solution, HPLMN 1 uses
the traditional PKI solution, and HPLMN 2 uses the
blockchain-based solution which is independent to the
VPLMN.

The inquiry node of the VPLMN connects the
CRL/OCSP servers used by HPLMN 1 and the inquiry node
in NFV certificate management system of HPLMN 2. When
a VNFCI in the VPLMN receives a certificate from the
VNFCI of another PLMN, it connects the inquiry node in
VPLMN for the certificate status. The certificate of this
blockchain-based solution contains the operator’s informa-
tion in the distinguished name filed. The traditional CA-
issued certificate contains the CRL/OCSP server’s address.
As a result, the inquiry node in the VPLMN connects the
CRL/OCSP server of HPLMN 1 and the inquiry node of
HPLMN 2, according to the information included in the cer-
tificate. The inquiry node of the VPLMN inquiries the certif-
icate status and then feedbacks the status to the VNFCI in
the VPLMN.
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5. Performance Evaluation

In this section, we perform experimental measurements to
evaluate the performance of our decentralized certificate
management framework. And then we make some analysis
about the influence to the VNF performance.

5.1. Experimental Setup. We used Hyperledger Fabric to
build a blockchain system including 2 organizations and 2
peers per organization. There is one orderer node to provide
ordering service. We use the Solo consensus mechanism in
these experiments. The peer nodes and orderer node run
on dependent physical servers. The Apache JMeter is used
to test the performance, which also runs on a physical server.
Each physical server has 4 CPUs (Intel Xeon 2.3GHz) with
16GB RAM. All physical servers are connected with 1Gbps
network. We used the native Fabric V1.4.6 with no optimi-
zation to evaluate the performance. At least 50 times of
experiments were made under each circumstance, and the
average results were used in the evaluation.

5.2. Transaction Efficiency of Certificate Management.
Transaction throughput, which is the number of transac-
tions could be processed in a given time period, determines
the efficiency of a blockchain-based system. Figure 6 shows
the overall transaction throughput of the decentralized
NFV certificate management framework. We set the block
interval to 2 s and 0.25 s, respectively, and record the trans-
action throughput under different block sizes. We found
the maximum transaction throughput is around 500 tps,
and it changes little when the block size is more than 50. It
performs better, however, not significantly, when the block
interval is set to 0.25 s. When the block size is more than
1000, the transaction throughput reaches 550 tps.

The certificates can be replaced by their hashes when
recorded into the ledger. Figure 7 shows the performance
when the certificates hashes are used. In Figure 7(a), the
block interval is set to 0.25 s, and we found the transaction
throughput exceeds 600 tps when the block size is more than
1000. Then, we set the block size to 3000 and record the
transaction throughput under different block intervals, as
shown in Figure 7(b). We found it performs better when
the block interval is 0.25 s. Generally, the transaction
throughput achieves more than 600 tps when the certificates
hashes are used.

5.3. Transaction Efficiency Evaluation.When we evaluate the
transaction efficiency of certificate management in NFV
environment, we first need to recall the performance bench-
mark about NFV. The certificate management such as enrol-
ment happens during the initiation of a VNF, and we have to
focus on the metrics related to the deployment of VNFs.

The ETSI GS NFV TST 009 [26] specifies vendor agnos-
tic definitions of performance metrics and the associated
methods of measurement for benchmarking networks sup-
ported in the NFVI. The key metrics are network related
such as latency, throughput, delay variation, and loss. In
IETF RFC 8172 [27], the metric of time to deploy VNFs is
defined. It is the time taken to create 100 s of virtual
machines and VNFs and make them work properly, in case
the general purpose hardware is already deployed. In the
work of [28], a similar KPI called deployment process delay
is considered. In the process, a service instance is instanti-
ated within the booted virtual machines and setup an oper-
ational network services.

In NFV scenario, the certificate enrolment happens during
instantiation. It happens once or no more than several times
for each VNFCI. Usually, the validity period of a certificate
is 1-year long. However, it could be configured according to
the operator’s policy. The longer is the validity, and the less
certificate renewal is needed. Each certificate can only be
revoked once. As a result, the certificate for each VNFCI needs
no more than two transactions (certificate enrolment/renewal
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Figure 5: Certificate inquiry architecture for roaming 5G system.
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and certificate revocation) per year on average. Even if there
are millions of VNFCIs in the operator’s network (more than
100 s of the VNFs defined in [27]), about 10 s of transactions
happen per minute. Theoretically, the transaction efficiency
is noncritical in this decentralized system. The result of the
experiment shows the decentralized framework supports more
than 500 transactions per second, which fulfils the require-
ment defined in [27].

5.4. Transaction Delay. Each certificate management request
may result in a new record in the ledger. Transaction delay
means the time from the certificate management request
submitted to the blockchain-based system to the time that
the request be processed and recorded into a new block or
be rejected.

We focused on the deployment delay of VNFs defined in
[27, 28]. The research in [28] compares the deployment pro-
cess delay for the two platforms of OSM-4 and ONAP-B.
The experiment contains an aggregate of 5 VNFCIs. The
result shows the deployment process delay of aggregation
level is 134 s. While the deployment process delay of each
VNFCI varies from 20 s to 36 s. According to the result of
our experiment in Figure 6, we observe the average delay
of certificate management is less than 1 s (when the block
interval is set to 2 s). It will increase 2%-5% of the deploy-
ment process delay of a VNFCI in [28]. And it will increase
less than 1% of the aggregate deployment process delay of a
VNF.

During the deployment of VNFs in the operator’s net-
work, each VNF may contain numeral VNFCIs. It usually
takes minutes to instantiate a VNF. So, the delay of seconds
is acceptable, even there are several VNFCIs which need to
enroll certificates.

5.5. Performance of Certificate Inquiry. In the traditional PKI
system, the certificate status is inquired by using CRL or OCSP
service, which is a centralized service provided by the trusted
third party. In the blockchain-based certificate management
system, each node capable to access the ledger could provide
certificate status inquiry service. This makes the inquiry ser-
vice be decentralized. The inquiry performance of each inquiry

node depends on the service and the hardware, which is not
related to blockchain. More than one inquiry node can be
deployed to enhance the inquiry performance, if necessary.
When the inquiry node is deployed on the edge of the opera-
tor’s core network and Internet, it could provide local certifi-
cate inquiry service for the entities in the core network. This
may greatly enhance the availability and efficiency of certifi-
cate status inquiry service.

5.6. Other Considerations. There are some considerations to
address the issues and challenges in clause 3.

(i) Cost of Certificates. There is no need for the opera-
tors and vendors to deploy and maintain the PKI
infrastructure for the NFV implementation, so the
cost is reduced

(ii) Trust across CA Domains. The nodes in the decen-
tralized system consist of operators, vendors, service
providers, and traditional CAs, which are in differ-
ent trusted CA domains. The endorsement and con-
sensus mechanisms make all the records in the
ledger be trusted by the multiple participants from
different CA domains according to the policy. It
makes the trust between different trusted domains
be available

(iii) CRL/OCSP Service of Intranet Implementation. The
inquiry node can be deployed on the edge between
the intranet and the Internet. It provides certificate
inquiry service for the devices in the operator’s core
network

(iv) Certificate Validation. The CMU submits certifi-
cates and related information into the blockchain.
The endorser, which could be the administrator of
the network or the trusted third party, will endorse
the identity in the submitted certificates. The
CMU and the endorsers work together to endorse
the identity and validate the certificate

(v) Certificate Maintenance. The CMU could be used to
maintain the certificates. It can be used to indicate
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Figure 7: Transaction throughput when the certificate hashes are used.
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the VNFCI to initiate a certificate renewal process
and can be used to revoke certificates

6. Conclusion

Decentralized PKI is a significant direction for PKI technol-
ogy. This paper analyses the issues and challenges related to
the certificate management aroused during the NFV imple-
mentation in the telecommunication networks and proposes
a blockchain-based decentralized NFV certificate manage-
ment mechanism. The mechanism could establish the trust
among the participants in the NFV implementation, such
as vendors, service providers, operators, and even traditional
CAs. It could ease the work load of the certificate manage-
ment, reduce the cost to deploy and maintain the CA, and
make certificate status inquiry available in the operator’s
core network. The experiment and analysis show the perfor-
mance of transaction efficiency is noncritical and fulfils the
requirement in practice. The high performance of the certif-
icate inquiry could be facilitated by the decentralized deploy-
ment of inquiry nodes. This work could also facilitate the
certificate usage in other scenarios in the telecommunication
networks.
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In 2015, the European Union passed the PSD2 regulation, with the aim of transferring ownership of bank accounts to the
private person. As a result, Open Banking has become an emerging concept, which provides third-party financial service
providers open access to bank APIs, including consumer banking, transaction, and other financial data. However, such
openness may also incur many security issues, especially when the data can be exposed by an API to a third party.
Focused on this challenge, the primary goal of this work is to develop one innovative web solution to the market. We
advocate that the solution should be able to trigger transactions based on goals and actions, allowing users to save up
money while encouraging positive habits. In particular, we propose a solution with an architectural model that ensures
clear separation of concern and easy integration with Nordea’s (the largest bank in the Nordics) Open Banking APIs
(sandbox version), and a technological stack with the microframework Flask, the cloud application platform Heroku, and
persistent data storage layer using Postgres. We analyze and map the web application’s security threats and determine
whether or not the technological frame can provide suitable security level, based on the OWASP Top 10 threats and
threat modelling methodology. The results indicate that many of these security measures are either handled automatically
by the components offered by the technical stack or are easily preventable through included packages of the Flask
Framework. Our findings can support future developers and industries working with web applications for Open Banking
towards improving security by choosing the right frameworks and considering the most important vulnerabilities.

1. Introduction

Traditional banks often run their services independently and
maintain their own users, while it is hard to obtain the data
from other customers. Such data obstacle restricts many ser-
vices such as product and service innovations and business
operation across different banks (e.g., money transfer) [1].
From October 2005, a revised Payment Services Directive
(PSD2) has been adopted in Europe aiming to enhance the
development and use of innovative online and mobile pay-
ments through giving consumers more choice and higher
security for online payments in the EU. Open Banking refers
to the practice of securely sharing financial data, based on the
customer consent. The data exchange between the bank and
authorized third parties is enabled via Application Program-

ming Interfaces (APIs). With the radical transformation of
financial sector and new regulations, banks are demanded
to develop Open Banking APIs that enable the following
two properties: (1) securing access to bank account data
and information and (2) allowing transactions to be com-
pleted among different accounts. As a result, Open Banking
is an important sharing data solution with the aim of elimi-
nating barriers to data access while increasing the customers’
control over their data.

1.1. Motivation. One of the largest banks in the Nordics,
Nordea, released the first version of their Open Banking
API in January 2019. We notice that they also released a
sandbox version that allows potential third-party providers
to access the APIs in a test environment. Online banking
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applications are one of the most lucrative targets for attacks,
although many have been mitigated through Nordea’s own
protocols, i.e., the production APIs require a multistep
authentication through nemID (a common log-in solution
for Danish Internet banks) when signing up. However,
breaking into an application, by gaining access to a user’s
password, can give intruders direct access to triggering
transactions. The application security itself, on a range of
different areas such as data storage, injections, and commu-
nication, should therefore be considered very important to
mitigate during development, as this can easily result in data
breaches.

After more investigation, we find that 3300 developers
are currently registered as developers for Nordea Open
Banking, but only one product has been realized so far.
The adoption of Open Banking exposes data to more actors
than ever before, especially new companies and startups, and
therefore, also an enlargement of the security risks that the
financial industry is facing, with existing risks being
increased and new risks being introduced [2]. Further, the
threat becomes higher when leveraging applications on a
web platform, with possibly insecure protocols that might
not be possible on a desktop or phone application.

1.2. Contribution. Due to the complicated process of obtain-
ing a financial license to use actual production data, in this
work, we collaborate with Nordea Bank (Denmark) and
delimit the problem by using only their sandbox version to
develop the solution of triggering transactions based on
users’ habits and model the potential risks and threats. In
this work, we first identify the background of a technology
stack that can be used for development support. Then, we
develop a web application that can enable persistent data
storage and a high level of security and explain the system
architecture and the API communication. The OWASP
Top 10 list of the Ten Most Critical Web Application Secu-
rity Risks methodology is used to investigate the potential
threats and risks. Based on the identified threats, we also
suggest the integration of Bcrypt algorithm [3] for storage
security, which uses a 128-bit salt and encrypts a 192-bit
magic value. Our contributions can be summarized as below.

(i) We investigate the Nordea Open Banking APIs by
collaborating with Nordea Bank in Denmark, regarding
access authorization, account information services, and pay-
ment initialization services

(ii) We then design a web application and introduce the
system architecture based on the Model-View-Controller
architecture (MVC), including three parts such as model,
controller, and view. Our approach can handle the API inte-
gration through an abstraction layer with the MVC

(iii) To identify potential risks and threats, we use the
methodology of OWASP Top 10 with a threat modelling
method for categorizing the threats in six different areas,
such as threat agents, exploitability, weakness prevalence,
weakness detectability, technical impacts, and business
impacts

(iv) Our results found that many security threats like
Broken Authentication can be handled automatically by
the components offered by the technical stack or can be eas-

ily preventable through included packages of the Flask
Framework. However, TLS Layer in Nordea’s Open Banking
API may cause some crashes with HTTPS

In comparison to the previous study [4], this work pro-
vides more information on Nordea’s Open Banking API,
such as sequence diagram, access authorization flow,
account information, and payment initialization, and intro-
duces the OWASP Risk Rating Methodology in more detail.

The rest of this work is organized as follows. Section 2
introduces the basic background of the Flask Framework,
cloud application platform, OWASP Top 10, database man-
agement, hashing and salting, and the Nordea’s Open Bank-
ing API. Section 3 reviews the related work, and Section 4
details our proposed web application, including the architec-
ture and object relational database. Section 5 identifies and
discusses the potential risks and threats of Nordea’s Open
Banking API and our proposed application by leveraging
the OWASP Top 10 list. We conclude this work in Section 6.

2. Background

In this work, we adopt the microframework for web devel-
opment, Flask (for Python) to develop our web application.
The Flask can mitigate many security threats by default, sup-
plemented by a number of renowned third-party extensions
and packages authenticated by the Flask community, which
can be customizable according to the demands. It also pro-
vides out-of-the-box abstraction layers for communicating
with the popular object relational database-PostgreSQL [5]
and the cloud application platform-Heroku [6] for
deployment.

2.1. The Flask Framework. A Flask application is initialized
by creating an application instance through the Flask class
with the application package as argument. The web server
then passes all received requests from clients, such as web
browsers, to this application instance. The logic is handled
by using the Web Server Gateway Interface (WSGI) as pro-
tocol, through constantly awaiting requests. The framework
is compliment with the WSGI server standard [7].

The application instance also needs to know which part
of the logic has to run for each requested URL. This is done
through a mapping of URLs to the Python functions, which
handle the logic associated with a URL. This association is
called route between the URL and the handling function,
which can be defined by the @package.route decorator.
The return value of the function is the response that the cli-
ent received in the form of a template or a redirect.

2.2. Cloud Application Platform. Heroku [6] is one of the
first and largest PaaS (Platform as a Service) providers with
their Cloud Application Platform. The developer can deploy
an application to Heroku using Git to first clone the source
code from the developer branch and then push the applica-
tion to the Heroku Git server. The command automatically
triggers the installation, configuration, and deployment of
the application. The platform uses units of computing and
dynos to measure the usage of service and perform for differ-
ent tasks on the server. It also provides a large number of
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plugins and add-ons for databases, email support, and many
other services. Heroku supports PostgreSQL [5] databases as
an add-on, created and configured through the command
line client.

2.3. Database Management. The Flask puts no restriction on
what database packages can be used and supports a number
of different database abstraction layer packages. The web
application can run on the PostgreSQL database engine sup-
ported by the Object Relational Mapping (ORM) and
SQLAlchemy. The selection is based on the following differ-
ent criteria:

(i) Easy Usage. Using a database abstraction layer
(object-relational mappers ORMs) such as SQLAlchemy
provides transparent conversion of high-level object-
oriented operations into low-level database instructions, in
comparison to writing raw SQL statements [8]

(ii) Performance. ORM conversions can result in a small
performance penalty, yet the productivity gain far outweighs
the performance degradation. The few outlying queries that
degrade the performance can be subsidized by raw SQL
statements

(iii) Portability. The application platform-Heroku can
support a number of different database engine choices,
where the most popular and extensible ones are Postgres
and MySQL [6]

(iv) Integration. The Flask includes several packages
designed to handling ORMs, such as Flask-SQLAlchemy
[9], which includes engine-specific commands to handle
connection

2.4. OWASP Top 10. The Open Web Application Security
Project (OWASP) [10] is a worldwide organization focused
on improving the security of software. The OWASP has
identified a list of the Ten Most Critical Web Application
Security Risks that can be used for vulnerabilities mapping,
which include:

(1) Injection. Injection flaws, such as SQL and ORMs,
occur when untrusted data is sent to a field as part of a com-
mand or query. The attacker’s hostile statements can trick
the backend into executing unintended commands

(2) Broken Authentication. Application functions related
to authentication and session management are often missed
or implemented incorrectly, allowing attackers to compro-
mise passwords or session tokens, or to exploit other imple-
mentation flaws to infer the user’s identity

(3) Sensitive Data Exposure. Many web applications and
APIs do not properly protect sensitive data, such as finan-
cial, healthcare, and personally identifiable information
(PII). Attackers may steal or modify such weakly protected
data to conduct credit card fraud, identity theft, or other
crimes without encryption

(4) XML External Entities (XXE). Many older or poorly
configured XML processors evaluate external entity refer-
ences within XML documents. External entities can be used
to disclose internal files

(5) Broken Access Control. Restrictions on what authen-
ticated users are allowed to do are often not properly
enforced. Attackers can exploit these flaws to access unau-

thorized functionality or data, such as other user’s accounts
or access rights

(6) Security Misconfigurations. Security misconfiguration
is the most commonly posed issue. This is commonly a
result of insecure default or manual configurations, open
cloud storage, misconfigured HTTP headers, and error mes-
sages or stack traces containing sensitive data

(7) Cross-Site Scripting (XSS). XSS flaws occur whenever
an application includes untrusted data in a new web page
without proper validation or escaping. XSS allows attackers
to execute scripts in the victim’s browser, which can hijack
user sessions, deface websites, or redirect the user to mali-
cious sites

(8) Insecure Deserialization. Insecure deserialization can
lead to remote code execution. Even if deserialization flaws
do not result in this, it can be used to perform a different
number of attacks suck as replay attacks, injection attacks,
and privilege escalation attacks

(9) Using Components with Known Vulnerabilities. Com-
ponents, such as libraries, frameworks, and other software
modules, run with the same privileges as the application. If
one of these is vulnerable and exploited, it can facilitate data
loss or server takeover. Applications and APIs using compo-
nents with known vulnerabilities may undermine applica-
tion defenses and enable various attacks and impacts

(10) Insufficient Logging and Monitoring. Insufficient
logging and monitoring, coupled with missing or ineffective
integration with incident response, allow attackers to further
intrude systems, maintain persistence, pivot to more sys-
tems, and tamper, extract, or destroy data

2.5. Hashing and Salting of Sensitive Data. When signing up
for the application, the user will need to provide a password
and load account data, inevitably sensitive information such
as account number. Generally, hash algorithm can be used to
securely saving passwords and account numbers on the
server side.

2.5.1. Hash Algorithm. Hash algorithm refers to a one-way
mathematical function that takes data with an arbitrary
length and maps it to a fixed length bit string. The purpose
of a hash algorithm is to store the sensitive data securely in
the database, simultaneously confirming that the provided
password or account number is correct. A good hash algo-
rithm should hold the following properties [11]:

(i) Preimage Resistance. For a given h in the output space
of the hash function, it is hard to find any message x with
HðxÞ = h

(ii) Second Preimage Resistance. For a given message x1,
it is hard to find a second message x2 ≠ x1 with Hðx1Þ =Hð
x2Þ

(iii) Collision Resistance. It is hard to find a pair of mes-
sages x1 ≠ x2 with Hðx1Þ =Hðx2Þ

There are a number of different hash algorithms, all with
different properties. A selected number of hashing algo-
rithms, for instance, the MD5 algorithm or the SHA1 algo-
rithm, are designed to be fast and efficient. This is
preferable when messages should be hashed quickly to check
for equality.
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However, in terms of passwords, account numbers, or
other sensitive information, fast hash algorithms are not
always optimal. If there is a security breach that allows
attackers gaining access to the data in the database, they
can quickly be breached using fast hash algorithms. In par-
ticular, MD5 is not recommended, as it is unsalted. This
can be done with a precomputed lookup table, also known
as a rainbow table. Further, these algorithms can be acceler-
ated significantly by using a GPU [3].

On the other hand, slower hash algorithms such as
bcrypt initially create a slower run time. However, when it
comes to precomputing hashing values, it is much more dif-
ficult, as the algorithm is designed to be slower by an order
of magnitude. Brute-forcing the data is therefore way more
difficult.

2.5.2. Salting a Hash. There is an observation that users may
often choose weak passwords due to the long-term memory
limitation [12, 13]. For example, top 10,000 passwords are
used by 30% of all users [14]. Even if one were to use bcrypt,
a slow hash algorithm, passwords can be quickly be compro-
mised via a parallel set of GPUs. Because of this, we need to
enhance the password strength. Salting is an effective tech-
nique for this purpose, which entails adding a random string
to the beginning or end of the password before hashing. In
practice, we have to make the password almost impossible
to crack with current technology. A short calculation shows
that it is infeasible to guess a salt of 12 characters. Even if we
constrict passwords to letters only (a-z and A-Z), of which
there are 52 characters, we are able to create: 1252 = 1:3 · 1
056 different salts. As a result, even with strong computer
power, it is infeasible to guess the salt even with the pass-
word. If we were able to check 100 billion salts per second,
it needs to cost us: 3:17 · 1037 years to guess it. In compari-
son, the age of the universe is around 1:38 · 1010.

2.6. The Nordea Open Banking API. The Nordea API pro-
vides access to a number of different endpoints in order to
facilitate the connection to the accounts of the user. Some
API endpoints must be used in order to authenticate the user
before changing the data, while other endpoints involve a
number of side effects, i.e., changing the balance on the
accounts [15]. We check a list of the relevant endpoints with
Nordea Bank (Denmark), and the following are the most
crucial ones:

(i) Access authorization
(ii) Account information services
(iii) Payment initialization services

2.6.1. Access Authorization. To leverage the functionality of
the API, the Client ID and Client Secret must be obtained.
The values can be retrieved by creating a project on the Nor-
dea Open Banking website. The Client ID and Client Secret
are parameters that are configured to the client, and they are
never exposed to the actual application user. Once the
account has been approved, we must obtain an access token
in order to gain access to the API.

Figure 1 describes access authorization flow required to
obtain the access token. The faded lines describe the OAuth

flow, handling the multifactor authentication [15]. This is
not part of the sandbox version of the API and will therefore
not be handled in our approach. It describes the authentica-
tion flow that would be present in a production environ-
ment, i.e., users with actual accounts using applications
that require a NemID authentication (NemID users are
assigned a unique ID number that can be used as a username
in addition to their CPR-Number or a user-defined
username).

2.6.2. Account Information. The account information API
includes the possibility to check the contents of the different
sample accounts in the sandbox version. We can create new
accounts, delete current accounts, and add funds to relevant
accounts. This can be done by sending a request to the
account endpoint [15]. Based on the URL and the type of
request, the function will be different as shown in Table 1.

The flow of account information API depends mainly on
which type of request is made. Figure 2 describes two scenar-
ios of requests made to the API. Both of them return a
response code with the requested information.

2.6.3. Payment Initialization. The payment initialization API
provides functionality to create payments directly in the
API, moving funds from one account to another [15].

Figure 3 shows the protocol for payments between the
two accounts provided in the request. The final response will
confirm whether or not the transaction has been made.

3. Related Work

3.1. Web-Based Solution. In the state-of-the-art, there is few
work regarding how web applications or the technical stack
can integrate with Open Banking APIs. This is due to two
main reasons as below:

(i) The novelty of most of the interfaces, including Nor-
dea’s Open Banking APIs

(ii) The requirements of developers need to be approved
by national financial authorities when using the APIs in
production

These factors have delimited the pool of possible
researchers to only a few authorized third parties or those
using the sandbox version. No official paper has dived into
integrating with Nordea’s Open Banking API as a third-
party provider, nor proposed a model for an architectural
model or stack that secures bank account information and
transaction functionality in a web application. Nevertheless,
a lot of work has generally been done in the field of web
application security overall, including several models to
identify, analyze, and mitigate possible security breaches
under a cyber attack [16]. One example is a study in the field
of web application security vulnerabilities detection that
conducts a security analysis and threat modelling based on
the OWASP Top 10 list and threat modelling [17].

The sandbox version of the Nordea Open Banking API
was officially released at the beginning of the project in Jan-
uary 2019. During the attempt to generate the access_token
for establishing connection before beginning the develop-
ment of the application, the error codes were limited to
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generic server errors. The limited sample codes and lack-
ing documentation on possible error codes (“The error
messages are not descriptive at the moment, and this issue
is noted. The error messages will be improved over time.”)
made it difficult to correct. In order to find a solution, we
conducted a simulation with the API simulation tool
named Postman [18]. The connection was successful, and
the code in Postman worked and did not return any error
codes. This led to the conclusion that something was
wrong with our implementation of the API calls. To
understand the difference between the HTTP packages,
the difference between them was negligible. We contacted
the senior software architect of Nordea Open Banking.
The support team from Nordea Bank tried to assist us in
making the API work and assess the possible errors made
through logging of their own servers. Ultimately, they did
not succeed in resolving the issue. The origin of the error
was later found: the redirect URI, a crucial part of the
OAuth (OAuth is one of the leading protocols within
authentication) 2.0-process was set to an incorrect value.

We thus contributed to the community of developers by
using the Nordea Open Banking API and creating a pull
request (The PR can refer to: https://github.com/
NordeaOB/examples/pull/7). At the moment, the sample
code only works with version 2 of the API, while the
API has been updated to version 3 since then.

3.2. Blockchain-Based Solution. With the advent of block-
chain technology, it becomes a popular solution for secur-
ing Open Banking. For example, Xu et al. [1] first
identified some potential issues of Open Banking, i.e.,
mutual authentication is hard to be transparently man-
aged, and Access Control List (ACL) controlled by users
may pose privacy issues. Then, they introduced PPM, a
Provenance-Provided Data Sharing Model for open bank-
ing system via blockchain technology, which could employ
the programmable smart contracts as the middle witness
between users and third-party services to guarantee the
reliability and trust communication. Meanwhile, Dong
et al. [19] argued that Open Banking may cause a risk of
privacy leakage and personal information misconduct.
They then introduced BBM, a blockchain-based self-
sovereign identity system model, which allowed users to
provide their digital identities in the off-line world as same
as they use physical identities. Wang et al. [20] also intro-
duced a data privacy management framework based on the
blockchain technology, which could be used for Open
Banking and the financial sector.

Customer

Request consent

Client (flask)

Agree consent

Initiate session

Stage 1 credentials

Stage 2 credentials

Grant access

End session

Nordea

Request access

Acknowledge

Auth code

Token Exchange

Access token

Authenticate

Authenticate

User
authentication

Figure 1: Sequence diagram, access authorization flow.

Table 1: The request type and the URL with relevant functions.

Type URL Function

GET /v3/accounts Information about accounts

POST /v3/accounts Create new account

POST /v3/accounts/{ID} Create transaction
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Due to the benefits provided by Open Banking, its data
sharing model has been studied in other areas such as Elec-
tronic Health Records [21]. Hence, there is a great need to
further enhance its security.

3.3. Intrusion Detection Solution. To protect the web applica-
tion and open banking security, intrusion detection system
(IDS) is a basic and necessary mechanism. Based on the
detection approaches, it can be identified as either
signature-based or anomaly-based detection. For example,
an enhanced filter mechanism (EFM) [22] could be used to
provide a comprehensive protection, including a context-
aware blacklist-based packet filter, an exclusive signature
matching component, and a KNN-based false alarm filter.
Ma et al. [23] introduced a Distributed Consensus-based
Trust Model to evaluate the trustworthiness of IoT nodes,
against three typical attacks—tamper attack, drop attack,
and replay attack, by sharing certain information. Sohi
et al. [24] introduced RNNIDS that could enhance the detec-
tion performance by using Recurrent Neural Networks
(RNNs) to find complex patterns in attacks and generate

mutants of attacks as well as synthetic signatures. Further,
an IDS can work with other security mechanisms towards
an enhanced security level.

4. Our Proposed Approach

4.1. The Application Architecture. For defining the architec-
ture, we present a model based on the Model-View-
Controller architecture (MVC) specifically adjusted for web
development as proposed by Pop and Altar [25]. It was
found that developers often combine the HTML code with
server side programming languages during the web develop-
ment and create dynamic web pages and applications. This
may lead to highly entangled and unmaintainable code.
With an MVC pattern, it is possible to prevent cluttering
by separating three overall parts of a web application,
including model, controller, and view. The model will also
introduce how to handle the API integration through an
abstraction layer and how to include it in the MVC.

(i) Model. A persistent data storage layer through a data
centre or database

Flask Flask NordeaNordea

Post v3/accounts

Response-code Response-code

Delete v3/accounts/ (ID)

Figure 2: Sequence diagram of AIS-API.

Flask Nordea

Post v3/payment

Payment_ID

Confirm payment_ID

Payment confirmed

10s Update paymentstatus

Figure 3: Sequence diagram of payment initialization service.
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(ii) Controller. The HTTP requests triggered by user
actions and general routing of different subpages

(iii) View. The HTML code and mark-up languages in
the templates rendered to the user as a result of a request

These main components will be built through a modular
approach, using blueprints as recommended by the Flask.
Figure 4 presents the proposed diagram for the adjusted
MVC, which can be further adjusted to include supplemen-
tary components for interacting with the API. This model
allows us to further propose how this fits into the Flask
Framework and an effective abstraction layer integration
with the API.

Figure 5 presents the schematic of the application archi-
tecture and how the MVC components are implemented.

4.1.1. The Model. As shown in Figure 5, the blue box shows
the modelling of the data objects and relationship. This is the
direct representation of the schema in the database. When-
ever the SQLAlchemy methods start either querying, updat-
ing, or deleting data, they are called on the defined data
objects in the model, and the database is updated accord-
ingly. This also provides simpler commands for establishing
connections to PostgreSQL through the URL of the database
as handled by the controller.

4.1.2. The Controller. As shown in Figure 5, the green box
shows the controller that is classified into three blueprints:

(i) auth_controller. Rendering the pages responsible for
signing up and authenticating users logging in

(ii) main_controller. Rendering the pages of specific user
session, containing URLs for creating habits, checking off
habits that are completed, overview over habits, and over-
view over accounts and settings. This is restricted to authen-
ticated users only

(iii) admin_controller. Rendering the pages of adminis-
tration content included for demonstration purposes that
allow to test the different API functionality. This is restricted
to users with admin rights only

The blueprints provide a clearer separation of different
states in the application, which could be done through appli-

cation dispatching, i.e., creating multiple application objects,
however, this would require separate configurations for each
of the objects and management at the server level (WSGI).
Blueprints instead support the possibility of separation at
the Flask application level, ensuring the same application
and object configurations across all controllers, and most
importantly, the same API access. This means that a Blue-
print object works similarly to a Flask application object,
but is not an actual application as it is a blueprint of how
to construct or extend the application at runtime [26]. When
binding a function with the decorator @auth.route, the blue-
print will record the intention of registering the associated
function from the auth package blueprint on the application
object. It will also prefix the name of the blueprint (given to
the Blueprint constructor) auth to the function.

Each blueprint handles initialization, routing, and execu-
tion in the application. The initialization entails creating a
Flask object instance by taking a specific set of configurations
for either development, testing, or production environment,
establishing connection to the API by obtaining the Client
ID and connecting to the database. For the routing, Flask
requires us to define routing functions for each of the URL
routes for the web application. This allows the Flask to map
the incoming request from the user to a specific response, trig-
gering change in the state of the application in the model and
rendering the template with the changed data. We have lim-
ited the requests to GET and POST methods, following a
POST/REDIRECT/GET pattern. Moreover, the controllers
are responsible for running the application instance through
the main method provided by the Flask.

4.1.3. The View. As shown in Figure 5, the orange box shows
the inheritance hierarchy of the templates that primarily
consist of HTML and CSS, built upon a number of frame-
works. The inheritance is supported by the Jinja2 Template
Engine, offered by the Flask, enabling all templates to inherit
from a base design, as well as register into their specific con-
troller through the aforementioned blueprints. This also
allows dynamic rendering of values provided as argument
to the templates when rendered [26].

Demand Data

Request
HTTP, CLI, etc.

ResponseController

Model
database, WS, etc.

View
templates, layout

API
abstraction

layer

Figure 4: MVC architecture for web application.
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4.2. Object-Relational Database. Ensuring that the applica-
tion data is stored in an organized and secure way requires
a database model. Databases can be modelled in different
ways, and we need a model that can effectively represent
the following information: users, the individual user’s habits,
and the individual user’s accounts. This constitutes an
object-relational database [27].

Figure 6 illustrates the entity-relationship diagram for
database. It is easy to change the schema for future feature

implementations, which will be relevant for further develop-
ment of the application. Moreover, it models the entity rela-
tions in the application domain in a simple way, i.e., as
shown in Figure 6, users that each own a number of habits
and a number of accounts, each represented as rows in a
table. The tables have a fixed number of columns with the
variable names related to the object and a variable number
of rows with values. Each table also has a column with a pri-
mary key, holding unique identifier for all rows stored in

User

Account
Habit

Parser

API

Base.html

Auth_controllerAdmin_controller
Main_controller

AdminMain Auth

App

...

...

...

....

+API:API

+API:API

+API:API

+Parser:parser
+Parser:parser

+Parser:parser

+Login () :
+Login_post () :
+Logout () :
+Signup () :
+Signup_post () :
+Loadaccount () :
+Loadaccount_post () :
+Confirm (token)

+Profile () :
+Deletehabit (id_) 
+Deletehabit (id_) _post: 
+Checkoff (id_) :
+Checkoff (id_) _post:
+Dashboard () :
+Index () :
+Habit (id_) :
+Createhabit () :
+Createhabit_post () :

+Setting_post()
+Setting ( )

+Administriation () :
+Createaccount () :
+Createaccount_post () :
+Transaction () :
+Transaction_post () :

+Addtranscation_post () :
+Addtranscation () :

+Deleteaccount_post () :
+Deleteaccount () :

{% Endblock %}

{% Block content %}

{% Extend

base.html}
HTML Templates

+ID : int
+Name : string
+Frequency : int
+User_ Id : int
+Interval : int
+Amount : int
+Amount_saved : int
+Is_completed : boolean
+Startdate : datetime
+Days_left:int

+ID : int
+Hashed_acc_no : string
+Is_debitor : boolean
+Is_creditor : boolean
+User_id : int
+Name : string

+Set_hashed_account (account_no) : string
+Check_account (account_no, hashed) : boolean

+ID : int
+Full_name : string
+Email : string
+Hashed_pwd : string
+Acc_loaded : boolean
+Total_saved : float
+Email_confirmation_sent_on = datetime
+Email_confirmed : boolean
+Email_confirmed_on : datetime
+Habit : table
+Accounts : table

+Set_hashed_password (password) : string
+Check_password (password, hashed) : boolean

0..⁎

0..⁎

Figure 5: Class diagram for MVC.
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Figure 6: Entity-relationship diagram for database.
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that table. The foundation of the relational database model is
the foreign keys in the tables that reference the relationship
between users and their habits and accounts through lists.

4.2.1. API Abstraction Layer.We present two supplementary
APIs and Parser classes to the MVC model. These classes
work as abstraction layers for easing communicating with
the APIs and filtering out unnecessary data for the applica-
tion. The purpose is to avoid interacting directly with the
API and therefore avoiding unnecessary complexities and
errors by encapsulating complex requests in our methods
and handling responses accordingly. Figure 7 describes the
class diagram of API abstraction layer.

The user’s bank and account information can be
retrieved directly through the account information services
API as a JSON response. The calls to retrieve this response
are separated into several methods in the Parser class. The
response is first separated into a list object as a field in the
Parser and then indexed to extract the needed information.
It also consists of different conversion methods to convert
different account representations, as well as methods to hash
and check account numbers. The API class contains the
methods handling the payment initialization service API,
hence, triggering transactions between the bank accounts,
called whenever habits have been checked off. Through the
fields of the API class, we are also able to keep the access
token saved across web pages without having to reinstantiate
it. Both classes are created as instances for the controller.

4.2.2. Platform Architecture. In order for the application to
be deployed in production mode, we propose a platform
hosted on the cloud application platform-Heroku [6], with
the database connected through Heroku’s Postgres add-on.

Figure 8 shows the architecture of the platform where
the application is deployed onto. The Flask application itself
is as described run through a WSGI server during the devel-
opment. The application has therefore to be configured to
run through HTTP/HTTPS Server instead of running out-

side of the local host. We propose Gunicorn, a WSGI HTTP
server, as recommended by Heroku. The application will
send the ORM statements to the database through the data-
base driver psycopg2, which is the most popular for the
Python language.

5. Evaluation

In this section, in order to investigate the security and effec-
tiveness of our approach with Open Banking, we introduce
our evaluation methodology with the OWASP Top 10 and
discuss the identified attacks against application integrating
with the Open Banking API.

5.1. Methodology. Figure 9 shows the methodology for
applying the OWASP Top 10 to the described application
and its architecture, which entails systematically going
through the list from the most critical to the least critical
threat. The OWASP methodology provides a threat model-
ling method for categorizing the threats in six different areas,
which might result in the weighing of threats to change.

Four of these areas are predetermined in the model and
should be the basis of the top 10 ranking in the first place.
The categorizations for each element in the list can be
viewed from the OWASP documentation. However, by
observing the two areas of Threat Agents and Business
Impact, they can impact how critical a given threat is. If
the Threat Agent and/or Business Impact have a low threat
level, then, the threat can quickly become irrelevant.

The OWASP provides a comprehensive model for calcu-
lating the risk factor of Threat Agents and Business Impacts
[28]. However, the limitations imposed by using the sandbox
version indicate that we have a nonexisting user base, lack-
ing business context, and problems that arise as a result of
using the sandbox to prevent testing some of the factors. It
can therefore be difficult to reach feasible estimates of both
Threat Agents and Business Impact. The Threat Agents will
therefore simply be assumed high across all areas, since the

API

+ REDIRECT_URI: string
+ API_URI: string 
+ CLIENT_ID: string
+ CLIENT_SECRET: string
+ Code: string
+ Access_token: string

+ Get_code ()
+ Generate_payload (code)
+ Generate_access_token (code)
+ Get_payload (amount, account, cred_account)
+ Get _headers (access_token)
+ Initiate_temp (amount, headers, debitar_id
creditor_id)
+ Initiate (headers, payload)
+ Quary (headers, payload, payment_id)
+Confirm (headers, payload, payment_id)
+ Add_transaction (amount, headers, account_id)
+ Delete_account (access_token, account_id)
+ Get_account_data (access_token)
+ Create_account (access_token, bban, acc_name,
amount, name)
+ bban_to_iban (bban, country)

Parser

+ Data_list: list
+ Length: int
+ Current: int

+ bban_to_iban (bban, country)
+ Get_credit_limit (acc_no)
+ Get account_name (acc_no)
+ Get_account)_no (acc_no)
+ Get_balance (acc_no)
+ Get_hashed_account (plain_text_password)
+ Check_account (plain_text_password, hashed_password)

Figure 7: Class diagram of API abstraction layer.
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financial industry is generally a critical target due to the pos-
sibility of financial rewards. The Business Impact estimation
needs to include factors such as financial damage, reputation
damage, noncompliance, and privacy violation, data that
requires an actual business context. We, therefore, conduct
a simple estimate of Business Impact, based on the factors
that are critical for the end users and their bank accounts:

(1) Low. Security is compromised in areas not containing
sensitive data, areas that do not trigger unintentional trans-
actions, or attempted attacks that do not affect the applica-
tion in any way

(2) Medium. Security is compromised such that the
attacker gains access to sensitive data in the form of bank
data or habits stored in the database

(3) High. Security is compromised such that the attacker
gains access to functionality using the payment initialization
service and can trigger unintentional transactions, leading to
either small, substantial, or large financial consequences

Each threat area in the top 10 list will be addressed, with
an emphasis on the areas that are estimated as highly for the
Business Impact.

5.2. Evaluation on Nordea’s Open Banking API with
the OWASP

5.2.1. Injection and XSS, Threat Agents: 3, Business Impact: 1.
We propose a critical approach regarding user input to pre-
vent injection. A number of tests should be made:

(i) Input should be filtered
(ii) Output should be escaped by filtering input
All input fields from the user should be filtered from

code-like plain text or injecting raw SQL statements into
the database. Submitting unfiltered input into the database
can result in a large exposure to SQL injections. This can
be detrimental to the privacy of the data; potentially allowing
an attacker to access to view the bank information of a user.
No further measures need to be proactively taken to prevent
injections. ORM SQLAlchemy automatically filters the input
of the user, and the Flask Framework automatically escapes
output when inserting values into templates, mitigating
threats such as JavaScript injection or similar.

5.2.2. Broken Authentication-Threat Agents: 3, Business
Impact: 3. We propose a number of actions to mitigate bro-
ken authentication, as it is one of the most critical threats
against the application and the API:

(i) A set of criteria for the user credentials at sign up
(ii) Preventing that passwords are saved in plain text

Threat agents Exploitability Weakness
prevalence

Weakness
detectability

Technical
impacts

Business
impacts

App specific

EASY: 3EASY: 3 3
WIDESPREAD:

3 EASY: 3EASY: 3 SEVERE: 3SEVERE: 3

App/business
specificAVERAGE: 2AVERAGE: 2 COMMON: 2COMMON: 2 AVERAGE: 2AVERAGE: 2 MODERATE: 2

DIFFICULT: 1DIFFICULT: 1 1
UNCOMMON:

1 DIFFICULT: 1DIFFICULT: 1 MINOR: 1MINOR: 1

Figure 9: The OWASP Risk Rating Methodology.
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Figure 8: Platform architecture.
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(iii) Using multifactor authentication during either
signup and/or login

(iv) A user should only be allowed to enter URLs that
they are authenticated to enter

The user is required to provide a username and pass-
word at signup, and most applications nowadays provide
the possibility of signing up through email. That is, the com-
pany is able to authenticate and send information through a
mail integration. The username should therefore be a valid
email, so we are able to perform multifactor authentication
by sending a confirmation email to the address. The Flask-
Mail extension provides a simple interface to set up SMTP
with your Flask application and to send messages directly
from the controller. We also require the password to be at
least 10 characters long and include both lowercase and
uppercase letters, numbers, and a special sign. Most pass-
word breaches occurred as a result of weak password criteria,
and setting up a number of requirements for the password is
therefore an easy and very effective way of preventing bro-
ken authentication.

The authentication can also be broken by gaining access
to the database and extracting the plain text version of the
password. Therefore, only the hashed password will be
stored in the database. The bcrypt hash algorithm, combined
with salting, is one of the most effective ways to permit brute
force attacks. A salt with a length of 12 characters will result
in millions of different combinations, making it almost
impossible for an attacker to decode. It does have a larger
penalty on the time complexity compared to other hash
functions. However, there is still a need to make a trade-off.

The Flask-Login extension provides user session man-
agement for Flask and allows us to restrict views through a
simple decorator to only authenticated users. The Flask
Framework therefore provides an easy way of restricting
specific URLs.

5.2.3. Sensitive Data Exposure-Threat Agents: 3, Business
Impact: 3. We propose only storing the most important data
in the database for the application to run. The remaining
data will be exposed during run time from the API response,
retrieved by the API abstraction layer. The information
stored in the database includes a hashed version of the
account number and the name of the account. The rest of
the information of that specific account can be retrieved at
run time by checking the hashed account number against
all the user’s accounts in the API. The idea is to keep as
much information as possible from an attacker that gains
access to the database without compromising functionality.

5.2.4. XML External Entities-Threat Agents: 3, Business
Impact: 1. The application accepts no uploads or XML, and
therefore, an attack of this nature has no Business Impact.
It is therefore not relevant to address.

5.2.5. Broken Access Control-Threat Agents: 3, Business
Impact: 3. We propose ensuring that the functionality of
the application is only exposed to the specific legitimate user,
who is able to check off a number of habits and actions,
resulting in automatically transferring funds. It is therefore

necessary to ensure that it is not possible to gain access to
this POST request from other sources. For instance, the cur-
rent user ID in the POST request to the URL would enable
an attacker accessing from the outside, since the request
could easily be faked. Thus, we need to ensure that it is in
fact the legitimate user who performs the check off, and to
check the user owning the habit up against the user that is
currently in the session. If an attacker is not allowed to check
off a habit, but attempts to do it anyway, they are redirected
to an error page. We also need to record this attempt in our
logging system, which allows us to have an overview of
potential security issues and discover possible threat agents.

In order to further strengthen the application, we have
implemented protection against Cross-Site Request Forgery
(CSRF) with the Flask package CSRFProtect. This is done
by adding a hidden field to all forms. This results in the user
having to fill out the form on the website in order to have
their request accepted, thus, creating a defence against a
myriad of automatic scripts. As an additional security mea-
sure, CSRF also requires a secret key to sign the token.

5.2.6. Security Misconfiguration-Threat Agents: 3, Business
Impact: 2. Misconfiguration can have a number of different
sources that can bring disruption to the application, some
of which include:

(i) Revealed stack traces or overly informative error
messages

(ii) Improperly configured permissions
(iii) Incorrect values for security settings across servers,

frameworks, libraries, or databases
We propose using large parts of the security packages

and settings offered by the different parts of the technical
stack. Flask provides a number of ways to handle custom
error messages to the user in order to prevent showing stack
traces or overly informative error messages to users. We pro-
pose a combination of the following. Message Flashing, that
can be included in the templates, is making it possible to
record a custom message at the end of a request and access
it in the next request and only the next request. The Python
logging package also provides the possibility of printing cus-
tom messages and stack traces to the console, limiting the
information from showing specific request methods and
URLs. However, in 2014, as Flask eliminated error and stack
traces from application started running in production mode
(https://github.com/pallets/flask/issues/1082), it is no longer
necessary to create custom error messages.

To mitigate improperly configured permissions, the
selected cloud service provider will not allow open default
sharing permissions to the Internet or other users. This
ensures that sensitive data stored within cloud storage is
not accessed by illegal users. Heroku PaaS is a large service
provider and regular audits with the aim to ensure that per-
mission breaches does not occur.

Lastly, the included Flask packages provide a number of
security settings. One example is the Flask LoginManager
package, from which it is possible to choose from different
levels (none, basic, or strong) of security against user session
tampering. The latter ensures that Flask-Login keeps track of
the client IP address as well as browser agent during
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browsing. If a change is detected, the user will automatically
be logged out.

5.2.7. Components with Known Vulnerabilities-Threat
Agents: 3, Business Impact: 3. The components we used have
no major known vulnerabilities. The Flask Framework is one
of the most popular Python microframeworks and therefore
has a number of requirements to ensure adequate security.
Moreover, the wide community of developers and contribu-
tors can ensure that measures are taken to maintain this
security level by frequently updating the most popular and
renowned packages. The PostgreSQL database [5] is also
addressed at several levels:

(i) Database File Protection. All files stored within the
database are protected from reading by any account other
than the PostgreSQL superuser account

(ii) Connections from a client to the database server are,
by default, allowed only via a local Unix socket, not via
TCP/IP sockets

(iii) Client connections can be restricted by IP address
(iv) Client connections may be authenticated via other

external packages
(v) Each user in PostgreSQL is assigned with a username

and a password
(vi) Users may be assigned to groups, and table access

may be restricted, for instance, through admin privileges
Furthermore, as mentioned previously, there are many

problems with the deployment of the application to Heroku
PaaS. Heroku is not known to have any known vulnerabil-
ities itself. However, the server routinely crashes in produc-
tion mode with no useful error messages when enforcing
HTTPS on Heroku. We suspect that this is caused by prob-
lems with the TLS Layer, with error messages that stem from
Nordea’s Open Banking API. Hence, we suspect that the
errors stem from how the API handles the TLS Layer in
the sandbox version. This imposes a high risk for the pack-
ages sent between the application and the API to be inter-
sected. However, no sufficient documentation explains how
to mitigate this issue in Nordea’s documentation. This will
be an interesting topic for future enhancement.

5.2.8. Insufficient Logging and Monitoring-Threat Agents: 3,
Business Impact: 2. As mentioned previously, whenever a user
attempts to check off the habit, or perform any other actions in
the application, of another user, it is added to the log. The log is
handled through a logging package offered by the Python
library. We propose also including logging for IP addresses
and alarms whenever a user is logged in from a different
country.

6. Discussion

Applying the OWASP Top 10 Threats and Risk Modelling
Framework to our web application and Nordea’s Open
Banking API shows that it can mitigate a large part of the
most critical threats to the application. The threats posed
by Broken Authentication, the most critical in terms of Busi-
ness Impact, is now largely protected from breaches that
could cause the user to lose account funds. The same applies

for Sensitive Data Exposure and Broken Access Control that
were also categorized as very critical threats.

However, the OWASP framework also exploited that the
components with known vulnerabilities posed a high threat
to the application, especially Nordea’s APIs. The problems
with the TLS Layer in Nordea’s Open Banking API force
us to use HTTP in production mode to avoid the routinely
crashes occurred with HTTPS. This means that the packages
sent from the API to the application are encrypted. Packages
that can contain access tokens, client IDs, or secret keys
might give access to Nordea’s infrastructure. This vulnera-
bility is impossible to handle without more documentation
of the API, since it does not stem from the application itself.
Below are some main challenges on open banking security.

(i) How to securely share data when transforming the
relationship between customers and banks

(ii) How to transparently manage mutual authentication
(iii) How to secure data privacy when enabling users to

control and share personal data by customizing the Access
Control List (ACL) [1]

7. Conclusion and Future Work

Currently, Open Banking has received much attention, which
refers to the process of using APIs to open up consumers’
financial data to third parties. This concept is believed to be
secure by enforcing that only the customer and data owner
can authorise any connection between the bank and a regu-
lated third party. However, such openness may also incur
some kind of security issue. In this work, we proposed a tech-
nical stack and an architectural model that can easily integrate
and secure Nordea’s Open Banking API. In the evaluation, we
applied the OWASP Top 10 threats and threat modelling
methodology to identify the most prevalent threats regarding
the application data and the functionality of the APIs.

The results showed that many of these security measures
were either handled automatically by the components
offered by the technical stack or were easily preventable
through included packages of the Flask Framework. How-
ever, it also shows that the application faces a high risk
due to the compromised handling of the TLS Layer in the
API, causing the production server to routinely crash when
using HTTPS. These risks may propagate upwards in the
architecture, resulting in high risks for the user’s account
data and funds. Since the server loggings show that the
errors stem from the API itself, it is most likely not due to
the choices of any of the cloud application platform, pack-
ages, libraries, database, or frameworks. It is also found that
adding an API abstraction layer can facilitate the communi-
cation when developing the API, and that it can be imple-
mented as a modification to the MVC for web applications.

For future work, we plan to keep gaining more data and
information on the TLS Layer handling by cooperating with
the support team from Nordea Bank in Denmark, especially
the sandbox documentation. With more Open Banking
Team code samples, we believe it can help make more prac-
tical contributions to the documentation. In addition, it is
another interesting and important direction to apply other
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threat models to examine the threats and risk compared with
the current results with OWASP.
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With the rapid development of the Internet of Things (IoT) technology, it has been widely used in various fields. IoT device as an
information collection unit can be built into an information management system with an information processing and storage unit
composed of multiple servers. However, a large amount of sensitive data contained in IoT devices is transmitted in the system under
the actual wireless network environment will cause a series of security issues and will become inefficient in the scenario where a
large number of devices are concurrently accessed. If each device is individually authenticated, the authentication overhead is
huge, and the network burden is excessive. Aiming at these problems, we propose a protocol that is efficient authentication for
Internet of Things devices in information management systems. In the proposed scheme, aggregated certificateless signcryption
is used to complete mutual authentication and encrypted transmission of data, and a cloud server is introduced to ensure service
continuity and stability. This scheme is suitable for scenarios where large-scale IoT terminal devices are simultaneously
connected to the information management system. It not only reduces the authentication overhead but also ensures the user
privacy and data integrity. Through the experimental results and security analysis, it is indicated that the proposed scheme is
suitable for information management systems.

1. Introduction

With the advancement of various wireless mobile network
technologies, the field of Internet of Things (IoT) has devel-
oped rapidly. IoT is connected by multiple smart physical
devices through the Internet. The IoT is used in many differ-
ent fields, such as smart homes, smart cities, smart health,
Internet of Vehicles, and information management systems
(IMS). In IMS, IoT devices serve as an information collection
and exchange unit. The IoT device plays an important role in
connecting users and systems so that they can interact. Fur-
thermore, the IMS requires a large amount of information
transmission and management. However, these IoT devices
send and receive highly sensitive data regarding the privacy
of users or other information regarding the movement of
users from one location to another location [1]. Therefore,

the primary problem is to solve the efficiency and security
of identity authentication in the system. In the field of
information and communication technology, the IMS
needs a systematic model that contains multiple informa-
tion processing units to realize. The current development
of Internet and wireless network technology has brought
us various convenient network services, but at the same
time, it has also brought many new security threats. For
example, the intrusion of the Internet system leads to infor-
mation security leakages and other related incidents, which
have caused various enterprises in different fields to attach
great importance to the security of IMS. In an IMS, users,
IoT devices, computers, and servers make up the various
parts of the system. These components are used to complete
information processing operations such as access, collection,
storage, and transmission of information. The use of IMS
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enables information to be systematically carried out in
batches and secure operations, thereby improving work effi-
ciency. Since the information is transmitted in the wireless
network environment, the user’s identity information and
the content of the message will be exposed on the network.
Therefore, the system also has some security problems.
Attackers can use the loopholes in the IMS to illegally invade
the system, steal, tamper with, and destroy confidential infor-
mation. For example, an attack on an enterprise’s IMS will
cause unpredictable losses to the enterprise. Hence, privacy
protection is particularly important. The security require-
ments of the IMS are listed below.

(1) Confidentiality: to protect information from eaves-
dropping by illegal users to prevent passive attacks

(2) Completeness: to protect information content from
being illegally tampered with and ensure that the sys-
tem is not subject to malicious tampering, sabotage,
and other active attacks

(3) Nonrepudiation: the sender and receiver of the infor-
mation cannot deny the fact that they have sent or
received the information

(4) Reliability: ensure that the system or server will not
be illegally interfered, faked, and affected by other
deceptive behaviors for the normal operation of the
system

(5) Availability: ensure that all authorized users can
access the information management system normally
without denial of service attacks

Therefore, given the information security of the IMS, the
mutual authentication between the user and the server must
be performed first before the user accesses the system. After
both parties have passed the authentication, the access and
transmission of information in the system can continue to
be allowed. Some elliptic curve cryptography- (ECC-) based
certification schemes have been used in the IMS of an enter-
prise. For example, an authentication protocol based on the
elliptic curve discrete logarithm problem (ECDLP) [2] was
proposed. However, this scheme has the defect that cannot
resist tracking attacks and forgery attacks. Then, Islam et al.
[3] proposed an advanced scheme based on ECDLP, which
has made improvements to the previous problems, and it
can effectively resist tracking attacks. However, this scheme
needs to update the database during the identity authentica-
tion phase, which increases the cost of the back-end server
and does not have the feature of mutual authentication.
Therefore, there is an urgent need for a secure data transmis-
sion and authentication scheme that can guarantee user
privacy in IMS. Users’ operations such as accessing data
information in the IMS are usually performed by connecting
smart terminal devices to the network, such as mobile
phones, computers, and other IoT devices. Hou et al. [4] pro-
posed a novel blockchain-based architecture for IoT data
sharing systems. For the IoT, user access control becomes
crucial because of the characteristics of the IoT. To address
this issue, Shobhan et al. [5] proposed a new three-factor

certificateless-signcryption-based user access control for the
IoT environment. For different wireless network technolo-
gies and application scenarios, the security issues faced are
different. In terms of 5G security research, the Third Gener-
ation Partnership Project (3GPP), the 5G Infrastructure
Public Private Partnership (5G PPP), the Next Generation
Mobile Networks (NGMN), the International Telecommuni-
cation Union (ITU-2020) promotion group, Ericsson, Nokia,
and Huawei also released their own 5G security requirements
white papers [6–10]. Today, with the gradual development
and popularization of 5G network technology, IMS can also
run on 5G networks. In the 5G environment, problems such
as the disclosure of user identity information and the expo-
sure of data to relatively open channels due to big data. Thus,
secure data transmission under the 5G network has become
one of the research hotspots since the development of the
fifth-generation communication technology.

With the promotion and commercial application of 5G
communication technology by the three major telecommuni-
cation operators, people’s demand for mobile intelligent
devices increases. The computing power and storage capacity
of smart mobile devices are limited. When the cost of authen-
tication process is large, they are often unable to calculate the
complex authentication process. In the process of authentica-
tion, some data such as location data needs stronger protec-
tion. Once these data are leaked, it may cause great loss
[11]. In some application scenarios, fine-grained access
control and the identity-based encryption are urgently
needed [12]. In another application scenarios, intelligent
mobile devices need to switch authentication frequently.
Therefore, a more rapid and secure authentication process
is urgently needed. With the development of cloud comput-
ing and cloud storage technology, the authentication process
of intelligent mobile devices can also be completed by relying
on cloud computing technology to improve the authentica-
tion efficiency [13]. In addition, the traditional authentica-
tion mode is not suitable for equipment to equipment
authentication, which can achieve the security of end-to-
end authentication and reduce the need of computing cost
ripple [14]. In the application scenario of unstable network
or no network, offline authentication can improve the
reliability of device authentication.

Due to the 3GPP 5G network has the characteristics of
high capacity and low transmission delay, it has the advan-
tages of high energy saving level, high efficiency, and rela-
tively low expense. Access to the 5G network environment
brings convenient network services, but it also creates more
security challenges. These can just meet the user’s require-
ments for transmission message delay and service quality in
IMS. Now, 5G has become the focus of more and more
researchers [15, 16]. By introducing RUSH, Zhang et al.
[17] proposed a robust and universal seamless handover
authentication scheme for 5G heterogeneous networks. In
RUSH, it introduces the blockchain technology [18] and cha-
meleon hash function to realize an anonymous authentica-
tion key protocol for handover in various scenarios.

With the advent of the era of intelligent information soci-
ety, users’ demands are also changing constantly. In order to
meet various demands, the IoT technology has been
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constantly developed and has become more closely
connected with people’s life. When each user accesses infor-
mation in an IMS, one or more IoT devices are usually
connected to the network to send or receive messages. It
has become a trend that more intelligent terminal devices
are designed to provide a range of services that need to be
achieved by connecting to the network. The IMS under the
5G network will support simultaneous access by a large num-
ber of users and devices without causing the current system
crash when multiple users access at the same time. IMS
access to 5G will not only greatly increase users’ access
efficiency but also provide security to protect the user’s iden-
tity information from being leaked. At the same time, it also
prevent illegal attacks during the transmission of massive
information. The 5G security mechanism should not only
ensure the security of massive access devices but also ensure
that the information of users will not be leaked when they
interact with the network in the scenario of IoT device access.
The function of these IoT terminals is generally to collect
sensitive data and usually to transmit it. When users need
to access an IMS, these IoT devices serve as a medium for
transmitting requests and receiving information. Once the
data is leaked, it will not only bring huge losses to users but
also seriously affects the 5G network. In addition, if large-
scale terminals access the network at the same time and the
network authenticates each terminal one by one. It will make
the authentication cost too high, the network is difficult to
bear, and its authentication efficiency will also be unsatisfac-
tory. The actual identity of the user needs to meet certain
anonymity under specific scenario requirements. Hence, data
privacy and security are particularly important during access
authentication and data transmission. Therefore, in most of
the technology research especially those related to 5G secu-
rity access authentication technology, both communication
and security requirements should be considered. On the
premise of ensuring communication performance, consider-
ing the massive access terminals of 5G network and the
diversification of security threats, different security access
authentication schemes should be adopted.

2. Related Work

In the Long-Term Evolution-Advanced (LTE-A) networks,
many protocols are formulated for access security issues
[19–27]. In addition, many researchers are paying attention
to security of IoT deployment under the 5G network or some
other advanced architecture [28–31]. According to the
research findings, the current research on a large number of
equipment access authentication process in the network,
and these schemes are mainly categorized into the following
two types.

(i) Group-based security context transformation

Through this type of scheme, many researchers have
proposed some group-based access authentication schemes
[19–23]. Based on the problem of a large number of users
roaming to the same service network when receiving ser-
vices, Chen et al. first proposed such a group access

authentication and key agreement scheme [19]. In the IoT
scenario, in order to ensure that information is not leaked
and safe, authentication is required. In practice, however,
we usually need to process information from multiple IoT
devices at the same time. Obviously, one-to-one certification
has great limitations in terms of timeliness and complexity.
Therefore, we need to perform group authentication [20,
21]. The access authentication process of SE-AKA Scheme
[22] and EG-AKA Scheme [23] is similar to Lai’s scheme,
and temporary group key is used to realize local identity
authentication. These schemes can reduce the cost of high
communication costs between home network and service
networks by simplifying the process when dealing with the
authentication of other group members. However, they are
still unable to avoid signaling congestion since they still need
to send multiple access request messages to connect to the
network.

(ii) Group-based aggregation authentication

In group-based aggregation authentication scheme, a
large number of devices are first combined to create a group,
and a group leader is selected at the same time. When multi-
ple members from an IoT group need to access the network
at the same time, they all issue an access request message.
The group leader then gathers the messages of these group
members into an access request message and sends them to
the network. The verifier in the network then validates the
aggregated signature message, thus validating the entire
group of devices or aggregate message authentication code
generated by the group leader. In Cao’s scheme, a group-
based aggregate signature authentication scheme is proposed
for the first time [24]. Whereafter, a lightweight packet pro-
tection protocol based on aggregated message authentication
codes is proposed by Lai et al. [25]. Based on secret sharing
technology, Li et al. proposed a new group-based protocol
with dynamic policy update [26]. Through aggregation tech-
nology, Cao’s scheme [24] and Li’s scheme [26] made great
optimizations in terms of communication and signaling
overhead. However, both of these schemes may generate a
lot of computational overhead. Basudan et al. proposed a
protocol [27]. This protocol is a data security transfer proto-
col based on fog computing and also has the attribute of pri-
vacy protection. This scheme can not only make the signaling
cost low but also ensure the authenticity and confidentiality
of the design. However, derived from the protocol by intro-
ducing bilinear pairing operations, a large amount of com-
puting cost is caused. In the case of limited equipment
power, they are not suitable. Lightweight authentication in
Lai’s scheme can be achieved by using symmetric cryptogra-
phy. However, due to the existence of internal forgery attack,
there are still many security vulnerabilities such as DoS attack
and lack of identity privacy protection security issues in
LGTH scheme. Aiming at these problems, Zhang et al. pro-
posed a multiparty authentication scheme [28]. This scheme
adopts certificateless signcryption authentication technology
to solve the problems in the multidevice access scenario. It
not only realizes the access authentication of multiple devices
but also achieves the characteristics of protecting user
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identity privacy and nonrepudiation. But this scheme cannot
realize mutual authentication between the user and the
server. Moreover, there is the problem of a huge number of
messages in the network, which easily causes network con-
gestion. Therefore, the authentication overhead and signaling
overhead are relatively large.

These two approaches mentioned above still have some
issues with both performance and security issues, although
they can reduce signaling overhead to some extent. In addi-
tion, these schemes do not address the process of secure data
transfer, but simplify the process of access authentication.

2.1. Our Contributions. An efficient and secure authentica-
tion protocol for IoT devices in IMS is proposed in this paper
in which a CS is introduced for file management. Our main
contributions are summarized as follows:

(i) Considering the current development status of wire-
less communication technology and the mobility
and efficiency of most IoT devices, we decided to
connect IMS to the 5G network. We will perform
our protocol between IoT devices and AMF to
achieve mutual authentication. After the mutual
authentication process, data can be transmitted in a
secure manner under 5G-based IMS

(ii) Our scheme is to build an IoT group. The leader of
the group will aggregate the messages of the legiti-
mate group members and send them to the network,
which greatly reduces the number of messages sent
to the network and effectively avoids network con-
gestion in IMS. All IoT devices need to be registered
on the network before the device is connected to the
system. In this stage, the proposed scheme intro-
duces a group leader. It can also realize that AMF
communicates to each IoT member device in the
group through the group leader device (GLD)

(iii) Data transmission and authentication are carried
out under the premise of ensuring the security and
integrity of data. In our scheme, the method of certi-
ficateless aggregation and signcryption is adopted.
And the group session key (GSK) is used to encrypt
messages between the network and the IoT group

(iv) Mutual authentication between terminal and net-
work will be implemented in our scheme. It can
ensure not only the legality of the terminal accessing
the network but also the authentication of the net-
work, and the server is realized

(v) The network inspects the legitimacy of the entire IoT
group and the integrity of the transmitted data
through aggregate signcryption, which significantly
improves the authentication efficiency. The security
analysis shows that the scheme can resist security
threats such as replay attack and forgery attack.
The performance analysis indicates that the scheme
is better than the existing schemes in signaling cost,
computing cost, and communication cost when fac-

ing the massive IoT devices and can take into
account the security and efficiency

2.2. Organization. The following arrangement of the paper is
shown below. In Section 3, we elaborated an overview of the
system model and relevant requirements. In Section 4, we
give a comprehensive overview of the scheme proposed in
this paper. The security analysis part and the performance
evaluation part are, respectively, described in detail in Section
5 and Section 6. Finally, the conclusion and future work are
given in Section 7.

3. Model and Security Requirements

3.1. System Model. When designing the system model, it is
necessary to consider the actual needs of communication,
user terminal, and network communication. In addition,
timeliness is also critical for communication. An IMS usually
consists of an authentication server, a confidential server, a
file server, and a client. When a user logs in and accesses
the file system through a client running on a personal
computer, it must first pass the authentication of the authen-
tication server. In a system with high confidentiality, file
information also needs to be encrypted by a confidential
system. The most important thing in the process of the
system running in the 5G environment is security and effi-
cient mutual authentication and data transmission.

Generally, a large enterprise or organization needs to
handle a huge amount of data and the number of users for
information management. Therefore, a management entity
with a large storage capacity is required, and the server must
not be interrupted. Then, a management entity that can oper-
ate continuously is required. The important issue that the
information management department must face is to ensure
the data security and stable operation of the information
management system. In our scheme, we overcome the prob-
lem of large storage and computing overhead by introducing
cloud servers and the service interruption will not occur. In
addition, the introduction of cloud servers can also avoid
data loss or system crashes caused by hardware damage.
There are four types of entities in an IMS system model:
the Key Generation Center (KGC), the Access and Mobility
Management (AMF), the Cloud Sever (CS), and IoT groups
as shown in Figure 1. In this system, AMF is used as the
authentication server, the security server is assumed by
KGC, a CS is introduced to complete the work related to
the file server, and there are multiple groups
(i:e:groupi, i = 1, 2, 3,⋯, n) of IoT devices that make up the
IMS client. These entities can be roughly divided into three
parts: information access unit, information transmission
unit, and information processing unit.

(1) The information access unit is composed of multiple
IoT devices of the user, these IoT devices are divided
into multiple IoT groups according to specific attri-
butes. And this unit mainly forms human-computer
interaction with the user, allowing the user to access
the IMS through the IoT device and perform related
operations on the information stored in the IMS
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(2) The information transmission unit is composed of
two types of access points in NG-RAN, namely,
gNB and ng-eNB. This part, like the base station, is
mainly responsible for user access to the network. It
is also a medium for sending and receiving informa-
tion and communicating

(3) The information processing unit is composed of
three types of servers, KGC, AMF, and CS. This part
mainly completes the authentication of user identity
information, the encryption of data messages, and
the function of processing the information stored in
the server

The communication of the whole system includes com-
munication between IoT device (IOTD) and KGC, AMF
and KGC, IOTD and group leader of its IoT group, each
IoT group and AMF, and AMF and CS. In our scheme,
KGC is an incomplete trusted entity. It generates partial
key during the interaction with IOTD and verifies whether
the registered IOTD is legitimate and whether it is a corre-
sponding group member. IOTD encrypts the communica-
tion data and sends it to the GLD of the IoT group for
verification and aggregation. After that, the GLD sends the
aggregate data of the whole group to the network through
ng-ran, and AMF verifies the legitimacy of the entire IoT
group. Various information of IMS is stored in CS, and users
access data information in CS indirectly through AMF,
because the communication between the AMF and the CS
can be regarded as a completely trusted transmission, and
mutual authentication can be performed between the AMF
and the IOTD. The specific process is as described later. First,
AMF selects a third-party cloud service operator to register
and configure the cloud server and then establish the session

key after passing the mutual authentication between IOTD
and AMF. Finally, AMF accesses the information in CS and
sends it to each IOTD.

3.2. Security and Privacy Requirements. In IMS, users access
the data in the file server through the IOTD accessing the sys-
tem network. In this scheme, IMS is based on the 5G wireless
network, so IoT devices access the system network through
the nodes gNB and ng-eNB of the 5G access network. Since
this process is carried out in a wireless network environment,
there are some insecure elements of the connected node
between IoT devices and networks can be derived from the
system model presented above. And the external adversaries
want to interfere with wireless transmission via control and
disrupt the medium between IoT devices and networks. On
the one hand, attackers can attack in a range of insecure
means including replay attacks, man-in-the-middle attacks,
and simulation attacks to simulate IoT devices or networks
to launch various protocol attacks. On the other hand, pri-
vacy protection is indispensable for the sender. Therefore,
the identity of the IOTD and the IoT group must have good
concealment during the access of authentication. Even if the
attacker is threatened, the real identity of the IOTD cannot be
obtained.

Specifically, the following safety requirements should be
met in the design proposal.

(1) Mutual authentication: when the network is sent an
access request by a group of IoT devices and needs
to be accessed, AMF also authenticates the group of
devices. In addition, each IOTD needs to confirm
the legitimacy of AMF

(2) Identity privacy protection: in the process of data
transmission of IoT group, mutual authentication
of network is usually accompanied. In order to
ensure that the attacker will not steal the identity
information and group identity information of the
IOTD, the actual identity and group identity infor-
mation of each IOTD need to be hidden in the
message

(3) Resistance to protocol attacks: typically, the scheme
needs to resist various existing protocol attacks, such
as replay, eavesdropping, and man-in-the-middle
attacks

(4) Data confidentiality and integrity: in general, the
confidentiality and integrity of data transmission
between the IoT group and the AMF should be guar-
anteed. Based on this, scheme can be designed

(5) Efficient and feasible: the proposed scheme needs to
reduce all kinds of costs in the process of authentica-
tion, including calculation cost, signaling cost, and
communication cost

4. The Proposed Authentication Scheme

The efficient authentication for Internet of Things devices in
information management systems consists of seven
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Figure 1: The system model of 5G-enabled information management
system.
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S, params

KGC AMF IOTDGID,i GLD

Selects xi
computes Xi.

{IOTDGID,i, GID, Xi}{IOTDGID,i, GID, Xi}

Generates an authenticaiton vector AV S, 
computes a temporary group key GTK, 
selects ri Zq

⁎,, calculates Ri, h1,i, yi.

{AV S,GTK, {yi, Ri, h1,i}}
{yi, Ri}

Computes di,
checks diP = Ri+h1,iPpub,
if holds.

Generates SKi = (xi, di), 
PKi(Xi, Ri).

selects vi Zq
⁎,

computes Vi, i= ∑i
sets Ci, 
computes h3,i, si. 

{Ci, si, V}

Computes Vʹ,
judges 
if holds, computes V = 

{S,{Vi, Ci} }

Computes Zi, h1,i, h3,i,
checks SP = V + (Xi+Ri+h1,iPpub),
if holds, the signature value is valid.
computes h2,i , 
outputs msg={msgi}i

selects vM
computes VM, hM, sM,
computes GSK=f0(GTK, GID, VM), 
computes ski = H4(vMVi). 

{IDM, VM, sM, ENCGSK{Encski(msgiM)}1 ≤i ≤n}

Broadcasts the message to
all in the group.

Verifies the sMP = VM+(RM+XM+h1,mPpub)hM, 
if holds, computes GSK = f0(GTK, GID, VM), 
computes ski = H4(vMVi), 
decrypts to get the msgi

M. 

Initialization
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Data transmitted and
authenticated encryption
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⫙
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⫙
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Figure 2: The procedures of the proposed scheme.
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algorithms: system initialization, client key extraction, pri-
vate key extraction, signcryption, aggregate signcryption,
authentication, and aggregate authentication. The detailed
process is shown in Figure 2.

(1) System Initialization: input security parameters λ, the
algorithm can return a series of system public param-
eters, and the master private key from the input value

(2) Client Key Extraction: the user IDi first chooses a
random number xi and then computes the common
parameters Xi

(3) Private Key Extraction: after KGC receives (IDi, Xi),
it randomly selects ri and calculates Ri, Yi, yi and
set the private key (xi, yi) and public key (Xi, Yi)

(4) Signcryption: IDi signcrypts the messagemi and send
the signcryption to the receiver B as the identity IDB

(5) Aggregate Signcryption: after receiving signcrypts, B
aggregates signcrypts and generates aggregate sign-
cryption and sends them to verifier A

(6) Authentication: B authenticates the signcryption
after receiving the signcryption of the message mi

(7) Aggregate authentication: verifier A authenticates the
aggregate signcryption after receiving the aggregate
signcryption sent by B

The process of this scheme can be divided into the follow-
ing three stages: initialization phase, user registration and key
generation phase, and data transmitted and authenticated
encryption phase.

4.1. Initialization Phase. During the system initialization
phase, KGC executes the system initialization algorithm to
generate the system common parameters params and master
key. The detailed process is as follows:

(1) KGC selects a cyclic additive group G of prime order
q when it receives a security parameter λ. Suppose P
is the generator of G

(2) Then, KGC chooses four hash functions H0 =
f0, 1gℓ1 ⟶ Z∗

q ,H1 = f0, 1gℓ2 ⟶ Z∗
q , H2 = f0, 1g∗

× G, and H3 =G⟶ Z∗
q , where ℓ1 is the bit length

of the user and ℓ2 is the bit length of the plain text
message

(3) KGC chooses s∈RZ
∗
q as the master key and computes

Ppub = sP

(4) Finally, the fG, P, q, Ppub,Hif0≤i≤3gg is used as the
public parameter, and for KGC, the master key
remains his private secret

4.2. User Registration and Key Generation Phase. In this
stage, each IOTD and AMF start to register and provide
some of the private keys to obtain another part of the pri-
vate key generated by KGC. Then, KGC sends a message

to the IOTD and AMF, respectively; the content is their
corresponding private key. Each user legally has a distinc-
tive ID, and each user has one or more terminal devices.
Thus, multiple different devices constructed into an Inter-
net of Things group should have common attributes.
These common attributes are user attribution consistency,
location consistency, functional similarity, or other similar
characteristics. A GLD can be selected, which is based on
the corresponding capabilities (such as the communication
capabilities of each device, storage status, and battery sta-
tus). In the 5G network, GLD will be activated at the same
time when data is sent and received between the network
and the user equipment. There is a dedicated group iden-
tity (GID) and a group key (GK) between each device and
KGC that is prestored in the IoT group. And there are
many IoT groups, one of these groups is denoted as
groupiði = 1, 2, 3⋯ nÞ. Each IOTD has an identity IOT
DGID,i, let IOTDGID,1, IOTDGID,2,...,IOTDGID,n be a member
of the groupi. This stage is illustrated as follows.

(1) IOTDGID,i randomly selects xi∈RZ
∗
q and computes

Xi = xiP. Then, a message containing the terminal
identification IOTDGID,i, the group identity GID,
and Xi is sent to AMF

(2) Upon receiving the message, AMF transmits the
identity verification request message to KGC, which
contains the terminal identification IOTDGID,i, the
group identity GID, and Xi

(3) When a message is received from the sender, KGC
begins to validate the received terminal identification
IOTDGID,i and GID validate the terminal IOTDGID,i
as a member and also validate whether it is a member
of group. Then, the KGC generates an authentication
vector AVS and defines the GTK = f0ðGK, GIDÞ as a
temporary group key. Then, select a secure hash
function f0 safely, which is confidential between the
IoT group, AMF, and KGC. Almost simultaneously,
the KGC randomly selects ri∈RZ

∗
q and calculates

Ri = riP, h1,i =H1ðIOTDGID,ikXikRikGIDÞ and yi =
ri + sh1,i +H0ðsXiÞ. Finally, the KGC embeds AVS,
GTK, and (yi, Ri, h1,i) in the authentication
response message sent to AMF

(4) When the AMF receives the response message,
(yi, Ri) will be sent to IOTDGID,i

(5) When a message is received from the AMF, IOT
DGID,i computes di = yi −H0ðxiPpubÞ and checks the
equation diP = Ri + h1,iPpub. If the equation hold,
the KGC generates the complete key SKi = ðxi, diÞ,
PKi = ðXi, RiÞ.

The following details show that AMF generates key pairs
in a similar way to the IOTDGID,i.

(1) Assume that the IDM as an identity of the AMF, it
selects a random number xM∈RZ

∗
q and calculates
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XM = xMP. After the above calculation is completed,
the request message is sent to KGC. The message
includes its identity IDM and XM

(2) After receiving the message. The KGC validates the
IDM by validating the messages it receives that con-
tain IDM and XM . Then, the KGC generates an
authentication vector AVSM . At the same time, the
KGC randomly selects rM∈RZ

∗
q and computes RM =

rMP, h1,M =H1ðsnMkXMkRMÞ and yM = rM + sh1,M
+H0ðsXMÞ. Finally, the KGC embeds AVSM and
(yM , RM , h1,M) in the authentication response mes-
sage sent to AMF

(3) When AMF receives a message from the KGC, it
computes dM = yM −H0ðxMPpubÞ and checks the
equation dMP = RM + h1,MPpub. If the equation hold,
KGC generates the complete key SKM = ðxM , dMÞ,
PKM = ðXM , RMÞ.

4.3. Data Transmitted and Authenticated Encryption Phase.
In this part, the IoT groups and the AMF perform data
encryption and transmission operations while encrypting
and transmitting data. And the CS we introduced is
through a third-party cloud-computing technology opera-
tor such as Amazon, Alibaba Cloud, and Google. Then,
each IoT group and AMF can perform mutual authentica-
tion. When the IOTD is connected to the network, GLD
will aggregate the encrypted data and verification informa-
tion of each member in the group. And the GLD of each
group generates an aggregate signcryption. Then, AMF
will send aggregated information and other public param-
eters by GLD. Based on the aggregated signcryption infor-
mation, AMF can verify IoT members in each group. A
key will be established between each terminal device and
the AMF to ensure the security of the data. When the
IoT group and the AMF interact, and the group session
key GSK will be obtained. Subsequently, AMF uses its pri-
vate key to generate a signature and send the encrypted
data. After the authentication is passed, the user can access
the data in the CS. The process is described in detail as
follows; we assume that the following steps are executed
in a certain group (i:e:groupi). And other groups are
similar.

(1) In a groupiði = 1, 2, 3⋯ nÞ, each IOTDGID,i will select
an element vi∈RZ

∗
q . Then, five steps will be performed

in proper order

(a) Computes Vi = viP and sends it to other n − 1
group members

(b) Computes V =∑i∈I Vi, Zi = viðRM + h1,MPpubÞ,
h2,i =H2ðIDMkVikVkviXMÞ

(c) Sets Ci = Ci,1kCi,2 = IOTDGID,ikGIDkðh2,i ⊕msgiÞ
(d) Computes h3,i =H3ðVikCikXikRikZiÞ
(e) Computes si = vi + ðdi + xiÞ · h3,i

(2) IOTDGID,i sends the above ciphertext Ci, the sign-
cryption si, and V embedded access request message
to GLD in the groupi

(3) After receiving messages from other group members
in groupi, the GLD judges whether V and V ′ are
equal, where V ′ =∑i∈I Vi and if V =V ′, computes
S =∑i∈I si, and sends the aggregated message fS,
fVi, Cigi∈Ig to AMF

(4) The GLD of each group sends an aggregate message
to the AMF. And then for the group i, AMF begins
to execute the following six steps. Similarly, it per-
forms the same operation for each IoT group

(a) Computes Zi = dMVi

(b) Sets h1,i =H1ðIOTDGID,ikXikRikGIDÞ.
(c) Sets h3,i =H3ðVikCikXikRikZiÞ.
(d) Then, AMF can check whether the formula SP =

V +∑i∈I h3,iðXi + Ri + h1,iPpubÞ is equal. The
detailed calculation process is as follows

SP = Σi∈I vi + di + xið Þ · h3,ið ÞP
= Σi∈I vi + yi −H0 xiPpub

� �� �
+ xi · h3,i

� �
P

= Σi∈I vi + ri + s · h1,i + xið Þ · h3,ið ÞP
= Σi∈IVi + Ri + Ppub · h1,i + Xi

� �
· h3,i

=V + Σi∈I Xi + Ri + Ppub · h1,i
� �

· h3,i:
ð1Þ

We say that the signature value is valid if the equation
holds. The AMF can ensure that the received ciphertext Ci
is not only valid but also belongs to a legal IOTDGID,i in the
groupi.

(e) Computes h2,i =H2ðIDMkVikVkxMViÞ
(f) AMF produces an output msg = fmsgigi∈I , where

msgi = h2,i ⊕ Ci,2

(5) If the data in the CS needs to be sent to an IOTD, it
needs to be sent through AMF. AMF reads the data
directly from the preregistered and configured CS and
then sends the read data to IOTD ðGID, iÞ in the
group i. After that, AMF performs the following steps

(a) Selects an element vM∈RZ
∗
q , then three values will

be calculated, and they are VM = vMP, hM =
H2ðIDMkVMkGIDÞ, sM = vM + ðdM + xMÞ · hM

(b) Computes GSK = f0ðGTK, GID,VMÞ as the ses-
sion key with GLD to encrypt the message msgM

(c) Computes ski =H4ðvM · ViÞ as the session key
with IOTDGID,i to encrypt msgiM
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(d) Generates an aggregate message ðIDM ,VM , sM ,
ENCGSKffENCskiðmsgiMÞgg1≤i≤nÞ and send the
aggregate message to GLD

(e) After receiving the message, GLD broadcasts the
message to all in the group

(f) IOTDGID,i verifies that the following equation is
true: sMP =VM + ðRM + XM + h1,M · PpubÞ · hM .
The detailed process is as follows

sMP = vM + dM + xMð Þ · hMð ÞP
= vMP + dMP + xMPð Þ · hM
=Vm + rM + s · h1,Mð ÞP + xMPð Þ
=VM + RM + XM + h1,M · Ppub

� �
· hM:

ð2Þ

If the equation holds, computes GSK = f0ðGTK, GID,
VMÞ, ski =H4ðvM ·ViÞ, and decrypts to get the message ms
giM .

5. Security Analysis

In this part, the security of the protocol has been analyzed.
And we have defined six security goals.

(1) Mutual authentication: in the IoT group and AMF,
mutual authentication can be implemented in our
scheme. In the process of AMF’s identity authentica-
tion for each IOTDGID,i, the legal signcryption si is
generated only by the convincing IOTD, and GLD
calculates the valid aggregate signature. If the adver-
sary does not have a correct private key, it is impossi-
ble to obtain a valid aggregate value. In addition, a
private key can be used to generate a signcryption
to authenticate the AMF

(2) Data privacy and integrity: in order to strengthen
data security, our scheme uses certificateless aggrega-
tion and signcryption technology. When data is
transferred from IOTDGID,i to AMF, only legitimate
users have a valid private key. And the legal public

key of AMF is jointly used to signcrypt the data. This
operation is run by GLD. And only legal AMF can
verify the aggregate signcryption and decrypt it. In
addition, when the data is transmitted from AMF to
IOTDGID,i, use the session key of each IOTDGID,i
and AMF (IoT group and AMF) to ensure the privacy
and integrity of the data

(3) Identity privacy protection: after the IOTDGID,i
’s rel-

evant information are encrypted in this scheme, it
can protect the user’s identity information from
being leaked. According to the proposed scheme,
we use AMF’s public key to encrypt the IOTDGID,i
and GID. If an adversary wants to decrypt the infor-
mation of interest, he must know the valid AMF pri-
vate key. So, they cannot use the legal identity to
further implement the replay attack

(4) Attack resistance: there are some attacks that can be
resisted in our scheme, such as replay attacks,

Table 1: The symbol of notation.

Symbol Definition

Ng A quantity of groups

Nt A quantity of terminals

Table 2: The signaling overhead.

Protocol The number of signaling

Cao’s scheme 7Nt + 3Ng

Sultan’s scheme Nt +Ng

Our scheme Nt + 3Ng
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Figure 3: The comparison of signaling cost.
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modification attacks, impersonation attacks, eaves-
dropping, and man-in-middle attacks

(i) Replay attacks: since a random value is intro-
duced to generate the signcryption in the con-
struction of our scheme, which can resist
replay attacks. In detail, we ensure the random-
ness of the message by selecting a random value
vi during the data transmission phase. Thus, the
adversary cannot perform a replay attack with-
out obtaining the value vi

(ii) Modification attacks: in this proposal, a valid tri-
ple ðS, fVi, Cig1≤i≤IÞ, S is the signature valid. We
can check whether the message has been modi-
fied by the adversary through the formula SP =
V +∑i∈I h3,iðXi + Ri + h1,iPpubÞ

(iii) Impersonation attacks: when an adversary wants
to send a forged message to AMF, it needs to be
simulated as a legitimate device IOTDGID,i. At
this time, AMF will test the formula SP =V +
∑i∈I h3,iðXi + Ri + h1,iPpubÞ, if it is established, it
will pass the verification; otherwise, stop it

(iv) Man-in-the-middle attacks: our scheme can
resist an attack such as an man-in-the-middle
attacks. The prerequisite for the adversary to
generate the correct signcryption or signature
information is to know part of the private
partial-key of AMF, which is related to the gen-
eration of the session key. And the generation
of the session key requires the adversary to break
the Computational Diffie-Hellman (CDH)
problem. Specifically, in the data transmission
and authentication encryption stage, we set mul-
tiple points(Vi, Xi, Ri, Zi, etc:) on the elliptic
curve in the content of the transmission message
to ensure certain security. The adversary needs
to break through the points we set on the curve
based on CDH problem to obtain the corre-
sponding private key and session key parameters

(v) Eavesdropping: no adversary can obtain the ses-
sion key by eavesdropping. If an adversary can

forge a signature or aggregate signature informa-
tion, a private key needs to be forged to make
entities AMF or IOTDGID,i believe. In summary,
the scheme is secure

Based on the above analysis, the IMS in our scheme can
resist the above-mentioned attacks to ensure the information
security of the entire system. It prevents illegal users from
entering the IMS by resisting replay attacks and impersona-
tion attacks. And to ensure that the security of the informa-
tion stored in the system by each entity in the IMS is not
tampered with and eavesdropped through the other security
features.

(5) Signaling Congestion Avoidance: we used the idea of
certificateless signcryption technology to construct
the scheme. A large number of IoT devices send
access requirements to GLD, and GLD aggregates
this information to generate messages. It can reduce
the amount of signaling and effectively improving
the efficiency of access authentication. The authenti-
cation process includes data transmission, which
reduces the communication overhead of the scheme
and reduces the pressure on the communication
network

6. Performance Analysis

Compared with some similar schemes, this scheme has
greater advantages in performance. In this part, we compare
the signaling overhead, computing overhead, and communi-
cation overhead separately with Cao’s scheme [24] and
Sultan’s scheme [27]. In Table 1, we describe the symbol
definition where Ng and Nt represent the number of two dif-
ferent entities.

6.1. Signaling Overhead. In this section, we analyze our
scheme, Cao’s scheme [24], and Sultan’s scheme [27]. And
we take the number of signaling messages as a parameter.

In Cao’s scheme, the communication between IOTD and
AMF needs 7Nt + 3Ng signaling messages to realize authen-
tication. In the scheme of Sultan, the communication
between IOTD and AMF needs Nt +Ng signaling messages
to realize authentication. In this scheme, IoT devices and
AMF achieve multiparty authentication need Nt + 3Ng

signaling messages. We can see the theoretical comparison
results in Table 2.

In Cao’s scheme, when the terminal communicates with
the network, a great quantity access request messages can
be integrated. Then, the aggregated message is sent to the
network, which can be verified by AMF. After the

Table 3: The symbol of notation.

Symbol Definition

TM Time of a point multiplication

TH Time of a hash function operation

TP A pairing operation time

Table 4: The time required for the encryption operation.

UE TM TH TP

IOTD 4.312 0.514 31.812

AMF 1.048 0.036 8.671

Table 5: The computation overhead.

Protocol IOTDi AMF
Cao’s scheme TH + 2TM 2Nt TH + TPð Þ
Sultan’s scheme 3TH + 6TM Nt TH + 2TM + 4TPð Þ
Our scheme 3TH + 8TM 3Nt + 1ð ÞTH + 5Nt + 1ð ÞTM
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authentication is successful, AMF sends messages to the ter-
minal in broadcast mode. Due to the broadcast mechanism,
Cao’s scheme has higher signaling overhead compared with
Sultan’s scheme and our scheme. Based on aggregate sign-
cryption technology, our scheme embeds data from different
devices into authentication request messages. Then, they will
be sent to AMF for authentication after aggregation by group
leaders. In addition, the user terminal to authenticate the
AMF generated signature authentication network through
GLD. This method does not require each member to authen-
ticate the message one by one, thereby greatly reducing the
signaling overhead.

Figure 3 shows the change of the total number of signal-
ing messages with the increasing number of terminal devices
when Ng = 10 and Ng = 20, respectively. When the number
of terminals increases from 1 to 100, the signaling cost in this
scheme is similar to Sultan’s scheme but is significantly better
than Cao’s scheme. It can be concluded that this scheme has
good performance in signaling overhead.

6.2. Computational Overhead. In our scheme, we mainly
consider three relatively time-consuming calculations (as
shown in Table 3). TM stands for dot multiplication oper-
ation, TP stands for pair operation, and TH stands for a
hash operation. These calculations were tested on a laptop

computer (Computer brand: Lenovo, processor: I5-3320M
2.6GHZ, memory: 4G bytes, operating system: window7)
and realized by calling the JPBC library. The running time
of each operation is shown in Table 4.

In Cao’s scheme, the computational overhead of each
IOTD and AMF is TH + 2TM and 2NtðTH + TPÞ, respec-
tively. In Sultan’s scheme, the computational overhead of
each IOTD and AMF are 3TH + 6TM and NtðTH + 2TM +
4TPÞ, respectively. In our proposed scheme, the computa-
tional overhead of each IOTD and AMF are 3TH + 8TM
and ð3Nt + 1ÞTH + ð5Nt + 1ÞTM , respectively. We can see
the computational overhead in each scheme from Table 5
and the relationship between them in Figure 4.

Due to the large number of pairing operations in Cao’s
scheme and Sultan’s scheme, the computation cost of the
two schemes is high. In Cao’s scheme, the computational
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Figure 4: The comparison of computation cost.

Table 6: The communication overhead.

Protocol Communication overhead

Cao’s scheme a + 2 + 2cð ÞNt + a + 2ð ÞNg

Sultan’s scheme Nt +Ng

Our scheme aNt + a + 2ð ÞNg
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cost of the protocol is the largest because it performs time-
consuming mapping hash, bilinear pairing, and point mul-
tiplication. Our scheme realizes message aggregation
authentication without bilinear pairing operation, so the
computation cost of this scheme is less than that of the other

two schemes. Figure 4 shows the comparison between the
scheme in our scheme and the other two schemes. When
the number of terminals increases from 0 to 100, the compu-
tational cost of the scheme in this chapter is significantly
lower than that of the other two schemes.
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c = 0.8, Ng = 5
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Figure 5: The comparison of communication cost.
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6.3. Communication Overhead. We think that the transmis-
sion between AMF and IOTDi is a unit. There are a units
between IOTDi and GLD, and c units are between eNB and
IOTDi. Since the distance between IOTDi and IOTDj is less
than 100 meters, the cost of a units is much less than that
of one unit. Due to different eNB locations, the distance
between eNB and IOTDi is also various. Also, the distance
between IOTDi and entities connected by wire is relatively
fixed. In order to facilitate our analysis of the proposed
scheme, we assume a = 0:01. Because of using the control
plane to optimize the transmission mechanism, AKA scheme
generates additional transmission overhead. During the
establishment of the data holder, the consumption of AMF
and IOTDi is two units. And the consumption of eNB and
IOTDi transmission is 2c units.

After analysis, the communication cost of Cao’s
scheme is ða + 2 + 2cÞNt + ða + 2ÞNg, that of Sultan is Nt

+Ng, and that of our scheme is aNt + ða + 2ÞNg. In
Table 6, the total communication overhead of Cao’s
scheme, Sultan’s scheme, and our scheme are compared.
Figure 5 shows the comparison of communication con-
sumption between the scheme in this chapter and the
other two schemes in four cases: c = 0:4, Ng = 5, c = 0:4,
Ng = 10, c = 0:8, Ng = 5, c = 0:8, Ng = 10. It can be clearly
seen from Figure 5 that when the number of user terminals
increases from 0 to 100, the communication overhead of the
scheme in this chapter is significantly lower than that of the
other two schemes.

7. Conclusions and Future Work

In order to perform authentication and data transmission
safely and efficiently in IMS, we propose an efficient and
secure authentication for IoT device in information manage-
ment systems. By screening the specific attributes of the
device, an IOTD in the IoT group is selected as the group
leader to perform message aggregation, signature, encryption,
and transmission in our scheme. Therefore, while ensuring
user identity privacy and data integrity, it greatly improves
the efficiency of mutual authentication and data transmission
between the user and the server in IMS. And it solves the large
signaling overhead caused by multiple IoT devices simulta-
neously accessing the IMS, low authentication efficiency, and
network congestion caused by processing multiple messages
at the same time. Then, security analysis shows that the proto-
col can resist various malicious attacks. Performance analysis
also shows that this scheme is effective in terms of signaling
overhead, computing overhead, and communication over-
head. In future research, it will be interesting to design a
secure, efficient, andmeet the needs of more intelligent scenar-
ios in a IoT device authentication scheme.
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Location-based services (LBS) have become an important research area with the rapid development of mobile Internet technology,
GPS positioning technology, and the widespread application of smart phones and social networks. LBS can provide convenience
and flexibility for the users’ daily life, but at the same time, it also brings security risks to the users’ privacy. Untrusted or
malicious LBS servers can collect users’ location data through various ways and disclose it to the third party, thus causing users’
privacy leakage. In this paper, a differential privacy location protection method based on the Markov model for user’s location
privacy is proposed. Firstly, the transition probability matrix between states of the n-order Markov model is used to predict the
occurrence state and development trend of events; thereby, the user’s location is predicted, and then a location prediction
algorithm based on the Markov model (LPAM) is proposed. Secondly, a location protection algorithm based on differential
privacy (LPADP) is proposed, in which location privacy tree (LPT) is constructed according to the location data and the
difficulty of retrieval, the two nodes with the largest predicted value of LPT are allocated with a reasonable privacy budget, and
Laplace noise is added to protect location privacy. Theoretical analysis and experimental results show that the proposed method
not only meets the requirements of differential privacy and protects location privacy effectively but also has high data
availability and low time complexity.

1. Introduction

In recent years, the rapid development of mobile Internet
technology, Internet of things technology, and GPS position-
ing technology has promoted the rapid development of vari-
ous smart devices and social networks, making location-
based services (LBS) widely applied in people’s lives [1–4].
Users can send their identity, location, interests, and other
information to the LBS server through the LBS application,
so as to query and obtain the required information, such as
the nearest shopping center, supermarket, and restaurant.
The LBS service provider can also predict the next location
of the user according to the current location of the user and
provide the user with relevant information of the area before
the user enters the next area. For example, in the aspect of
traffic, vehicle positioning and prediction can enable users
to get a faster and more convenient path. However, while
users enjoy the convenience brought by LBS service, it will

also lead to the risk of sensitive information leakage. When
users query information from the LBS server, they need to
send personal identity, location, interests, and other informa-
tion to the LBS server. If this information is leaked by
untrusted or malicious LBS servers, the attackers can not only
link the user’s identity with location and interests but can
also infer more user’s private information. Therefore, loca-
tion privacy protection in LBS is becoming more and more
important and has been attached great importance to by rel-
evant fields.

At present, domestic and foreign researchers have con-
ducted a large number of studies on location privacy protec-
tion and proposed a variety of solutions to the privacy
protection problems in LBS. The dominating location pri-
vacy protection technologies include cryptography, k-ano-
nymity, and differential privacy.

Cryptography was proposed by Diffie and Hellman with
the idea of public key cryptography in 1976 [5]. The main
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idea of location privacy protection technology using cryp-
tography is to encrypt the user’s query information.
Because the users’ query information is not visible to the
server, the attacker cannot infer the true data of the user
even after obtaining the encrypted data. Although cryptog-
raphy can effectively protect the privacy of users, it costs a
lot in computing and communication and suffers insuffi-
cient data availability.

k-anonymity was proposed by Samarati and Sweeney
in 1998 [6], which can ensure that each individual record
stored in the publication dataset cannot be distinguished
from other k − 1 individuals for sensitive attributes. k
-anonymity mechanism requires that the same quasiidenti-
fier must have at least k records; so, the attackers cannot
link the records through the quasiidentifier. Although k
-anonymity technology can prevent identity disclosure, it
cannot prevent attribute disclosure nor can it resist homo-
geneous attacks and background knowledge attacks.

Differential privacy was proposed by Dwork et al. in 2006
[7], which can protect the privacy information effectively
even if the attacker gets the user’ background knowledge. Dif-
ferential privacy has a rigorous statistical model that facili-
tates the use of mathematical tools and quantitative analysis
and proof.

At present, location privacy protection faces great chal-
lenges. In this paper, a differential privacy location protection
method based on the Markov model is proposed. The main
contributions of this paper as follows:

(1) In this paper, the Markov model is used to predict the
location information, and the probability transfer
matrix between the states of the N-order Markov
model is used to predict the state of occurrence of
events and their development trend, so as to predict
the user’s location. Then, a location prediction algo-
rithm based on the Markov model (LPAM) is
proposed

(2) A location protection algorithm based on differential
privacy (LPADP) is proposed, in which location pri-
vacy tree (LPT) is constructed according to the loca-
tion data and the difficulty of retrieval, the two nodes
with the largest predicted value of LPT are allocated a
reasonable privacy budget, and Laplace noise is
added to protect location privacy

(3) A comprehensive theoretical and experimental anal-
ysis has been done between the proposed method
and the related works. Results show that our method
meets the requirements of differential privacy and
protects user location privacy effectively

The rest of this paper is organized as follows: Section 2
introduces the related works; Section 3 introduces the defini-
tion, transition probability matrix, system model, and attack
model; Section 4 introduces the LPAM algorithm and
LPADP proposed in this paper; Section 5 conducts experi-
ments on data availability, privacy protection degree, and
algorithm run-time of algorithm proposed in this paper; Sec-
tion 6 is the conclusion of this paper.

2. Preliminaries

2.1. Definitions

Definition 1. (Markov model) [8, 9]. Let E be the discrete state
space of random sequence fXðnÞ, n = 0, 1, 2,⋯g. If for anym
nonnegative integers n1, n2,⋯, nmð0 ≤ n1 < n2<⋯<nmÞ and
any natural number k, and any i1, i2,⋯, im, j ∈ E satisfies
the following conditions:

P X nm + kð Þ ∣ X n1ð Þ, X n2ð Þ,⋯, X nmð Þf g = P X nm + kð Þ ∣ X nmð Þf g:
ð1Þ

Then, fXðnÞ, n = 0, 1, 2,⋯g is called the one-order Mar-
kov model. This equation shows that the state of the next
moment only depends on the present moment and has noth-
ing to do with the past moment. This property is the Markov
model with no aftereffect.

The n-order Markov model means that the state of the
next moment is not only related to the present moment but
also related to the past moment; so, the prediction is more
comprehensive and effective.

Definition 2. (Neighboring dataset). Let the data set D and D′
have the same attribute structure, and the symmetric differ-
ence between theD and D′ is recorded as DΔD′, jDΔD′j rep-
resents the number of symmetry differences. If jDΔD′j = 1,
then D and D′D′ are called neighboring dataset (also known
as brothers data sets).

Definition 3. (Differential privacy) [10, 11]. There is a ran-
dom algorithm M and all possible outputs of M are SM.
For any two neighboring datasets D and D′, if algorithm M
satisfies the following conditions:

Pr M Dð Þ ∈ SM½ � ≤ eε × Pr M D′
� �

∈ SM
h i

, ð2Þ

then algorithm M provides ε-differential privacy protec-
tion, where parameter ε is called privacy protection budget.
The larger the ε is, the higher the data availability is, and
the lower the degree of privacy protection is; on the contrary,
the lower the data availability is, the higher the degree of pri-
vacy protection is.

Definition 4. (Sensitivity). Let d be a positive integer, D is a a
set of data sets, and f : D→ Rd is a function. The function
sensitivity represented by Δf has the following definition: Δ
f = max k f ðDÞ − f ðD′Þk1,where k:k1 is the Manhattan
distance.

Definition 5. (Laplace mechanism) [12, 13]. Given dataset D,
there is a function f : D⟶ Rd , the sensitivity is Δf , and
then the random algorithmMðDÞ = f ðDÞ + Y provides ε-dif-
ferential privacy protection, where Y ~ LapðΔf /εÞ is the ran-
dom noise and obeys the Laplace distribution with the scale
parameter Δf /ε.
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2.2. Transition Probability. In this paper, the n-order Markov
model is used to predict the location. The basic method of
Markov prediction is to use the transition probability matrix
between states to predict the occurrence and development
probability of events.

The transition probability is derived by using the one-
order Markov model [14, 15].

P =
Nij

∑n
j=1Nij

, ð3Þ

where Nij is the number of times that location i turns to loca-
tion j, and P is called one-step transition probability.

The recurrence relation can be obtained by C-K equation.

P nð Þ = PP n − 1ð Þ = P n − 1ð ÞP, ð4Þ

P nð Þ = Pn, ð5Þ
where Pn is called the n-step transition probability matrix of
the Markov model.

2.3. System Structure and Threat Model. The system structure
of this paper is shown in Figure 1, which is mainly composed
of client module, privacy protection module, and location
service provider module. The client module acquires the
user’s location information mainly through the GPS posi-
tioning module and stores the location data in the data-
base. The privacy protection module is composed of
prediction module and location protection module. The
prediction module predicts users’ location by the Markov
model, while the location protection module protects
users’ location by differential privacy. Location service pro-
viders can respond to users’ query requests, feedback the
query results to users, and use the feedback results for
data analysis, data sharing and data query, and other
services.

In this paper, a differential privacy location protection
method based on the Markov model is proposed to solve
the problem of users’ location privacy disclosure. The user’s
location is acquired through the GPS positioning module
and stored in the database. In the prediction module, the
n-order Markov model is used to predict the user’s loca-
tion, and the LPAM algorithm is proposed. In the location

protection module, differential privacy technology is used
to protect location data, and LPADP algorithm is proposed.
Location service providers can respond to users’ query
requests, feedback the query results to users, and use the
feedback results for data analysis, data sharing, and data
query and other services.

Almost all LBS providers collect users’ personal data,
such as identity, location, and interests. Many LBS pro-
viders provide different security guarantees, such as Goo-
gle, Twitter, and Youtube. Once these LBS providers are
attacked, users’ privacy information will be leaked. The
threat model of this paper is shown in Figure 2. The users’
location data is acquired through the smart mobile devices
equipped with positioning technology, such as mobile
phones, portable computers, and cars, and the obtained
location data is uploaded to the database. Then, the loca-
tion data is transferred to the LBS servers for further intel-
ligent data processing, which allows users to get
convenient services from the LBS providers, such as in
the aspect of traffic, vehicle positioning, and prediction
that can enable users to get a faster and more convenient
path; in terms of travel, location positioning and predic-
tion can help users obtain nearby scenic spots and accom-
modations with better evaluations. The intelligent data
processing of LBS servers mainly includes two parts: loca-
tion prediction and location protection. The attackers can
obtain the user’s personal data by attacking the user’s
smart terminals, LBS servers, or location service providers,
which will result in the users’ privacy being breached.

3. Differential Privacy Location Protection
Method Based on the Markov Model

To solve the problem of users’ location privacy leakage, a
differential privacy location protection method based on
the Markov model is proposed in this paper. Firstly, the
transition probability matrix between states of the n
-order Markov model is used to predict the location infor-
mation, and LPAM algorithm is proposed. Secondly, LPT
is constructed according to the characteristics of location
data and the difficulty of retrieval. Finally, the LPADP
algorithm is proposed to protect users’ location informa-
tion by using differential privacy technology.
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Figure 1: System structure.
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3.1. Location Prediction Algorithm Based on the Markov
Model. Location prediction enriches and expands LBS, which
is of great significance to LBS. The location prediction
methods can be mainly divided into three categories: the
location prediction method based on linear or nonlinear
mathematical model [16], the location prediction method
based on frequent track pattern mining [17], and the location
prediction method based on the Markov model.

The location prediction method based on the linear or
nonlinear mathematical model is to establish a mathematical
model according to the current running speed and time to
simulate the trajectory of moving objects, thereby predicting
the location. The location prediction method based on fre-
quent trajectory pattern mining is to find the frequent trajec-
tory pattern from the user’s historical trajectory and then
match the current query trajectory with the frequent trajec-
tory pattern to predict the location. The location prediction
method based on the Markov model uses the transition prob-
ability matrix between states to predict the state of the event
and its development trend, so as to predict the user’s location.

The n-order Markov model is used to predict the
user’s next location in this paper. The basic method of
Markov prediction is to predict the occurrence and devel-
opment trend of events by using the transfer probability
matrix between states. The Markov model has the advan-
tages of low time complexity and high prediction accuracy,
which not only avoids the problem that the user’s moving
speed and direction are affected by the road network in
the first method but also avoids the problem that the
query time is too long in the second method, which affects
the prediction efficiency and the redundant noise affects
the trajectory prediction accuracy.

Location prediction is fundamentally determined by the
current location and historical location. Obviously, the his-
torical location that is closer to the current location has the
greatest impact on the next location. Therefore, this paper
obtains the predicted value of each location based on the
Markov model weighting method.

X tð Þ = a1S t − 1ð ÞP + a2S t − 2ð ÞP2+⋯+anS t − nð ÞPn: ð6Þ

In equation (6), t is the time of the next location, andt − 1
is the time of the current location. XðtÞ is a 1 × n matrix that
represents the predicted value of each location. SðiÞ,1 ≤ i ≤ n,
is a 1 × nmatrix, the value of column i is 1, and the rest is 0. P
is an n × n probability transition matrix. a1, a2,… ak are
weights, representing the influence degree of the 1,2,3,...n
locations on the next location decision. Based on the Markov
model, this paper proposes a location prediction algorithm.
The specific content of the algorithm is as follows:

Analysis shows that Algorithm 1 is a location prediction
algorithm based on the Markov model, which contains four
modules. First, step 1 to step 5, the one-step transition prob-
ability matrix M1 is obtained according to equation (3). The
one-step transition probability matrix indicates that the next
predicted position is only related to the current position; sec-
ondly, step 6 to step 8, the n-step transition probability
matrix is obtained according to equation (5). The n-step
transition probability matrix indicates that the predicted next
position is related to all historical positions and is compre-
hensive; thirdly, step 9 to step 12, the predicted value of
each position is calculated according to equation (6).
Because the closer the historical position has the greater
influence on the next position, the weight a is set for each
historical position; finally, step 14 outputs the predicted
probabilities of all positions.

3.2. Location Protection Algorithm Based on Differential
Privacy. In the location protection module, this paper pro-
poses the LPADP algorithm. The basic principle is as follows:
Firstly, LPT is constructed for all locations predicted by the
LPAM algorithm; secondly, the two nodes with the largest
prediction value on LPT are protected by adding Laplacian
noise. The algorithm is as follows:

The analysis shows that Algorithm 2 is a location protec-
tion algorithm based on differential privacy, which contains
three modules. The main purpose of Algorithm 2 is to add
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Laplacian noise to the two position nodes with the largest
predicted value for protection. Firstly, the first step is to
construct LPT for all positions predicted by Algorithm 1,
which LPT is constructed according to the location data
and the difficulty of retrieval; secondly, the function of
the second step to the fifteenth step is to traverse all posi-
tions on the LPT to obtain the node with the largest pre-
dicted value and the node with the second largest
predicted value. There are two loop functions in the sec-
ond step to the fifteenth step. Among them, the first posi-
tion node on the LPT is defaulted to the maximum value

node, and then the nodes on the LPT are traversed in
turn, the function of the first loop is to obtain the node
X1 with the largest predicted value (that is, the fourth to
seventh steps), and the function of the second loop is to
obtain the node X2 with the second largest predicted value
(that is, the eighth to thirteenth steps); finally, the six-
teenth to seventeenth steps are to protect the two locations
X1 and X2. The sixteenth step is to allocate a reasonable
privacy budget to the two locations, and the seventeenth
step is to add Laplace noise to X1 and X2 according to
the privacy budget, so as to protect the two positions.

Input: N = fNijgn∗n; // degree transition matrix
S = fSig; // location at time k-1
now; // current location
X = fXig1∗n; // estimate each location
a = faig1∗n; // weight array

Output: result // output all predicted locations
1. FOREACH Ni ∈N
2. sum = cumulateNij ∈Ni; //cumulate is an accumulation process
3. FOREACH Nij ∈Ni

4. Pij =Nij/sum;
5. M1 = P // one step transition probability matrix P is obtained
6. FOR i=2 to n Do
7. Mi =matrixMulðMi−1, PÞ; // calculate n-step transition probability matrix
8. ENDFOR
9. setZero(X); // clear X and calculate the estimate
10. FOR i=1 to n Do
11. Tepmatrix = matrixMulðSi,Mi, aiÞ; // multiplication of weight and matrix
12. X =matrixAddðX, TepmatrixÞ; // calculate X
13. ENDFOR
14. result = putðX1, X2,⋯, XnÞ; // output all predicted locations
15. RETURN result;

Algorithm 1: Location prediction based on the Markov model (LPAM).

Input: X = ðXiÞ1∗n ; // location from Algorithm 2
Output: The two locations with the largest prediction probability are protected by adding noise
1. Constructing LPT;
2. void fun(int ∗X, int ∗X1, int ∗X2) // select the two nodes with the largest prediction probability on LPT(X1,X2)
3. {
4. int i;
5. ∗max = X½0�;
6. for(i=1; i < strlenðXÞ; i++)
7. if(∗max < ∗ðX + iÞ) ∗X1 = ∗ðX + iÞ; // select the nodes with the highest prediction probability X1
8. ∗X2 = X½0�;
9. for(i=1; i < strlenðXÞ; i++)
10. {
11. if(∗X2 < ∗ðX + iÞ && ∗X2 < ∗X1)
12. ∗X2 = ∗ðX + iÞ; // select the next largest value node X2
13. }
14. result = putðX1, X2Þ;//output X1, X2
15. }
16. ε = ε1 + ε2; //ε1<ε2
17. Xi′= Xi + LapðεiÞ // Laplacian noise is added to the two location nodes with the largest prediction value

Algorithm 2: Location protection based on Differential privacy (LPADP).
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3.3. Algorithm Analysis

3.3.1. Safety Analysis. The basic principle of differential pri-
vacy technology is as follows: when the user submits a
query request to the data provider, if the user directly
publishes the accurate query results, it may lead to privacy
leakage, because the attacker may use the query result to
deduct private information. In order to avoid this problem,
the differential privacy technology requires a middleware to
be extracted from the database, and a specially designed ran-
dom algorithm is used to inject an appropriate amount of
noise into the middleware to obtain a noisy middleware; then,
a noisy query result is derived from the noisy middleware and
returned to the user. In this way, even if the attacker can
deduce the noisymiddleware from the noisy result, it is impos-
sible for him to infer the noiseless middleware accurately, let
alone infer the original database, so as to achieve the purpose
of protecting the user’s privacy.

This paper uses differential privacy technology to pro-
tect the user’s location privacy. The main reason is that
differential privacy technology has three major advan-
tages: (1) differential privacy strictly defines the back-
ground knowledge of the attacker: except for a certain
record, the attacker knows all the information in the
original data. Such an attacker is almost the most power-
ful. In this case, differential privacy can still effectively
protect private information; (2) differential privacy has a
rigorous statistical model, which greatly facilitates the
use of mathematical tools and quantitative analysis and
verification; and (3) differential privacy does not require
special attack assumptions, does not care about the back-
ground knowledge of the attacker, and quantitatively ana-
lyzes the risk of privacy leakage.

The main implementation mechanism of differential pri-
vacy technology is to add random noise to input or output to
protect the privacy of users’, such as Laplace mechanism,
Gaussian mechanism, and Exponential mechanism. In this
paper, Laplacian mechanism is used to protect the user’s
location by adding Laplacian noise.

Laplacian noise is essentially a group of random values
satisfying the Laplacian distribution, and the basic principle
is to add noise that obeys Lap (b) to the original data and sta-
tistical results, so that the query results after adding the noise
meet the differential privacy constraint effect. Laplacian noise
is added in the LPADP algorithm, which conforms to ε-dif-
ferential privacy. The proof process is as follows:

It can be known from the probability density function of
the laplace mechanism:

Px zð Þ
Py zð Þ =

Yk
i=1

e −ε f xð Þi−zij j/Δfð Þ
e −ε f yð Þi−zij j/Δfð Þ =

Yk
i=1

e
ε f yð Þi−zij j− f xð Þi−zij jð Þ

Δ f

≤
Yk
i=1

e
ε f xð Þi− f yð Þij jð Þ

Δ f ≤ e
ε f xð Þ− f yð Þk k1

Δ f = eϵ :

ð7Þ

According to the definition of differential privacy, the
LPADP algorithm proposed in this paper satisfies ε-differen-
tial privacy.

3.3.2. Complexity Analysis. Assuming that the location data
table contains n pieces of records data. The privacy protec-
tion module in Figure 1 mainly contains two modules: pre-
diction module and location protection module. So, the
complexity of the algorithm in this paper mainly includes
two aspects: the time complexity of the LPAM algorithm in
the prediction module and the LPADP algorithm in the loca-
tion protection module. The LPAM algorithm mainly uses
the n-order Markov model to predict the position.

The realization of the LPAM algorithm mainly
includes three parts: first, calculate the one-step transition
probability matrix according to formula (3), and its time
complexity is Oðn2Þ, reflected in the first to fifth steps of
Algorithm 1; secondly, calculate the n-step transition
probability matrix according to formula (5), and its time
complexity is OðnÞ, reflected in the sixth to eighth steps
of Algorithm 1; finally, calculate and output the predicted
value of each position according to formula (6), and its
time complexity is OðnÞ, reflected in the tenth to four-
teenth steps of Algorithm 1.

The LPADP algorithm mainly allocates a reasonable
privacy budget to the two locations with the larger pre-
dicted value on the LPT and then adds Laplacian noise
to protect the location privacy. The realization of the
LPADP algorithm mainly includes three parts: first, con-
struct LPT for all positions predicted by Algorithm 1,
and its time complexity is OðnÞ, reflected in the first step
of Algorithm 2; secondly, traverse all the position nodes
on the LPT and then select the two nodes with the largest
predicted value, and the time complexity is OðnÞ, reflected
in the second to the fifteenth steps of Algorithm 2; finally,
a reasonable privacy budget is allocated to the two nodes
with the largest predicted value, Laplacian noise is added
for protection, and the time complexity is O (1), reflected
in the sixteenth to seventeenth steps of Algorithm 2. In
general, the time complexity required in this article is

O n2
� �

+O nð Þ +O nð Þ +O nð Þ +O nð Þ +O 1ð Þ ≈O n2
� �

: ð8Þ

4. Experimental Results and Analysis

4.1. Environment Configuration. In order to test the perfor-
mance of the location privacy protection method proposed
in this paper, the algorithm has been fully experimented in
terms of data availability, privacy protection degree, and
algorithm running time. The experiment is implemented
using Python, and the data sets are Gowalla data set and Geo-
life data set [18, 19]. The experimental environment of this
article is PyCharm. The hardware environment is 2.60GHz
i7 CPU, 8.00RAM, Win10 system 64-bit.

4.2. Data Availability Analysis. For the same query function
Q, the similarity of the output query results before and after
the noise is added to the data that reflects the influence of
the privacy protection algorithm on the availability of the
data. Let GðQÞ be the query result of the data before adding
noise, and G′ðQÞ be the query result of the data after adding
noise, and then the degree of approximation SQ can be
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defined as the first-order normal form distance between the
two output results SQ = kGðQÞ −G′ðQÞk1.

For continuous queryQi ∈ fQ1,Q2,⋯,Qkg, the availabil-
ity of data published by location services is defined as

E =
1
Qi

〠
SQi

eε/2

� �
: ð9Þ

Comparing the method proposed in this paper with
TDPS_LP_Signal and TDPS_EP [20] in terms of data avail-
ability, the results are shown in Figure 3. The X-axis repre-
sents the value of ε, and the Y-axis represents the data
availability. The E value of the three algorithms will decrease
with the increase of ε, because the larger the ε, the smaller the
noise addition and the better the data availability. When ε
> 0:015, the data availability of the method proposed in this
paper tends to be stable. Therefore, the method proposed in
this paper has better data availability compared with
TDPS_LP_Signal and TDPS_EP. The data availability of
the TDPS_LP_Signal algorithm is between the algorithm
proposed in this paper and TDPS_EP, and the data availabil-
ity of TDPS_EP is relatively poor.

Comparing the Markov model with the trajectory mining
model and linear or nonlinear mathematical model in data
availability, the results are shown in Figure 4. The X-axis rep-
resents the number of historical locations, and the Y-axis
represents data availability. The E value of the three algo-
rithms will decrease with the increase in the number of
historical locations, because the increase in the number
of historical locations, the more accurate the prediction
and the better the data availability. The n-order Markov
model is more accurate and comprehensive in location
prediction; so, it has better data availability. The trajectory
mining model is between the Markov model and linear or
nonlinear mathematical model in terms of data availabil-

ity, and the data availability of the linear or nonlinear
mathematical model is poor.

4.3. Analysis of the Degree of Privacy Protection. Comparing
the method proposed in this paper with TDPS_LP_Signal
and TDPS_EP in terms of privacy protection degree, the
result is shown in Figure 5. The X-axis represents the
value of ε, and the Y-axis represents the degree of privacy
protection. The degree of privacy protection of the three
algorithms will decrease with the increase of ε, because
the larger the ε, the smaller the noise addition and the
worse the degree of privacy protection. The algorithm pro-
posed in this paper uses differential privacy technology to
protect the location and has better security. The degree of
privacy protection of the TDPS_LP_Signal algorithm is
between the algorithm proposed in this paper and the
TDPS_EP algorithm, and the degree of privacy protection
of the TDPS_EP algorithm is relatively low.

Comparing the Markov model with the trajectory mining
model and linear or nonlinear mathematical model in the
degree of privacy protection, the result is shown in
Figure 6. The X-axis represents the number of historical loca-
tions, and the Y-axis represents the degree of privacy pro-
tection. The degree of privacy protection of the three
algorithms will increase with the increase in the number
of historical locations, because the increase in the number
of historical locations, the more accurate the prediction
and the better the degree of privacy protection. The n
-order Markov model is more accurate and comprehensive
in location prediction and has better security. The privacy
protection degree of the trajectory mining mode algorithm
is between the Markov model and the linear and nonlinear
mathematical model. The privacy protection degree of the
linear or nonlinear mathematical model algorithm is rela-
tively low.
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Figure 3: The effect of ε on data availability.
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4.4. Analysis of Algorithm Running Time. Comparing the
method proposed in this paper with TDPS_LP_Signal and
TDPS_EP in terms of algorithm running time, the result is
shown in Figure 7. The X-axis represents the value of ε,
and the Y-axis represents the running time of the algorithm.
The running time of the three algorithms will decrease with
the increase of ε, because the larger the ε, the smaller the
noise addition and the shorter the running time. The method
proposed in this paper only protects the two locations with
the largest predicted value and has less algorithm running
time. The running time of the TDPS_LP_Signal algorithm
is between the algorithm proposed in this paper and the

TDPS_EP algorithm, and the TDPS_EP algorithm requires
relatively more time.

Comparing the Markov model with the trajectory mining
model and linear or nonlinear mathematical model in terms
of algorithm running time, the results are shown in Figure 8.
The X-axis represents the number of historical locations, and
the Y-axis represents the running time of the algorithm. The
running time of the three algorithms will increase as the
number of historical locations increases, because the number
of historical locations increases, the prediction time
increases, thereby increasing the running time. Because the
Markov model has the advantage of low time complexity, it
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has less algorithm running time. The running time of the tra-
jectory mining pattern algorithm is between the Markov
model and linear and nonlinear mathematical model, and
linear and nonlinear mathematical model algorithm takes
more time.

5. Related Work

As LBS has privacy that becomes the focus of research, more
and more scholars have paid close attention to LBS privacy
protection methods. At present, the main methods of loca-

tion privacy protection include cryptography, k-anonymity,
and differential privacy.

Cryptography is a privacy protection method based on
encryption and signature, which realizes privacy protection
by encrypting users’ information [21–23]. Liang et al. pro-
posed a privacy protection method based on POI query inthe
road network environment by combining Hilbert curve with
anonymous technology, which effectively avoided inference
attack against location information [24].While it is known
that unconditionally secure position-based cryptography is
impossible both in the classical and the quantum setting, it

2000 4000 6000

Number of historical locations

8000 10000

D
eg

re
e o

f p
riv

ac
y 

pr
ot

ec
tio

n

0.60

0.65

0.70

0.75

0.80

Markov model
Trajectory mining model
Mathematical model

(a) Gowalla

2000 4000 6000

Number of historical locations

8000 10000

D
eg

re
e o

f p
riv

ac
y 

pr
ot

ec
tio

n

0.55

0.60

0.65

0.70

0.75

0.80

Markov model
Trajectory mining model
Mathematical model

(b) Geolife
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has been shown that some quantum protocols for position
verification are secure against attackers which share a quan-
tum state of bounded dimension. Bluhm et al. considered
the security of the qubit routing protocol. The protocol has
the advantage that an honest prover only has to manipulate
a single qubit and a classical string of length 2n and shows
that the protocol is secure if each of the attackers holds at
most n/2 − 3 qubits [25]. However, cryptography is difficult
to implement because of huge computing and communica-
tion costs.

k-anonymity requires that the same quasiidentifier must
have at least k records, and each individual record cannot
be distinguished from other k-1 individuals for sensitive
attributes; so, the attackers cannot link the records through
the quasiidentifier [26–28]. In reference [29], the user’s real
location was replaced by the anonymous users’ area; so, the
attacker could not identify the user’s real location. In refer-
ence [30], the users used historical information to process
real information anonymously, so as to protect users’ loca-
tion privacy. In reference [31], the users cooperated with
each other, shared part of the location information, and
formed an anonymous space to achieve the effect of k-ano-
nymity. Mingyan et al. [32] proposed a location anonymity
algorithm based on the mobile P2P structure, which avoided
the risk of information leakage caused by single point failure.
Xingyou et al. [33] selected the location anonymous set in the
grid that published the request according to the real service
request data and sent the location anonymous set to the
server instead of the user’s real location. Although k-ano-
nymity technology can prevent the disclosure of identity, it
cannot resist homogeneous attacks and background knowl-
edge attacks.

Differential privacy can protect privacy effectively and
has a rigorous statistical model [34–36]. Zhiqiang et al. [37]
proposed a location data acquisition scheme based on local
differential privacy, which used the random response mech-

anism to obtain location data, and the data collector used
direct statistics and expectation maximummethod to analyze
the location data to ensure that the normal analysis can be
carried out. In order to solve the problem of privacy leakage
in crowdsourcing, Zheng et al. [38] proposed a crowdsour-
cing location data acquisition scheme that satisfied the local-
ized differential privacy. In this scheme, the road network
space was divided into Voronoi diagram, and a method of
spatial range query on disturbed data set was designed. Fuzzy
C-means clustering algorithm is one of the typical clustering
algorithms in data mining applications. However, due to the
sensitive information in the dataset, there is a risk of user pri-
vacy being leaked during the clustering process. Zhang et al.
[39] aimed at the problem that the algorithm accuracy is
reduced by randomly initializing the membership matrix of
fuzzy C-means; in this paper, the maximum distance method
is firstly used to determine the initial center point. Then, the
Gaussian value of the cluster center point is used to calculate
the privacy budget allocation ratio. Additionally, Laplace
noise is added to complete differential privacy protection.
Wei et al. [40] proposed a differential privacy-based location
protection (DPLP) scheme, and DPLP splits the exact loca-
tions of both workers and tasks into noisy multilevel grids
by using adaptive three-level grid decomposition (ATGD)
algorithm and DP-based adaptive complete pyramid grid
(DPACPG) algorithm, respectively, thereby considering the
grid granularity and location privacy. Furthermore, DPLP
adopts an optimal greedy algorithm to calculate a geocast
region around the task grid, which achieves the trade-off
between acceptance rate and system overhead, which pro-
tects the location privacy of both workers and tasks, and
achieves task allocation with high data utility.

In view of the problem of location privacy protection, this
paper uses differential privacy technology to protect the loca-
tion privacy of users’. Differential privacy can not only resist
the background knowledge attack and homogeneous
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attacks but also can effectively protect the user’s privacy
when adding or deleting a record without affecting the
query result.

6. Conclusions

The continuous use of LBS will expose the user’s location
information, which results in the disclosure of user’s privacy.
In order to solve issues of user privacy disclosure in LBS, a
differential privacy location protection method based on the
Markov model is proposed in this paper. Experiments show
that this method can protect location privacy effectively and
has high data availability and low time complexity. In the
future research, the research mainly focuses on two aspects.
On the one hand, the location prediction of the Markov
model does not consider the situation of new users; so, the
future research direction is to predict the location of new
users and protect the predicted location information. On
the other hand, the Markov model predicts and protects the
position, which realizes the direct protection of the position,
but ignores the spatiotemporal correlation between the pre-
dicted positions. Therefore, the future research direction is
to protect the position indirectly according to the spatiotem-
poral correlation between the predicted positions.
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