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Irfan Kaymaz ("), Turkey

Vahid Kayvanfar (%), Qatar
Krzysztof Kecik (%), Poland
Mohamed Khader (%), Egypt
Chaudry M. Khalique {2, South Africa
Mukhtaj Khan (), Pakistan
Shahid Khan ("), Pakistan
Nam-Il Kim, Republic of Korea
Philipp V. Kiryukhantsev-Korneev (),
Russia

P.V.V Kishore(®, India

Jan Koci(2), Czech Republic
Toannis Kostavelis (), Greece
Sotiris B. Kotsiantis (=), Greece
Frederic Kratz(), France
Vamsi Krishna (9, India

Edyta Kucharska, Poland
Krzysztof S. Kulpa (), Poland
Kamal Kumar, India

Prof. Ashwani Kumar (), India
Michal Kunicki (%, Poland
Cedrick A. K. Kwuimy (), USA
Kyandoghere Kyamakya, Austria
Ivan Kyrchei (), Ukraine
Marcio J. Lacerda(»), Brazil
Eduardo Lalla(®), The Netherlands
Giovanni Lancioni (), Italy
Jaroslaw Latalski ("), Poland
Hervé Laurent (), France
Agostino Lauria (), Italy

Aimé Lay-Ekuakille (), Italy
Nicolas J. Leconte (#), France
Kun-Chou Lee ("), Taiwan
Dimitri Lefebvre (%), France
Eric Lefevre (I°), France

Marek Lefik, Poland

Yaguo Lei (), China

Kauko Leiviska (%), Finland
Ervin Lenzi (%), Brazil
ChenFeng Li(%), China

Jian Li(), USA

Jun Li(®, China

Yueyang Li(2), China

Zhao Li(»), China

Zhen Li(, China

En-Qiang Lin, USA

Jian Lin (%), China

Qibin Lin, China

Yao-Jin Lin, China

Zhiyun Lin (%), China

Bin Liu(®), China

Bo Liu(), China

Heng Liu (), China

Jianxu Liu (), Thailand

Lei Liu@®), China

Sixin Liu (), China

Wanquan Liu(#), China

Yu Liu(®), China

Yuanchang Liu (), United Kingdom
Bonifacio Llamazares (2, Spain
Alessandro Lo Schiavo (1), Italy
Jean Jacques Loiseau (), France
Francesco Lolli(1»), Italy

Paolo Lonetti (), Italy

Antoénio M. Lopes (), Portugal
Sebastian Lopez, Spain

Luis M. Lépez-Ochoa (%), Spain
Vassilios C. Loukopoulos, Greece
Gabriele Maria Lozito (1), Italy
Zhiguo Luo (), China

Gabriel Luque (), Spain
Valentin Lychagin, Norway
YUE MEI, China

Junwei Ma (>, China

Xuanlong Ma (), China
Antonio Madeo (1), Italy
Alessandro Magnani (), Belgium
Toqeer Mahmood (i), Pakistan
Fazal M. Mahomed (1), South Africa
Arunava Majumder (), India
Sarfraz Nawaz Malik, Pakistan
Paolo Manfredi (), Italy

Adnan Magsood (%), Pakistan
Muazzam Magqsood, Pakistan
Giuseppe Carlo Marano (), Italy
Damijan Markovic, France
Filipe J. Marques (), Portugal
Luca Martinelli(®), Italy

Denizar Cruz Martins, Brazil
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Francisco J. Martos (), Spain

Elio Masciari (), Italy

Paolo Massioni ("), France
Alessandro Mauro (1), Italy
Jonathan Mayo-Maldonado (), Mexico
Pier Luigi Mazzeo (1), Italy

Laura Mazzola, Italy

Driss Mehdi("), France

Zahid Mehmood (), Pakistan
Roderick Melnik (%), Canada
Xiangyu Meng (), USA

Jose Merodio (%), Spain

Alessio Merola (), Italy

Mahmoud Mesbah (), Iran
Luciano Mescia (), Italy

Laurent Mevel (), France
Constantine Michailides (), Cyprus
Mariusz Michta (), Poland

Prankul Middha, Norway

Aki Mikkola (%), Finland

Giovanni Minafo (1), Italy
Edmondo Minisci (), United Kingdom
Hiroyuki Mino (i), Japan

Dimitrios Mitsotakis (*), New Zealand
Ardashir Mohammadzadeh (), Iran
Francisco ]. Montdns (|2}, Spain
Francesco Montefusco (1), Italy
Gisele Mophou (%), France

Rafael Morales (%), Spain

Marco Morandini (), Italy

Javier Moreno-Valenzuela (2, Mexico
Simone Morganti (), Italy

Caroline Mota (), Brazil

Aziz Moukrim (i), France

Shen Mouquan (%), China

Dimitris Mourtzis(*), Greece
Emiliano Mucchi (), Italy

Taseer Muhammad, Saudi Arabia
Ghulam Muhiuddin, Saudi Arabia
Amitava Mukherjee (), India

Josefa Mula (%), Spain

Jose ]. Mufioz(2), Spain

Giuseppe Muscolino, Italy

Marco Mussetta (), Italy

Hariharan Muthusamy, India
Alessandro Naddeo (1), Italy

Raj Nandkeolyar, India

Keivan Navaie (), United Kingdom
Soumya Nayak, India

Adrian Neagu (), USA

Erivelton Geraldo Nepomuceno (), Brazil
AMA Neves, Portugal

Ha Quang Thinh Ngo (), Vietnam
Nhon Nguyen-Thanh, Singapore
Papakostas Nikolaos (), Ireland
Jelena Nikolic (%), Serbia

Tatsushi Nishi, Japan

Shanzhou Niu (), China

Ben T. Nohara (5, Japan
Mohammed Nouari (), France
Mustapha Nourelfath, Canada
Kazem Nouri(#), Iran

Ciro Nufez-Gutiérrez (1), Mexico
Wlodzimierz Ogryczak, Poland
Roger Ohayon, France

Krzysztof Okarma (1), Poland
Mitsuhiro Okayasu, Japan

Murat Olgun (), Turkey

Diego Oliva, Mexico

Alberto Olivares (), Spain

Enrique Onieva(:), Spain

Calogero Orlando (%), Italy

Susana Ortega-Cisneros(2), Mexico
Sergio Ortobelli, Italy

Naohisa Otsuka (%), Japan

Sid Ahmed Ould Ahmed Mahmoud (),
Saudi Arabia

Taoreed Owolabi (%), Nigeria
EUGENIA PETROPOULOU (5), Greece
Arturo Pagano, Italy
Madhumangal Pal, India

Pasquale Palumbo (1), Italy

Dragan Pamucar, Serbia

Weifeng Pan (%), China

Chandan Pandey, India

Rui Pang, United Kingdom

Jurgen Pannek (©), Germany

Elena Panteley, France

Achille Paolone, Italy


https://orcid.org/0000-0002-7655-2915
https://orcid.org/0000-0002-1778-5321
https://orcid.org/0000-0001-8620-9507
https://orcid.org/0000-0001-8778-7237
https://orcid.org/0000-0003-2513-2395
https://orcid.org/0000-0002-7552-2394
https://orcid.org/0000-0002-0045-7364
https://orcid.org/0000-0003-4888-2594
https://orcid.org/0000-0002-1560-6684
https://orcid.org/0000-0003-3381-6690
https://orcid.org/0000-0001-5602-4659
https://orcid.org/0000-0002-8728-2084
https://orcid.org/0000-0002-3344-1350
https://orcid.org/0000-0002-2339-1214
https://orcid.org/0000-0001-8913-7393
https://orcid.org/0000-0002-2016-9079
https://orcid.org/0000-0003-1743-799X
https://orcid.org/0000-0003-2762-8503
https://orcid.org/0000-0003-1331-9080
https://orcid.org/0000-0001-9951-8528
https://orcid.org/0000-0002-9601-628X
https://orcid.org/0000-0003-2700-6093
https://orcid.org/0000-0001-5173-4563
https://orcid.org/0000-0002-0046-6084
https://orcid.org/0000-0002-3264-9686
https://orcid.org/0000-0001-7949-8152
https://orcid.org/0000-0002-9327-8030
https://orcid.org/0000-0002-1992-9077
https://orcid.org/0000-0003-0670-5979
https://orcid.org/0000-0003-0116-9118
https://orcid.org/0000-0001-9617-5726
https://orcid.org/0000-0003-4354-0085
https://orcid.org/0000-0003-0765-6646
https://orcid.org/0000-0002-7923-7363
https://orcid.org/0000-0002-1875-9205
https://orcid.org/0000-0001-7462-3217
https://orcid.org/0000-0002-8447-3387
https://orcid.org/0000-0002-0083-3673
https://orcid.org/0000-0002-1005-3224
https://orcid.org/0000-0001-7728-4046
https://orcid.org/0000-0002-4399-6472
https://orcid.org/0000-0003-3871-2188
https://orcid.org/0000-0002-5841-2193
https://orcid.org/0000-0002-7898-1107
https://orcid.org/0000-0002-0443-221X
https://orcid.org/0000-0002-3552-7211
https://orcid.org/0000-0002-4554-7371
https://orcid.org/0000-0003-3018-6638
https://orcid.org/0000-0001-7746-9331
https://orcid.org/0000-0002-7922-5848
https://orcid.org/0000-0003-2451-421X
https://orcid.org/0000-0002-6721-3241
https://orcid.org/0000-0002-8660-5435
https://orcid.org/0000-0002-0491-0883
https://orcid.org/0000-0001-9581-1823
https://orcid.org/0000-0002-6525-2941
https://orcid.org/0000-0001-6646-1529
https://orcid.org/0000-0003-2127-1160
https://orcid.org/0000-0002-6891-7849
https://orcid.org/0000-0002-6666-1755
https://orcid.org/0000-0003-1098-6216
https://orcid.org/0000-0002-9371-2802
https://orcid.org/0000-0001-6355-1385
https://orcid.org/0000-0001-6993-2429

George A. Papakostas(2), Greece
Xosé M. Pardo (), Spain

You-Jin Park, Taiwan

Manuel Pastor, Spain

Pubudu N. Pathirana (i), Australia
Surajit Kumar Paul (%), India

Luis Paya (), Spain

Igor Pazanin (2), Croatia

Libor Pekaf (), Czech Republic
Francesco Pellicano (1), Italy
Marecello Pellicciari (), Italy

Jian Peng (), China

Mingshu Peng, China

Xiang Peng (), China

Xindong Peng, China

Yuexing Peng, China

Marzio Pennisi(?), Italy

Maria Patrizia Pera (), Italy
Matjaz Perc(]), Slovenia

A. M. Bastos Pereira (1), Portugal
Wesley Peres, Brazil

F. Javier Pérez-Pinal (©), Mexico
Michele Perrella, Italy

Francesco Pesavento (1), Italy
Francesco Petrini (), Italy

Hoang Vu Phan, Republic of Korea
Lukasz Pieczonka (), Poland
Dario Piga (), Switzerland

Marco Pizzarelli (), Italy

Javier Plaza (), Spain

Goutam Pohit (), India

Dragan Poljak (i), Croatia

Jorge Pomares (), Spain

Hiram Ponce (2}, Mexico
Sébastien Poncet (), Canada
Volodymyr Ponomaryov (), Mexico
Jean-Christophe Ponsart (), France
Mauro Pontani (), Italy
Sivakumar Poruran, India
Francesc Pozo (2}, Spain

Aditya Rio Prabowo (©2), Indonesia
Anchasa Pramuanjaroenkij (), Thailand
Leonardo Primavera (), Italy

B Rajanarayan Prusty, India

Krzysztof Puszynski (%), Poland
Chuan Qin (), China

Dongdong Qin, China

Jianlong Qiu (), China

Giuseppe Quaranta (), Italy

DR. RITU RAJ (), India

Vitomir Racic(), Italy

Carlo Rainieri (), Italy
Kumbakonam Ramamani Rajagopal, USA
Ali Ramazani(), USA

Angel Manuel Ramos (%), Spain
Higinio Ramos (2}, Spain
Muhammad Afzal Rana (%), Pakistan
Muhammad Rashid, Saudi Arabia
Manoj Rastogi, India

Alessandro Rasulo (9, Italy

S.S. Ravindran (), USA
Abdolrahman Razani (), Iran
Alessandro Reali (), Italy

Jose A. Reinoso(2), Spain

Oscar Reinoso (2}, Spain

Haijun Ren (), China

Carlo Renno (19, Italy

Fabrizio Renno (1), Italy

Shahram Rezapour (), Iran
Ricardo Riaza ([, Spain

Francesco Riganti-Fulginei (), Italy
Gerasimos Rigatos (), Greece
Francesco Ripamonti (), Italy
Jorge Rivera(ls), Mexico

Eugenio Roanes-Lozano (2}, Spain
Ana Maria A. C. Rocha((?), Portugal
Luigi Rodino (9, Italy

Francisco Rodriguez (), Spain
Rosana Rodriguez Lopez, Spain
Francisco Rossomando (1)), Argentina
Jose de Jesus Rubio (i), Mexico
Weiguo Rui(), China

Rubén Ruiz (), Spain

Ivan D. Rukhlenko (1), Australia
Dr. Eswaramoorthi S. (%), India
Weichao SHI(%), United Kingdom
Chaman Lal Sabharwal (), USA
Andrés Séez (), Spain
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Bekir Sahin, Turkey
Laxminarayan Sahoo (), India
John S. Sakellariou (%), Greece
Michael Sakellariou (), Greece
Salvatore Salamone, USA

Jose Vicente Salcedo (), Spain
Alejandro Salcido (), Mexico
Alejandro Salcido, Mexico
Nunzio Salerno (i), Italy

Rohit Salgotra (), India
Miguel A. Salido (), Spain
Sinan Salih (), Iraq
Alessandro Salvini (), Italy
Abdus Samad (), India

Sovan Samanta, India
Nikolaos Samaras (), Greece
Ramon Sancibrian (%), Spain
Giuseppe Sanfilippo (1), Italy
Omar-Jacobo Santos, Mexico

] Santos-Reyes (), Mexico
José A. Sanz-Herrera(), Spain
Musavarah Sarwar, Pakistan
Shahzad Sarwar, Saudi Arabia
Marcelo A. Savi(), Brazil
Andrey V. Savkin, Australia
Tadeusz Sawik (), Poland
Roberta Sburlati, Italy
Gustavo Scaglia (2), Argentina
Thomas Schuster (), Germany
Hamid M. Sedighi (", Iran
Mijanur Rahaman Seikh, India
Tapan Senapati(), China
Lotfi Senhadji(®), France
Junwon Seo, USA

Michele Serpilli, Italy

Silvestar Sesni¢ (), Croatia
Gerardo Severino, Italy

Ruben Sevilla (%), United Kingdom

Stefano Sfarra(), Italy

Dr. Ismail Shah (%), Pakistan
Leonid Shaikhet (), Israel

Vimal Shanmuganathan (), India
Prayas Sharma, India

Bo Shen (), Germany

Hang Shen, China

Xin Pu Shen, China

Dimitri O. Shepelsky, Ukraine
Jian Shi(#, China

Amin Shokrollahi, Australia
Suzanne M. Shontz (), USA
Babak Shotorban (), USA
Zhan Shu(?), Canada

Angelo Sifaleras (), Greece
Nuno Simdes (2, Portugal
Mehakpreet Singh (1), Ireland
Piyush Pratap Singh (®), India
Rajiv Singh, India

Seralathan Sivamani(), India
S. Sivasankaran (i), Malaysia
Christos H. Skiadas, Greece
Konstantina Skouri (%), Greece
Neale R. Smith (%), Mexico
Bogdan Smolka, Poland
Delfim Soares Jr.(), Brazil
Alba Sofi(1»), Italy

Francesco Soldovieri (), Italy
Raffaele Solimene (1), Italy
Yang Song(5), Norway

Jussi Sopanen (%), Finland
Marco Spadini (), Italy

Paolo Spagnolo (), Italy
Ruben Specogna (), Italy
Vasilios Spitas(2), Greece
Ivanka Stamova (), USA
Rafal Stanistawski (), Poland
Miladin Stefanovié¢ (), Serbia
Salvatore Strano (1), Italy
Yakov Strelniker, Israel
Kangkang Sun (), China
Qiugin Sun(?), China
Shuaishuai Sun, Australia
Yanchao Sun (), China
Zong-Yao Sun(), China
Kumarasamy Suresh (%), India
Sergey A. Suslov (2, Australia
D.L. Suthar, Ethiopia

D.L. Suthar (%), Ethiopia
Andrzej Swierniak, Poland
Andras Szekrenyes (), Hungary
Kumar K. Tamma, USA
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Online reviews are crucial to any online business that wants to increase sales on the Internet. Customer reviews have information
about product attributes, customer requirements (CRs), and shopping experience; mining reviews provide the direction of
decision-making for new product development and design (NPDD). Besides, the information of customer preference has
vagueness and uncertainty, and the accuracy of decision-making information directly affects the success of NPDD. This paper
proposed a methodology that integrates the Kano model (KM), analytic hierarchy process (AHP), and quality function de-
ployment (QFD) methods with intuitionistic fuzzy set (IFS) to solve decision-making problems in NPDD. By the new method, the
web crawler technology was first applied to e-commerce web sites to collect raw data, and the representative CRs were extracted
through combining LDA model with Apriori algorithm. Second, the intuitionistic fuzzy Kano model (IFKM) is proposed to
evaluate adjustment coefficient of CRs and Kano categories via customer preference membership functions. Thirdly, overall
weights which contained emotional needs (ENs) and functional needs (FNs) are obtained via intuitionistic fuzzy analytic hi-
erarchy process (IFAHP); thus, the adjusted weights are calculated from IFKM and IFAHP. Next, the intuitionistic fuzzy quality
function deployment (IFQFD) is proposed to acquire engineering characteristics (ECs) of weights through combining com-
petition benchmarks and based on technical benchmarks to make goals for a company’s NPDD. Finally, the method was applied to
study vertical-configured air conditioner (VAC) as an example. The results showed that the application of text mining and IFS to
improve CS is both reliable and scientific.

1. Introduction

As market competition intensifies and product life cycles
constantly get shorten, new product design and develop-
ment (NPDD) methodology has become an effective way for
enterprises to respond to market competition. With the
rapid development of science and technology, NPDD also
becomes a comprehensive process of diversification and
complication. Anderson and Mittal [1] found that, for every
1% increase in customer satisfaction (CS) with products, the
corresponding average return on investment (ROI) is in-
creased by 2.37%, whereas, for every 1% decrease in satis-
faction, the average ROI is decreased by 5.08%. Therefore,
improving CS in product development is the key to

enterprises’ survival and success in the fierce market com-
petition. At the same time, the rapid development of the
Internet has provided unprecedented development oppor-
tunities for e-commerce platforms; more and more cus-
tomers purchase products from online and generate huge
comments, which contain information like customer needs
and product attributes [2]. So, mining customer reviews can
provide a scientific direction for NPDD. Moreover, Newman
and Patel [3] mentioned three types of product attributes
that are associated with customer requirements (CRs),
namely, the attributes of basic function, the attributes of
convenient function, and the attributes of psychological
satisfaction. Both attributes of basic function and convenient
function belong to customer functional requirements, and
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the attributes of psychological satisfaction are the higher
psychological response of customer experience; that is, the
product forms will further promote CS after functions meet
customer’s basic requirements, thereby resonating with the
customer’s psychology. In today’s environment in which CRs
are diversified and personalized, emotional needs (ENs) be-
come increasingly important in customer decision-making to
purchase products. This requires NPDD not only to fulfill the
customers’ basic function needs (FNs) for products, but also
to satistfy customers ENs. Therefore, enterprises should pay
attention to both ENs and FNs in NPDD.

In recent years, many scholars use the Kansei engi-
neering methodology to explore customer emotional factors
and to help companies better understand customer EN's [4].
The Kansei engineering is a product development model
originally proposed by Nagamachi. The model is used to
quantify Kansei impression based on CRs, thus allowing
ones to analyze the relationship between human impression
and products forms to determine the right direction of
product development [5]. However, Kansei engineering
model primarily focuses on directing product form design
and lacks an effective approach to assist engineering char-
acteristics (ECs) development. In addition, it is essential to
obtain accurate CRs and their categories in the process of
CS-oriented NPDD, which determines the success/failure of
new product development. The Kano model proposed by
Professor Noriaki Kano can solve the problem of CRs’
category classification and prioritization. The analysis of the
impact of CRs on CS indicates a nonlinear relationship
between product performance and CS [6]. But information
on human perception and preference is often vague and
uncertain. Some scholars have proposed combining fuzzy
mathematic and Kano model to transform qualitative
analysis into a quantitative one to obtain the preference
information of interviewees. However, fuzzy Kano model
can only express customer’s positive and negative infor-
mation and cannot deal with customer’s uncertainty and
hesitation. At last, the quality function deployment (QFD)
technique establishes the relationship between the voice of
customer (VOC) and the voice of technology (VOT); ENs
and FNs are crucial to the improvement of CS [7], because
the product form is the first avenue for customer perception
to form emotional cognition, then continuously deepening
the experience through the use of product functions to fuse
the final CS. But enterprises tend to pay more attention to
functionality and utility in NPDD, so CRs should be divided
into ENs and FNs. Thus, those qualities can be embedded
into a product at an early design stage which help companies
save time and money, shorten product development cycles,
and improve product market competitiveness.

In summary, to improve CS in NPDD process, one will
face three key issues: how to get CRs from customer reviews,
how to accurately investigate and obtain CRs’ preference
information, and how to efficiently and accurately improve
CRs. In our study, we deal with those issues in several steps.
First, we applied Kansei image to express customer’s
emotional factors (adjective words), combined with topic
model and Apriori association algorithm to mine web re-
views to obtain CRs including ENs and FNs. Secondly, we
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conducted questionnaire survey of two-dimensional CS
through a combination of the intuitionistic fuzzy set (IFS)
and Kano model to obtain customer intuition preference
information (positive, negative, and hesitant) and thus to
determine CRs categories and adjustment coefficient.
Thirdly, we applied intuitionistic fuzzy analytic hierarchy
process (IFAHP) to determine the intuition preference re-
lations via the pairwise comparison between each CRs
criterion and subcriterion obtained through expert inter-
view. And then, each CRs adjusted importance can be de-
termined by intuitionistic fuzzy Kano model (IFKM) and
IFAHP. Lastly, we combined IFS with QFD to gain strong
and weak relationships of CRs with ECs and surveyed
competition benchmarks to obtain absolute importance of
CRs and technical benchmarks to establish EC goals that
could be used to guide companies and designers in product
development and design optimization.

2. Literature Review

2.1. Kansei Engineering. Kansei is a Japanese word, it means
“consumer’s psychological feeling and image” when trans-
lated into English. Kansei engineering is a model for
translating feelings and impressions into product parame-
ters. The model was invented in the 1970s by Professor
Nagamachi at Kure University. He recognized that com-
panies usually want to quantify the customer’s impression of
their products. Kansei engineering can measure the feelings
and show the correlation to certain product features.
Therefore, products can be designed in a way that responds
to the intended feeling. Many applications of Kansei engi-
neering focus on the physical design of products appearance.
For example, Yang et al. [8] applied rule-based inference
model to design telephone’s form and style under the
framework of Kansei engineering. Yang [9] used a hybrid
Kansei engineering system of multiple images for design
form of mobile phone. Shieh and Yeh [10] established the
relationship between the shape of running shoe and the
emotional response of consumers using Kansei engineering
methodology, showing that the appearance of running shoe
has a significant impact on consumers’ overall perception,
and their results provided effective guidance for designer in
shoe design. Wang [11] combined Kansei engineering with
conjoint analysis to achieve product customization of digital
cameras and provided decision support for the development
of next-generation digital cameras. However, Kansei engi-
neering is rarely used to guide product functions design;
most of its applications focus on the psychological impact of
product appearance on customers’ psychological needs. In
addition, it only reflects the corresponding customer’s
feelings in the process of extracting customer image features
and cannot really reflect the customer’s demand preferences.
Therefore, the current Kansei engineering method has
limitations in the analysis of CS with product design.

2.2. Topic Model. The topic model is a statistical model for
discovering abstract “topics” that occur in a collection of
documents in machine leaning and natural language
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processing. In 1998, Papadimitriou first proposed an early
topic model named latent semantic indexing (LSI) [12].
Then, Hofmann created probabilistic latent semantic
indexing (PLSI) in 1999 [13]. After continuous research and
improvement, latent Dirichlet allocation (LDA) becomes the
most common topic model currently in use that is a gen-
eralization of PLSI. Developed by David Blei and his col-
leagues [14] in 2003, LDA model is a Bayesian probability
model, which is an unsupervised learning algorithm. Its
basic points are words that often show different probability
distribution characteristics in different potential topic dis-
tributions and the probability of words is relatively close
under the same topic. Now, LDA model is usually applied in
mining topics, text classification, and text similarity. For
instance, Walter et al.[15] used LDA to extract topics from
Twitter comments and distinguish man-made accounts.
Maier et al.[16] proposed a reliable and effective method
with LDA in communication field. Wei et al.[17] created
improved LDA to cluster texts. However, there may be a
single review involving multiple CRs, and different cus-
tomers have different idiomaticity that means the same CR
was described by different expressions. In addition, a single
document often contains multiple topics and topic distri-
butions will change depending on the document. Therefore,
based on the LDA model, this paper introduced Apriori
association algorithm to solve the above problems.

2.3. Apriori Association Algorithm. Apriori was proposed by
Agrawal in 1994 to solve market basket problem. Its purpose
is to discover the association rules between different com-
modities in transaction database [18]. The algorithm uses
iterative method of layer-by-layer search to find the rela-
tionship between item set to form rules in database, and the
concept of item set is the set of items (commodities). If
candidate item set meets the minimum support degree, then
it is called frequent item set. Now, Apriori algorithm is
widely used in business, mobile communication, network
security, and management; for example, Guo et al.[19]
applied Apriori algorithm to improve the recommendation
system of e-commerce platform. Panjaitan et al.[20] used
Apriori algorithm to explore consumption pattern. Liu
et al.[21] applied Apriori algorithm to solve enterprise stock
management problem. Therefore, we attempt to mine the list
of topic words as transaction which is got by LDA model and
analyze the frequently matched vocabulary with attribute
words, thus finding out the content related to these attri-
butes, and finally locate CRs information.

2.4. Kano Model. In 1984, Professor Noriaki Kano and his
colleague Fumio Takahashi [22], inspired by Herzberg’s
motivator-hygiene theory, proposed attractive quality and
must-be quality theory. Then, Kano divides quality attributes
into five categories: attractive quality, one-dimensional
quality, must-be quality, indifferent quality, and reverse
quality (Figure 1). The pair of questionnaire surveys, one
assumed to be with and another one without quality (CRs)
attributes, is conducted to provide insight into which quality
attributes fall into which quality categories (Table 1), and it

3
Customer satisfied
Attractive
\\Rverse
\\\ One-dimensional
_/\{ Indifferent
Dysfunctiona] ——————————————= 5 —————— Functional
/\ﬂ:s_t—be
Customer disatisfied
FiGure 1: Kano model.
TaBLE 1: The Kano evaluation table.
Pref. Dysfunctional
Functional 1. Like 2. Must- 3. Neutral 4 I.“we 5. Dislike
b with
1. Like Q A A A O
2. Must-be R I I I M
3. Neutral R I I I M
4. Live with R 1 I I M
5. Dislike R R R R Q

Note: A: attractive quality; O: one-dimensional quality; M: must-be quality;
I: indifferent quality; R: reverse quality; Q: questionable quality.

offers a better understanding of how customers evaluate a
product; thus this can be used to assist enterprises to focus
on the improvement of most important attributes. After
that, the Kano model is widely used to do research by many
scholars in NPDD, such as Matzler and Hinterhuber [23],
who discussed the strategic importance of the Kano model in
NPDD, and proposed the satisfaction coefficient to identify
contributions to CS. Tan and Shen [24] incorporated the
Kano model into the QFD planning matrix to help un-
derstand VOC accurately and deeply and proposed a
method of adjusting the importance of CRs by approxi-
mating transformation function. Xu et al. [25] attempted to
quantify the Kano two-dimensional questionnaire scores in
the gradient range of -0.5 to 1 and then converted their
values to polar coordinate to get the classification of Kano.
The above research on the improvement of the Kano model
has moved from qualitative to quantitative level.

Some scholars have tried to study the ambiguity and
uncertainty in the process of evaluating human information.
For example, Foldesi et al. [26] tried to apply the fuzzy and
Kano model to obtain the maximum CRs with financial
constraints. Lee and Huang [27] developed the fuzzy Kano
two-dimensional questionnaire method, which converts one
answer of the traditional Kano questionnaire into multiple
answers in percentages. Each percentage represents the
membership degree of the standard answer. Although the
above-mentioned Kano models with incorporation of fuzzy
theory have led to more accurate VOC in expressing un-
certainty and ambiguity of CRs, these two methods are still



of qualitative analysis and do not consider continuous
problems. To solve the continuous problems, Wu and Wang
[28] developed a continuous fuzzy Kano model (CFKM) to
analyze the ambiguity of CRs more accurately and proposed
the influence value matrix to adjust the positive and negative
emotional differences in the survey. However, CFKM only
describes positive and negative information of customer
preference and cannot express hesitation information.
Consumers’ perception differs according to their experience,
knowledge, and environment, which results in different
degrees of decision hesitation among attributes. IFs not only
describe the degree of membership and nonmembership of a
certain preference, but also reflect the degree of hesitation.

Therefore, in this paper, we attempt to obtain the re-
lationship between CRs and CS based on IFs and then help
companies analyze consumer preferences more accurately
and efficiently in NPDD.

2.5. Intuitionistic Fuzzy Analytic Hierarchy Process.
Analytic hierarchy process (AHP) is a decision-making tool
combining qualitative and quantitative methods, was first
proposed by Professor Saaty [29], and has been widely used
to solve multicriteria decision-making problems. AHP uses
five steps to calculate the combined weight of all constituent
elements of each level to the goal: defining goal or problem,
establishing hierarchy structure, constructing judgment
matrix, sorting single hierarchy, and sorting total hierarchy,
thus obtaining the comprehensive evaluation value of dif-
ferent feasible schemes, which provides a basis for choosing
the best. However, the key of AHP is to establish a judgment
matrix. However, whether the judgment matrix is scientific
and reasonable will directly affect the analysis results, and
subjectivity and ambiguity of decision-makers in the scoring
process always exist. Van Laarhoven and Pedrycz [30]
combined fuzzy and AHP to express the ambiguity of de-
cision-makers as triangular fuzzy numbers to solve vague-
ness problem. Kwiesielewicz [31] mentioned that van
Laarhoven and Pedrycz’s fuzzy AHP has issues of normal
equation having one or more degrees of freedom and applied
the generalized pseudoinverse approach to find a structure
of general solution. Boender et al. [32] modified van
Laarhovern and Pedrycz’s fuzzy method and proposed a
more robust approach to the normalization of the local
priorities. However, these studies have not solved the
problem of affirmation, negation, and hesitation of complex
cognition, because the membership function used is only
single-valued function which cannot be applied to express
the support and objection information. Xu and Liao [33]
proposed intuitionistic fuzzy analytic hierarchy process
(IFAHP) to solve positive, negative, and uncertain prefer-
ence; besides AHP and FAHP need to reinvestigate the
experts when judgment matrix is inconsistent. IFAHP only
needs to achieve consistency through the conversion of the
judgment matrix. This method also saves time and resources.
In addition, the multiattribute decision-making tool rep-
resented by AHP has been widely used in NPDD [34-36]. In
consequence, this paper used IFAHP to take CS as the target
and construct subgoal of customers’ ENs and FNs and then
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obtain the overall weights of CRs, thus multiplying intui-
tionistic fuzzy Kano evaluation value. In this way, CRs
overall adjusted evaluation weights and priority can be
obtained.

2.6. Quality Function Deployment. The concept of quality
function deployment (QFD) was proposed by Yoji Akao in
Japan in the 1960s [37], and this process was integrated with
other improvement tools to generate a lot of opportunities
for product designers. QFD is a customer-oriented product
development tool that achieves higher CS by translating
CRs into design requirements, part features, or production
plans. The intents of applying QFD are to incorporate VOC
into the product development cycle through customer
surveys and interviews and to assume the achievement of
CS quality. Within the elements of QFD, House of Quality
(HOQ) is the core framework of QFD to organize VOC with
VOT, and the VOC is expressed in the customer’s terms
which can be in the form of linguistic or crisp variables.
According to research by Hauser and Clausing [38], QFD
can reduce product development time by 50% and cost by
30%. Lai et al. [39] took advantage of Kano model in CRs
and combined it with QFD to direct new product devel-
opment. Tu et al. [40] combined AHP with QFD to develop
a sport headphone. Giil Bayraktarog and Ozge Ozgen [41]
integrated Kano model, AHP, and QFD to analyze CRs of
library services to improve service quality in market strategy
development and provide guidance library managers on
how to allocate budget, arrange services, and develop their
marketing strategies. In the face of vagueness and uncer-
tainty of VOC, Khoo and Ho [42] proposed a fuzzy QFD
model, which expresses VOC as a triangular fuzzy number
and applied it to the design and development. Wu [43]
developed fuzzy HOQ and fuzzy QFD for fuzzy regression
evaluation. Similarly, there are characteristics of affirma-
tion, negation, and hesitation in linguistic relation (weak
correlation, medium correlation, and strong correlation) in
tuzzy HOQ. The membership function cannot fully describe
the essential information. So, our study tried to combine IFS
and QFD to cover experts’ preference information; thus we
can achieve engineering characteristics ranking and
weights, to finally get goals in NPDD according to the
technical benchmarks.

3. Research Methodology

3.1. Intuitionistic Fuzzy Set Background. Fuzzy set theory
(ES) is an effective technical method for modeling inac-
curacy and uncertainty in the real world. FS and IFS are
often used to express uncertain information in multi-
attributes decision-making processes, which has resulted in a
great deal of research achievement [44-46]. IFS is an ex-
tended fuzzy information concept proposed by Atanassov
[47] in 1983 on the basis of FS theory. It extends FS from a
single scale to two scales to describe the ambiguity of a
physical phenomenon, which possesses three fuzzy states of
support, neutrality, and opposition. It has the advantage
over FS in accuracy, flexibility, and comprehension.
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Definition 1. Let a fixed universe crisp set Xbe fixed and let
A ¢ X be afixed set [47-49]. An IFS A in Xis an object of the
following form:

A={(x,py(x),v4(x))lx € X}, (1)

where the functions p,: X — [0,1] and v4: X — [0, 1]
represent, respectively, the degree of membership and
nonmembership of elementsx € X to the set A. And, for
every x € X, 0<u, +v,<1 holds.

Definition 2 [50-52] Triangular intuitionistic fuzzy number
(TIFN) @ = ((a,a,a); w;, uz) obviously is a special case of
IFS on a real number set R, whose membership function and
nonmembership function are defined as follows [47-49]:

<x—q>w;/(a—g), ifa<x<a,

= (x) =4 Yo ifx=a,
(@a-x)w:/(@-a), ifa<x<a,
L 0, ifx<aorx>a,
[a—x+u;(x—g)]/(a—g), ifa<x<a,

- (x) = | U, ifx=a,
[x—a+u;(ﬁ—x)]/(ﬁ—a), ifa<x<a,
1, if x<aorx>a.

(2)

The values w~and u-represent the maximum and the
minimum degree of nonmembership, respectively, and
satisfy the conditions 0<ws<1, 0<uz<1, and O<w;+
u-<1.

~<

Definition 3. For each IFS A on X[47-49], then
YN (x)=1- Ua (x) - Va (x), (3)

is called the degree of nondeterminacy (uncertainty) of the
membership of the element x € X to the set A. In the case of
ordinary fuzzy sets, m, (x) = 0 for every x € X.

Szmidt and Kacprzyk [53] pointed out that m, (x) is a
hesitancy degree of x to A and cannot be omitted when cal-
culating the distance between two IFSs. For convenience, Xu
[54] called & = (u,, v,, 7,) an intuitionistic fuzzy value (IFV),
where y, € [0,1], v, € [0,1], m, € [0,1],and O<p, + v, <1,
and assume that ¥ be the set of all IFVs.

In order to rank the IFVs, Szmidt and Kacprzyk [53]
developed a function, defined mathematically as follows:

pa)=0.5(1+7m)(1—pu,) (4)

The smaller the value of p (@) is, the greater the IFV a is in
the sense of the amount of positive information included and
reliability of information.

Definition 4. Let A and B be two IFSs in universe X and let A
be a real number and A > 0[55]. The arithmetical operations
are stipulated as follows:

5

A®B ={(x, py (x) + pp (x) 5)
— g (g (x), 7,4 (X)vp (x))]x € X},

A®B ={(x, py (X)up (x), v, (x) + vp (x) 6)

— v, (x)vp(x))|x € X},
V{1 -l a0 X, )

A ={(x, (ba (x))k,l -(1- vA(x))A)Ix € X}. (8)

3.2. Selecting Representative Customer Needs. CRs attributes
determine the direction of product development process;
thus selecting and using improper CRs information could
waste companies’ large amount of time and money. Thus, to
accurately obtain CRes is the first step to successfully develop
products. In recent years, many e-commerce platforms such
as Amazon and JD.com have launched online review systems
for their products or services. Those platforms allow con-
sumers to share and acquire more product information
through online reviews. A huge amount of customer
comments can be extracted by web crawler technology in
e-commerce platform, and ENs and FNs are mined with
LDA model and Apriori association algorithm.

The LDA model is represented as probabilistic graphical
model in Figure 2 [14]; « is the Dirichlet prior parameter of
the topic distribution in each document, reflecting relative
strength of the hidden topics in the corpus; f3 is the Dirichlet
prior parameter of the word distribution in each topic,
reflecting the probability distribution of all hidden topics.
And LDA model has two basic assumptions: each document
is a set of series of topics and each word belongs to a topic in
the document.

The analysis process of LDA model mainly consists of
two parts: generative process and parameter estimation. In
the generative process part, LDA assumes a corpus D
consisting of M documents each of length N; and K denotes
topic in D.

(1) Choose 0; ~ Dirichlet («), where i € {1,2,3,..., M},
0; is the topic distribution for document i, and
Dirichlet(«) is a Dirichlet distribution with a sym-
metric parameter a which is typically sparse (a < 1).

(2) Choose ¢, ~ Dirichlet(f), where k € {1,2,3,...,K},
¢y is the word distribution for topic k, and f is
typically sparse.

(3) For each of the word positions i and j, where i € {1,2, 3,
...»M}and j € {1,2,3,...,N;}, we het the following.
Then, choose a topic z;; ~ Multinomial (6; ), where z;;
is the topic for jth word in document i and choose a
word w;; ~ Multinomial (¢ ), where w; is the specific
word; multinomial distribution refers to the multi-
nomial with only one trial, which is also known as the
categorical distribution.

In the parameter estimation part, through the estimation
of ¢ and 6, we can obtain the relevant information of the
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FIGURE 2: Graphical model representation of LDA.

topics contained in the corpus and its proportion in each
document. These parameters using Gibbs sampling [56] are
estimated as follows:

_ pw,z)
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(1) Estimate the probability value of a document.

p(wlap) = j p(e|a)<H2p(z,~|e)p(wj|zj,ﬁ))de.

j=1 zZ;
)

Collapsed Gibbs sampling first estimates the rela-
tionship between each word and topic and then
calculates these parameters through frequency
statistics.

(2) Calculate the conditional probability of the topic
sequence under the word sequence.

¢ k
M+ Py n—jt o (10)

p(z; =klz_jw) = p(wz,

where z; represents the assignments of jth word in a
document to topic k, z_; represents all topic as-
signments not including jth word, 7} denotes the
number of times in which word ¢ is assigned to topic
z;, and ntdenotes the number of times in which topic
zy is assigned to document m;.

(3) Calculate ¢ and Oparameters.

t
O, = .+ fy
LTVt >
Dot M+ By
(11)
nf +a,
Ok=5x 7, >
Do M+ 0y

where ¢, ; represents the probability of word ¢ in topic z;
and 0;; represents the probability of topic z;, in document i.
So, we can get the relations topic-word and document-topic
by probability value.

In LDA model process, the perplexity [14] is used to
determine the number of topics, and the smaller the per-
plexity, the better the model performance; see the following
formula:

log (p(w)) } (12)

N <V _{
Yit1 i My

where V is the number of words in corpus D and #! denotes
the number of times in which word ¢ is in ith document.

However, there are two issues in mining CRs. Firstly, a
single customer review (document) may include multiple
CRs; secondly, due to different idiomaticity, the same need is
expressed in different ways. Hence, mining words frequently
collocate with attribute words; we can find out the content
related to these attributes so that CRs are located. In the
example, we used the topic words of multiple iterations of
the LDA model as transactions.

perplexity (w) = exp { -

Vot K _k >
) i M+ B iy n_j+ 0

The Apriori algorithm uses breadth-first search and Hash
tree structure to count candidate item sets efficiently [18]. It
generates candidate item set of length k from sets of length k-
I, then it prunes the candidates which have an infrequent
subpattern, and these sets of items have at least the given
minimum support. After that, it scans the transaction data-
base to determine frequent items sets among the candidates.
The minimum support and minimum confidence are mea-
sured association rules in transaction, which represents
certainty and usefulness, respectively, as in (13)-(14). And lift
is a supplement to association rules, which reflects the worth
of the rules as in (15):

support(A=B) = P(AUB), (13)
AUB
confidence (A=B) = P(B|A) = M
support(A) (14)
_ support_count(A U B)
~ support_count(A)
fid A=B
lift (A= B) = confidence (A= )’ (15)
support(B)

where A and B represent the item sets (topic words),
A=Bdenote an association rule, greater than minimal
support value S, and S represents the ratio of all topics that
include both topic words A and B, which denoteP (A U B). If
Sis smaller, it means that the relationship between A and B is
not great; otherwise, A and B are related. The confidence
degree C represents the probability that the topic of item sets
A and B appears at the same time, which denote P(B|A). If C
is smaller, it means that both A and B have little chance to
appear. The lift degree L reflects the correlation between A
and B in the association rules. If L is greater than 1, thus this
means higher positive correlation; if L is less than 1, thus this
means higher negative correlation; otherwise, A and B are
not relevant.
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3.3. Intuitionistic Fuzzy Kano Model Acquires CRs Category
and Adjustment Coefficient. The Kano model has been
widely used in industry and scientific research. More spe-
cifically, it is used to analyze and classify CRs. In addition,
the Kano model is a two-dimensional quality model and is
used to present asymmetry and nonlinear relationship be-
tween product performance and CS [27]. The questionnaire
survey (Table 2) includes a pair of questions (function/
dysfunction CRs attributes), which is used to calculate Kano
categorization [22]. As mentioned before, information for
evaluation, which is solely based on crisp value (classical
Kano model) or positive/negative value (FKM and CFKM),
is not complete, because people often express their prefer-
ence in the scoring process with uncertainty and vagueness.

The triangular IFNs (TIFNs) are a special case of fuzzy
sets and are important for fuzzy multiattributes decision-
making problems [51]. Intuitionistic fuzzy Kano model
(IFKM) is different from FKM, and it only uses one point in
the survey to express customers’ preference, and it is also
necessary when investigating the scores of satisfaction and
dissatisfaction and the need for obtaining positive, negative,
and hesitant preference in the questions (Figure 2). Besides,
the degree of membership of one’s preference to a standard
answer (enjoy, expect, neutral, live with, or dislike) can be
considered as a decreasing function of the distance between
the chosen point and the standard answer. The closer the
chosen point to the standard answer, the greater the
membership degree of one’s preference to it. In this paper,
we use triangular membership functions to represent the
memberships of one’s preference to the five standard an-
swers as follows:

(1) Dislike (1, 1, 3)

((wy, x=1,
_11! 16
fr(x) =1 5(3—x)w;, 1<x<3, (16)
L 0, otherwise.

(2)Live with (1, 3, 5)

(1
> ~(x—-1), 1<x<3,
w-, x =3,
fr(x) =1 . (17)
E(S—x)w;, 3<x<5,
| 0, otherwise.
(3)Neutral (3, 5, 7)
(1
3 ~(x-3) 3<x<5
wy x=5
fr(x) =1 (18)

1
E(7—x)w; 5<x<7

| 0 otherwise.

7
(4)Expect (5, 7, 9)
(1
~w;(x-5), 5<x<7,
2
w-, x =7,
frx) =1 . (19)
E(9—x)w;, 7<x<9,
L 0, otherwise.
(5)Enjoy (7,9, 9)
L (x-=7), 7<£x<9
—w=(x-7), 7<x<9,
frlx)=42° (20)
w, x=09.

where w- is the maximum membership of one’s attribute
and the membership degrees of one’s preference to the
standard answers can be obtained through the membership
functions. For example, the maximum membership and
minimum nonmembership are 0.9 and 0, respectively. And
an interviewee chooses the point 3.3 as his/her answer to a
certain question; the membership degrees of his/her pref-
erence to ‘like with’ and ‘neutral’ are 0.765 and 0.135, re-
spectively (Figure 3).

IFKM uses Kano evaluation table to combine the
membership of the function with that of the dysfunction of a
certain attribute (Table 1). For instance, one respondent’s
preference may be assigned to cells (2, 4), (2, 5), (1,4), and (1,
5) in Table 1. The membership degree 4,;; of his/her pref-
erence combination (i, j) is determined by the following
form [27]:

fij = m(F;), x m(Dj)n’ (21)

where the subscript n represents nth participant; m(F;),
andm(D;), (i, j = 1,2,...,5) are the membership degrees of
his/her preference to ith standard answer to the functional
questions and jth standard answer to the dysfunctional
questions, respectively. Then, the membership degree y,;; of
nth participant’s preference can be identified as the degree of
“attractive quality,” “must-be quality,” “one-dimensional
quality,” “indifferent quality,” or “reverse quality.”

According to the Kano evaluation in Table 1, 25 com-
binations contribute different values to CS, because “like”
has more intense emotion, and “must-be” has only weaker
expression of satisfaction. Similarly, “dislike” is a very strong
dislike, whereas “live with” is only a weak expression of
dissatisfaction [57]. In addition, Tan and Shen [24] and Chen
and Ko [58] suggested assigning values of 2, 1, and 0.5 to the
corresponding categories of must-be, one-dimensional, and
attractive. Therefore, in the upper-right quadrant of Table 1,
the influence values of pure “must-be,” “one-dimensional,”
and “attractive” are 2, 1, and 0.5, respectively. In lower-left
quadrant of Table 1, the answers of the function are stronger
responses than dysfunction ones, so the negative influence
values are half as large as the corresponding positive ones.
Thus, a standard matrix of the influence value was given as
follows:

»  «



TaBLE 2: The IFKM questionnaire.

Function and dysfunction questions (e.g., if the VAC has/does not
have simple and liberal attribute, how do you feel?)

Dislike Like with Neutral Expect Enjoy

Degree of score satisfaction and dissatisfaction (e.g., what do you

feel according to your choice?)

U I T R I R SR Y B B
0 01 02 03 04 05 06 07 08 09

»
»

Note. Satisfaction + dissatisfaction is less than 1.

0 ; | Dislike  Like with Neutral Expect Enjoy
08K\ _ / i
07} ! i
0.6 | ! !
0.5 ! !
0.4} ! !
03} ! !
02} ! |
01F/ """\ / ‘ i

1 2 3 4 5 6 7 8 9

FiGURE 3: Membership functions of IFNs.
0 0.200 0.250 0.300 0.500 7
-0.100 0 0.050 0.075 0.900
v;;i =1 -0.125 -0.025 0 0.100 1.000 |. (22)

-0.150 -0.038 —0.050 0 0.8
| -0.250 -0.450 —0.500 -0.400 O

o \1/ Ht z+huztnutk

Mathematical Problems in Engineering

At last, nth participant’s satisfaction value of the quality SF,,
can be obtained by a mathematical aggregation of all influence
values weighted by the corresponding membership degrees.

5 5
F, = ZZVU’ X Upij- (23)
i=1

=1 j=1

3.4. Intuitionistic Fuzzy Analytic Hierarchy Process to Obtain
ENs and FNs Importance. IFKM can be used to obtain
priorities and Kano categories of customers’ ENs and FN,
respectively, but the weights of ENs and FNs cannot be
compared directly. Because Kansei image and function are
different abstract concepts, experts are more comprehensive
and professional than customers to distinguish the weight.
IFAHP can be considered as an analysis method of
extending AHP and FAHP [33], where FAHP can analyze
and process the participants’ membership information
better than AHP, and IFAHP can obtain nonmembership
and neutral information better than FAHP. IFAHP analysis
includes the following 7 steps:

(1) Identify the objective, criteria, and subcriteria of the
decision-making problem and then construct the
hierarchy of the considered problem. This step is
similar to the classical AHP.

(2) Determine the intuitionistic preference relation via
the pairwise comparison between each criterion and
subcriterion. And then, the intuitionistic preference
relations are constructed. The scale regarding the
relative importance degrees is denoted by IFVs.

(3) If all the intuitionistic preference matrices have
acceptable consistency, go to the next step. The
consistency of each intuitionistic preference matrix
is given as follows:

Hi = k>i+1, (24)
Rttt + T (1= ) (1 - )
_ kiii\ll ]r( 11+1Vzt"tk k>itl (25)
- \/l f Vvt \l/ o (1= i) (1 =)
d(R,R) = X-D(n-2) 1) 1=2) ;k;(m’k = el + [T = viel + [T = ) (26)
d(R,R)<T1, (27)

where g1, is the consistency preference membership;
7y is consistency preference nonmembership, and
i<k<t(i,k,t =1,2,3,...,n) are elements of matrix;
Ui s original preference membership; v, is original

preference membership; R is the expert judgment
preference matrix; R is consistency judgment ma-
trix; 7 is consistency threshold value and is generally
set to 0.1.
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(4) Recalculate the inconsistent intuitionistic preference
relations as follows:
(P) -0,
—(p) () (") -
Fii = Vo[ () - oo e bk=bZeon (28)
(#ik ) <#ik ) +(1— Hik ) (1— Hik )
(P) l-0,_
~ Vik Y; .
7P = " (p)( - ) ( (P)>1" " ik=12,...,n (29)
(zk ) (”ik ) +<1_”ik ) (1_ Vik )
n n
®) — @] . |5 @ .= ()
d(R R ) 2-D(n-2) 1)(n 2 Z Z('P‘ik ~ Bik | +|Vik ~ Vi ' +|7Tik ~ T ) (30)

i=1 k=1

where p denotes the number of iterations and p > 2;
ﬁi,f is iterative membership; ii,f is iterative non-
membership; ¢ denotes controlling parameter de-
termined by the decision-maker, and 0<o<1. The
smaller the value of o, the closer the R'” P o R

(5) Calculate the weight vector K = (K, K,,...K,) of
each intuitionistic preference relation as follows:
v, = ket [0 1= V]
b X Xk (i 1= Vi

- [k it Xy (1= Vi)
(X0 Xher thito 2iey 2 (1= vie)|

ZZ:I (1 - Vik):|
Vie) Dic1 2kt Hik

_ ZZ=1 Hik
Z?:l ZZ:1 (1 -

i=1,2,..,n

(31)

Then, we can transform each interval into a corre-

sponding IFV.
Wi — ( - Z};:l Iulk X 1 _ ZZn:l (ln_ Vl‘k)>' (32)
Yot Lt (1= i) Qic1 Lkt Hik
(6) Combine all the ratio of importance from the lowest
level to the highest level by the operations of IFVs, to
obtain the overall weightsW K,using formula (6).

3.5. Intuitionistic Fuzzy Quality Function Deployment to
Obtain Engineering Characters Priorities. The impact of ENs
on CS is becoming more and more important, but enterprise
usually ignores the ENs in the NPDD. And the CRs are
divided into ENs and FNs in a way that could effectively
improve CS. Furthermore, in the NPDD processing, ENs
directly affect product form design, and FNs impact greatly on
functional parameter design, because product function
matches customer usage needs and product form satisfies
customer aesthetic needs. Thus, application QFD finds out the
relations of CRs and ECs and establishes the goals of NPDD.

The construction of HOQ is the most important process
in implementing QFD (Figure 4), and it consists of CRs input

left wall (WHAT), ECs input ceiling (HOW), competition
benchmarks input right wall (WHO), CRs and ECs relation
matrix input ROOM, ECs correlation matrix input roof
(WHY), ECs weights output floor (HOW MANY), technical
benchmarks input basement (WHERE), and strategy of
NPDD output goals (METHOD). CRs are obtained by LDA
model and Apriori algorithm, and the importance of CRs is
gained by IFKM and IFAHP (32). HOWs is acquired via
expert interview; ROOM is gained through the relationship
between VOC and VOT. By the relation symbols proposed by
Cohen [59], A denotes weak correlation, Odenotes moderate
correlation, and ©denotes strong correlation. Every EC has to
be paired with at least one relation symbol of CRs; otherwise,
it should be abandoned, and every corresponding symbol is
converted into IFV (Table 3); WHO consists of market
competition evaluation, target satisfaction, rate of satisfaction
improvement, and absolute weights of CRs, where market
competition evaluation relies on five-Likert scale (extreme
importance/extreme unimportance) to evaluate CRs; target
satisfaction depends on importance of CRs and developers to
determine subjectively; rate of satisfaction improvement is
obtain using (34); absolute weights of CRs use formula (35);
WHY is gained by expert interview, + denotes positive
correlation, and - denotes negative correlation; according to
(36)-(38); HOW MANY can be obtained; WHERE is ac-
quired by technical developer number through web crawler;
METHOD is obtained by developers based on technical
competition benchmarks.

W, = WK,SF,, (33)
Rsi; = Ts;/Cs;, (34)
AW, = W Rsi,, (35)

where Rsi; denotes rate of satisfaction improvement, T's;
denotes competitor target satisfaction of CRs, Cs; is de-
velopment company satisfaction of CRs, W; denotes ad-
justed importance, WK; denotes ratio of importance, SF;
denotes adjustment coefficient, AW, denotes absolute
weight, and i = 1,2, ... nis the number of CRs.
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FIGURE 4: Model of QFD procedures.
TaBLE 3: Symbols and IFVs in QFD.
Symbols Definition IFVs
Blank No relationship (0.1, 0.9)
A Weak relationship (0.3, 0.6)
(@) Medium relationship (0.6, 0.3)
® Strong relationship (0.9, 0.1)

Then, based on HOQ model, we can obtain the standard
weight value ECN ;of ECs as follows:

EC; = iAWinSij, (36)
i=1
p(EC;) = 0.5(1 + ;) (1 - pge)s (37)
_ p(EC)
ECN; = S p(EC); (38)

where §;; is CRs and ECs intuitionistic fuzzy relation matrix,
ECjis intuitionistic importance of jth WHAT, p(EC;) is the
real number of ECs, ECN; is the standard weight, and i =
1,2,...,n denotes CRs number, and j=1,2,...m denotes
ECs number.

4. Case Study

For this section, we use vertical-configured air conditioner
(VAC) as a research example. VAC has become essential
electrical device for homes and workplaces where they create
a comfortable environment for living and work, increasing
people’s feeling of happiness in their daily life. When
purchasing a VAC, customers not only consider the
product’s basic functions, but also concern about its external
form and appearance. Thus, Kansei factors play a critical role
in customer’s purchasing decision. Since VAC becomes
widely available throughout homes and workplaces, people
have accumulated lots of experience with the VAC and
developed good understanding of the various aspects of the
products. Therefore, customers could provide valuable in-
formation on the VAC products, which could facilitate our
research study. Thus, we could acquire the information on
which CRs are more important for influencing customers’
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decisions of buying the VAC products and how and where
companies innovate and prioritize their product design and
provide assistance to designers and engineers in product
development. In the next section, we will apply the proposed
method to the VAC. It should be noted that the method is
also applicable to other products.

4.1. Step 1. Mining CRs. We collected customer reviews by
Octopus and saved in xls format from e-commerce platform
(JD.com), with a result of total 5391 comments in Chinese.
The original data was preprocessed, including removing
invalid and duplicate comments and deleting punctuation.
The Python language is applied throughout the retrieval
process. Then, we called the Jieba library for Chinese seg-
mentation and obtained 5310 valid comments. According to
perplexity (14) to determine the topic number K, we do not
estimate the hyperparameters a« and p—instead the
smoothing parameters are fixed at 50/K and 200/M, re-
spectively, where K is the topic number of LDA models, M is
training samples containing 4248 (80%) documents in LDA,
and the LDA model tested samples are 1062 (20%). The
result of perplexity is shown in Figure 5; the topic number is
90 and the model has better generalization ability.

In consequence, the topic number is 90; we used Gensim
library to construct LDA model which iterated 6000 through
corpus and every 100 iteration to record the topic words. The
results (Table 4) do not quite focus on product attributes by
LDA model. So, we applied Apriori association algorithm to
analyze 60 transactions; each transaction contains 90 topics,
and each topic includes 10 topic words.

We obtained 7 strong association rules about sound in
Table 5, and the rules are described in 7 ways meaning the same
CR; we can adjust the order of words in these strong association
rules to gain easy-to-understand sentence that is low noise.

Similarly, we obtained all the CRs in Table 6 when
minimum support set is 0.005 and minimum confidence set
is 0.5, and the CRs of VAC contain 3 ENs and 6 FNs from
topic words. But there are massive invalid rules. There may
be three reasons. Firstly, since the frequency of words about
dehumidification and air purification is quite low in corpus,
the LDA model cannot cover these words in priority of 10
topic words. Secondly, the Apriori algorithm prunes fre-
quency item sets (transactions) which is noun and does not
consider the relationship with different parts of speech.
Thirdly, Chinese segmentation may be inaccurate, because
some Chinese words have multiple parts of speech and
different order has different meaning.

4.2. Step 2. Obtaining CRs Category and Adjustment
Coefficient. According to Table 2, we made Kano ques-
tionnaire including 9 CRs attributes. 200 interviewees in-
cluding housewives, white collar workers, and college
students (100 males and 100 females), from 20 to 55 years
old, were invited. Every participant was required to answer
two-dimensional function and dysfunction quality questions
and fill with their scores of satisfaction and dissatisfaction.
195 questionnaires were returned, a response rate of 97.5
percent, and 182 questionnaires were reasonable, a
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FIGURE 5: Perplexity on different topics.
TaBLE 4: Inductive topics.
No. Summary Main topics
1 Function Sound, energy, cooling, heating, mobile, and wind
2 Form Beautiful appearance
3 Service Installation, delivery, and after sale
4 Experience Shopping and working
5 Price Double 11, 618
6 Brand Midea, Gree, and Aux

TaBLE 5: Example of strong rules.

Strong association rules Chinese/English sentence Support Confidence  Lift
[WTFRZ]] => [FF] [cannot hear] => [sound] U R E 7 & /no sound 0.0081  0.7333  12.4138
[—=R] => [FE] [alittle] => [sound] — X7 & /a little sound 0.0061 05593  9.4681
[JLF, TAZ0] => [FF] [almost, cannot hear] => [sound] JLFWr A 27 F/almost no sound 0.0081 0.7333 12.4138
[—&, K] => [F&] [a little, wind] => [sound] — KX B FE E/a little wind 0.0057 07209  12.2038
[—&, WAE] => [FHE] [a little, cannot hear] => [sound] — RIFARE|F F/no sound at all 0.0061 0.7333 12.4138
[HIBE, TR EI] => [FE] [heating, cannot hear] => [sound] TR EIHIBF F/no heating sound  0.0069  0.7115  12.0449

IFAZ| = B i = FAZ 75 3L
[, JLF, WA E] => [BF&] [wind, almost, cannot hear] => JLF FI'T::JNE’JFT' & /hardly hear the 0.0076 07321 12.3936
[sound] wind

TaBLE 6: Representative CRs.

No. CRs Support
G Being simple and liberal 0.0513
C, High-tech and intelligence 0.0391
Cs Being fashionable and novel 0.0291
Cy Low noise 0.0487
Cs Energy conservation 0.0559
Cs Fast cooling and heating 0.0828
C, Strong mode and soft wind 0.0270
Cs Safety protection 0.0457
Cy Mobile APP control 0.0446

reasonable response rate of 91 percent. Based on Definition
2, the maximum of membership (satisfaction) is 0.9 and
minimum of membership (dissatisfaction) is 0; thus, the CRs
membership function can be obtained (Figure 2) with every
interviewee’s membership to standard answers via functions
(16)-(20) and CR value SF; (Table 7) via functions (21)-(23).
Besides, according to Chen [60], the adjustment coefficient
of attractive quality, one-dimensional quality, must-be
quality, and indifferent quality set is 4, 2, 1, and 0 in KM and
FKM, respectively.

4.3. Step 3. Obtaining CRs Weights. According to Table 6, we
constructed CRs hierarchy process (Figure 6). 10 experts
with more than 5-year development experience and 5-year
design experience were selected to act as interviewees; thus
relation matrices were obtained via pairwise comparison,
and calculated intuitionistic preference matrices are of ac-
ceptable consistency via functions (24)-(27). Then, non-
consistency relation matrices were calculated via (28)-(30).
The consistency threshold value Twas selected as 0.1 (Table 8)
and controlling parametero was set to 0.8. The 1st, 6th, and
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TaBLE 7: The comparative results of the case study.
CR Classical KM FKM CFKM IFKM
s
M O A I Cat. M O A I Cat. Eval. Pri. Eval. Pri.
C, 0 49 80 90 1 (0) 2 57 116 102 A (4) 0.2173 1 0.1973 1
C, 6 15 54 111 1(0) 7 25 50 138 1(0) 0.0912 3 0.1393 3
Cs 0 11 77 97 1(0) 54 4 103 116 1(0) 0.1425 2 0.1500 2
C, 1 12 79 94 I(0) 77 15 43 46 M (1) 0.2736 3 0.2696 1
Cs 2 12 64 101 1(0) 80 52 51 31 M (1) 0.3312 1 0.2481 2
Ce 1 4 48 124 1(0) 77 24 58 49 M (1) 0.3130 2 0.2088 3
C, 0 2 42 144 1(0) 57 49 36 92 1(0) 0.1376 5 0.1371 5
Cs 13 2 37 138 1(0) 41 55 29 71 1(0) 0.2084 4 0.1652 4
Co 0 11 62 113 1(0) 21 91 37 58 0 (2) 0.1359 6 0.1296 6
CRs
|
[ 1
ENs FNs
| |
[ [ | [ [ [ [ |
C1 C2 c3 C4 C5 C6 Cc7 C8 9
FIGURE 6: Hierarchical structure of the case study.
TasLE 8: Consistency test of IFAHP.
First Second
Experts
ENs threshold FNs threshold ENs threshold FNs threshold
1 0.0000 0.0767 — —
2 0.3087 0.0915 0.0628 —
3 0.3087 0.0563 0.0628 —
4 0.2923 0.0422 0.0541 —
5 0.2632 0.0716 0.0508 —
6 0.0000 0.0965 — —
7 0.0429 0.0966 — —
8 0.1032 0.0278 0.0159 —
9 0.1077 0.0216 0.0240 —
10 0.1448 0.0433 0.0235 —

7th experts make acceptable consistency in ENs, and all
experts make acceptable consistency in FNs. At last, we fused
all the weights from the lowest level to the highest level via
functions (31-32) (Table 9).

4.4. Step 4. Obtaining ECs Weights and Goals. Most of VACs
consist of refrigeration cycle system, air circulation system,
electrical control system, and shell system (Table 10). We
calculated the adjusted weights obtained by formula (33) and
collected relation matrixes of HOWs and WHATs from 10
experts and converted them into IFVs via Table 3. Then, the
target satisfaction was set through interview in 3000-4000
RMB VAG; the rate of satisfaction improvement is shown via
(34); the absolute weights are gained by formula (35). Thus,
we obtained the standard weights of ECN; via functions (36)-
(38) and HOQ of VAC (Figure 7). At last, according to
technical benchmarks, goals were established in NPDD.

5. Comparative Analysis

Comparing the result weights of CRs in AHP, FAHP, and
IFAHP (Table 11), the weights are similar; FNs are higher
than ENs, and the results of FAHP are quite different be-
tween AHP and IFAHP. However, in the IFAHP, if we do
not consider the nonmembership degree of WK; when
ranking the priority, the result of the IFAHP method will be
ENs > FNs as well because 0.0469 > 0.0438 > 0.0338 > 0.0094
...>0.0052, which is consistent with the result of the FAHP
method. The different results imply that the IFVs can rep-
resent the preferences of the pairwise comparison more
comprehensively.

Comparing adjustment coeflicient in KM, FKM,
CFKM, and IFKM (Table 7), the classical Kano model does
not work well in this case study, and FKM is worse than
CFKM and IFKM in rationality of the classification results
of CRs. The CFKM and IFKM have similar results, and the
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TaBLE 9: Weights of IFAHP.
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Criterion

W,

1

Subcriterion

W

WK;

1

ENs

FNs

(0.3529, 0.6494)

(0.5158, 0.4643)

C
G,
Cs
Cy
Cs
Cs
&
Cs
Co

(0.0957, 0.5974)
(0.1241, 0.5375)
(0.1328, 0.7034)
(0.0183, 0.7598)
(0.0183, 0.7598)
(0.0151, 0.7998)
(0.0133, 0.8159)
(0.0153, 0.7895)
(0.0100, 0.8489)

(0.0338, 0.8589)
(0.0438, 0.8379)
(0.0469, 0.8960)
(0.0094, 0.8710)
(0.0094, 0.8713)
(0.0078, 0.8927)
(0.0069, 0.9014)
(0.0079, 0.8873)
(0.0052, 0.9190)

TasLE 10: ECs of VAC.

Refrigeration cycle system Air circulation system Electrical control system Shell system

Body (Ag)
TOP (AIO)
Base (A1)
Air outlet grille (A;5,)

Refrigeration cycle power parts (A4;) Forming airflow parts (A4)
Thermal exchange parts (A,) Air charge parts (As)
Refrigerant flow and pressure parts (A;) Air flow direction controller parts (Aq)

Information display (A;)
Intelligent control parts (Ag)

+
+
+ +
+ X+ X+ +
+ + X+ + +
A XK+ X+ + +
N Adjustment i R R B N | i i . Absolute weight
Weight (WK) coefhcient (SF) Adjusted weight (W) Cat.| Al | A2 | A3 | A4 | A5 | A6 | A7 | A8 | A9 | A0 | All | A12 [Company| Company I|Company2| Target | Spr (aw) Rank
Cl | (0.0338,0.8589) 01973 (0.0068, 0.9704) A A | O |O|O | O |38605| 399 | 40000 | 40000 | 10364 | (0.0070,0.9694) 5
ENs | C2 (0.0438, 0.8379) 0.1393 (0.0062, 0.9757) AlOo|lAa|lAa|]O|Aa|O (€] O | 38140 | 39318 | 38571 | 3.8571 | 10021 (0.0063, 0.9754) 6
Cc3 (0.0469, 0.8960) 0.1500 (0.0072, 0.9837) A A (@] @] 3.7209 3.8182 3.8182 3.8182 1.0436 (0.0074, 0.9832) 9
C4 | (0.0094,0.8710) 02696 (0.0026, 0.9634) AlO|A|O]O|O|O A A | 41628 | 42045 | 43143 | 43143 | 10008 |  (0.0026,0.9621) 1
Cs (0.0094, 0.8713) 02481 (0.0023, 0.9664) Al0|l@|©@|0|O0O|0|0O|O A | 41628 | 38864 | 41714 | 41714 | 10000 (0.0024, 0.9663) 2
c6 (0.0078, 0.8927) 02088 (0.0016, 0.9766) Al@]0|0|0|0 |0 A A | 37674 | 39318 | 39143 | 39318 | 1.0000 (0.0017, 0.9756) 3
ENs
c7 (0.0069, 0.9014) 0.1371 (0.0009, 0.9859) o|lA|]O|A]O|]O|O A A | 3.8605 3.8636 3.6571 3.8636 | 1.0361 (0.0009, 0.9859) 7
cs (0.0079, 0.8873) 0.1652 (0.0013, 0.9804) O|lO|O|A|A|O|O|A|O|A|A|A| O |43023 | 41818 | 42000 | 43023 | 10113 (0.0013, 0.9804) 4
c9 (0.0052, 0.9190) 0.1296 (0.0007, 0.9891) ol A A|lA|A|]O|O A | 37674 36136 3.7429 37674 | 1.0261 (0.0007, 0.9891) 8
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FiGure 7: HOQ case study.
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TaBLE 11: Weight comparison.

AHP Pri. FAHP Pri. IFAHP Pri.
C, 0.0502 7 0.1563 2 (0.0338, 0.8589) 7
G, 0.1250 4 0.1686 1 (0.0438, 0.8379) 8
G 0.0247 9 0.1363 3 (0.0469, 0.8960) 9
Cy 0.1863 2 0.0975 4 (0.0094, 0.8710) 1
Cs 0.2328 1 0.0969 5 (0.0094, 0.8713) 2
Cs 0.1127 5 0.0894 6 (0.0078, 0.8927) 4
(o7 0.0728 6 0.0861 8 (0.0069, 0.9014) 5
Cs 0.1498 3 0.0891 7 (0.0079, 0.8873) 3
Co 0.0455 8 0.0798 9 (0.0052, 0.9110) 6

TaBLE 12: Absolute weight comparison.

Rsi AHP "KM *Rsi FAHP *FKM *Rsi IFAHP *IFKM *Rsi Pri.
G 1.0361 0.0000 0.6478 (0.0070, 0.9694) 5
G, 1.0113 0.0000 0.0000 (0.0063, 0.9754) 6
(0 1.0261 0.0000 0.0000 (0.0074, 0.9832) 9
Cy 1.0364 0.0000 0.1010 (0.0026, 0.9621) 1
Cs 1.0021 0.0000 0.0971 (0.0024, 0.9663) 2
Cs 1.0436 0.0000 0.0933 (0.0017, 0.9756) 3
C; 1.0008 0.0000 0.0000 (0.0009, 0.9859) 7
Cs 1.0000 0.0000 0.0000 (0.0013, 0.9804) 4
Co 1.0000 0.0000 0.1596 (0.0007, 0.9891) 8

difference between the two methods is mainly in the at-
tractive and one-dimensional qualities which are located in
the cells (1, 4) and (1, 5), respectively, because the IFS is
more comprehensive and flexible than FS in describing
uncertainty.

According to Chen [60], the adjustment coefficient of
attractive quality, one-dimensional quality, must-be
quality, and indifferent quality set is 4, 2, 1, and 0 in KM
and FKM, respectively. The absolute weight of CRs is done
by comparison in Table 12; there are limitations which
ignore the difference of the satisfaction coefficient between
the consumer demand items and the same quality attri-
butes. Besides, the absolute weight cannot obtain good
performance in HOQ which used KM and FKM as ad-
justment coeficient.

6. Discussion

In the classical Kano model, designers should follow the
quality  ranking for NPDD, which is must-
be > attractive > one-dimensional > indifferent. One strategy
is to integrate all the must-be, one-dimensional, and at-
tractive quality into the product. However, the resource is
quite limited; thus it is hard for them to decide which four of
the six attractive qualities should be included with the ad-
dition of other qualities. In consequence, we proposed that
IFKM can obtain CR preference, which includes affirmation,
negation, hesitation, and priority, which effectively express
VOC. In this paper, we chose VAC as an example. The ENs’
priority of KM category (Table 7) is simple and lib-
eral > fashionable and novel > high-tech and intelligence,
and all of them belong to attractive quality. The FN§s’ priority
of category is low noise > energy conservation > fast cooling
and heating, which are attractive quality; the order of one-

dimensional quality is safety protection > strong mode and
soft wind > mobile APP control.

In order to obtain and compare the weight of the ENs
and FNs, we conducted IFAHP process that analyzed overall
weights about CRs and multiplies the adjustment coefficient
via IFKM. Thus, we got the adjusted weights in the field of
VAC’s NPDD. The absolute weights should contain adjusted
weights and ratios of satisfaction, which based on compe-
tition benchmarks (Figure 7). Thus, the result of absolute
weights pirority is low noise > energy saving > fast cooling
and heating > safety protection > simple and liberal > high-
tech and intelligence > strong mode and soft wind > mobile
APP control > fashion and novel. According to IFKM
category and resource constraint, the strategy of this
company should choose low noise, energy conservation, fast
cooling and heating, and being simple and liberal as the
attractive quality, finally with the addition of other qualities.
Because the attractive quality massively improves CS (Fig-
ure 1) and the one-dimensional quality has linear relation to
CS.

The refrigeration cycle power parts and forming airflow
parts have the highest priority via IFQFD, because of low
noise and energy conservation, which are the main sources
of sound and power consumption, being the top two of CRs.
And the thermal exchange part is the third importance ECs,
because it has strong relation to energy conservation and fast
cooling and heating. In additional, the ranking of the ECs of
refrigeration cycle system, air circulation system, and
electrical control system is higher than that of shell system;
thus it is consistent with the FNs being larger than the ENs.
Thus, this research has high credibility in CS analysis and can
provide effective support for decision-making. Finally, the
company established development goals based on technical
benchmarks.
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7. Conclusions

In this study, we proposed a new method for NPDD based
on text mining, CS, and IFS. We applied text mining
technique to retrieve CRs from big data and combined this
with advantage of IFS which can better process uncertain
and hesitant information, to integrate Kano model, AHP,
and QFD methods. Thus, we can establish goals about the
customer-oriented NPDD. In additional, text mining can
directly obtain expected information from unstructured data
and provide a scientific basis for NPDD. The IFSs have more
flexible and comprehensive features in describing objective
phenomena than classical FS. And the evaluation of various
preference types is unified into IFS based on the hetero-
geneous characteristics of participants that can minimize the
loss of decision information.

Since certain limitations still exist, this research needs to
be continually improved. First, it is necessary to develop a
supervised algorithm for the extraction of CRs with low
frequency in text mining, because lower frequency of CRs
like dehumidification and air purification will be affected by
geographical and environment factors. Second, the impact of
multiple Kansei images of product on customers satisfaction
remains to be studied, which means that a product may
contain factors like being fashionable, elegant, simple,
beautiful, etc. and generally have nonlinear relationship to
product form. Third, the threshold (¢) of the SF is deter-
mined by practitioners based on experience. There is a need
to develop an approach to determine the suitable values for
decision-making.
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The traditional lock manager (LM) seriously limits the transaction throughput of the main memory database systems (MMDB). In
this paper, we introduce dependence-cognizant locking (DCLP), an efficient improvement to the traditional LM, which dra-
matically reduces the locking space while offering efficiency. With DCLP, one transaction and its direct successors are collocated
in its context. Whenever a transaction is committed, it wakes up its direct successors immediately avoiding the expensive
operations, such as lock detection and latch contention. We also propose virtual transaction which has better time and space
complexity by compressing continuous read-only transactions/operations. We implement DCLP in Calvin and carry out ex-
periments in both multicore and shared-nothing distributed databases. Experiments demonstrate that, in contrast with existing

algorithms, DCLP can achieve better performance in many workloads, especially high-contention workloads.

1. Introduction

Although have arisen since the 1980s, but until recent de-
cade, with the emergence of larger capacity and cheaper
memory in which most or even all of data can be resident,
MMDB began to achieve some success in commercial fields.

However, for MMDB, many of their workloads only
consist of short transactions that access only a few records
each. Therefore, the traditional locking mechanism has
become the primary performance bottleneck. Based on the
stand-alone single-core architecture, Harizopoulos et al.
reported that 16% to 25% of the transaction overhead is
spent on the lock manager [1]. As for the multicore pro-
cessor architecture, some research studies similarly show
that concurrently accessing the lock manager needs larger
amounts of overhead [2-4].

As described in [5], the most common way to implement
LM is as a hash table that maps each record’s primary key to
a linked list of lock requests. For lock acquiring, LM (1)
probes the internal hash table to find the corresponding
entry and then latches it, (2) appends a new request object to
the entry list and blocks if it is incompatible with current

holders, and (3) unlatches the entry and returns the
(granted) request to the transaction. For lock releasing, it has
to go through the steps of the lock request, and the only
difference is removing the request from the requests’ list.

These operations are still expensive. Firstly, row locking
consumes too many computations and memory resources.
Secondly, too many latches are applied to ensure correctness.
Thirdly, list operations impose high overhead as the number
of active transactions increases.

For reducing these overheads, some studies have re-
duced the number of lock acquisitions by redesigning the
processing logic of LM [4, 6]. Others focus on optimizing the
design and implementation of LM for improving LM
scalability by reducing the latch and critical sections [7, 8],
but these research studies still use the basic two-phase
locking design.

With the vigorous development of deterministic trans-
action execution strategy, very lightweight locking (VLL)
and selective contention analysis (SCA) were proposed by
Kun Ren et al. [5, 9].

VLL’s core idea is that use two simple semaphores
containing the number of outstanding requests for that lock
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(C, for write requests and C; for read requests). In this way,
linked list operations are completely eliminated. However,
tracking less information about contention results in poor
throughput under high contention. SCA simulates the
standard lock manager’s ability to discover unblocked
transactions by rescan TxnQueue that stores all active
transactions in the order of arrival.

However, there are still some drawbacks which are as
follows:

Unable to timely detect unblocked transactions. SCA
only just makes VLL have the ability to detect
unblocked transactions.

Easily blocked. For efficiency, low threshold is set for
the number of blocked transactions. Thus, encoun-
tering long chain dependent or high contention
workloads, the low threshold is easily exceeded so that
subsequent transactions make no progress even if they
are conflict-free.

1.1. Brief Introduction about DCLP. On the basis of the
above analysis, it is necessary to revisit LM’s design in
MMDB. In this study, DCLP is introduced to reduce the
expensive overhead of LM and ensure the ability to detect
unblocked transactions without delay. Its core idea is
tracking contention through co-locating one transaction
with its direct successors. These following strategies are
adopted to ensure efficiency:

Fragmented storage of lock requests means the lock
request lists are partially removed, and the direct
conflict information between transactions is collocated
with the corresponding direct predecessors

Virtual transaction: using virtual transaction com-
presses continuous read requests by reference counting,
and list operations are almost eliminated

With these two strategies, DCLP almost eliminates latch
acquisitions and list operations and has the ability to timely
detect which transactions should inherit released locks.
Comparative experiments show that compared with
VLL\SCA, DCLP achieves better (maximum 50% higher in
some workloads) performance in high-contention work-
loads, long-dependent workloads, and workloads with high
multipartition transactions, while it has approximately equal
or slightly better performance in low-contention workloads.

1.2. Contributions and Paper Organization. This paper
makes the following contributions:

We propose fragmented storage of lock requests. It
completely eliminates the expensive overhead of list
operations in terms of write-only workloads.

We propose the virtual transaction strategy. It effec-
tively reduces the overhead of list operations by
compressing continuous read requests.

We design a large number of experiments to evaluate
DCLP overall. Four locking mechanisms are
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implemented in Calvin, and two benchmarks are used.
Experiments show that DCLP is effective and efficient.

2. Principles and Algorithms

It is known that the major advantage of hash or hash-based
data structures is they are efficient to search efficiency and
more apparent when processing massive data. Especially, if
the hash buckets are relatively large enough, a hash-based
data structure that is a low collision or even collision-free can
be easily designed and provides O(1) time complexity.

Hence, hash lock, a coarse-grained lock, which locks the
primary keys with the same hash value at once, is the best
choice. An ingenious hash lock is presented, and its format is
as follows (for details, refer to Table 1):

(le’ Vref’ Vwait) V)

2.1. Fragmented Storage of Lock Requests. As the above
analysis, lock acquire and release have to traverse the list. As
the number of active transactions, the traversing list imposes
higher overhead.

For reducing this overhead, fragmented storage of lock
requests (fragmented storage for short) is proposed. For
ease of interpretation, direct predecessors and direct
successors are introduced, and their formal definitions are
as follows.

Direct successor: here is from the perspective of the
read-write lock conflict. Especially, if T; < T) < T; and
R;(a) < R (a) < W, (a), T]- is both a direct successor of
T; and a direct successor of T. Assume that T; and T
are any two transactions that appear in the same lock
request list at the same time. If T; precedes T';, then
T;<T;. For any two transactions T; and T';, T'; is the
direct successor of T; if and only if any one of the
following three conditions is met:

(1) If keye Ti.readSetﬂTj.writeSet, T, <Tj then
(Tex translation failed), and T; < T} < T

(2) If key € T;.readSetN T ;.writeSet, T;<T;, then
(Tex translation failed), and T; < T} < T}

(3) If keye Ti.readSetﬂTj.writeSet, T;<Tj then
(Tex translation failed), and T; < T} < T

Direct predecessor: for any two transactions T; and T'j,
T; is the direct predecessor of T'; if T is the direct
successor of T;.

The core idea of fragmented storage is that a transaction
is collocated with its direct successors. Each transaction
has a list named successorList (preallocation and
variable-length) to store its direct successors. Therefore,
the lock request list is simplified, and its regular form is
WH{O0, 1}R* (W for the last write request and R for the
read request following W without other write trans-
actions between them).

Hence, operations of granting to lock requests are
significantly simplified. A write request can be granted
ifits corresponding request list is empty. A read request
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TaBLE 1: Notations.

Symbol Meaning
T The last write transaction pointer
v The number of read transactions
ref following one write transaction
V yait The number of transactions waiting to be granted
Vv The virtual transaction pointer

can be granted if the head of its corresponding request
list is not a write request. Releasing a write request is to
remove the head of its request list if the head is itself.
Releasing a read request (suppose R,...) is slightly
complex, and the following two situations need to be
considered:

(1) If the head of the request list is write, there is
nothing to do because of compressing by the new
write request

(2) If the head of the request list is read, traverse the

request list, and then remove R, if found

Write compression is essential for the efliciency of
fragmented storage. The higher the write ratio, the better the
efficiency of fragmented storage. For write-only workloads,
the length of the request list is strictly no more than 1, and
thereby, fragmented storage gains the best efficiency. For
read and write mixed workloads, fragmented storage gains
the second-highest efficiency. Why? The reason is that the
length of the request list under such workloads is just
shortened but generally not less than 2 (possibly larger). As
the read ratio increases, the efficiency of fragmented storage
gets worse and worse.

For more detailed processing logic, refer to Algorithms 1
and 2. These two algorithms are relatively simple, and so, we
ignore additional supplementary instructions.

2.2. Virtual Transaction. For performing well in a contin-
uous reading scenario, the virtual transaction is proposed to
effectively reduce the overhead of list operations by com-
pressing continuous read requests.

Virtual transaction: a special transaction which has only
the right to lock and unlock primary keys and only operates
shared read lock.

Continuous read compression: it is used to compress
continuous reads per hash(key) to one which is repre-
sented by a virtual transaction. A simple semaphore
containing the number of continuous outstanding read
requests for that lock with no other write requests inter-
rupted (actually, V¢ for continuous read requests) is used,
and each successive read operation corresponds to a virtual
transaction. From the above analysis, the regular form of
the lock request list per lock under the combination of hash
lock and fragmented storage is W{0, 1}R*, and the sub-
pattern R* is the essential reason for poor effectiveness of
fragmented storage in both high-ratio-read workloads and
read-only workloads. With read compression, the regular
form of the lock request list per lock is further strictly
limited to W{0, 1}R{0, 1}.

Input: T: a transaction pointer
(1) foreach key € T — writeSet do
(2) L = data[key].lockRequestList;
(3) if T =L — front.ownTrans then
(4) L — popFront;
(5) end
(6) end
(7) foreach key € T — readSet do
(8) L = data[key].lockRequestList;
(9) if W =L — frontlockMode then
(10) L — remove If Exist(T);
(11) end
(12) end
(13) foreach E € T — successor List do
(14) E — prednum - —;
(15) if 0 = E — prednum then
@16) ReadyQueue«—E;
(17) end
(18) end

ALGORITHM 1: Lock release with fragmented storage.

This brings the following two benefits:

The memory cost and CPU cost of the lock request list
are constant and minimized. W{0, 1}R{0, 1} means that
the length of the lock request list is no greater than 2,
and thereby, the fixed-length list can be preallocated to
reduce the high cost of operations (i.e., create and
destroy). Two transaction pointers are placed in each
hash lock, respectively, pointing to the last write
transaction and the virtual transaction.

The cost of write lock request processing is significantly
reduced. Processing a write lock request (assume W) may
traverse the corresponding lock request list (assume L), and
the transaction that issues W is added to successorList of
each element of L. The longer L, the more times the ad-
ditions. However, after introducing reference counting, W
will be used as a direct successor to only two transactions
(the last write transaction and the virtual transaction).

How does it work? Consider, for example, the sequence of
transactions A, B, C, and D. Among them, A and D only write
x, while B and C only read x. At first, x.T},, x.V, 2.V, and
X.V i are initialized to NULL, NULL, 0, and 0. Transaction A
arrives. Because of conflict free, x.T},, is set to A and then
grants A. Transaction B follows. Because of read-write col-
lision, the following three steps are executed sequentially. (1)
Add B to successorList of A. (2) Create a new virtual
transaction T ;.- (3) Increase prednum of T by one
(x.V e 0 — 1). When Carrives, steps 1 and 3 are selected to
execute sequentially. Now, x.T,,, x.V, x.V ., and x.V ; are
A, T el 2> and 0, respectively. Finally, transaction D comes.
Because of read-write collision, D is only added to
successorList of T, rather than to that of B and C.

Unique virtual transaction for each hash key: one virtual
transaction was used to represent all reads for each key. In
other words, there cannot be several virtual transactions on
the same primary key. Any continuous read operations are



Input: T: a transaction pointer
Output: Granted: 1 if granted, otherwise 0
(1) Granted: = 1;
(2) foreach key € T — writeSet do
(3) L = data[key].lockRequestList;
(4) if L — Empty then
(5) L—— (W,T);

(6) else
(7) if T = L — back.own Trans then
(8) foreach E € L do
9) | = E.ownTrans — successorList;
10) if T =1 — back then
@11) Granted = 0;
12) l—T;
13) T — prednum + +;
(14) end
@15) end
(16) L — clear;
@17) L—{(W,T);
(18) end
(19) end
(20) end

(21) foreach key € T — readSet do
(22) L = data[key].lockRequestList;
(23) if L — Empty then

(24) L——<{(R,T);

(25) else

(26) if T = L — back.own Trans then
27) E =L — front;

(28) if W = E.lockMode then

(29) | = E.ownTrans — successor List;
(30) if T =1 — back then

(31) Granted = 0;

(32) l——T;

(33) T — prednum + +;

(34) end

(35) end

(36) L (R T);

(37) end

(38) end

(39) end

ALGORITHM 2: Lock acquire with fragmented storage.

passed to the write operation immediately following them by
reference counting.

How to implement it? The only to do is to save multiple
successor transactions for the virtual transaction rather than
only to save its direct successor transactions. For saving multiple
successor transactions, new Vg .«omist 1S attached to virtual
transactions each (for details, refer to Algorithms 3 and 4).

Assume that transaction is T and its corresponding
hash lock is Lock.

For write lock acquire, see Algorithm 3, 2 to 27 lines.
The basic processing logic is as follows:

(1) Check whether Lock.V/

If true, prednum of T is increased by
LockInfo.V,. And then, tid of T is added to
successorList of Lock.V.

rof 1S greater than zero:
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If false, T is added to successorList of Lock.T},, if
Lock.T},, is not NULL.

(2) Lock.T},, is assigned T.

For write lock release, see Algorithm 4, 1 to 6
lines. The basic processing logic is as follows:
(1) If Lock.T}, and T are the same, Lock.Ty, is
assigned NULL.
For read lock release, see Algorithm 4, 7 to 38
lines. The basic processing logic is as follows:
If Lock.T},, is NULL, Lock.V . is decreased by
one, and Lock.V,; is assigned zero.
If Lock.T},, is not NULL, successorList of L.V is
traversed sequentially to find the first transac-
tion (assume Ty, q) whose prednum is greater
than zero. If Ty, is found, prednum of T’ 4
is decreased by one. Finally, T}, 4 is added to
ReadyQ ueue immediately if its prednum is
Zero.
For read lock acquire, see Algorithm 3, 28 to 41
lines. The basic processing logic is as follows:

(1) If Lock.T},, is not NULL, prednum of T is increased
by one, and T' is added to successorList of Lock. T},
(2) Lock.V . is increased by one

ref

Why does successor List of virtual transaction store tid?
When one transaction is completed, its related resources are
released, and thereby, its pointer is invalid. When a virtual
transaction (assume V) wakes the first successor transaction
(assume T';) whose prednum is greater than 0, T, may not be
removed from V successor List of V, if prednum is still
greater than 0 after decreased. When V| performs the wake-
up operations again, V, will acquire the first successor
transaction whose prednum is greater than 0 again. So, if
V successor List stores pointers to transactions, V; needs to
operate these pointers (of course, includes T;), while the
pointer of T, may be invalid because of other transaction’s
waking operations. In addition, TransMap is used to track all
unfinished normal transactions, and its format is {tid, p,)
(tid for transaction ID and p, for transaction pointer). When
a virtual transaction performs wake operations, it will use
TransMap to detect whether its successor transaction is
active. Hence, the virtual transaction mechanism is running
correctly and smoothly.

In a word, these techniques incur far less overhead than
maintaining a traditional lock manager and timely detect
which transactions should inherit released locks.

3. Dependence-Cognizant Locking

In DCLP, lock is a four-tuple: (T, Vi er> Vit V). A global
map of transaction requests (called TransMap) is main-
tained, tracking all active transactions with unorder. Because
of only detecting whether one transaction is still active,
std: : unorder_map is adopted for the possibly best
performance.

In order to facilitate the explanation of DCLP, this paper
assumes that each partition has one lock thread to run
DCLP.
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Input: T: a transaction pointer
Output: Granted: 1 if granted, otherwise 0
(1) Granted: = 1;
(2) foreach key € T — writeSet do
(3)  LockInfo = data[hash (key)];
(4) if T = LockInfo.T},, then
(5) if 0 < LockInfo.V . then
(6) I: = LockInfo.V — successor List;

(7) if 0 == LockInfo.V ,;, then
(8) | — reuse;
9) end
(10) T — tid;
1) LockInfo.V . + +;
12) T — prednum+ = LockInfo.V ;
(13) LockInfo.V, ¢ = 0;
(14) Granted = 0;
(15) else
16) if NULL = LockInfo.T},, then
17) I: = LockInfo.T},, — successorList;
(18) ifl — empty“T =] — back then
19) Granted = 0;
(20) [<T;
(21) T — prednum + +;
(22) end
(23) end
(24) end
(25)  LockInfo.T), =T;
(26) end
(27) end

(28) foreach key € T — readSet do
(29) LockInfo = data[hash (key)];
(30) if T = LockInfo.T},, then

(31) if NULL = LockInfo.T}, then

(32) I: = LockInfo.T},, — successorList;
(33) if | — empty"T =] — back then
(34) T — prednum + +;

(35) 1T;

(36) Granted = 0;

(37) end

(38) end

(39) end

(40) LockInfo.V. ¢ + +;

(41) end

(42) TransMap—(T — tid, T);

ALGoRrITHM 3: Lock acquire with DCLP.

When a transaction arrives at a partition, it requests locks
on records belonging to the partition. According to the type of
lock request, the processing logic of lock requests is different.
In Algorithm 3, 2 to 27 lines correspond to the write lock
processing, while 28 to 41 lines correspond to the read lock
processing. Write locks are granted to the requesting trans-
actionifV, , =0and T}, = NULL (or is itself). Similarly, read
locks are granted if T}, = NULL (or is itself).

For correctness, one transaction must be added to
TransMap after requesting all lock requests. Because of the
sequential processing mode, the requesting of the locks and
the adding of the transaction to the map can be treated as an
atomic operation. As for predetermining the read set and
write set of transactions in advance, Thomson [9] had

Input: T: a transaction pointer
(1) foreach key € T — writeSet do
(2)  LockInfo = data[hash (key)];
(3) if T = LockInfo.T},, then
(4) LockInfo.T},: = NULL;
(5) end
(6) end
(7) foreach key € T — readSet do
(8) LockInfo = data[hash (key)];
9) if NULL = LockInfo.T},, then

(10) LockInfo.V, — —;

11) LockInfo.V . = 0;

12) else

(13) L: = LockInfo.V — successorList;
(14) grantedLock: = 0;

@15) while !L — empty do

(16) got: = TransMap.find (L.front);
17) if got = TransMap.end then
(18) E: = got — second;

19) if 0 = E — prednum then
(20) L — popFront;

(21) else

(22) E — prednum — —;

(23) grantedLock = 1;

(24) if 0 = E — prednum then
(25) ReadyQueue«—E;

(26) end

27) break;

(28) end

(29) else

(30) L.popFront;

(31) end

(32) end

(33) if 0 = granted then
(34) LockInfo.V . ——;

(35) end

(36) LockInfo.V ;= L — size;
(37) end

(38) end

(39) foreach E € T — successorList do
(40) E — prednum — —;

(41) if 0 = E — prednum then

(42) ReadyQueue«—E;

(43) end

(44) end

(45) TransMap.erase (T — tid);

ALGORITHM 4: Lock release with DCLP.

proposed a solution method by allowing a transaction to
prefetch whatever reads it needs to (at no isolation) for it to
figure out what data it will access before it enters the critical
section.

Similar to VLL, when one transaction completes all lock
requests, it can be tagged with only one of the three states:
free, blocked, and waiting. The specific meanings of these
three states are as follows:

Free means that a transaction has acquired all locks
whether it is a single-partition or multi-partition
transaction



Blocked means that a transaction has not acquired all of
its lock requests immediately upon requesting them

Waiting means that a transaction could not be com-
pletely executed without the result of an outstanding
remote read request

For a single-partition transaction, its state must be either
free or blocked, and thereby, only one state transition is from
blocked to free. For a multipartition transaction, its state can
be any one of the three states. So, there are two state
transition paths. One is from waiting to free if all remote
readings are successfully returned. The other is first from
blocked to waiting if all ungranted locks are granted and
then to free. Only free transactions can begin execution
immediately.

DCLP records the dependencies between transactions
and thereby has the ability to timely detect unblocked
transactions. When one transaction is completed, it is easy to
hand over its locks directly to its direct successors by de-
creasing prednum of its direct successors (see Algorithm 4
for more details).

For VLL, with an increase of active transactions, the
probability of a new transaction being tagged free decreases.
For good performance, the number of active transactions
should be limited. However, it is difficult to tune the number
of active transactions since different levels of contention
demand different thresholds. So, a threshold is set by the
number of active but blocked transactions since high-con-
tention workloads will reach this threshold sooner than low-
contention workloads.

However, the fixed threshold brings two defects, and
they are as follows:

(1) For most of the real workloads, the contention is not
fixed, but is changing from time. Therefore, it is
difficult to select a fixed value of this threshold.

(2) When encountering the workloads that include
numerous fragmented continuous conflict trans-
actions, the performance is greatly affected. It is
because that once the threshold is exceeded, new
transactions make no progress even if they are
free.

For DCLP, the above two defects have been completely
overcome. First, there is no need to set a threshold for active
but blocked transactions. DCLP tracks the direct conflict
between transactions, and thus, blocked transactions can be
unblocked and executed immediately. A preallocated and
variable-length list attaches each transaction to store all its
direct successors. Hence, compared with VLL, DCLP can
nonblocking handle more transactions without being re-
stricted by the threshold of blocked transactions.

However, in consideration of memory and performance,
the number of active transactions should be set a threshold,
especially when encountering workloads with long trans-
action execution time.

Figure 1 depicts an example execution trace for a se-
quence of transactions. Free transactions (here A) are
pushed directly into ReadyQueue. Transactions B and A
have RAW dependencies on key x, and thus, B is termed
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blocked. Meanwhile, B is added to successorList of A. The
end of A will unblock B and then push B to ReadyQueue. The
processing logic of C is similar to that of transaction B and
will not be expanded in detail.

4. Evaluation

To evaluate DCLP’s performance, a large number of ex-
periments are designed to compare DCLP against deadlock-
free 2PL (Calvin’s deterministic locking protocol), VLL, and
VLL\SCA in a number of contexts. These experiments are
divided into two groups: single-machine multicore experi-
ments and experiments in which data are partitioned across
many commodity machines in a shared-nothing cluster. The
single-machine multicore experiments were conducted on a
Linux (2.6.32-220.el6) of two 2.3 GHz six-core Intel Xeon
E5-2630 machine with 24 CPU threads and 64 GB RAM. The
experiments in a distributed database were conducted on the
same server configuration as the single-machine multicore
experiments used, connected by a single 10 gigabit Ethernet
switch.

As a comparison point, DCLP is implemented inside
Calvin. This allows for an apples-to-apples comparison in
which the only difference is the locking strategy.

The same configuration as [5] was used: devote 3 out of 8
cores on every machine to those components that are
completely independent of the locking scheme, and devote
the remaining 5 cores to worker threads and lock man-
agement threads. For all experiments, we stationary use fixed
4 work threads and one lock thread.

Although OCC (or MVOCC) shows greater advantages
than PCC in short-transaction workloads for MMDB, PCC
is still widely adopted by many databases. This paper focuses
on PCC and single data version (not MVCC). Therefore,
OCC and MVCC are not within the scope of this paper to
discuss.

4.1. Multicore, Single-Server Experiments

4.1.1. Standard Microbenchmark Experiments. Two experi-
ments are presented in this section:

The first experiment is called short microbenchmark.
Each microbenchmark transaction reads 10 records
and updates a value at each record. Of the 10 records
accessed, one is chosen from a small set of “hot” rec-
ords, and the rest are chosen from a larger set of ‘cold’
records. The contention levels are tuned by varying the
size of the set of hot records. The set of cold records is
always large enough so that transactions are extremely
unlikely to conflict. In addition, the term
contention index is used to represent contention levels.
For example, if the number of hot records is 1000, the
contention index would be 0.001.

The second experiment is called long microbenchmark.
The only difference between long microbenchmark and
short microbenchmark is that the former consumes a
certain amount time to calculate after reading each
record (default provided by Calvin).
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For ease of description, we assume that the transaction ID of the three transactions A, B, and C are 100, 101, and 102.
DSLN(A): set of direct successor transactions of normal transaction A, and each element of it is a transaction pointer.
DSLV(A): set of direct successor transactions of virtual transaction A, and each element of it is transaction ID.

DPN(A): the number of direct predecessor transactions of A whether is normal and virtual.
V(key): virtual transaction reading key

Transaction request sequence

Def hashlock(k): {T,, V, .o Vo V}

ref?

I 0 o 5 s e )|
_-_ eal ﬂ_ueue _

Txn Read set Write set Init:
hashlock(x): {NULL, 0, 0, NULL}
A %y x hashlock(y): {NULL, 0, 0, NULL} TxnMap: tracks all uncompleted transactions
B Yz 2 hashlock(z): {NULL, 0, 0, NULL} ReadyQueue: free (unblocked) transactions
C y x
I_ A arrives. A issues a read lock on y \ I_ \
2 Dependent TransGraph by incrementing y. V. A issues an 3 | Dependent TransGraph B arrives. B issues a read lock on x by
exclusive lock on x by filling x.T, with itself.| — incrementing x.V, . Because of x.T, != NULL,
Since A is first, DSLN(A) is empty, and B is added to DLSN(A). B issues an exclusive lock
DPN(A) is 0. A is free and then is tepend on zand replaces z.T, with B because of z.T, ==
added to TxnMap and ReadyQueue. RAW depen elnt NULL. (2.V,is 0 meaning that B does not conflict with
Read afteg write ) e . .
. all transaction readings x that follow A.) DPN(B) is
Lock stat: AT ; follow
= 1. Finally, because of the conflict, B is added to TxnMap.
hashlock(x): 14,0, 0, NULL -]
Lock stat: DPN(A): 0. DPN(B): 1.
hashlock(y): NULL, 1,0, NULL} 1,04y DSLN(A): B.  DSLN(B): NULL
hashlock(z): {NULL, 0, 0, NULL} W hashlock(x): {A, 1,0, NULL} CATE] :
DSLN(A): NULL. hashlock(y): {NULL, 1,0, NULL} —
\_ hashlock(z): {B, 0,0, NULL} [ReadyQueue | (AT
|_ Carrives. C issues a read lock \
i V . to2.Calsoi
4 |Dependent TransGraph ony: inceases ).V, ;to also issues |_ A completes and releases its locks. A \
— a write lock on x, because of x.T) == A, A |
w 5 Dependent TransGraph release lock on x by seting x. T, with

x.T,_ is assigned the value C. Because of

w xV, !1=0,sets DPN(C) +=x.V
RAW increases x.V_., and set xV =0 Then,
o Cis added to DLSV(V(x)) and DSLN(C)
y is empty. Finally, C is added to TxnMap.
‘WAR dependent DPN(B): 1.
Write after r read DSLN(B): NULL.
DPN(A): 0.
DSLN(A):B.  DPN(C): 1.

DSLN(C): NULL.
DSLV(V(X)) 103.

CTove ] (e

Lock stat:
hashlock(x): {C, 0, 1, V(x)}

NULL if x.T,, == A (do nothing if not). A

releases lock on y, decreases y.V,  because of
.V i == 0. Then, A decreases prednum of all

WAR its successors, and adds which the Predecessor
@ of is 0 to ReadyQueue(here B). Finally, A is
removed from TxnMap. DPN(C): 1.
DPN(B): 0. DSLN(C): NULL.
DSLN(B): V(x). DSLV(V(X)): 103.

Lock stat:

hashlock(x): {C, 0, 1, V(x)}
hashlock(y): {NULL, 1, 0, NULL}

C e ] e
[(ReadyQuene | [NERINI

C completes and releases its locks. C
release lock on x by seting x. T, with

Dependent TransGraph NULL if x.T, == C (do nothing if not). C [ ReadyQueue ]
releases lock on y, decreases y.V . because of Lock stat:
V-V, i == 0. Because of empty of DSLN(C) hashlock(x): {NULL 0, 0, NULL}
and y.V, == 0, C has no direct successors to hashlock(y); {NULL, 0’] 0’) NULL}
be unblocked. Finally, C is removed from hashlock(z): {NULL, 0, 0, NULL}
\ TxnMap.

hastlocky (NULL 2.0, NULL) (g ) A 500N
hashlock(2): {B, 0, 0, NULL} NN
|_ B completes and releases its locks. B \
6 release lock on z: 2.T,  is assigned the DPN(C): 1. [cT—1 1
Dependent TransGraph v jye NULL. B also releases lock on x : DSLN(C): NULL. [cL_ T 1
acquires the fist element of DSLV(V DSLV(V(X)): 103.
@ (x)) that its prednum is more than 0,
and then decreases its prednu(m, Lock stat:
follow;d by addéffhe lra;sactl(‘)n found hashlock(x): {C, 0,0, NULL}
to ReadyQueue if its prednum is 0. hashlock(y): {NULL, 1,0, NULL}
Finally, C is free and B is removed from hashlock(z): {NULL, 0, 0, NULL}
\ TxnMap.
7

FiGure 1: Example execution of a sequence of transactions A, B, and C using DCLP. Each transaction’s read and write set is shown in the top

left box.

As shown in Figure 2, when contention is low, DCLP,
VLL, and VLL\SCA yield near-optimal transaction
throughput, while only almost 50% of their transaction
throughput can be provided by deadlock-free 2PL. The
reason is that VLL and VLL\SCA almost completely elim-
inate the overhead of latch acquisitions and linked list
operations.

Why does DCLP gain such high transaction throughput
in low contention? There are three reasons. First, DCLP also

adopts acquiring all locks at once for reducing the overhead
of latch acquisitions. Second, the hash lock almost com-
pletely eliminates the overhead of primary key storage.
Third, fragmented storage and virtual transaction effectively
eliminate the overhead of linked list operations. Low con-
tention means that the overhead to maintain the conflict
information between transactions is negligible.

As contention increases, all decrease, while VLL presents
the trend of the first decline and then is almost stable.
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FIGURE 2: Transaction throughput with short microbenchmark vs.
contention under a deadlock-free workload.

Without tracking conflict information, blocked transactions
can only be executed serially, and then VLL’s performance
falls quickly. With tracking conflict information, the higher
the contention, the more useful the conflict information. So,
the performance of the remaining three mechanisms falls
slowly.

Figure 3 shows the trend of the transaction throughput
of the four locking mechanisms is very similar to the short
microbenchmark results, and DCLP still performs well.
However, the transaction throughput of all the four locking
mechanisms receives a significant impact and is only about
40% of their throughput in short microbenchmark. The reason
is that the executing time of long transactions becomes the
primary performance bottleneck rather than the lock overhead.

4.1.2. Modified Microbenchmark Experiments. The standard
microbenchmark is write-only, and therefore, these four
locking mechanisms cannot be fully evaluated. For a
comprehensive and complete evaluation, some modified
microbenchmarks by combining different ratios of read to
write and different degrees of conflict were designed.

The first set of modified microbenchmarks only just
replaces write-only with read-only, with the purpose to
prove that DCLP is efficient and has the same high per-
formance as VLL and VLL\SCA on read-only workloads.

As expected, Figure 4 confirms that DCLP has almost the
same high performance as VLL and VLL\SCA with respect
to read-only workloads no matter how high or low the
contention is.

The second set of modified microbenchmarks varies
contentions with a fixed ratio of read to write. As we all know,
for some real transaction processing systems, reading more
and writing less is a very important feature. Considering some
of the default workloads of YCSB [10], a special workload with
95% read and 5% write is chosen for this set of experiments.

As shown in Figure 5, when contention is low (actually
only 5% write means that factual contention is lower),
DCLP, VLL\SCA, and VLL have almost the same high
performance. Low contention does not fully demonstrate the
advantage of these three locking mechanisms in detecting
unblocked transactions. As contention increases, DCLP
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FIGURE 3: Transaction throughput with long microbenchmark vs.
contention under a deadlock-free workload.
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FIGURE 5: Transaction throughput with modified short microbe-
nchmark (5% write and 95% read) vs. contention under a deadlock-
free workload.

gradually demonstrates this advantage, and thereby, its
performance is the highest. Due to the loss of the ability to
detect unblocked transactions, VLL is lower than VLL\SCA.
As for deadlock-free 2PL, its performance is still the lowest
because of its high overhead of locking processing.
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The third set of modified microbenchmarks varies both
contention and write percent. Two representative contention
points are selected: 0.1 for the high-contention and 0.0001
for the low-contention point (as [5]). Due to similarity and
simplification, short microbenchmark with low contention
was executed, but no longer presented.

For short transactions, the high overhead of locking
processing is the primary bottleneck that affects transaction
throughput. Therefore, DCLP and VLL\SCA overtake
deadlock-free 2PL. As for VLL, without the ability to detect
unblocked transactions, its performance dramatically de-
creases. Figure 6 presents these conclusions.

In real transaction processing systems, long chain de-
pendence between transactions is also an important feature,
for example, exchange rate transactions in which the ex-
change rate is being read continuously along with regular
update with a small update interval. So, we design the last set
of experiments to test such workloads. Similar to the
standard short microbenchmark, each transaction has one
hot record and nine cold records, and any of the cold records
of each transaction is read and updated. The difference is that
the size of the hot dataset is fixed to 1. And then, we tune the
ratio of read to write to simulate the depth of dependence
between transactions.

Table 2 shows the results of the last set of experiments.
Every transaction operates the only one hot record meaning
that one transaction blocks all its subsequent transactions.
So, for the four locking mechanisms, the efficiency in
detecting unblocking transactions can improve their
transaction throughput. The conclusion is that DCLP is the
most efficient in detecting unblocked transactions, and the
second is VLL\SCA. Without the ability in detecting
unblocked transactions, VLL achieves poor transaction
throughput. In addition, although it has the ability in
detecting unblocked transactions, deadlock’s performance is
even lower than that of VLL. It also verifies from another
perspective that deadlock-free 2PL is expensive.

4.2. Distributed Database Experiments

4.2.1. Standard Microbenchmark Experiments. The same
standard short microbenchmark as in Section 4.1.1 is used.
Both contention and percentage of multipartition transac-
tions are varied. Two representative contention points are
also selected: 0.1 for the high-contention and 0.0001 for the
low-contention point (same as [5]). In addition, these ex-
periments were run on 8 machines.

Although the data partition strategy is different from that
of [5], there is no doubt that SCA is extremely important no
matter contention is high or low. Under high contention,
SCA improves the performance of VLL by at least 55%
(maximum of up to 73%). Under low contention, SCA
improves the performance of VLL by at least 40% (maxi-
mum of up to 67%) when the percentage of multipartition
transactions is greater than 20%.

Figure 7 shows that DCLP is the best one and has about
15% performance advantage over VLL\SCA. It is easy to
understand that DCLP is more efficient in detecting
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FIGURe 6: Transaction throughput with the modified short
microbenchmark (high contention) under a deadlock-free work-
load, varying the write percent.

TaBLE 2: Transaction throughput with the modified microbe-
nchmark under a deadlock-free workload, varying read and write
interdependent depth.

Throughput (txns/sec) 9 depth 19 depth 99 depth
VLL 18315.4 23381.7 56825.4
VLL\SCA 20016.2 33874.2 65905.2
DCLP 27632.5 51659.9 95499.4
Deadlock-free 2PL 15261.1 21644.7 38026.6
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FIGURE 7: Microbenchmark throughput with high contention
under a deadlock-free workload, varying how many transactions
span multiple partitions.

unblocked transactions. Because of the long executing time,
the performance of all four locking mechanisms presents a
downward cliff from non-multipartition transactions to 5%.
When the percentage is greater than 5%, all transactions
almost can only be executed serially so that the performance
is almost stable.

Figure 8 also shows that DCLP is the best one. Compared
with VLL\SCA, DCLP has about 2% to 21% performance
advantage. Although contention is low, with the increase of
multipartition transactions and the only one lock thread,
more and more transactions are blocked. The performance
gap between DCLP, VLL, and VLL\SCA is mainly due to the
efficiency of detecting unblocked transactions.
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F1GURE 8: Microbenchmark throughput with low contention under
a deadlock-free workload, varying how many transactions span
multiple partitions.

The scalability of three of the four locking mechanisms
is also tested at low contention when there are 10% and
20% multipartition transactions. These locking mecha-
nisms are deadlock-free 2PL, VLL\SCA, and DCLP. We
scale from 2 to 8 machines in the cluster. Figure 9 shows
that DCLP achieves the same linear scalability as VLL\SCA
and deadlock-free 2PL and still has the best performance at
scale.

4.2.2. TPC-C Experiments. The same TPC-C benchmark as
in [5] is used. In order to vary the percentage of multi-
partition transactions in TPC-C, the percentage of new order
transactions that access a remote warehouse is varied. 96
TPC-C warehouses were divided across the same 8-machine
cluster described in the previous sections, but there is a
subtle difference that all the four lock mechanisms parti-
tioned the TPC-C data across 8 twelve-warehouse partitions
(one per machine and one partition has twelve warehouses).
Each partition corresponds to one machine. In the end, we
would expect to achieve similar performance if we were to
run the complete TPC-C benchmark.

Figure 10 shows the transaction throughput results of the
four locking mechanisms. Overall, the performance of different
locking mechanisms is very similar to the result of the high-
contention microbenchmark with multipartition transactions.
DCLP still has the best performance and has maximum of
about 5% performance advantage over VLL\SCA.

5. Related Work

5.1. Reducing Lock Acquisitions. These research works
mainly reduce the number of lock acquisitions by rede-
signing the processing logic of LM, such as [4, 6, 7, 11].
Speculative lock inheritance (SLI) [4] allows a completing
transaction to pass on some locks (hot locks, frequently
acquired in a short time) which it acquired to transactions
which follow. This successfully avoids a pair of release and
acquire calls to the lock manager for each such lock.
However, SLI only performs well on hot locks because SLI
does not optimize LM itself and only just reduces the
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number of calls to LM. RHS [7] adopts the RAW pattern and
barrier synchronization to greatly reduce the use of latches
and thus generally improves the performance. However, it is
still in the category of traditional lock manager (optimized).

5.2. Job Scheduling. In other communities except for the
database community, there has been extensive research on
scheduling problems in general. These research works are to
minimize time costs from four different perspectives and
have achieved better performance. These four aspects are,
respectively, to minimize the sum of completion time [12],
the latest completion time [13], the completion time variance
[14, 15], and the waiting time variance [16]. However, the
assumption of these research works that each processor/
worker can be used by only one job at a time is not applicable
to the database community, while locks can be held in shared
and exclusive modes in the database.
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5.3. Dependency-Based Scheduling. Scheduling transactions
with dependencies among them has been studied for many
years. Tian et al. [17] proposed a contention-aware trans-
action scheduling algorithm, which captures the contention
and the dependencies among concurrent transactions. It is
different from most existing systems which rely on a FIFO
(first in, first out) strategy to decide which transactions to
grant the lock to. Although it achieves better performance
than FIFO, it may cause some problems to the applications
based on FIFO because [17] granted the lock to the trans-
action with the largest dependency set, rather than to the first
requested transaction. However, in real applications, in
some situations, applications want databases to execute
transactions as their sending order.

5.4. Optimistic Concurrency Control. Optimistic concur-
rency control (OCC) is a popular concurrency control due to
its low overhead in low-contention settings [18-26]. Huang
et al. [18] presented two optimization techniques, commit-
time updates and timestamp splitting, which can dramati-
cally improve the high-contention performance of OCC.
TicToc [25] used a technique called data-driven timestamp
management to completely eliminate the timestamp allo-
cation bottleneck. AOCC [19] adaptively chose an appro-
priate tracking mechanism and validation method to reduce
the validation cost according to the number of records read
by a query and the size of write sets from concurrent update
transactions.

5.5. Multiversion Concurrency Control. The main advantage
of MVCC is that it potentially allows for greater concurrency
by permitting parallel accesses on different versions. Many
MMDBs are in favor of MVCC (e.g., Hekaton and
MemSQL). They utilize mechanisms commonly known as
MVOCC or MV2PL [27, 28]. Wu et al. [27] made a com-
prehensive empirical evaluation and identified the limita-
tions of different designs and implementation choices.

5.6. Lightweight Locking. Lightweight locking also attracts
many researchers. In some situations, [5, 9] almost eliminate
all the expensive overhead of traditional lock managers. In
VLL, LM is extremely simplified by replacing the lock re-
quest list with two simple semaphores containing the
number of outstanding requests for that lock (C, for write
requests and C, for read requests). However, VLL performs
badly on high-contention workloads, while VLL\SCA does
not have the ability to schedule unblocked transactions
without delay.

From previous literature about the optimization and
redesign of LM, we can conclude that designing optimal LM
for databases has remained an open problem. Considering
that almost all existing systems rely on a FIFO (first in, first
out) strategy to decide which transactions to grant the lock
to, we decide to follow the FIFO strategy. In addition, ac-
quiring all locks at once can avoid deadlock and then achieve
good performance. In this paper, we blend the advantages of
dependency-based scheduling and lightweight locking to
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redesign LM for reducing the locking space and providing
higher performance.

6. Conclusion

In this paper, we presented dependence-cognizant locking
(DCLP) combined with refined scheduling with lightweight
locking that provides a fast and efficient concurrency control
for database systems. For MMDB, the lock and latch cost of
the traditional lock mechanism is expensive. In DCLP, we
manage transactions by dependency chains. It eliminates
most of the cost of latch, and more importantly, transactions
can be awakened immediately when their required data are
unlocked. Furthermore, for better lock transfer perfor-
mance, we proposed two optimization techniques. One is
named fragment storage of lock mechanism which ensures
transactions getting successors in place. The other is the
virtual transaction mechanism (VT for short), compressing
continuous read requests into a special read request as VT,
which reduces the scheduling complexity significantly, es-
pecially in heavy workloads. Experiments show that DCLP
achieves better performance than deadlock-free 2PL and
VLL\SCA, without inhibiting scalability. In the future, we
will intend to integrate hierarchical locking approaches,
column locking, and row/column hybrid locking mecha-
nism into DCLP and investigate multiversion variants of the
DCLP strategy.

Data Availability

All experiments are based on Calvin, which is an open-
sourced transactional database, and its URL is https://github.
com/yaledb/calvin. Except DCLP, the benchmarks and the
other three lock mechanisms used in this paper have been
implemented in Calvin. This paper has given the pseudo-
code of the algorithm DCLP. Further help is available from
the first author upon request.
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Modern information technologies such as big data and cloud computing are increasingly important and widely applied in
engineering and management. In terms of cold chain logistics, data mining also exerts positive effects on it. Specifically, accurate
prediction of cold chain logistics demand is conducive to optimizing management processes as well as improving management
efficiency, which is the main purpose of this research. In this paper, we analyze the existing problems related to cold chain logistics
in the context of Chinese market, especially the aspect of demand prediction. Then, we conduct the mathematical calculation
based on the neural network algorithm and grey prediction. Two forecasting models are constructed with the data from 2013 to
2019 by R program 4.0.2, aiming to explore the cold chain logistics demand. According to the results estimated by the two models,
we find that both of models show high accuracy. In particular, the prediction of neural network algorithm model is closer to the
actual value with smaller errors. Therefore, it is better to consider the neural network algorithm as the first choice when
constructing the mathematical forecasting model to predict the demand of cold chain logistic, which provides a more accurate
reference for the strategic deployment of logistics management such as optimizing automation and innovation in cold chain

processes to adapt to the trend.

1. Introduction

With the economic growth and social development, people’s
living standard has been steadily improved these years.
Nowadays, there are increasingly consumers that have
updated view of health and consumption. They tend to focus
on a higher level of life quality such as the requirements of
freshness and varieties when selecting and purchasing
product, which greatly promoted the vigorous development
of cold chain logistics. Actually, cold chain logistics is a
special category of supply chain logistics, depending on the
refrigeration technology to keep products in the specified
temperature environment during the process from pro-
duction period, circulation period, to sale period. Such
professional logistics activities aim to ensure the quality of
fresh products and satisfy the needs and requirements of
consumers. Cold chain is vital in preserving the integrity and
freshness of transported temperature-sensitive products.

Generally, the subdivision product of fresh agricultural
products includes meat, aquatic product, mill, fruit vege-
table, etc. These fresh products are prone to spoilage and
deterioration, which is the reason why they have to be
transferred, stored, and distributed in a relatively compli-
cated environmental where the temperature and humidity
are specially designed and controlled during the logistics
process. In order to preserve the freshness of these agri-
cultural products to the greatest extent and deliver them to
consumers perfectly, it is necessary to treat these products in
a suitable low temperature environment. Besides, the newest
data show that China’s cold chain logistics market scale
reached 303.5 billion yuan in 2019. Such a large scale of cold
chain logistics is due to the continuous enrichment of fresh
products, which objectively increases the demand for low-
temperature preservation and transportation of products.
According to the data revealed in National Bureau of Sta-
tistics of China, the production of various fresh agricultural
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products is rising year by year, except for the production of
meat. From an overall perspective, the total production of
China’s fresh products is going up (see Table 1). The data
shown in Table 1 obviously illustrate that the annual total
output of products has steadily increased, which solves the
problem of supply shortage and provides a solid material
foundation for the development of cold chain logistics.

On the contrary, the increasingly extensive and con-
tinuous improvement of China’s cold chain infrastructure
also provides equipment support and technical support for
the development of cold chain logistics. In 2019, the total
number of cold storages in China reached 60.53 million tons,
and the number of refrigerated trucks reached 21,147 million
tons. The increasing popularity of refrigeration equipment
has greatly alleviated the problem of “availability of cold”
and further released the development potential of cold chain
logistics.

From the overall point of view, although the develop-
ment of cold chain logistics in China has made remarkable
progress, the logistics demand has not been fully met due to
the relatively latter reaction to the cold chain market, leading
to the mismatch between supply and demand. What is
worse, the outbreak of COVID-19 causes all kinds of effects
on all walks of life, and the cold chain logistic is no ex-
ception. As the social distance became one of the important
factors of consumer behaviour, “Contactless” distribution is
more and more popular and adopted widely to the logistic
development under this special situation, which made many
electronic e-business platforms providing fresh products
emerge blowout growth in the epidemic situation. Unfor-
tunately, faced with such a huge flow of market demand, the
problems of cold chain logistics industry are also more
severe, such as the instability of product supply, shortage of
personnel, lack of transport capacity, system collapse, and
other issues that need to be solved. The rapid increase in cold
chain logistics demand and the lag of effective supply in the
short term can account for the emergence of these problems
basically. Due to the high equipment cost of cold chain
logistics, most enterprises are not willing to purchase a large
number of refrigeration equipment in advance when facing
the fuzzy market demand but tend to add corresponding
supporting facilities only when the demand arises in order to
avoid waste and save expenses. At the same time, compared
with the general logistics supply chain, cold chain logistics
has more difficulties in management, higher technical re-
quirements, and longer equipment construction cycle, so it
needs to make corresponding preparations in advance. All
the analysis proves the importance of demand forecasting of
cold chain logistics. Consequently, it is very difficult to
supplement quickly in a short period of time if there is a
shortage of supply, which also explains why the cold chain
logistics is in short supply when the outbreak of the
epidemic.

To solve the above problems, a more reasonable way is to
forecast the demand of cold chain logistics scientifically by
conducting mathematical model. Accurate prediction of
cold chain logistics development trend is of great strategic
significance for the sustainable development of the overall
national economy. From the macrolevel, the cold chain

Mathematical Problems in Engineering

logistics infrastructure construction, cold chain-related
support policies, etc., can have better effect only if the layout
is planned according to the demand [1]. From the micro-
level, if the demand scale and development trend of cold
chain logistics can be predicted in advance, it can play a role
of wind vane for microindividuals to a certain extent.
Therefore, this paper innovatively uses data mining to
conduct the mathematical analysis and forecast the demand
of cold chain logistics. According to the mathematical logic
of grey prediction and neural network algorithm, relevant
program codes with R language are created and run to
establish prediction models. Then, we compare the pre-
diction effect of the two and find out the relatively better
prediction model. This paper provides more accurate and
effective prediction methods by constructing the neural
network algorithm model based on data mining, so as to
promote the progress of society and the development of cold
chain logistics engineering and management.

2. Literature Review

China’s cold chain logistics industry started late, and its
foundation is relatively weak. The relevant data statistics and
research work are not comprehensive enough so far. From
the existing literature, the current research on cold chain
logistics mainly focuses on the following aspects. The first
kind is qualitative research, stressing on the theoretical
analysis of cold chain logistics status and countermeasures.
Although China’s cold chain logistics is booming, there are
still many problems related to the cold chain logistic, which
cannot be ignored. The problems of cold chain logistics
mainly include the backward of infrastructure construction,
insufficient investment in construction funds, the incom-
plete formation of cold chain logistics system, and the low
level of informatization. From the perspective of the de-
velopment of commercial circulation industry, China’s cold
chain logistics has deficiencies in transportation cost, cold
chain continuity, enterprise development factor investment,
agricultural product standardization, and cold chain
awareness, which restrict the development of cold chain
logistics [2]. In view of these problems, some scholars believe
that it is necessary to promote the development of cold chain
logistics from the aspects of macromanagement, standard-
ization, brand building, and consumer awareness training of
cold chain logistics. At the same time, we should increase the
investment in cold chain logistics infrastructure and in-
formation construction, accelerate the construction and
improvement of agricultural products cold chain network
system, and strengthen the research and development and
application of new technologies of agricultural products cold
chain logistics [3]. Through strengthening coordination and
supervision, strengthening policy support, increasing capital
investment, and accelerating personnel training, the de-
velopment of cold chain logistics can be promoted [4].
On the literature of cold chain logistics, the second
hotpot of research direction mainly focuses on empirical
analysis from different influencing factors and evaluates the
effect and efficiency of cold chain logistics, which empha-
sizes data mining and processing. Guo Mingde et al.
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TaBLE 1: China’s fresh food production from 2012 to 2019 (unit: 10,000 tons).
Category 2012 2013 2014 2015 2016 2017 2018 2019
Aquatic products 5502 5744 6002 6211 6379 6445 6458 6480
Meat 8471 8633 8818 8750 8628 8654 8625 7759
Milk 3175 3001 3160 3180 3064 3039 3075 3201
Fruit 22092 22748 23303 24525 24405 25242 25688 27401
Vegetable 61624 63198 64949 66425 67434 69193 70347 72103
Total 100864 103324 106231 109090 109911 112573 114192 116944

calculated and analyzed the development level of cold chain
logistics in 12 provinces and cities by using a factor analysis
method, multilayer perception, and cluster analysis method
and pointed out that there are significant differences in the
cold chain logistics level of agricultural products in China.
The development level of cold chain logistics in the eastern
region is the highest, followed by the middle part, and then
the western region. Generally speaking, the development
level of cold chain logistics in China presents a ladder shape
[5]. Gao Fan analyzed the influencing factors of deteriora-
tion loss of cold chain agricultural products and pointed out
the development trend of controlling the deterioration loss
of cold chain agricultural products from the perspectives of
cold chain inventory, cold chain storage, transportation and
distribution time, cold chain investment, and temperature
control [6]. Tian Yujie et al. adopted the comprehensive
weighting method combining AHP method and entropy
weight method to determine the weight of the compre-
hensive evaluation index and comprehensively evaluated the
logistics safety of fresh products from the aspects of storage,
transportation, packaging, distribution, and handling [7].
Cao Wujun et al. analyzed the distribution efficiency of cold
chain logistics based on system dynamics and found that
when enterprises pay attention to the dynamic market de-
mand, actively meet the needs of consumers, and increase
the supply-demand ratio of cold and fresh meat products,
the distribution efficiency can be improved to a certain
extent, thus improving customer satisfaction and increasing
the market share of enterprises [8]. Based on the perspective
of time and space, Wang Jun and Li Hongchang discussed
the role of the intermediate layer organization in the agri-
cultural product cold chain logistics and pointed out that the
role of the intermediate layer of the agricultural product cold
chain is affected by the external environment such as social
economy and policy and also affected by the internal gov-
ernance performance [9].

The third aspect of current literature is the combination
of qualitative and quantitative, focusing on the study of
practical problems in cold chain logistics, such as location of
distribution points, quality and safety monitoring system,
and path optimization. Aiming at the network layout and
transportation problems of cold chain logistics network,
Zhang Wenfeng proposed a nonlinear mixed integer pro-
gramming model with the construction cost and operation
cost of cold chain logistics network as the optimization
objectives and solved the nonlinear mixed integer planning
model of cold chain logistics network by using a quantum
particle swarm optimization algorithm and the layout
problem of precooling station and cold chain logistics

distribution center in a cold chain logistics network [10].
Zhao Zhixue et al. considered the economic cost and en-
vironmental cost and integrated the road congestion factor
into the cold chain logistics green vehicle routing optimi-
zation mathematical model [11]. Zhou Qiang et al. estab-
lished the mathematical model of distribution route
optimization with minimum total cost based on the Internet
and cloud computing technology. They established an in-
telligent comprehensive technology prevention and control
system, with core functions including real-time monitoring,
safety early warning, and food traceability [12]. Based on
real-time traffic information, Yao Yuanguo et al. analyzed
the fixed cost, transportation cost, refrigeration cost, damage
cost, and penalty cost of agricultural products cold chain
logistics distribution and established a mathematical model
of distribution path optimization with the total cost mini-
mization [13]. Aiming at the problem of slow convergence
speed caused by insufficient pheromone in the initial stage of
ant colony algorithm, Fang Wenting et al. constructed a
hybrid ant colony algorithm and established a mathematical
model of cold chain logistics path optimization with the
minimum total cost as the research objective and carried out
simulation optimization and comparative analysis on an
example to verify the effectiveness of the model and algo-
rithm [14]. Similarly, according to the technical advantages
of the Internet and the characteristics of cold chain logistics,
Yao Zhen and Zhang Yi used the improved genetic algo-
rithm to solve the mathematical model and proposed the
logistics distribution path optimization model with the
minimum total cost as the objective function, and the ef-
fectiveness and rationality of the model and algorithm were
demonstrated by an example [15].

In the related research of cold chain logistics, demand
forecasting is also a research hotspot. Demand forecasting
can help avoid over or undersupply of cold chain logistics
and play a certain role in indicating the direction of in-
vestment. Therefore, it has attracted more and more
scholars’ attention in recent years. Based on a combination
of weight distribution methods, Wang Xiumei ensemble
partial least squares method, time series ARIMA method,
and quadratic exponential smoothing method; three single
forecast methods, respectively, predicted China’s aquatic
products, meat, poultry, eggs and milk products, and fruit
and vegetable products. The demand trend of cold chain
logistics for large-scale agricultural products pointed out
that the forecast accuracy of the weight distribution com-
bination method is better than that of the three single
forecast methods [16]. Yuan Jing compared the results of
one-way forecasts of agricultural cold chain logistics and



positive weight combination forecasts using extended trend,
exponential smoothing, neural network algorithms, re-
gression methods, and grey forecasting methods and found
that the positive weight combination forecasting method is
closer to the true value [17]. Based on the grey model,
support vector machine, BP neural network, RBF neural
network, and genetic neural network, Wang Xiaoping and
Yan Fei established a forecasting model of cold chain lo-
gistics demand for agricultural products. It is found that the
ability of the five models to analyze agricultural product cold
chain logistics demand problems is ranked as follows: ge-
netic neural network model > RBF neural network mod-
el >BP neural network model > support vector machine
model > grey model. Chain logistics demand analysis has
advantages [18]. In the follow-up research, they constructed
their index system from the five perspectives of agricultural
product supply, social economy, cold chain development,
humanities, and logistics demand scale. Using the global
search capability of genetic algorithm, they constructed BP
neural network to forecast agricultural cold chain logistics
demand of urban agricultural products [19]. Yang Yangwei
and Cao Wei integrated traceability information and
monitoring information in the supply chain and also used
BP neural network to establish an early warning indicator
system for fruits and vegetables [20].

The academic community attaches great importance to
the research of cold chain logistics technology. Many
scholars are keen on the exploration of regional cold chain
logistics development strategies and pay attention to the
analysis of cold chain demand. However, there are still very
few quantitative researches on cold chain logistics demand
forecasting, especially the analysis of demand influencing
factors. Considering that cold chain logistics demand is
easily affected by many factors and the statistical data of the
year are limited, the research intends to find out a cold chain
logistics demand forecasting model.

3. Research Methods

3.1. Backpropagation Network (BPN). The first model con-
structed in this research is the backpropagation neural
network prediction model. Specifically, the neuralnet
function in the R program is used to run the backward pass
neural network algorithm to construct a predictive model.

Artificial neural network is a famous strategy to solve the
problem of multitarget prediction. Neural networks contain
a large number of models and learning methods, which are
mainly divided into feedforward neural networks and
feedback neural networks [21]. By imitating the behavioural
characteristics of animal neural networks, distributed and
parallel information dissemination processing is carried out,
thereby constructing algorithmic mathematical models. This
kind of network relies on the complexity of the system and
achieves the purpose of processing information by adjusting
the weight value and threshold value of the interconnection
between a large number of internal nodes. The backward
pass neural network is the most widely used neural network.
It is a multilayer feedforward network trained by error
backpropagation. The basic idea is to use the gradient
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descent method to search technology to make the predicted
output value and expected output of the network. The mean
square error of the value is the smallest. The calculation
structure of neural network nodes is shown below (see
Figure 1).

As shown in Figure 1, the input layer includes two input
nodes (X;, X,), the middle layer also includes two input
nodes (H;, H,), and the output layer has an output node
(Yy). If the node receives the input, the vector is represented
by X, the network weight value vector of the node and the
upper layer is represented by W, and the threshold value of
the node is represented by 0, and then, the adder U of the i
node is defined as follows:

Uj=) W,X;+0,. (1)

i=1

In (1), n is the number of nodes in the upper layer, X; is
the output of the i node in the upper layer, and W;; is the
link weight value of the i node in the upper layer and the j
node in this layer. The startup function y=F (U), using the
sigmoid function, is defined as

1

F(U;) = ey (2)
In the backward pass phase, the link weights between

nodes will be corrected in the reverse direction according to

the prediction error. After repeated corrections, the pre-

dicted output of the BPN will approach the target value. The

error function formula is as follows:

error = E Z (T,-Y,)". (3)

i=1

\S]

In (3), T} is the expected output value of the i output
neuron in the output layer and Y; is the predicted output
value of the i output neuron in the output layer. Also, the
partial differential of the error function to the weight value is
as follows:

derror

Aw = - .
w T’law

(4)

In (4), Aw is the correction amount of the link weight
value of each layer of neurons and N is the learning rate
parameter of the neural network, which mainly controls the
learning speed of the BPN neural network.

3.2. Grey Prediction. Grey prediction is to identify the degree
of difference in the development trend between system
factors and process the original data to find the law of system
changes, generate a data sequence with strong regularity, and
then establish the corresponding differential equation model
to predict the future development trend of things [22]. It
constructs a grey prediction model with a series of quan-
titative values that reflect the characteristics of the predicted
object observed at the same time interval to predict the
feature quantity at a certain time in the future or the time to
reach a certain feature quantity [23]. In order to weaken the
randomness of the original time series, before establishing
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FIGURE 1: Neural network node calculation structure diagram.

the grey forecast model, the original time series must be
processed with data. The time series after data processing is
called the generated column. The data processing methods
commonly used in grey systems include accumulation and
accumulation. The steps required to run the grey prediction
model are as follows.

Generate original modelling sequence as follows:

X =[x 1),x),...,x°m)]. >

Calculate the accumulation to generate the next-to-av-
erage sequence as follows:

xW=[x"),x"@,....x"m]. (6)
Calculate the mean as follows:
20 =3 [XV k-1 + X )] )
Construct matrix B and matrix Y as follows:
-zW(2)
-z (3
5 e |
A
© (8)
X (2)
x”
o | XPo
X(O) (n)

Solve the model accuracy (a, b), where a is the devel-
opment coeflicient and b is the grey effect as follows:

( Z ) =(B"B) 'B'Y. (9)

Bring (a, b) into the improved grey prediction model
formula and calculate k=1, 2, 3,..., n as follows:

Pk =01 —e_“)[X(O)(l) —Z]e_“k. (10)

The relative error of the grey prediction model is as
follows:

(0) X
i FO®-X®

X(O) (k) (11)

The average relative error of the grey prediction model is
as follows:

1 n
e=—k=Y le(k)l. (12)
k=1

n

Generally, the average prediction accuracy should be
higher than 80%. If the prediction accuracy is above 90%, it
means that the prediction effect of the model is better.

4. Prediction Modelling

4.1. Data Source. The data for this study come from the
official website of the National Bureau of Statistics of China,
the Cold Chain Committee of China Logistics Alliance, and
iiMedia Data Center (see Table 2). The time span of the data
is from 2013 to 2019. When establishing the neural network
model, the input indicators include per capita disposable
income of residents and per capita consumption expenditure
of residents, and the output indicator is the scale of China’s
cold chain market.

In the past literature, the production of fresh agricultural
products was usually regarded as the demand for cold chain
logistics directly. Although this definition has its rationality
and operability, it also has certain defects because it ignores
the situation that the target market and the original produce
place are the same. The sales destination of fresh agricultural
products can be mainly divided into urban and rural areas.
Fresh agricultural products sold in urban areas do require
cold chain logistics, but some agricultural products sold in
rural areas are sold to surrounding rural areas near the place
of origin. The transportation distance is not far, and the
transit time is very short. In that case, the demand for the
cold chain logistics of these fresh agricultural products is not
so strong. In addition, some fresh agricultural products are
even sold directly at the where they were grown, and this part
has no effective demand for cold chain logistics in fact.
Moreover, there is no clear correlation between the total
product changes in fresh agricultural products and the re-
gional distribution ratio of product sales. That is to say, when
the output of fresh agricultural products increases, we
cannot judge that the new output is transported more to
cities and towns, transported to the surrounding rural areas,
or retained in the place of origin for self-selling. If fresh
agricultural products are used as the demand for cold chain
logistics, it cannot fully reflect the real situation of cold chain
demand and is not accurate enough. Therefore, this article
takes the variable of China’s cold chain market size as a
proxy indicator of cold chain demand. There is a significant
positive correlation between demand and market size, and
the main purpose of predicting future demand is to accu-
rately understand the development trend of cold chain lo-
gistics. The market size is also an important measurement
factor reflecting the development trend of the industry.
Therefore, the scale of China’s cold chain market is more
reasonable as a proxy indicator of cold chain demand. In the
construction of the two models, the variable of China’s cold
chain market size was used. However, in addition to the
expected output variables, the neural network algorithm also
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TaBLE 2: Related indicators of cold chain logistics demand forecasting model.

Category 2013 2014 2015 2016 2017 2018 2019

Per capita disposable income (ten thousand yuan) 1.83 2.02 2.20 2.38 2.60 2.82 3.07

Per capita consumption expenditure (ten thousand yuan) 1.32 1.45 1.57 1.71 1.83 1.98 2.16

Cold chain market size (100 billion yuan) 1.26 1.5 1.8 2.25 2.55 3.035 3.78

needs other exogenous influencing factors as input variables,
so this article selects the per capita disposable income of
residents and per capita consumption expenditure of resi-
dents and they are used as proxy indicators. This operation is
because it is considered that the role of cold chain logistics is
mainly to ensure the quality of fresh food, which reflects the
residents’ pursuit of quality life, and at the same time, these
two indicators reflect the income level and consumption
concept of residents to a large extent. It is the economic
foundation and endogenous driving force for residents to
pursue a quality life. Therefore, the per capita disposable
income and per capita consumption expenditure of residents
can be used as important factors affecting the demand for the
cold chain.

4.2. Model Based on Neural Network Algorithm. According to
the mathematical logic of the neural network and the rules of
the R language, we write the neural network model algo-
rithm program statement for data mining and substitute the
relevant index values into the program to run. Among them,
the data from 2013 to 2018 are used to train and revise the
model, and the latest data of 2019 are used to test the dif-
ference and accuracy between the predicted value and the
actual value. The complete R language program algorithm is
as follows:

install.packages (“neuralnet”)

library (neuralnet)

traininginputl < -as.data.frame (c (1.83, 2.02, 2.20, 2.38,
2.60, 2.82))

traininginput2 < -as.data.frame (c (1.32, 1.45, 1.57, 1.71,
1.83, 1.98))

trainingoutput < -as.data.frame (c (1.26, 1.5, 1.8, 2.25,
2.55, 3.035))

trainingdata < -cbind (traininginputl, traininginput2,
trainingoutput)
trainingdata

colnames
“Output”)

trainingdata

(trainingdata) <-c¢ = (“Inputl”, “Input2”,

f=Output ~ Inputl + Input2

net.sqrt < -neuralnet (f, trainingdata, hidden=c (5, 3),
rep=>50, algorithm= ‘rprop+’, threshold=0.001,
linear.output =T)

print (net.sqrt)

plot (net.sqrt)

testdatal < -as.data.frame (c (3.07))
testdata2 < -as.data.frame (c (2.16))

testdataout < -as.data.frame (c (3.78))

testdata < -cbind (testdatal, testdata2)

colnames (testdata) < -c (“testdatal”, “testdata2”)
testdata

net.results < -compute (net.sqrt, testdata)

cleanoutput < -cbind (testdatal, testdata2, testdataout,
as.data.frame (net.results$net.result))

colnames (cleanoutput) < -c (“testdatal”, “testdata2”,
“Expected Output”, “Neural Net Output”)

print (cleanoutput)

The above algorithm codes are set to establish the neural
network. The parameter “Hidden” determines the number of
intermediate layers of the neural network. This study con-
trols a multilayer neural network structure, so the ¢ function
“hidden = c (5, 3)” is used, which means that the middle layer
has two layers: the first layer has 5 neurons, and the second
layer has 3 neurons. The parameter “threshold” sets the stop
threshold of the neural network error function. This study
sets it to 0.001, which means the algorithm stops running
when the neural network error drops to 0.001. The pa-
rameter “rep” neural network training is repeated 50 times.
Generally speaking, the more the repetitions, the higher the
prediction accuracy. However, since the upper limit of the
image processing ability of the R 4.0.2 is 63, that is, rep <63,
and after testing, it is found that the prediction results of
training repetitions higher than 50 are not ideal, the pre-
diction accuracy in the interval [50, 63] does not increase but
decreases, so this study sets the training repetition accuracy
to 50. The parameter “algorithm” calculates the algorithm of
the neural network. The algorithm includes backprop,
rprop+, rprop-, etc. However, due to the poor performance
of the backprop test in the neuralnet function, this study uses
elastic backprop to construct the neural network prediction
model. The parameter “linear.output” sets whether the result
is a continuous numeric output, if it is set to “TRUE”, the
output is numeric; otherwise, it is binary output. In this
study, the numerical output is set, so it is set to “TRUE.”
After the analysis of the above R language program, the
neural network structure diagram (see Figure 2) is finally
obtained as follows.

In the neural network structure diagram, the value on
black line represents the link weight value between neurons,
and value on blue line represents the error term added to the
blue line at each step during the neural network fitting
process. It can be seen from the figure that a total of 21198
steps were taken to construct the model, and the average
error term was only 0.0019. After running the codes in R for
more than 50 times, we find that the output result of the
neural network algorithm once reached 3.60, which has a
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FiGure 2: Neural network algorithm structure.
R == ]=]
A
> X0=c(1.26,1.5,1.8,2.25,2.55,3.035,3.78)
> X1=0
[11
> Z
[1] ©0.0000 2.0100 3.6600 5.6850 8.0850 10.8775 14.2850
> bl=-z[2:n]
> b2=rep(l, length(z)-1)
> b3=c (bl,b2)
> B-matrix (b3, nrow=length (bl),ncol=2)
1
x (Y, nrow=length(bl),ncol=l)
> bata<-solve (t(B)%*%B)$*%t (B) $*%Y
> a=batal[l]
> b=bata[2]
> a
[1] -0.1807364
> b
[1] 1.142284
> X2[1]=X0[1]
> X2[1]
[1] 1.26
> for(k in 2:n-1) {X2[k+l]=(-a)* (X0[1l]-b/a)*exp(-a*k)}
> X2
[1] 1.260000 1.641410 1.966573 2.356149 2.822901 3.382116 4.052111
» err=(X0-X2) /X0
> err
[1] 0.00000000 -0.09427366 -0.09254042 -0.04717754 -0.10702001 -0.11437093 -0.07198692
v
< >

FIGURE 3: Grey prediction modelling process in R.

very small error value from the expected input; that is, the
true value is 3.78. It can be seen that the backward pass
neural network has an effective predictive ability.

4.3. Model Based on Grey Prediction. According to the R
language rules and the mathematical logic of grey prediction,
a grey prediction program is written, and the required data
are substituted into the program to run. The specific pro-
gram and process screenshots are as follows:

Xo=c (1.26, 1.5, 1.8, 2.25, 2.55, 3.035, 3.78)
X;=0

X,=0

z=0

X, =cumsum (X,)

n=length (X,)

for (k in 2:n) z [k] = (1/2)* (X, [k] +X; [k-1])
by=-z[2:n]



b, =rep (1, length (2)-1)

bs=c (b, by)

B =matrix (b;, nrow =length (b;), ncol =2)
Y=X, [2:n]

Y = matrix (Y, nrow =length (bl), ncol=1)
bata < -solve (t (B) %% B)%*% t (B) %*% Y
a=Dbata [1]

b =bata [2]

X [11=X, (1]

for (k in 2:n-1) {X; [k+1]=(-a)"(X, [1]-b/a)*exp
(-a*k)}

err = (Xo-X5)/X,

As shown in Figure 3, the demand for cold chain logistics
in 2019 obtained by the grey forecast model is about 4.052.
Compared with the real value of 3.78, the error is —0.072.
Although the absolute value of the error is very small, it is
still slightly larger than that of neural network. The error of
the prediction result of the network algorithm model is
—0.048. In other words, the neural network algorithm model
has a higher accuracy and better forecasting results for the
demand of cold chain logistics.

5. Conclusions

This paper analyses the problems existing in cold chain
logistic in Chinese market and constructs the demand
prediction models based on data mining. Neural network
algorithm and grey prediction are applied in the R language
program to study the cold chain logistics demand. The re-
sults show that the accuracy of grey prediction model and
the neural network algorithm is very high, and the pre-
diction effect is significant, while the neural network pre-
diction model has smaller errors and slightly higher accuracy
than the grey prediction model. Therefore, neural network
algorithm model is more suitable for predicting demand of
cold chain logistic management.

As for the positive contribution of this paper, we find out
the better one between the two mathematical model based
on data mining. According to the findings, in cold chain
logistics and supply chain management, the use of neural
network algorithm models for demand forecasting should be
more popularized, and more appropriate mathematical
models should be used for data mining to provide forward-
looking guidance for production. First, it can guide the
production scale of farmers who grow fresh agricultural
products and ensure that the supply of goods is abundant
and does not cause too much waste; the second is to help
logistics companies clarify the budget for frozen preserva-
tion equipment and staffing, such as the number of re-
frigerated trucks and cold storage, and guarantee that the
cold chain logistics and transportation capabilities will not
cause too much financial burden to the enterprise; the third
is to promote the maintenance and upgrade of the relevant
information management system of the enterprise and let
the enterprise clarify the investment in data management. In
short, the forecast of cold chain demand is very important. It
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can have a relatively clearer understanding of the future cold
chain logistics demand scale and development trend, pro-
vide forward-looking guidance for logistics management,
and better ensure the balance of supply and demand.
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Under the background of “one belt, one road initiative” and the “Outline Development Plan for the Guangdong-Hong Kong-
Macao Greater Bay Area,” Guangdong, Hong Kong, and Macao port group development is facing new opportunities. The port
group has a large throughput, covering the hinterland with dense population and high economic density, excellent transportation
infrastructure, and broad consumption market. However, the port group internal competition is fierce, and the development level
is different in space. Based on this, this paper uses the HHI index and spatial economics as research method and aims to study the
spatial evolution characteristics and influencing factors of Guangdong-Hong Kong-Macao port group. Firstly, the HHI index is
used to describe the aggregation status. Secondly, the development level index according to port throughput and container
throughput is constructed. The spatial development and evolution process of the port group of Guangdong, Hong Kong, and
Macao is analyzed by combining with spatial econometrics and economic geography. In summary, the influencing factor
“diamond model” is constructed and took empirical research to verify its rationality and scientificity. The empirical results show a
strong spatial correlation between the development of the Guangdong, Hong Kong, and Macao port group. The government
intervention and the development of port industry have a negative correlation, and this impact will be weakened over time. There
is a negative relationship between the level of marketization and the development of the port industry. There is a multiple and
complex relationship between the port auxiliary industry and the development of the port industry, and it shows the short-term
influence is smaller than the long-term impact. The level of port transportation infrastructure, the port industry competition, and
the economic openness have significant and positive effects on the development of the port group.

1. Introduction

Under the background of “one belt, one road initiative” and
the “Outline Development Plan for the Guangdong-Hong
Kong-Macao Greater Bay Area,” Guangdong, Hong Kong,
and Macao port group development is facing new oppor-
tunities. The port group of Guangdong, Hong Kong, and
Macao is an important distribution point for the import and
export of goods in the South Asia international logistics
corridor of Sichuan, Guizhou, Guangxi, and Guangdong and
also an important water node connecting Guangdong,
Jiangsu, Anhui, and Jiangxi provinces. The port group of

Guangdong, Hong Kong, and Macao has a large throughput.
There are three top ten ports in the world in terms of
container throughput in 2018, including the Hong Kong
port, Shenzhen port, and Guangzhou port. The port group of
Guangdong, Hong Kong, and Macao covers the hinterland
with high population and economic density and has ex-
cellent transportation infrastructure and broad consump-
tion market. However, there are great differences in the
internal development level in space, and the competition
within the port group is fierce.

Since the documentation of “development planning
outline of the Guangdong-Hong Kong-Macao Bay Area” in
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2019, this paper studies the spatial and temporal evolution
characteristics and influencing factors of the spatial pattern
of the Guangdong-Hong Kong-Macao port group, explores
the effective measures to alleviate the spatial development
differences of the Guangdong-Hong Kong-Macao port
group, studies the influencing factors of its development
spatial evolution, and puts forward effective development
suggestions, which is conducive to promoting the coordi-
nated development of ports in the region and improving the
Guangdong-Hong Kong-Macao Greater Bay Area devel-
opment level.

2. Literature Review

2.1. Theory of Port Development Stage. The formation and
development of ports is the result of the development of
regional economy and world economy. Based on the theory
of spatial economics, this paper discusses the spatial dis-
tribution of the port industry, which provides an action
theory perspective for comprehensively and scientifically
explaining the development of the port industry. Scholars
have studied the spatial distribution, network structure,
spatial evolution mechanism, and driving factors of ports
and put forward a six-stage model of port spatial evolution
which covers six stages: isolated port development; route
penetration stage and port concentration stage; branch line
interconnection stage; hinterland traffic sustainable devel-
opment stage; hinterland node concentration stage; national
trunk line formation stage [1]. The port system has to go
through five stages: preparation period, adoption period,
concentration period, hub center period, and marginal
challenge period. In the first four stages, the basic direction
of spatial structure evolution of the port system is cen-
tralization [2].

2.2. Research Theory of Port Development Spatial Pattern.
Spatial economics theory, Gini coefficient, Herfindahl-
Hirschman index, and Theil Index are widely used in the
study of spatial characteristics and structural evolution of
ports [3-8]. For example, the Gini coeflicient and Herfin-
dahlHirschman index are used to study the spatial structure
and competition pattern of China’s container port system
[3]. The Theil Index is used to study the spatial differences
and evolution of port logistics economy in the Yangtze River
Delta. Traffic location, related industries, and development
policies are the main influencing factors of spatial differences
and evolution [4]. The spatial econometric model is intro-
duced to study the spatial spillover and threshold effect of
port efficiency in the Yangtze River Delta region [5]. From
the overall and local perspectives, the distribution degree
and spatial structure evolution trend of the main cargo types
of the port group in the Yangtze River Delta are analyzed [6].
The spatial distribution characteristics of the ports along the
maritime Silk Road by are also analyzed using global spatial
autocorrelation and local spatial autocorrelation [7]. Based
on HHI index and spatial autocorrelation theory, the spatial
structure and evolution of China’s coastal container port
system are studied [8].
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The influencing factors of port development are few of
the important contents of port development research. Rel-
evant research shows that the main influencing factors of
port development include the economic development degree
of the port hinterland, port location, logistics infrastructure,
aggregation of enterprises in the logistics industry, and
external policy environment. The spatial linkage of port and
hinterland is mainly affected by the adsorption function of
port, the “water gathering” function of traffic network, the
sea driving function of hinterland, and the market and policy
guidance function [9]. Port logistics and regional economy
coordinated the development relevance and spatial differ-
ences [10]. The better the economic development, the higher
the development degree of logistics, port input-output
synergies, and industrial ecology synergies [11-13]. Differ-
ent regional economic development degrees form the port
spatial economic pattern [14]. Logistics infrastructure affects
the formation and cost of logistics network [15, 16], forming
different spatial distribution of ports, and the aggregation
degree of logistics enterprises is one of the main factors
affecting the development of ports [17]. The main factors of
the spatial evolution of port hinterland include geographical
location, comprehensive scale of port city, foreign trade
environment, port infrastructure, and efliciency [18, 19].

To sum up, the current research on the spatial charac-
teristics and agglomeration of port industry mainly focuses
on the quantitative analysis of agglomeration phenomenon.
According to the situation of spatial development charac-
teristics of ports in some river basins, the aggregation degree
and reasons are analyzed and discussed. In terms of research
methods, there is a lack of in-depth quantitative research.
The existing research does not take the spatial correlation
into the empirical study of port industry agglomeration. The
agglomeration of the port industry is a geographical spatial
phenomenon in the process of regional economic evolution.
The spatial spillover effect will be ignored if the traditional
OLS regression method is used to explain the agglomeration
difference of the port industry. Based on the study of the
spatial correlation of port clusters in Guangdong, Hong
Kong, and Macao, this paper establishes an analysis
framework of influencing factors of the port industry ag-
glomeration from the perspective of regional evolution.
Based on the port panel data from 2007 to 2017, this paper
analyzes the impact on the agglomeration of port clusters in
Guangdong, Hong Kong, and Macao.

3. Research Objects and Methods

3.1. Research Objects and Data Sources. Based on the port
statistical yearbook, this paper breaks through the limitation
of administrative region, and based on the concept of port
group, this paper takes the port group of Guangdong
Province, Hong Kong, and Macao as the research object.
Based on the theory of port group, the Guangdong, Hong
Kong, and Macao port group is divided into four groups,
named the Pearl River Delta port group, including
Guangzhou port, Shenzhen port, Hong Kong port, Macao
port, Dongguan port, Huizhou Port, Jiangmen port,
Zhongshan port, and Zhaoging port. The Eastern
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Guangdong port group includes Shantou port, Chaozhou
port, Jieyang port, and Shanwei port. The Western
Guangdong port group includes Zhanjiang port, Maoming
port, Yangjiang port, and Yunfu port. The Inland river ports
include Qingyuan port, Shaoguan port, Heyuan port, and
Meizhou port. The relevant data from 2008 to 2017 are
obtained from China port yearbook and statistical yearbook
by city as the basic data for the study. The development level
of ports in Guangdong, Hong Kong, and Macao is reviewed,
and the spatial structure and evolution mechanism of the
development and the influencing factors of the spatial
evolution of development are studied.

3.2. Research Methods

(1) HerfindahlHirschman index. There are many
methods to measure the industrial agglomeration,
such as spatial Gini coeflicient, location entropy,
HerfindahlHirschman index, and Theil Index. Taking
into account the characteristics of the port industry,
this paper selects the HHI as the measurement of the
regional concentration of ports in Guangdong, Hong
Kong, and Macao. HHI is an important index to
measure the specialization of industrial market,
which can fully compare the agglomeration degree of
port industry in different regions. The formula as
follows:

n Cl

HHI ; o (1)
where “n” is the number of ports, “C;” is the cargo
throughput of port i, “C” is the total cargo
throughput of the port system, and “HHI” is the
HerfindahlHirschman index of the port system
(-1 <HHI < 1). The higher the HHI value, the more
unbalanced the cargo throughput in the port system
is, and the spatial structure of the port system tends
to be centralized. On the contrary, it indicates that
the port industry lacks agglomeration and the spatial
structure of the port system tends to be
decentralized.

(2) Spatial Correlation Measurement Method Spatial
correlation refers to the spatial interdependence,
mutual restriction, and interaction between things
and phenomena in different regions, that is, the
dependence between observation value and location.

The Moran index is used to measure the spatial
correlation, which reflects the similarity of attribute
values of spatial adjacent or spatial adjacent regional
decision-making units and measures the agglomer-
ation effect of regional decision-making units. Its
calculation formula is as follows:

_ Yin 27:1 (x; - %)

I 2 on n >
Ny Zj:l Wij

(2)

where §? = (Y, (x; — X) /n) is the sample variance, W;;
is the (i, j) of the spatial weight matrix, which is used to

measure the distance between port i and port j, and
Yit1 2j-o Wi; is the sum of the spatial weights among
all ports.

The value range of the Moran index is between [-1, 1].
If the economic activity of different regions shows
spatial positive correlation, its value will be larger;
otherwise, it will be smaller.

According to the calculation results of the Moran in-
dex, the standard normal distribution method is used to
test whether there is spatial correlation among regions.
Its calculation formula is as follows:

Moran's — E(I)

VAR(D)

According to the value of “Z”, we can judge whether
there is spatial autocorrelation between Guangdong,
Hong Kong, and Macao ports. When Z>0 and
significant, it indicates that there is a positive spatial
correlation between the ports of Guangdong, Hong
Kong, and Macao, which is characterized by spatial
homogeneity and positive spatial spillover effect.
When Z <0 and significant, it indicates that there is a
spatial negative correlation between ports in
Guangdong, Hong Kong, and Macao, which shows
spatial heterogeneity. When Z =0, the ports of
Guangdong, Hong Kong, and Macao present a
random distribution.

(3) Spatial Lag Model (SLM). It is given as follows:

Z() = (3)

Y =pWY + XS +¢, (4)
Y=XB+e¢

F (5)
e=AWe+y,

where “Y” is the dependent variable, “X” is the matrix
of exogenous explanatory variables, “p” is the spatial
autoregressive coefficient, which reflects the influ-
ence degree and direction of the adjacent observed
values on the local observation values, “WY” is the

spatial lag dependent variable, and “e” is the random
error term.

(4) Spatial Error Model (SEM). it is given as follows:

where “€” is the random error term, “A” is the spatial
error coefficient of the cross section dependent
variable vector of N + 1, and “4” is the random error
vector obeying normal distribution. The spatial error
model mainly investigates the degree of spatial de-
pendence existing in the error disturbance term, and
the degree to which the random impact of the
corresponding variables in the adjacent area affects

the local observation value.

(5) Selection of SLM or SEM Models through the Moran
index test, Imerr, and Imlag and their robust forms
r-lmerr and r-lmlag, we can judge whether there is a
spatial correlation of the port industry agglomera-
tion in Guangdong, Hong Kong, and Macao. On the



basis of scholars’ research, the following rules are
used as the basis of SLM and SEM model selection.
Lmlag is more significant than Imerr, r-lmlag is
significant, r-lmerr is not significant, and so the SLM
model is suitable. Imerr is more significant than
lmlag, r-lmerr is significant, and r-lmlag is not sig-
nificant, so SEM model is suitable.

4. Change of the Concentration Degree of
Ports in Guangdong, Hong Kong, and Macao

Based on the port cargo throughput and the formula (1), the
HerfindahlHirschman index of the Guangdong, Hong Kong,
and Macao port group is shown in Table 1. The HHI index
value of Guangdong, Hong Kong, and Macao ports de-
creased from 0.1719 in 2008 to 0.1269 in 2017. This change
trend shows that the development of the port group system
in Guangdong, Hong Kong, and Macao is increasingly
dispersed, and there is spatial spillover effect.

As shown in Figure 1, the HHI values of the four port
systems in Guangdong, Hong Kong, and Macao have dif-
ferent spatial distribution trends. The overall HHI value of
the Guangdong, Hong Kong, and Macao port group is lower
than the internal major groups, which indicates that the
concentration degree of spatial distribution tends to be
decentralized, but the local area tends to be concentrated.
The HHI index of eastern Guangdong port group has a very
obvious downward trend, while that of Pearl River Delta
port group decreases slowly. The HHI index of the western
Guangdong port group fluctuates and shows an upward
trend. The HHI index of inland river port group in
mountainous area rises rapidly.

Combined with the market share, the Guangzhou port,
Shenzhen port and Hong Kong port accounts for a high
proportion of the market share in the whole Guangdong-
Hong Kong-Macao port group. However, the total market
share of the three ports has decreased year by year. The
market share of the three ports was 67.14% in 2008 and
49.1% in 2017. The market share of Guangzhou port’s cargo
throughput was 29.54% in 2008 and decreased to 26.4% in
2017. The market share of Shenzhen port’s cargo throughput
was 16.9% in 2008 and decreased to 10% in 2017. Hong
Kong’s 20.7% fell to 12.7% from 2008 to 2017. In the port
group of Guangdong, Hong Kong, and Macao, the source of
goods gradually diverted from the three major ports to the
surrounding ports, which led to the development of Zhuhai,
Zhaoqing, Huizhou, Dongguan, and other ports, resulting in
spatial spillover effect.

The HHI index of the Pearl River Delta port group
decreased year by year from 0.2242 in 2008 to 0.1823 in 2017,
which shows that under the background of the construction
of Guangdong-Hong Kong-Macao Greater Bay Area, the
division and cooperation of ports in the bay area are pro-
moted, and the phenomenon of space spillover exists.

The HHI index of the port group in western Guangdong
is relatively stable, which fluctuates between 0.5814 and
0.6498. The reason is that the market share of Zhanjiang port
remains stable, ranging from 74.8% to 79.2%, which forms
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the spatial distribution of the port group in western
Guangdong.

Among the port group in eastern Guangdong, the
market share of Shantou Port decreased year by year from
73.9% in 2008 to 47.6% in 2017. The HHI index of the eastern
Guangdong port group also reflects the spatial change
characteristics of this cargo source from concentration to
dispersion. The HHI index decreases from 0.4937 to 0.3375,
which reflects the spatial trend of the eastern Guangdong
port group system tends to be decentralized, and the
competition among ports is intensified.

The HHI index of inland river ports in mountainous
areas increased from 0.4536 to 0.9225, reflecting the spatial
characteristics of highly concentrated distribution of inland
river ports in mountainous areas. The reason is the rapid
development of the Qingyuan port. The Qingyuan port is an
important port in the Beijiang River Basin. It has rich natural
resources and faces the vast market of the Pearl River Delta.
Besides, it is close to Guangzhou and has certain geo-
graphical advantages. The Qingyuan port market share of
inland river port group increased from 70.3% in 2008 to 96%
in 2017, forming the phenomenon of high spatial agglom-
eration of the inland river port group in inland area.

5. Spatial Evolution Characteristics of Port
Group in Guangdong, Hong Kong, and Macao

5.1. Development Level Index of Port Group in Guangdong,
Hong Kong, and Macao. In order to further explore the
spatial characteristics and evolution characteristics of the
port development in Guangdong, Hong Kong, and Macao,
this paper constructs the port development capacity index
system to study the spatial distribution of the port group
development in Guangdong, Hong Kong, and Macao. The
agglomeration level index of port development is a com-
prehensive study on the development of port logistics. From
the perspective of comprehensiveness and availability, based
on the two indicators which are port container throughput
X (teu) and port cargo throughput of X, (ton) as the port
development capacity index of ports in Guangdong, Hong
Kong, and Macao. The port development capacity index is
constructed to reflect the development capacity of Guang-
dong, Hong Kong, and Macao ports. The mean-square
difference method is used to determine the port develop-
ment capacity index of Guangdong, Hong Kong, and Macao.
Firstly, normalization is used to normalize the original data
of the indicators, and the weights of the two indicators are
obtained by means of mean-square deviation normalization,
indicating the dispersion degree of the data samples under a
certain index. Finally, the port development level index of
Guangdong, Hong Kong, and Macao is obtained by
weighted sum, as shown in Table 2.

5.2. Evolution of Spatial Pattern of Port Clusters in Guangdong,
Hong Kong, and Macao. In order to study the evolution
process of the spatial pattern of ports in Guangdong, Hong
Kong, and Macao, this paper selects the port development
level indexes of 2008, 2012, and 2017 for spatial processing.
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TaBLE 1: HHI values of the Guangdong, Hong Kong, and Macao port group and subport group.

2011 2012 2013 2014 2015 2016 2017

Port system 2008 2009 2010
Total ports 01719 01672  0.1523
Pearl] River Delta port group 0.2242  0.2240  0.2046

Eestern Guangdong port group  0.6498  0.6474  0.6127
Eastern Guangdong port group  0.4937  0.4851  0.4167
Inland Guangdong river port 0.4536  0.5810  0.6344

0.1441 0.1374  0.1381 0.1267  0.1263  0.1265  0.1269
0.1960  0.1900  0.1955 0.1787  0.1815 0.1815 0.1823
0.6131 0.6001 0.5814  0.6006  0.6019  0.6329  0.6342
0.3947  0.4000 0.3898  0.3830  0.3676  0.3480  0.3375
0.6338  0.5596  0.6639  0.8289  0.8555  0.8752  0.9225

Source: according to the calculation criteria.
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Figure 1: HHI value change chart.

TasLE 2: Guangdong-Hong Kong-Macao port development level index (2008-2017).

Port 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

Guangzhou 0.2263 0.2381 0.2224 0.2120 0.2310 0.2360 0.2329 0.2449 0.2511 0.2597
Shenzhen 0.2614 0.2496 0.2520 0.2056 0.2490 0.2472 0.2378 0.2377 0.2281 0.2026
Zhuhai 0.0193 0.0201 0.0222 0.0242 0.0250 0.0274 0.0307 0.0330 0.0354 0.0417
Zhaoqin 0.0063 0.0072 0.0081 0.0106 0.0124 0.0125 0.0118 0.0115 0.0117 0.0191
Foshan 0.0418 0.0465 0.0407 0.0333 0.0350 0.0353 0.0350 0.0364 0.0377 0.0437
Huizhou 0.0109 0.0144 0.0148 0.0162 0.0153 0.0195 0.0146 0.0161 0.0167 0.0125

Dongguang  0.0123 0.0153 0.0194 0.1314
Zhongshan 00192 00118 00235  0.0229

Jianmen 0.0198 0.0194 0.0193 0.0213
Qingyuan 0.0015 0.0016 0.0020 0.0021
Maoming 0.0064 0.0074 0.0065 0.0065
Zhanjiang 0.0367 0.0410 0.0391 0.0435
Shantou 0.0157 0.0159 0.0174 0.0177
Chaozhou 0.0012 0.0013 0.0020 0.0025
Jieyang 0.0020 0.0024 0.0034 0.0041
Shanwei 0.0015 0.0017 0.0017 0.0016
Yuanfu 0.0025 0.0025 0.0032 0.0036
Shaoguan 0.0002 0.0001 0.0001 0.0001
Heyuan 0.0000 0.0000 0.0000 0.0000
Meizhou 0.0008 0.0005 0.0004 0.0004
Yangjiang 0.0008 0.0011 0.0021 0.0030
Mocao 0.0021 0.0015 0.0013 0.0007

Hong kong 0.3049 0.2942 0.2744 0.2318

0.0339 0.0418 0.0488 0.0531 0.0563 0.0484
0.0226 0.0266 0.0266 0.0254 0.0235 0.0254
0.0216 0.0230 0.0237 0.0237 0.0245 0.0243
0.0020 0.0024 0.0054 0.0068 0.0070 0.0078
0.0063 0.0062 0.0062 0.0062 0.0057 0.0053
0.0433 0.0444 0.0447 0.0485 0.0545 0.0582
0.0213 0.0221 0.0207 0.0197 0.0192 0.0186
0.0022 0.0024 0.0023 0.0023 0.0022 0.0023
0.0037 0.0057 0.0054 0.0056 0.0057 0.0056
0.0018 0.0016 0.0014 0.0018 0.0023 0.0021
0.0039 0.0046 0.0047 0.0050 0.0055 0.0061
0.0002 0.0001 0.0001 0.0001 0.0001 0.0001
0.0000 0.0006 0.0006 0.0005 0.0000 0.0000
0.0003 0.0003 0.0003 0.0002 0.0002 0.0002
0.0037 0.0046 0.0035 0.0042 0.0042 0.0051
0.0010 0.0010 0.0011 0.0012 0.0011 0.0010
0.2599 0.2483 0.2384 0.2126 0.2037 0.2064

According to the data processing principle of the natural
breakpoint method, the same type of ports is divided into
two groups.

According to the principle of the biggest difference
among different types of ports, the classification should be

based on the classification criteria of less than 0.012,
0.012-0.034, and 0.034-0.231 and greater than 0.231. It is
divided into four levels: low-level development, medium-
level development, medium- and high-level development,
and high-level development. The port group of Guangdong,



Hong Kong, and Macao in 2008, 2012, and 2017 shows
obvious spatial development differences. The spatial pattern
of ports in Guangdong, Hong Kong, and Macao is char-
acterized by polarization. As shown in Table 3, the high-level
ports covered Shenzhen and Hong Kong in 2008 and 2012,
and the Guangzhou port became the only high-level port in
2017. According to the data of three time sections in 2008,
2012, and 2017, the number of ports with low development
level was 14, 11, and 11, respectively; the number of ports
with medium development level was 4, 6, and 5, respectively;
there are 3 ports, 4 ports, and 6 ports with medium and high
development levels.

In 2008 and 2012, Guangzhou port was a medium and
high development level port, and in 2017, it was upgraded
from medium high development level to the only high
development level port. In 2012, Dongguan port directly
jumped from low development level to medium and high
development level and maintained a good situation of
medium and high development level in 2017. Zhuhai port
was a port of general development level in 2012 and rose to
medium and high levels in 2017. Under the fierce port
competition, Shenzhen port and Hong Kong port were
downgraded from high development level to medium high
development level in 2017.

The development level of ports in Guangdong, Hong
Kong, and Macao is highly concentrated. The development
level of ports in Guangdong, Hong Kong, and Macao is
mainly distributed around the Pearl River estuary waters and
evenly distributed along the Xijiang River, Beijiang River,
and Dongjiang River. The Pearl River estuary is the center,
and Hong Kong, Shenzhen, and Guangzhou are the port
centers of the whole Guangdong, Hong Kong, and Macao
bay area. The eastern and western wings of Guangdong
present regional centralization, forming the port group in
western Guangdong with Zhanjiang as the center and
Shantou as the center in eastern Guangdong.

5.3. Spatial Autocorrelation Analysis of Port Group Devel-
opment in Guangdong, Hong Kong, and Macao. Spatial
correlation of the port group development in Guangdong,
Hong Kong, and Macao. This paper uses the development
capacity index of Guangdong, Hong Kong, and Macao ports
from 2008 to 2017 to calculate Moran’s I index by using
Geoda software, in which the spatial weight matrix adopts to
the adjacent space matrix. Basis on the formula (2) and
formula (3), the calculation results are shown in Table 4.
According to Table 4, Moran’s I is positive and Z values
of normal statistics pass the significance level test of 5%. It
shows that the port development in the Guangdong, Hong
Kong, and Macao port group has obvious spatial positive
correlation, that is, there is a tendency of spatial dependence
and homogenization. This shows that the development of
ports in Guangdong, Hong Kong, and Macao ports is not
randomly distributed in space and has certain similarity.
Specifically, ports with high development level tend to
cluster, while those with low development level tend to
gather, which has obvious spatial spillover effect. Ports with
high development level tend to be close to ports with high
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development level, and ports with low development level are
close to ports with low development level. From 2008 to
2017, overall, Moran’s I value showed an increasing trend,
and the Z value of normal statistics showed an increasing
trend, which was greater than 1.96 from 2013 to 2017. The
research results show that the development of ports in
Guangdong, Hong Kong, and Macao has obvious spatial
autocorrelation characteristics. The Lisa clustering maps of
2008, 2012, and 2017 are shown in Figure 2.

According to the Lisa cluster diagram, this paper clas-
sifies the spatial relationship of ports in Guangdong, Hong
Kong, and Macao, as shown in Table 5. High-high (HH)
means that the high growth region of the port industry is
surrounded by other regions with high growth; low-low (LL)
means that the low growth area of the port industry is
surrounded by other regions with low growth; low-high
(LH) means that the low growth area of the logistics industry
is surrounded by other regions with high growth; and high-
low (HL) means that the high growth area of the port in-
dustry is surrounded by other regions with low growth. Not
significant means there is no obvious correlation between
the development space of ports. In 2008 and 2012, the ag-
gregation of ports in Guangdong, Hong Kong, and Macao
was consistent. The port areas with no significant correlation
in spatial spillover included 14 ports including the western
Guangdong port group and mountainous port group. Ports
with certain spatial development correlation and spatial
spillover effect were mainly concentrated in Pearl River
Delta port group and eastern Guangdong port group.

The 2017 Lisa cluster map shows the port space spillover
effect in the Pearl River Delta region is obvious. The reason
is, under the policy guidance of the development of
Guangdong, Hong Kong, and Macao Bay area, the coor-
dinated development advantages of the Pearl River Delta
port group are reflected, which promotes the cooperation
and division of labor of the Pearl River Delta port group and
forms a positive correlation relationship between the spatial
development of Guangzhou, Shenzhen, Hong Kong, Foshan,
and Dongguan. That is a regional synergy effect. Huizhou,
Zhongshan, and Zhuhai have formed the relationship of
regional competition, heterogeneity of regional develop-
ment, and negative correlation of low and high spatial de-
velopment. The results show that there is a certain spatial
correlation in the development of Guangdong, Hong Kong,
and Macao port group. Therefore, it is necessary to incor-
porate the spatial correlation into the influencing factors of
port industry development and explore the development
characteristics of Guangdong, Hong Kong, and Macao port
group from the perspective of spatial economics.

6. Influencing Factor Model of the Port
Development Spatial Pattern

6.1. Theoretical Framework of Influencing Factors on Spatial
Pattern of Port Cluster Development in Guangdong, Hong
Kong, and Macao. At present, the research on the spatial
pattern of the development of ports in Guangdong, Hong
Kong, and Macao has not formed a complete theoretical
analysis framework. Combining with the theory of spatial
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TaBLE 3: Classification of development level of the port group of Guangdong, Hong Kong, and Macao in different periods.

Year  High level Medium and high levels Medium level Low level

Shenzhen, Guangzhou, Foshan, Jiangmen, Zhongshan, Zhuhai, Shaog,“ an, Qingyuan, Zhaoqmg, Yunfu, Ma9m1ng,
2008 . Yangjiang, Heyuan, Meizhou, Chaozhou, Jieyang,

Hong Kong Zhanjiang Macao, Shantou . .

Shanwei, Huizhou, Dongguan

Shenzhen, Guangzhou, Foshan, Zhaoqing, Ilangmen,. Huizhou, ?haoguan, ngyu;?n, Yunfu, Maomm.g,
2012 B Zhongshan, Zhuhai, Macao, Yangjiang, Heyuan, Meizhou, Chaozhou, Jieyang,

Hong Kong Zhanjiang, Dongguan .

Shantou Shanwei

Shaoguan, Qingyuan, Yunfu, Maoming,
Yangjiang, Heyuan, Meizhou, Chaozhou, Jieyang,
Shanwei

Foshan, Zhanjiang,
2017  Guangzhou Dongguan, Zhuhai,
Shenzhen, Hong Kong

Zhaoqing, Jiangmen, Huizhou,
Zhongshan, Macao, Shantou

TABLE 4: Moran index and Z value of port group development in Guangdong, Hong Kong, and Macao.

Year Moran’s 1 Sd Z value P value
2008 0.1798 0.1254 1.7874 0.0481
2009 0.181 0.1266 1.7781 0.0487
2010 0.1964 0.1266 1.9009 0.0452
2011 0.2872 0.1325 2.4993 0.0274
2012 0.2055 0.1277 1.9561 0.0434
2013 0.221 0.1282 2.0686 0.0417
2014 0.228 0.1286 2.1158 0.0406
2015 0.2322 0.1284 2.1522 0.0398
2016 0.2321 0.1283 2.1519 0.0397
2017 0.2232 0.1277 2.0914 0.04

Source: according to the calculation criteria.
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FIGURE 2: Lisa clustering map of the spatial pattern of the development of the Guangdong-Hong Kong-Macao port group.

TaBLE 5: Spatial correlation models of development of ports in Guangdong, Hong Kong, and Macao in different periods.

Year HH LL LH HL Not significant
2008 Guangzhou, Shantou Huizhou, None Shaoguan, Qingyuan, Zh;.a.oqlng, Yunfu, Maoming,
Dongguan, Yangjiang,
Zhongshan, Jiangmen, Heyuan, Meizhou, Chaozhou, Jieyang, Shanwei,
2012 Shenzhen, Hong Kong Zhuhai, Macao Zhanjiang, Foshan
Guangzhou, Shenzhen, Hong — Huizhou, Shaoguan, Qingyuan, Zhaoqing, Yunfu, Maoming,

2017 None Yangjiang, Jiangmen, Heyuan, Meizhou, Chaozhou, Jieyang,

Kong, Foshan, Dongguan Zhongshan Zhuhai Shanwei, Zhanjiang, Macao




economics and the analysis results of agglomeration
characteristics, the affecting factors of the spatial ag-
glomeration in the Guangdong, Hong Kong, and Macao
port group are studied. Referring to Michael Porter’s di-
amond model, the theoretical framework model of influ-
encing factors of the spatial pattern of port clusters in
Guangdong, Hong Kong, and Macao is constructed, which
is shown in Figure 3. This model covers the port production
factors like transportation infrastructure; port market
development level such as social retail, GDP, and secondary
industry development; the port auxiliary industry which
includes the development of related industries and up-
stream industries; the port industry formats include the
strategy, structure, and horizontal competition of port
enterprises; and the port industry development opportu-
nities and the business environment.

(1) Port transportation infrastructure level: the level of
port traffic infrastructure is the basic element and
resource condition of port development. It includes
the physical and geographical environment, the in-
frastructure and equipment, and the collection and
distribution system of the port. Convenient and good
port production infrastructure is conducive to the
cluster development of ports. The level of port
transportation infrastructure can promote the effi-
ciency of port resource allocation and improve the
efficiency of regional scale economy.

Hypothesis 1: there is a positive correlation between
port infrastructure level and port industry
agglomeration.

(2) Development level of port market: as a logistics
transportation node, the development level of the
port market affects the development of the port
industry. The level of port market development is
mainly affected by the level of economic develop-
ment and the degree of socialization of trans-
portation services. The development and distribution
of hinterland economy and manufacturing industry
affect the market distribution and demand levels.

Hypothesis 2: there is a positive correlation between
the level of market development and the agglom-
eration of the port industry.

(3) Port industry structure: the structure of the port
industry includes the development cycle, develop-
ment strategy, and competition situation.

Hypothesis 3: there is a positive correlation between
the competitive situation of port industry and the
agglomeration of the port industry.

(4) Auxiliary industry: to a certain extent, supporting
industries of port industry affects the development
level and agglomeration degree of ports. It mainly
includes the development of related industries of
port logistics, such as the cargo freight market and
transportation industry. The higher the development
degree of the transportation industry, the more
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conducive it is to the agglomeration of the port
industry.

Hypothesis 4: there is a positive correlation between
the development degree of port supporting indus-
tries and the agglomeration of the port industry.

(5) The opening environment of the port: the opening
environment of the port refers to foreign trade de-
velopment situation. The higher the degree of de-
velopment of foreign trade, the stronger the demand
of foreign trade logistics, and the more conducive it
is to the development of the port industry, the more
stable it is to the effect of port industry
agglomeration.

Hypothesis 5: the opening environment is positively
related to the agglomeration of port industry.

(6) Government: the policy and service of the govern-
ment affect the development of the port. The policy
environment of the government refers to the gov-
ernment’s policies and systems to support the de-
velopment and construction of ports. Government
service environment refers to the influence of gov-
ernment’s work efficiency, customs clearance policy,
and port service ability.

Hypothesis 6: the government intervention on the
port industry development presents agglomeration
in the initial stage, showing a positive correlation in
short-term and a long-term negative correlation.

6.2. Econometric Model of Influencing Factors of Port Cluster
Development Spatial Pattern in Guangdong, Hong Kong, and
Macao Port Group. According to the above theories and
assumptions, this paper sets up the linear model of the
influencing factors of the port cluster development spatial
pattern in the Guangdong, Hong Kong, and Macao port
group as follows:

F(Y,) = B, + B, Fac + B,Dev + B;Com + f3, Transport
+ BsTrade + B,Gov + y,
(6)

where “B” is the regression parameter, “i” is the port, “Y” is
the dependent variable that is the port development ag-
glomeration level index, “Fac” is the transportation infra-
structure, expressed by the highway mileage and the number
of port berths in the land area, “Dev” is the market devel-
opment level, mainly expressed by per capita GDP, sec-
ondary industry output value, and total social retail sales,
“Com” is the competitive of the port industry which is
expressed by the number of transportation enterprises,
“Transport” is the auxiliary industry of port industry,
expressed by the total freight volume, “Trade” is the degree
of opening, expressed by the total amount of foreign trade,
“Gov” is the government environment, expressed by the
proportion of financial expenditure in GDP, and “u” is the
error item.
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FiGure 3: Theoretical model of influencing factors of spatial pattern of port development.

6.3. Empirical Analysis on Influencing Factors of Port Cluster
Development Spatial Pattern in Guangdong, Hong Kong, and
Macao Port Group. In order to explore the influence of the
above factors in different periods on the aggregation level of
port development, model I is set as the current model, the
value of the dependent variable is the port level development
index in 2017, and the independent variable is the value of
each influencing factor in 2017, reflecting the influence
degree of the current independent variable on the current
dependent variable and the direction of spatial evolution.
Model II is an intertemporal model. The dependent variable
value is the port development level index in 2017, and the
independent variable value is the value of various influ-
encing factors in 2007, reflecting the intertemporal influence
of initial variables on the current variables.

6.3.1. Estimation Results and Analysis Based on OLS Re-
gression of Model I and Model II. Firstly, OLS regression was
used to analyze model I and model II. The results are shown
in Tables 6 and 7. The goodness of fit’s R-squared values of
model I and IT were 0.9657 and 0.9511, which indicated that
the regression line fitted the observed values well. The results
show that the above five variables have a positive impact on
the agglomeration level of the port industry, which is
consistent with the theoretical hypothesis. However, the
coefficient of market development level is negative, which is
inconsistent with the hypothesis, which means the market
development level variable can not explain the regional
differences of port industry development in Guangdong,
Hong Kong, and Macao. There may be omissions of im-
portant explanatory variables, or problems related to spatial
analysis are not considered in the model. Therefore, we
introduce the spatial econometric model to correct the
problems of the OLS model.

6.3.2. Estimation Results and Analysis Based on SLM Model I
and Model II. In order to further test whether the spatial
autocorrelation exists in the Guangdong, Hong Kong, and
Macao port group, we use the spatial lag model to further
study model I and model II. Based on formula (4) and
formula (5), the spatial dependence results of model I in

Table 8 show that Moran index is -0.2452 which shows that
the classical regression error has spatial correlation. LM (lag)
and R-LM (lag) pass the significance level test of 5%; the
significance level of R-LM (err) is 10%, LM(err). The err
value did not pass the significance level test. It shows that
SLM is more suitable for model I. Similarly, model II is more
suitable for the SLM model.

The spatial effect is added to models I and II, and the
current and intertemporal SLM models of the theoretical
model for the development of the Guangdong, Hong Kong,
and Macao port group is established. The calculation results
are shown in Tables 9 and 10. Compared with the OLS
model, the goodness of fit values of SLM model I and II were
0.9713 and 0.9488, which were both improved. The loga-
rithm likelihood function (LOGL) value was greatly im-
proved. AIC and SC values were smaller than those of the
OLS model. It shows that the model considering the spatial
lag effect can more scientifically explain the relationship
between the development of port industry spatial evolution.
Most of the parameters in the model pass the significance
level test of 5%, which shows that, with the integration and
development of regional transportation and the improve-
ment of opening-up level, the development of auxiliary
industries of the port industry, and the concentration of port
competition, the spatial dependence of port industry is
strengthened and the spatial spillover effect is obvious.

Based on the SLM model, this paper analyzes the
influencing factors of port cluster development spatial
pattern in the Guangdong, Hong Kong, and Macao port
group.

(1) The improvement of port transportation infra-
structure promotes the development of the port
industry in Guangdong, Hong Kong, and Macao.
The Fac coefficients of model I and model II are all
positive, which indicates that the improvement of the
transportation infrastructure level is conducive to
the development of the port industry and can
contribute to the economic spillover of port space.
The Fac correlation coefficient of model I is smaller
than that of model I, which indicates that the level of
transportation infrastructure has a long-term effect
on the agglomeration of the port industry, and the
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TaBLE 6: OLS estimation results of models I and II

Model C FAC Dev Com Transport Trade GOV
Model 1 -0.0125" 0.0166 —-0.0901"* 8.5533"" 1.5387*** 5.8404 1.4456
(-1.7236) (0.8284) (-2.5742) (2.2355) (6.3983) (1.4504)  (0.9694)

3.4461*** —0.0001**
(2.3601)  (~2.5819)

Remarks: *, **, and ** denote 10% significance level, 5% significance level, and 1% significance level, and the figures in brackets are t-statistical value.

Model II —0.0149% (—0.9452) 0.0484** (2.1726) —0.1450%* (~3.6382) 5.8031"** (7.4780) 4.1558*** (5.4361)

TaBLE 7: OLS estimation results of models I and II

Model R-squared Ad R-squared LOGL AIC SC

Model T 0.9657 0.9657 67.1263 -120.253 -112.615

Model I 0.9511 0.9511 63.2261 -112.152 -104.815
TaBLE 8: Spatial dependence test of models I and II

Model Moran I LM (lag) R-LM (lag) LM (err) R-LM (err)

Model I ~0.2452 9.8056** 9.5609** 0.3429 0.0982

Model 1T 0.5593 8.1953** 9.3265"* 0.0155 1.1467

Remarks: *, **, and ** denote 10% significance level, 5% significance level, and 1% significance level, and the figures in brackets are t-statistical value.

TABLE 9: SLM estimation results of models I and II

Model C FAC Dev Com Transport Trade GOV
—-0.0062 0.02799** —0.0565*" 1.1981** 1.3104*"* 1.6500"**

Model I (1 4727) (2.437) (~2.759) (5.3236) (9.2340) (54080) 30131 (Z085D)

Model -0.0029 0.04329** —0.1585"** 5.8132%** 4.7384*** 5.8036""" —-0.0002***

i (~0.5244) (3.1283) (~6.3897) (12.1547) (9.6236) (5.4424) (~5.4554)

Remarks: *, **, and ** denote 10% significance level, 5% significance level, and 1% significance level, and the figures in brackets are t-statistical value.

trend of the port industry, with the increase of the
number of enterprises in the industry; the port in-

TaBLE 10: SLM estimation results of models I and II

Model R-squared LOGL AIC sC dustry shows the characteristics of specialization, so-
Model I 0.9887 754016 -134.803  -126.075 cialization, networking, and large-scale development.
Model I 0.9806 69.4392 -122.878 -114.151

(4) The relationship between port auxiliary industry and
the development of port industry in Guangdong,

investment in transportation infrastructure lags Hong Kong, and Macao is complex, showing the

behind the development of the port industry, which
means the impact of transportation infrastructure on
the development of port industry is long term.

(2) In models I and II, there is a negative correlation

between the development level of port market and
the development of the port industry in Guangdong,
Hong Kong, and Macao. Generally speaking, the
higher the market level, the more concentrated the
development of the port industry. The emergence of
negative correlation is caused by the change of
market development level logistics mode. With the
development of manufacturing industry agility, the
poor timeliness of marine transportation makes it
difficult to meet the requirements of timeliness.

(3) The development cycle of the port group in Guang-

dong, Hong Kong, and Macao is in a concentrated
period. In the models I and II, the correlation coef-
ficient of the index is positive, and both pass the
significance level test of 5%. It reflects the development

short-term influence is smaller than the long-term
impact. The correlation coefficient of the index is
1.1981 in model I and 5.8132 in model II, both of
which pass the significance level test of 1%. Model I
shows that the increasing demand of auxiliary in-
dustries related to port development, such as land
transportation, will promote the development trend
of port spatial agglomeration. From the inter-
temporal model II, because the infrastructure con-
struction of other logistics modes has been improved,
the business volume of the port industry has been
greatly impacted, which is greater than that of the
current period model L

(5) The opening environment has a positive correlation

with the development of the port industry. In models
I and II, the correlation coefficient of the index was
positive, which passed the significance level test of
5%. It shows that the strength of opening to the
outside world promotes the development of
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international trade, and the development of inter-
national trade promotes the demand of international
freight transport, so as to improve the demand of
port service and promote the further development of
the port industry.

(6) Excessive government intervention will result in low
efficiency of port development. The short-term im-
pact of government intervention is greater than the
long-term impact. The correlation coefficients of
GOV index in models I and IT are negative, the short-
term correlation coefficient is —8.0131, and the long-
term correlation coefficient is —0.0002.x. The nega-
tive coefficient of the index in model I is not sig-
nificant, which indicates that excessive government
intervention will lead to low efficiency of port de-
velopment. In model II, the index is negative and
passes the 1% significance test, which shows that the
negative impact of government intervention has a
certain lag. The reason is the investment cycle of the
port industry is long, especially the construction
period of infrastructure. Therefore, the negative ef-
fect of government intervention on port construc-
tion and operation is reflected in the long-term
market operation.

7. Conclusions and Suggestions

In this paper, the HHI index is used to describe the ag-
gregation status of the Guangdong, Hong Kong, and Macao
port group, and the development level index is constructed
according to the port throughput and container throughput.
Combined with spatial econometrics and economic geog-
raphy, the influencing factors of the development of the
Guangdong, Hong Kong, and Macao port group are ana-
lyzed. Basic on this, the diamond model of influencing
factors on the spatial pattern of the port group development
in Guangdong, Hong Kong, and Macao is modeled. For the
lack of spatial factors in classical economics and to explain
the regional differences in the development level of the
Guangdong, Hong Kong, and Macao port group, this paper
introduced the partial measurement method to further study
the scientific of the influencing factor model. The empirical
results show that there are strong spatial autocorrelation and
heterogeneity in the development of the Guangdong, Hong
Kong, and Macao port group. There is a negative correlation
between government intervention and the development of
the port industry, and the influence of government inter-
vention will be weakened as time goes on. The level of
marketization weakens the efficiency of port development.
The port auxiliary industry and the development of the port
industry have many repetitions and miscellaneous relations,
showing the short-term influence is smaller than the long-
term impact. The reason is that the supply capacity of the
auxiliary industry is limited in the near future, and the port
industry plays a role in diverting the service demand of the
auxiliary industry. There is a positive correlation between the
level of port transportation infrastructure, the level of port
industry competition, and the environment of opening to
the outside world.

11

Based on the analysis of the empirical results, some
suggestions are put forward to promote the development of
the Guangdong, Hong Kong, and Macao port group.

Firstly, the development of the port industry in Guang-
dong, Hong Kong, and Macao has obvious spatial correlation.
The suggestion is the local government should improve its own
transportation infrastructure, increase the intensity of opening
to the outside world, and coordinate different transportation
modes from the perspective of the overall economic devel-
opment of Guangdong, Hong Kong, and Macao. The inte-
gration of the regional port industry should be actively
promoted, and the overall development level of the Guang-
dong, Hong Kong, and Macao port industry is improved.

Secondly, we should reduce the administrative inter-
vention on the port industry, relax the control over the
development of the port industry, actively change the role of
the government, especially the intervention of the port and
shipping administrations in the development of the port
industry, do a good job in guiding the role, focus on the
construction of infrastructure, improve the business envi-
ronment, and provide convenient customs clearance con-
ditions and promotional policy for the port industry.

Thirdly, we should guide and support port enterprises to
actively participate in market competition, strengthen the
cooperative operation mechanism between port industry
and other transportation modes, and promote the restruc-
turing of port enterprises and participate in market-oriented
competition. We should do a good job in the division of
labor and cooperation between different ports to avoid
homogeneous competition. The overall development of the
port industry should be promoted and the development of
transportation infrastructure, bonded insurance, finance,
legal consultation, port warehousing and logistics should be
improved to build a good ecological environment for the
development of the port industry.
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The agglomeration health output effect of the medical service industry in the era of big data is an important part of the ag-
glomeration innovation of medical resources. This paper used the regression model of data mining to set up the fixed effect model
and system GMM model to study the relationship between the agglomeration of medical service industry and resident’s health
level, based on the panel data of 31 provinces of China from 2003 to 2017. The results show that the health outcome of the medical
industrial agglomeration is positive and different in provinces. The influence of medical service cluster on residents” health level in
the eastern region fails the significance test, while the medical service cluster in the central and western regions can significantly
improve residents’ health level. And, this effect is also related to the characteristics of medical resources, economic development,
demographic characteristics, and other heterogeneous factors. On this basis, the paper puts forward policy suggestions to promote

the market structure of the medical industry from the aspects of strengthening synergies and policy guidance.

1. Introduction

In 2018, Paul Zane Pilzer, an American economist, proposed
that the healthcare industry is a star industry with a global
scale of trillions after the electronic information industry.
From the development practice of all countries in the world,
the health care industry has become a strong driving force
for the growth of national economy. In OECD countries, the
added value of the health care industry accounts for 10% of
GDP, while in the United States it has exceeded 17%, while
in China it is only 5% [1]. With the advancement of a new
round of health care reform, the development of health
service in China has risen as a national strategy. In October
2016, the “healthy China 2030” planning outline, issued by
the State Council, explicitly pointed out that the total scale of
China’s health service industry will reach 16 trillion yuan by
2030, and the medical and health industry will become the
pillar industry of China’s national economy. With the de-
velopment of big data, the most important innovative re-
sources in the healthcare industry will focus on the

allocation and utilization of information resources, so the
economic benefits of big data in healthcare are becoming
increasingly prominent. McKinsey’s (2013) The Big Data
Revolution in Health Care estimates that big data has re-
duced health spending in the United States by $300 billion to
$450 billion, equivalent to 12 percent to 17 percent of US
health spending in 2011 [2].

As an important branch of medical and health industry,
the health output effect of medical service industry ag-
glomeration is an important content of the innovation of
health and medical resources agglomeration. There has been
fast development of medical services in China since the
reform and opening up. According to statistics, the total
number of national medical and health institutions in-
creased from 1978 in 170000 to 2017 in 987000, practicing
physician per thousand population rose from 1.08 in 1978 to
2.44 in 2017, and medical and health institutions of beds per
thousand population from 1.94 in 1978 rose to 5.72 in 2017.
However, because the regional imbalance in the develop-
ment of China’s medical service industry still exists, the
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phenomenon of cross-regional medical treatment is in-
creasing, and the medical industry cluster in different re-
gions is significantly different. Will the level of medical
industry cluster affect the health level of residents? Does it
promote or inhibit the health of residents? What factors
influence its performance? The regression analysis method
based on data mining technology to study the health output
effect of the agglomeration of China’s medical service in-
dustry will be helpful to promote the agglomeration inno-
vation of China’s medical and health resources, which
effectively solve the heterogeneous differences in the dis-
tribution of regional health resources.

2. Literature Review

Industrial cluster is a geographical phenomenon in the
dynamic evolution of industry, so scholars at home and
abroad have conducted many fruitful researches on this
economic phenomenon. However, there are few studies on
cluster of medical service industry, especially the literature
on the influence of cluster of medical service industry on
health. After reviewing the existing literature, it can be
summarized into the following aspects.

2.1. Research on the Essence and Development Mode of
Medical Service Industry. Scholars mainly study the con-
notation of medical service industry from the aspects of
economic impact and medical reform policy. In terms of
economic impact, Relman proposed that the medical service
industry was a high-profit industry, which not only affected
the implementation effect of the national health policy, but
also promoted economic growth [3]. DeVol and Koepp
measured the cluster degree of health services in the US, and
the empirical evidence showed that health services in the US
played a significant role in promoting economic develop-
ment [4]. Zhou and Liu put forward that the medical service
industry is an important channel to achieve economic
transformation and upgrading and put forward suggestions
on developing the medical service industry from the aspects
of top-level design, reform, and innovation [5]. Gao pointed
out that, in the stage of high-quality economic development,
promoting the supply-side reform of the medical service
industry is the key to achieving the sick having access to
medical care [6].

In terms of medical reform policies, Serrano Ibis ana-
lyzed the current situation and characteristics of American
medical service industry and discussed the impact of
American medical reform on the pharmaceutical industry
[7]. Devlin-Foltz et al. pointed out that the social security
system plays a leading role in the income level of most
American retirees based on the perspective of distribution
[8]. Schoen et al. proposed policy recommendations to
improve access to medical services and reduce the economic
burden of high cost of health services, regarding low-income
and disadvantaged groups as the research subjects [9].
Domestic scholars have conducted extensive studies on
medical reform policy. For example, Xing focused on
medical system reform on public hospitals and proposed
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that public hospitals are the core carrier of the development
of medical service industry [10]. Song et al. studied the
allocation of public resources between different hierarchies
and regions and pointed out the importance and urgency of
hierarchical medical reform [11].

2.2. Research on the Mechanism of Service Industry Cluster.
Scholars at home and abroad have studied the cluster
mechanism of service industry mainly from endogenous
mechanism and exogenous mechanism. In endogenous
mechanism, firstly, the cluster of service industry reduces the
information cost and transaction cost of enterprises, thus
gaining advantages in competitive cost (Keeble & Nachum)
[12]. Secondly, the complementary symbiosis is the driving
force of service industry cluster; that is, agglomeration be-
tween industries within the service industry and between the
service industry and other industries can effectively achieve
its ultimate goal (Pandit et al.; Bathelt) [13, 14].Thirdly, the
service industry cluster aims to acquire tacit knowledge.
Tacit knowledge cannot be transmitted by traditional means
and can only be acquired through close interaction between
industries (Zhao et al.) [15]. Fourthly, the aggregation
motivation of service industry is the demand for industrial
innovation. Through agglomeration, a large-scale innova-
tion network is formed, and the communication between
industries can stimulate the application of new technologies
and methods (Keeble & Nachum; Han) [12, 16]. In exog-
enous mechanism, most scholars believe that the main
reason for service industry cluster is externality, which
means that, due to external economies of scale, enterprises
can reduce transaction costs by concentrating in geo-
graphical regions to improve their competitiveness (Pandit
et al;; Breandan & Timothy; Wang; Zhang et al.; Liu et al.)
[13, 17-20]. In addition, some scholars hold that the mo-
tivation of aggregation is the reservoir effect of human re-
sources. The high-quality talents can reduce the search cost
of human capital of enterprises and achieve common
benefits in the area.

2.3. Research on the Influence of Medical Service Industry
Cluster on Health. Health was originally a medical problem,
but since the 1980s, scholars at home and abroad began to
study the relationship between health and economy. Most
studies have focused on the impact on health such as medical
insurance and health expenditure. Literature studies have
focused on the impact of health insurance and health ex-
penditure on the resident health.

In terms of the impact of medical insurance on health,
most scholars believe that medical insurance lowers the
relative price of medical services to a certain extent and
improves the utilization rate of medical services, thus re-
ducing the incidence of some diseases and significantly
improving the health conditions of residents (Goldman
et al; Card et al; Huang and Gan) [21-23]. However, some
scholars believe that medical insurance significantly reduces
the marginal cost of medical services, but the moral hazard
will lead to the waste of medical resources, and the insured’s
health conditions do not improve significantly (Finkelstein
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& Mcknight; King et al.; Chen & Jin) [24-26]. In terms of the
impact of health expenditure on health, scholars believe that
the allocation of health resources is highly dependent on the
government’s health expenditure, which can not only
guarantee the public welfare of health services, but also
improve the effective of health services and the health level of
residents (Grossman; Farag et al.; Sun et al.) [27-29]. In the
context of rapid supply-side reform of health service in-
dustry, social health expenditure develops rapidly and im-
proves the effective supply of health service. As an important
part of health financing, social health expenditure, like
government health expenditure, has significant health
output effect (Hu) [30].

2.4. Research on the Impact of Big Data on the Medical Service
Industry. At present, domestic and foreign researches on
the effect of big data on the health output of the medical
service industry are rarely involved, and existing relevant
researches mainly focus on the following two aspects. The
first one is about the impact of big data on the medical
industry. Kayyali et al. studied the impact of big data on
the medical industry in the United States and pointed out
that many potential values of medical big data are
gradually being discovered [31]. Kaggal et al. proposed
that the lack of big data analysis technology and the
openness of medical big data will seriously hinder the
development of medical service industry [32]. Wang
et al., taking Jiangsu Province as an example, pointed out
that the establishment of big data sharing mechanism for
health care is the key [33]. The other one is about the
processing technology and risk of medical big data.
Raghupathi and Raghupathi pointed out that the biggest
difference between the application architecture of
medical big data and the traditional medical information
architecture lies in distributed computing and infor-
mation storage [34]. Guo et al. proposed that the service
based on medical big data involves the benefit distri-
bution and responsibility sharing of all participants,
which may lead to new problems such as the definition of
medical responsibility and the prevention of medical
accidents [35]. Huang studied the impact of big data
technology on medical service system and expounded the
innovation and risks that big data technology may bring
from the aspects of knowledge, organization, rules, and
culture [36].

Scholars at home and abroad mainly focus on the
connotation, development model, agglomeration mecha-
nism of the service industry, and the application of big data
in the medical field and have made many fruitful research
results. However, there are few literatures on the effect of big
data on health output of medical service industry agglom-
eration. Based on the theory of agglomeration economy, this
paper uses provincial panel data of China’s medical service
industry to estimate the degree of agglomeration of medical
service industry and conducts an empirical study on the
influence mechanism of agglomeration of medical service
industry on residents’ health under the background of big
data.

3. Research Hypothesis

3.1. Influence of Medical Service Industry Cluster on Residents’
Health. With accelerating trend of urbanization and pop-
ulation aging, the health of residents is threatened of in-
fectious and chronic diseases, so the demand for medical and
health services is increasing. Due to the particularity of the
medical service market, information asymmetry, and the
contradiction between the supply and demand of medical
service, the Chinese government implements a relatively
strict supervision policy on the medical service market. In
the stage of high-quality economic development, the supply
of medical services is difficult to meet the diversified and
multilevel medical needs. It is too difficult and expensive to
see a doctor in China. With the deepening of marketization
and reform in the property rights of public hospital, the
development of China’s medical service industry is char-
acterized by insufficiency and imbalance, and urban-rural
gap and regional imbalance are increasingly significant. At
the same time, China’s medical service industry shows ag-
glomeration phenomenon, which is reflected in medical
funds that continue to gather in the eastern coastal areas. The
medical service industry cluster has brought about lots of
high-quality medical resources, which is conducive to
exerting scale effect, improving the accessibility of high-
quality medical services for residents, and thus improving
the health level of residents.

H1: medical service industry cluster has a positive impact
on residents’ health level.

3.2. Influence of Medical Service Industry Cluster on
Residents’ Health

3.2.1. Influence of Medical Resources on the Agglomeration of
the Medical Service Industry. According to the theory of
industrial cluster, industrial economic activities tend to be
concentrated in areas with rich sensitive resources. The
medical service industry cluster is less affected by natural
resource endowment but more affected by high-quality
talents. If the medical service industry enterprises in a region
attract more high-quality medical technical talents, the
transaction cost of the enterprises will decrease and the
market scale will expand rapidly, which will further promote
the medical service industry cluster and form the accu-
mulation cycle of agglomeration. At the same time, high-
quality medical technical personnel represent the innovation
ability of the region and can produce significant knowledge
spillover effect, which will further promote the agglomer-
ation of medical service industry. In China’s first-tier cities,
medical service enterprises often have the country’s first-
class medical technical personnel and the most advanced
medical service facilities. Lv pointed out that China’s
medical resources show a polarization, on the one hand,
between rural and urban areas and, on the other hand,
between major hospitals in cities and grass-roots health
organizations [37]. Major hospitals in big cities have far
more medical resources than those in second-tier cities and
other regions.



H2: medical resources have a positive impact on the
medical service industry cluster and the health of residents.

3.2.2. Influence of Resident Income on the Medical Service
Industry Cluster. Residents’ income directly determines
their material living standard. In general, the higher the
disposable income is, the more the residents spend on
nutrition, exercise, physical examination, and health care,
which means that the increase of disposable income can
bring more expenditure on medical service and more de-
mand for medical service, thus affecting the agglomeration
of medical service industry. Zhang proposed the income
health effect and the income effect [38]. Income health effect
means the health status of high-income people may be
relatively good, and the medical expenditure of high-income
people is less when other conditions are similar, while in-
come effect means medical consumption is a normal, and the
higher the income is, the more medical services and the
more medical expenditure they spend.

The income gap also affects the medical services cluster.
On the one hand, the income gap leads to the difference in
the demand for medical services between the rich and the
poor. The decrease in the investment and expenditure of
public goods affects the medical service industry cluster.
Krugman pointed out that large differences in people’s
preferences would lead to the undervaluation of public
goods, which would lead to the reduction of public ex-
penditure and increase the difficulty in the implementation
of public policies [39]. On the other hand, according to the
demand theorem, the increase in income leads to the in-
crease in the demand for medical services, but high-income
people take up more medical resources, which will not only
reduce the accessibility of medical services for low-income
people, but also allocate medical resources to the place with
the greatest profit in the market price system. Wei and
Gustafsson pointed out that the insufficient public medical
expenditure would lead to the higher-income class finding it
easier to access medical services. The widening income gap
eventually leads to better medical services concentrate in big
cities [40].

H3: residents’” income has a positive impact on medical
service industry cluster and has a positive impact on resi-
dents’ health.

4. Empirical Study

4.1. Empirical Model. According to Grossman’s theory of
healthy production, health is a commodity jointly produced
by a series of factors such as education, income, medical
service, and lifestyle. In order to examine the impact of the
market structure of the medical service industry on health,
this paper takes the agglomeration degree of the medical
service industry as an input factor and sets the static panel
model as follows:

Health;, = a + B, LQ;; + B, X, + p; + &4 (1)

where Health; ;, an explanatory variable, is the health level of
population. LQ; ,, a core explanatory variable, is the degree of
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agglomeration of medical services. X, is a control variable. «
is constant term. y; is region effect. ¢;, is random perturbed
variable.

The relationship between residents’ health and the
concentration of medical service industry is complex, and
the current health level of residents may be affected by the
health level of the previous period. In this paper, residents’
health level with a lag of one stage is taken as an explanatory
variable, and the dynamic panel model is established as
follows:

Health,; = a + B, Health,; | + B,LQ;; + B3 X, + pt; + €
(2)

where, Health;, | is 1 period lag in the health level of
population. The other variables are the same.

4.2. Variable Declaration

4.2.1. Explained Variable. The explained variable is the level
of health of residents (Health;,). The UN’s Millennium
Development Goals are to reduce child mortality, improve
maternal health, and combat HIV and other diseases. Due to
the availability of data, Maternal Mortality Rate (Mmr) is
chosen to reflect the health level of the residents. The ma-
ternal mortality rate is the number of maternal deaths per
100,000 live births during the year. The higher the value of
this negative indicator is, the lower the health level of res-
idents will be.

4.2.2. Explaining Variable. We considered the degree of
medical service industry cluster (LQ;,). This paper applies
the location entropy method to measure the agglomeration
degree of medical service industry in China. Location en-
tropy was first proposed by Hargate, which is used in lo-
cation analysis. Also known as the regional concentration
index of production, it is the ratio of ratios. The calculation
formula is as follows:

9ij /9
LQi it = >
o e

(3)

where. LQ; ;, represents the concentration degree of in-
dustry i in region j during period f. g;;, represents the
employment number of industry i in region j during period
t. q;; represents the number of people employed in na-
tionwide i industry during  period. g, represents the number
of employed people in the whole country during period ¢. In
this paper, i represents the employment in medical service
industry, which consists of professional physicians, regis-
tered nurses, pharmacist, rural doctors, licensed (assistant)
physicians, licensed physicians, registered nurses, pharma-
cists, and health workers.

The characteristic variable of medical resources is rep-
resented by the number of beds in medical institutions per
1,000 population (Bper1000), which reflects the level of
medical facilities and services in different regions.

Economic development variables include per capita
disposable income and urbanization rate. The population
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proportion index method is generally adopted to measure
the urbanization level, that is, the proportion of urban
population in the total population.

The demographic characteristics variable refers to the
level of education. In this paper, the length of schooling
(Edu) is used to indicate that illiteracy is 0 years, primary
school education is 6 years, junior high school education is 9
years, senior high school education is 12 years, and junior
college education and above are 16 years. In order to weaken
the heteroscedasticity of the data, all variables were loga-
rithmically processed.

The balance panel data of 31 provincial regions in China
from 2003 to 2017 were adopted in this paper. The data were
obtained from China Statistical Yearbook and China Sta-
tistical Yearbook of Health and Family Planning.

5. Quantitative Analysis

5.1. Descriptive Statistical Analysis. Table 1 shows the vari-
ables and descriptive statistical results in the empirical
model. The minimum value and maximum value of Mmr of
residents’ health level are 1.1 and 399.1, indicating that there
are large differences in residents’ health level in the sample.
The minimum value of LQ, the indicator variable of the
agglomeration degree of medical service industry, is 0.53 and
the maximum value is 3.19, indicating that there are sig-
nificant differences in the agglomeration degree of medical
service industry in various provinces of China. At the same
time, per capita disposable income varies in a larger range,
and the standard deviation is as high as 8226, which shows
the regional economic development and its imbalance in
China. The above problems also exist in the urbanization
rate and the years of schooling (Edu), and the gap between
the minimum and maximum values is also large.

5.2. Full Sample Regression of the Influence of the Medical
Service Industry Cluster on the Health Level of Residents.
Regression methods of panel data generally include mixed
regression, fixed effect regression, and random effect re-
gression. Generally, F test is used to judge whether the
empirical model should use mixed regression or fixed effect
regression, while Hausman test is used to judge whether the
empirical model should use fixed effect regression or ran-
dom effect regression. The empirical test of the sample data
shows that both the F value and the Hausman value show
that the static panel model (1) should adopt the fixed effect
regression method.

In order to avoid the result bias caused by the possible
endogeneity problems between variables, instrumental
variable method is further introduced for estimation. The
estimation methods commonly used in the instrumental
variable method are generalized moment estimation
(GMM) and two-stage least square method (2SLS). The
assumptions of generalized moment estimation (GMM)
are more lenient, so it is not necessary to assume the same
variance, but to use instrumental variables to estimate
parameters, which can effectively solve the endogenous
problem. System-GMM estimation method introduces the

horizontal equation on the difference-GMM estimation
method and takes the lag difference variable as the in-
strumental variable, which improves the effectiveness of
the estimation results. In this paper, residents’ health level
lagged by one stage was added into the static panel model,
and the dynamic panel model (2) above was constructed,
and the robustness test was carried out by applying the
system GMM estimation method. Specific regression re-
sults are shown in Table 2:

The validity test of system GMM estimation mainly
includes constraint test of overidentification (Sargan test or
Hansen test) and sequence correlation test (AR(1) and
AR(2)). The former is used to test the validity of instru-
mental variables in sample estimation. The latter is used to
verify the existence of sequence correlation. The system
GMM estimation method allows the existence of first-order
difference sequence correlation, but it does not allow the
existence of second-order difference sequence correlation.
The regression results in Table 2 show that the Sargan test P
value of the dynamic panel model (2) is 0.669, indicating that
the selection of instrumental variables is effective, and the P
value of the AR(2) test is 0.269, indicating that there is no
second-order sequence correlation between the residuals
after the first-order difference. Therefore, it is reasonable to
judge that the system GMM estimation method is adopted.

The fixed effect regression in Table 2 is consistent with
the sign of each coefficient in the system GMM regression,
and individual coefficient estimates become more signifi-
cant, which also indicates the robustness of the estimated
results. According to the GMM estimation results of the
system, the estimated coefficient of the agglomeration degree
of the medical service industry is -0.056, which is significant
at the 10% level. This result confirms hypothesis H1; the
higher the agglomeration degree of the medical service
industry, the lower the maternal mortality rate, indicating
the higher the health level of residents. This is because the
agglomeration of medical service industry has brought a
large number of high-quality medical resources and ad-
vanced medical equipment, which contributes to a more
effective allocation of medical resources and the realization
of scale effect. The estimated coefficient of the number of
beds in medical institutions per 1,000 population is —0.168,
which is significant at the 1% level, indicating that the higher
the number of beds in medical institutions per 1,000 pop-
ulation, the lower the maternal mortality rate. This result
confirms hypothesis H2. The reasons are as follows. The
more medical resources, the better the agglomeration of
medical service industry and the better the accessibility of
medical services and the lower the probability of residents
not seeking medical treatment due to illness, which is
conducive to improving the health level of residents.

The estimated coeflicient of per capita disposable income
is —0.200, which is significant at the level of 5%, indicating
that the higher the per capita disposable income is, the
higher the residents” health level is, confirming hypothesis
H3. This result shows that the higher the level of disposable
income of residents, the greater the demand for medical
services and the greater the expenditure on medical services,
which promotes the agglomeration of medical services to a
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TaBLE 1: Descriptive statistics of variables.

Variable Mean SD Mini Max
Explained variable
Mmr 31.796 41.373 1.1 399.1
Explaining variable
LQ 1.124 0.411 0.531 3.194
Bper1000 3.935 1.372 1.48 7.55
Income 17227.83 8226.242 6530.48 58988
Urban 50.815 14.958 20.21 89.6
Edu 8.519 1.222 3.738 12.5

TaBLE 2: Full sample regression of the influence of medical service
agglomeration on residents’ health level.

Variables (1)FE (2)RE (3)GMM
0.843% % *

L. health (9.84)

LQ —0.096 -0.076 —0.056*
(-1.05) (-0.88) (-1.82)
—0.006 —0.156 —0.168* * *

Bper1000 (~0.05) (-1.84) (-2.67)

Income —0.441% % % —0.435% % %  —0.200% *
(-6.53) (—6.46) (-2.37)

Urban —2.389% % * —1.886% x * -0.102
(~7.44) (-8.06) (-0.47)

Edu —0.715% —0.634 % —0.199%
(-1.94) (-1.95) (-2.38)

18.102% % * 16.119x% * = 2.935%

_cons
(16.24) (22.47) (2.01)

R? 0.778 0.774

F 25.67% % *

Hausman 30.18% * =

AR(1) P value 0.000

AR(2)HY P value 0.269

Sargan .Value for 0.669

inspection

Obs 465 465 434

Note: (1) FE represents fixed effect model, FE represents random effect
model, and GMM represents system GMM estimation of dynamic panel
model; (2) FE estimation and GMM estimation are both T'value in brackets,
and Re estimation is Z value in brackets; (2) symbols *, * *, and * * *,
respectively, represent the significance level of 10%, 5%, and 1%.

certain extent, which confirms the above income effect.
Urbanization rate has a positive influence on residents’
health level, but it fails to pass the significance test. This may
be due to the fact that, on the one hand, the acceleration of
urbanization has brought an increase in the number of
urban residents, and medical resources are gradually in-
clined to populated areas. The improvement of residents’
access to medical services contributes to the improvement of
their health level. On the other hand, urban work pressure
and life pressure are relatively high, and residents may have a
significantly higher incidence of disease and a lower level of
health due to higher stress. The improvement of education
level has significantly improved the health level of residents.
This is because the higher the education level of residents,
the more initiative to obtain health information. At the same
time, the improvement of health awareness is conducive to
increasing the number of health checks, early detection, and

early treatment of diseases. Therefore, the higher the level of
education, the greater the effect of healthy production
function.

5.3. Regional Difference Analysis of the Influence of Medical
Service Cluster on Residents’ Health Level. To investigate
whether there are regional differences in the health
output effect of medical service agglomeration, the whole
sample was divided into eastern, central, and western
regions. Table 3 shows the regression results of the in-
fluence effect of the agglomeration of medical service
industry on the health level of residents in the subregion.
F test value and Hausman test say the eastern, central,
and western regions are suitable for the fixed effects
regression model; to estimate the robustness of results,
turther to the eastern, central, and western regions, re-
spectively, system GMM estimation, the sample data of
AR (1) and AR (2), and Sargan test P values show that a
systematic GMM estimation method is effective and
teasible.

It can be seen from Table 3 that the agglomeration
degree of medical service industry in eastern China has a
positive impact on the health level of residents, but it fails
the significance test. The agglomeration degree of medical
service industry in central and western China signifi-
cantly improves the health level of residents. As the
economic level of eastern region is more developed, with
leading medical services and diminishing the marginal
effect of health, medical service industry cluster is not the
key to improve the health level of residents. The economic
level of central and western region is less developed,
which the medical service level is relatively backward, so
the medical service industry cluster brings an increasing
marginal effect in health. The effect of the number of beds
per 1,000 people in the eastern region on the health of
residents did not pass the significance test, but in the
central and western regions, the more the beds per 1,000
people in the medical institutions, the better the health of
residents. The reason is that the eastern region has
abundant medical resources, while the central and
western regions are in short supply. The agglomeration of
medical service industry in the central and western re-
gions brings a larger scale effect of medical resources and
plays a more important role in improving the health level
of residents. The impact of per capita disposable income
on residents’ health in eastern, central, and western
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TaBLE 3: Regional differences of the influence of medical service agglomeration on residents’ health level.
. Eastern region Central region West region
Variable
FE GMM FE GMM FE GMM
0.639"** 0.793*** 0.825***
L. health (8.99) (11.71) 17.71)
LQ -0.209 -0.027 -0.004 —-0.036" -0.137 -0.062"
(-0.92) (-0.13) (-0.02) (-1.85) (-1.31) (-1.84)
Bper1000 0.301 -0.073 -0.122 -0.173* —0.551"** —-0.077**
(1.09) (-0.42) (-0.62) (-1.82) (-3.28) (-2.21)
Income -0.271 -0.335" —0.471*** —-0.357*** —0.468"** —-0.160"*
(-1.51) (-1.91) (-3.96) (=3.10) (-6.25) (=2.07)
Urban -3.064""" —-0.746" —2.484"* -0.087 —1.435"*" —-0.022
(-3.23) (-1.96) (-5.83) (-0.35) (-3.53) (-0.17)
Edu -2.280"" -1.323" -0.503 -0.174** —-0.142 —0.554""*
(=2.17) (-1.79) (-0.68) (=2.30) (~0.40) (-2.67)
cons 22426 4.400"** 17.932%** 3.773*" 13.799*** 31717
= (7.20) (3.34) (8.61) (2.19) (10.08) (3.40)
R 0.591 0.856 0.903
F 14.73*** 13.85"** 35.97***
Hausman 14.25*" 14.46™" 26.21""*
AR(1)’s value 0.069 0.003 0.012
AR(2)’s value 0.287 0.185 0.424
Sargan P value for insection 0.455 0.740 0.758
Obs 165 154 120 112 180 168

Note: (1) FE estimation and GMM estimation are both Tvalues in brackets; (2) symbols *, **, and ***, respectively, represent the significance level of 10%, 5%,

and 1%.

regions has a significant promoting effect, and high in-
come contributes to the improvement of residents’ health
level, for the same reasons as in the full sample test. The
promotion effect of urbanization rate on the residents’
health in eastern regions is more significant than the
central and western regions because in the eastern region,
urbanization rate is higher, attracting a large number of
population and increasing higher medical service de-
mand. At the same time, the improvement of urbani-
zation rate has brought more medical resources and the
increase of the medical service accessibility to improve
the health level of the residents. In eastern, central, and
western regions, years of education have a significant
effect on the health of residents, which is consistent with
the full sample regression.

6. Conclusion

An outline for the “Healthy China 2030” initiative proposed
that health is the basic condition for economic and social
development. Previous studies have focused on the health
output effect and comparative analysis of medical input, but
few have discussed the health output effect of medical industrial
structure. Based on Grossman’s healthy production function,
using China’s provincial data from 2003 to 2017, this paper
studies the health output effect of medical service industry
agglomeration with full sample regression and regional dif-
ference, drawing the following conclusions: (1) using fixed
effects, random effects, and system GMM method to analyze
the sample, the result showed that medical service significantly
promoted the residents to improve the level of health. How-
ever, there are significant regional differences in the health

output effect of medical service industry cluster. The medical
industry cluster in central and western regions has significantly
improved the health level of residents, while the effect in
eastern regions has not passed the significance test. (2) Con-
sidering other control variables, this paper found that the
medical institution beds per thousand population to promote
the health level of residents in the sample, central, and western
regions of the country’s samples passed the test of significance;
personal disposable income and education level of the im-
provement of residents” health passed the test of significance in
all samples and regional samples. While the health effects of
urbanization rate in the national sample, central, and western
regions sample are not by significance test, the eastern part of
the effect is significant.

Based on the empirical research results, this paper
proposes the following policy recommendations.

First, strengthen the construction of medical and health
big data application system and promote the aggregation of
advantageous resources in the medical service industry. To
remove data barriers, government should promote the data
sharing, data mining, and application of health big data
based on the regional population health information plat-
form. Standardize the management of medical and health
big data, give full play to the resource optimization function
of big data technology, improve the coordination and
comprehensiveness of the medical service industry, enhance
the accessibility of high-quality medical resources, and
promote the aggregation of advantageous resources of the
medical service industry.

Second, use regional synergy and promote structure
optimization of the medical industry. In central and western
regions where the development of medical service industry is



not comprehensive, it is necessary to play to the ability of
medical industry cluster to optimize the allocation of
medical resources and improve the efficiency, so as to
strengthen the scale effect of medical service industry cluster.
In eastern region, where medical resources are relatively
abundant, the technical level should be improved, and the
regional gradient transfer and radiation range should be
promoted, so as to improve the health of the residents.

Third, the government needs to strengthen policy
guidance to adapt to local conditions and to intensify policy
support in central and western areas, through preferential
tax credit and financial policies to strengthen the supervision
function of government, based on the goal of balanced
development of medical resources among regions in China.
At the same time, aided by private capital to improve the
construction of medical facilities, we can improve the health
of the residents and gradually narrow the development gap
with the eastern region.
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Currently, energy saving is increasingly important. During the production procedure, energy saving can be achieved if the
operational method and machine infrastructure are improved, but it also increases the complexity of flow-shop scheduling.
Actually, as one of the data mining technologies, Grey Wolf Optimization Algorithm is widely applied to various mathematical
problems in engineering. However, due to the immaturity of this algorithm, it still has some defects. Therefore, we propose an
improved multiobjective model based on Grey Wolf Optimization Algorithm related to Kalman filter and reinforcement learning
operator, where Kalman filter is introduced to make the solution set closer to the Pareto optimal front end. By means of re-
inforcement learning operator, the convergence speed and solving ability of the algorithm can be improved. After testing six
benchmark functions, the results show that it is better than that of the original algorithm and other comparison algorithms in
terms of search accuracy and solution set diversity. The improved multiobjective model based on Grey Wolf Optimization
Algorithm proposed in this paper is conducive to solving energy saving problems in flow-shop scheduling problem, and it is of

great practical value in engineering and management.

1. Introduction

Many mathematical problems in scientific research and
practical engineering essentially belong to multiobjective
optimization problem. The analysis of constrained multi-
objective optimization algorithm has become a research
hotspot in recent years.

Different theories exist in the literature regarding op-
timization algorithm such as the Improved Multiobjective
Grey Wolf Optimizer (IMOGWO) that hybridize with the
fast nondominated sorting strategy [1]. In fact, significant
progress has been made in solving constrained multi-
objective optimization problems at home and abroad due to
its efficiency and simplicity [2], but there is still much room
for improvement in terms of the diversity and convergence
of solution sets.

In previous research, some scholars proposed a differ-
ential evolution algorithm based on two-population search
mechanism, which randomly deletes one of the two indi-
viduals with the smallest Euclidean distance [3]. In this way,
the boundary solution may be lost, and the diversity of
solution set may be affected. At the same time, when
updating the infeasible solution set, the individuals with a
small degree of constraint violation are preferred, but the
individual objective function value selected in this way may
be poor, thus affecting the convergence speed of the
algorithm.

Several lines of evidence suggest that a number of penalty
terms were applied to modify the value of individual ob-
jective function. In the process of evolution, feasible non-
dominant solutions were retained, and infeasible solutions
with a small degree of constraint violation were also retained
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[4]. This algorithm also has the condition of losing boundary
solution, which indicates that it has some defects in the
diversity maintenance of solution set. When updating fea-
sible solution sets and infeasible solution sets, individuals
located in the sparse region are given priority. However,
when updating the infeasible solution sets, individuals with a
large degree of constraint violation will be retained, thus
reducing the convergence speed of the algorithm [5].

As for the improved elite selection strategy, it can make
the solution set more widely distributed by setting prefer-
ence points and expand the application of constrained
multiobjective optimization algorithm to high-dimensional
problems by combining with Deb criterion [6], but it still has
some drawbacks.

Up to now, plenty of differential evolution algorithms
have been proposed, which minimize the value of the ob-
jective function for the feasible solution and minimize the
degree of constraint violation for the infeasible solution [7].
However, the information interaction between the feasible
solution set and the infeasible solution set is insufficient, and
the population diversity needs to be improved. On the other
hand, some scholars proposed a constrained multiobjective
optimization algorithm based on adaptive e truncation
strategy, which can improve the diversity of solution sets and
give consideration to the convergence [8]. But the selection
of e parameters is difficult, which needs to be adjusted
according to different problems [9]. In brief, it is difficult for
most algorithms to achieve enough balance for the key
performance indexes in the constrained multiobjective
optimization problems in terms of diversity and conver-
gence [10-12].

Therefore, we propose an improved Multiobjective
Grey Wolf Optimizer related to Kalman filtering and re-
inforcement learning (MKGWO) in this paper. The main
innovation of the algorithm is that Kalman filter facilitates
the convergence from solution set to Pareto optimal front
end introduced into the static multiobjective algorithm. It
combines the characteristics of Kalman filter with the
robustness, reliability, and high efficiency of the rein-
forcement learning system when solving problems [13]. In
the process of evolution, the algorithm uses an elite pop-
ulation to store feasible nondominant solutions and retains
the nondominant solutions generated by historical itera-
tion. The problem of scheduling research is to allocate
scarce resources to different tasks within a certain period of
time [14, 15]. As the production with the continuous ex-
pansion of scale, the importance of scheduling and deci-
sion-making to enterprise management and production is
increasingly prominent [16].

The scheduling problem is an interdisciplinary field of
research, which involves operations research, computer
science, control theory, industrial engineering, and many
other disciplines [17]. A good scheduling scheme can greatly
improve the production level of enterprises, making rational
use of resources and enhancing the market competitiveness
[18-21].

From a different perspective, combining the data mining
technology and mathematical logic, we establish an im-
proved multiobjective operation model based on Grey Wolf
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Optimization Algorithm to give consideration to energy-
saving problems in engineering. The results show that the
algorithm can solve the Pareto front end problem in flow-
shop scheduling successfully, and it is of great practical value
in engineering and management.

2. Multiobjective Grey Wolf Optimizer

2.1. Multiobjective Problem. As briefly mentioned in the
introduction, multiobjective optimization refers to the op-
timization of a problem with more than one objective
function [22, 23]. Without loss of generality, it can be
formulated as a maximization problem as follows:

maximize: F(x)= f1(x), f,(x),..., f,(x),
subjectto:  g;(x) =0,i=1,2,...,m,
hi(x)=0, i=12,...,p, )
L<X;<U, i=12...n,

where n is the number of variables, o is the number of
objective functions, m is the number of inequality con-
straints, p is the number of equality constraints, g, is the ith
inequality constraints, h; indicates the ith equality con-
straints, and [L;,U;] are the boundaries of ith variable
[24-26].

In single-objective optimization, solutions can be
compared easily due to the unary objective function. For
maximization problems, solution X is better than Y if and
only if X >Y. However, the solutions in a multiobjective
space cannot be compared by the relational operators due to
multicriterion comparison metrics. In this case, a solution is
better than (dominates) another solution if and only if it
shows better or equal objective value on all of the objectives
and provides a better value in at least one of the objective
functions [27]. The concepts of comparison of two solutions
in multiobjective problems were first proposed by Khamis
et al. [28] and then extended by Khamis et al. [29]. Without
loss of generality, the mathematical definition of Pareto
dominance for a maximization problem is as follows [30].

Definition 1 (Pareto dominance).
Suppose that there are two vectors such as x=(x_1, x_2,
oo Xx_k)and y=(y_1,y.2, ..., y_k).
Vector x dominates vector y (denoted as x >y) if
[f(x)=f(y)IA[Fi € L2,...k: f(x;)], Vie{l,2,...,kh.
(2)

The definition of Pareto optimality is as follows.

Definition 2 (Pareto optimality).
A solution x € X is called Pareto-optimal if

3y € XIF(y) > F(x)l. (3)

A set including all the nondominated solutions of a
problem is called Pareto-optimal set, and it is defined as
follows.
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Definition 3 (Pareto optimality set).
The set of all Pareto-optimal solutions is called Pareto set
as follows:

P, :={x,y € X|3F(y)>F(x)}. (4)

A set containing the corresponding objective values of
Pareto-optimal solution in Pareto-optimal set is called
Pareto-optimal front [31]. The definition of the Pareto-
optimal front is as follows.

Definition 4 (Pareto-optimal front).
A set containing the values of objective functions for
Pareto solutions set is

P, = {F(x)|x e P (5)

2.2. MOGWO. MOGWO algorithm was proposed by
Holland [32]. The social leadership and hunting technique of
grey wolves were the main inspiration of this algorithm. In
order to mathematically model the social hierarchy of wolves
when designing MOGWO, the fittest solution is considered
as the alpha (&) wolf. Consequently, the second and third
best solutions are named beta () and delta (§) wolves,
respectively. The rest of the candidate solutions are assumed
to be omega (w) wolves. In the GWO algorithm, the hunting
(optimization) is guided by «, 3, and J. The w wolves follow
these three wolves in the search for the global optimum
[33-35]:

D =|Cx* Xp(t) - X (1)), (6)

X(t+1)=Xp(t)— A*D, (7)

where ¢ indicates the current iteration, A and C are coef-
ficient vectors, X, is the position vector of the prey, and X
indicates the position vector of a grey wolf [36].

The vectors A and C are calculated as follows:

A=2ax*r —a, (8)

C =2r,, 9)

where elements of a linear decrease from 2 to 0 over the
course of iterations and r;, r, are random vectors in [0, 1].
Position updating mechanism of search agents and effects A
is indicated in Figure 1 [37]. In this figure, we can see that the
three top wolves (namely, the fittest solutions) guide the
directions of other wolves (namely, the candidate solutions).
The following formulas are run constantly for each
search agent during optimization in order to simulate the
hunting and find promising regions of search space:

D, =|C, * X, - X|, (10)
Dy =|C, * X; - X, (11)
Ds =|Cy * X5 — X, (12)

(X*-X,Y*)

FiGure 1: Position updating mechanism of search agents and
effects.

X, =X, - A, #D,, (13)
X, = Xz - A, + Dy, (14)
X, = X5 — A, * Dy, (15)
AT S22 0o

C is a random value that is generated in [0, 2]. The
storage mechanism of the nondominant solution is grid in
MOGWO. When the archive is full, each hypercube is taken
out by roulette according to the probability:

Pi=—, (17)

where ¢ is a constant number greater than one and N is the
number of obtained Pareto-optimal solutions in the segment
[38].

2.3. Defect in MOGWO. Traditional Multiobjective Grey
Wolf Optimizer is a grey wolf group predation was inspired
by multiobjective optimization algorithm, using a fixed
external file to store nondominated solution, simple mul-
tiobjective grey wolves optimizer in solving static multi-
objective problem, because without a good promotion
strategy, lead to being not close to the Pareto-optimal front
end, and the diversity of solution set is not high [39]. To solve
the above problems, an improved algorithm KMGWO is
proposed in the next section.

3. An Improved MOGWO Based on Kalman
Filter and Reinforcement Learning

3.1. Kalman Filter. In 1960, R. E. Kalman published a paper
describing a method which can process a time series of
measurements and predict unknown variables more pre-
cisely than that based on a single measurement alone. This is



referred to as the Kalman filter. Kalman filter maintains state
vectors, which describe the system state, along with its
uncertainties. The equations for the Kalman filter fall into
two groups, time update and measurement update equa-
tions, which are performed recursively for the Kalman filter
to make prediction. Here, the Kalman filter is used to directly
predict for future generations in the decision space, and the
two major steps are described below [40].

3.1.1. Measurement Update. The measurement update
equations are responsible for incorporating a new mea-
surement into the a priori estimate to obtain an improved a
posteriori estimate [41]. The individual solutions just before
the change occurs are taken as the actual measurements of
the previous predictions. This information is used to update
the Kalman filter prediction model [42].

3.1.2. Time Update. The time update equations are re-
sponsible for projecting forward the current state and error
estimate covariance estimates to obtain the a priori estimates
for the next step. New solutions are predicted based on the
corrected Kalman filter associated with each individual in
the decision space [43]. These are a priority estimates of the
future.

Pareto-optimal solutions will then be used to update the
reference points and subproblems. The specific equations for
the two steps are presented in the following [44]:

Time update step:

x]: = A.xk_l + buk_l, (18)
P, = AP AT +Q (19)

Measurement update step:

K, = PH'(HPRHT +R) (20)
K, = PH'(HPRH" +R) ", (21)
Pk :(I_KkH)PI;’ (22)

where x is the state vector to be estimated by the Kalman
filter, A denotes the state transition model, u is the optional
control input to the state x, B is the control input matrix, and
P is the error covariance estimate [45]. Z denotes the
measurement of the state vector, H is the observation matrix,
and the process and measurement noise covariance matrices
are 2 and R, respectively. K is the Kalman filter gain.

Here is an example, so we can understand the Kalman
filter more intuitively.

As shown in Figure 2, the state vector of an object at the
period t obeys the magenta normal distribution, according
to which the position of the object at period #+1 can be
predicted, and the predicted value is the blue normal
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Ficure 2: Kalman filter principle explanation.
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distribution. This blue normal distribution is getting fatter,
because a layer of noise to the recursion is added, so the
uncertainty is getting bigger. In order to avoid the deviation
caused by pure estimation, we made a measurement on the
position of the object at the period of ¢+ 1, and the mea-
surement results are subject to the red normal distribution.
Through the five equations of Kalman filter, the real state
vector in the car at the time of £ + 1 can be obtained. The state
vector follows the green normal distribution, which means
that the prediction of Kalman filter can be carried out
iteratively.

Kalman filter has been widely applied to the dynamic
multiobjective algorithm to ensure that the dynamic mul-
tiobjective algorithm can converge to the Pareto-optimal
front end in time when the problem changes. It can be said
that, at present, Kalman filter is one of the most effective
methods to make the population converge to the Pareto-
optimal set and the solution set converge to the Pareto-
optimal front end. Therefore, this paper reversely applies it
to the static multiobjective algorithm to promote the static
multiobjective algorithm to converge to the Pareto-optimal
front end faster.

In order to overcome the defects of MOGWO described
above, this paper proposes a multiobjective Grey Wolf Al-
gorithm based on Kalman filter transformation, which is
hereinafter referred to as MKGWO.

After each iteration, a new grey wolf population is
generated by the newly generated grey wolf population and
the previous-generation grey wolf population using Kalman
filter through update probability Pu, which promotes the
convergence of solution set to the Pareto-optimal front end.
This strategy is called Kalman filter operator, and the for-
mula is described as follows:

i
{XHI

X4 = Kalman filter (x,,, x,). (24)

i€ pux n}, (23)

3.2. Reinforcement Learning. In the field of big data and
machine learning, data mining and learning technology can
be divided into supervised learning, unsupervised learning,
and reinforcement learning. Reinforcement learning grew
out from animal learning and parameter perturbation
adaptive control theory, referring to the mapping from
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environmental state to the action. It is a machine learning
method that can adapt to and interact with the environment.
This method is different from supervised learning through
positive cases and counterexamples to advise the agent of
what action to take, but by trial and error to find the optimal
behavioral strategy.

As is shown in Figure 3, the basic principle of rein-
forcement learning is test evaluation process, and the agent
chooses an action for the environment, after which the
action state change is accepted at the same time producing a
reinforcement signal. Then, the agent selects next action
according to the reinforcement signal and environmental
current state, and the selection principle is increased by the
probability of positive reinforcement. The selected action not
only affects the immediate reinforcement value, but also the
state of the environment at the next moment and the final
reinforcement value.

In MOGWO improved based on Kalman filter oper-
ator, we found that Pu (update probability) could not be
fixed. For different problems, the optimal vaccination
probability was different. For the same problem, the
optimal vaccination probability is also different at dif-
ferent periods of iteration, so we choose the reinforcement
learning method here to dynamically determine the
vaccination probability. In this paper, this improved
method is collectively called reinforcement learning op-
erator, as shown in Figure 4.

The reinforcement learning method used here is based
on snap-drift neural network. It switches between snap
mode and drift mode. In this operator, agent (MOGWO)
accepts the state (snap or drift) and reward value (Pm) at
time t then takes an action (increase or decrease Pu) to
convert to a new state:

Se

Pm =5 25

m= (25)

B m?x(o, Pu-w), pu= sn.ap, (26)
min (1, Pu + w), u = drif.

Se is the number of nondominated solutions generated
in this iteration; Pm is the conversion probability, that is
determined by the proportion of update individuals in
population this iteration. Snap mode is used for less than
50%, and drift mode is used for more than or equal to 50%. w
is the step size of Pu with each change.

3.3. MKGWO Flow. MKGWO?’s algorithm flow framework
is as follows (Algorithm 1).

4. Simulation Experiments

To test the performance of MKGWO, MKGWO and
MOGWO, MOPSO, NSGA2, MOEA/D, and PESA2 sim-
ulation experiment, the benchmark functions and correla-
tion index are analyzed in this section.

State

Reward
s Environment

Agent

Action

FIGURE 3: Principle of reinforcement learning.

State,
|-
>

Reward,
"

>

KMGWO

Action,

‘Reward,,,

Solution
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<

: State,,;

FIGURE 4: Reinforcement learning operator operation process.

4.1. Experimental Environment and Benchmark Function

4.1.1. Experimental Environment. The operating environ-
ment of the simulation experiment is as follows: the machine
is Dawning 5000A supercomputer. Xeon X5620 CPU (4
cores) 2, 24 GB memory, 300 GB SAS hard disk. Equipped
with Rhel5.6 operating system. The programming tool is
MATLAB 2012a (for Linux).

4.1.2. Benchmark Function. In this paper, six benchmark
functions are selected to evaluate the performance of the
algorithm. This group of benchmark functions is widely used
in the test of multiobjective optimization algorithm. The
function names, dimensions, ranges, and expressions are
shown in Table 1. These six benchmark functions can be
divided into two categories: Kursawe, Schaffer, ZDT1, and
ZDT6 are two-dimensional test functions used to investigate
the search ability of the algorithm at low latitude; Viennet2
and Viennet3 are 3D test functions, adding more Pareto
points and increasing the difficulty of searching, for further
detecting the overall performance of the algorithm. These
test problems are considered as the most challenging test
problems in the literature that provide different multi-
objective search spaces with different Pareto-optimal fronts:
convex, nonconvex, discontinuous, and multimodal.
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Initialize the grey wolf population X; (i =1,2,...,n)
Initialize a, A, and C
Calculate the objective values for each search agent

X, = Select Leader (archive)

Xp= Select Leader (archive)

X5 = Select Leader (archive)

Add back alpha and beta to the archive
t=1

while (f < Max number of iterations).

for each search agent

end for

Update a, A, and C

Invoke Kalman filter by equations (18)-(24)

Calculate the objective values of all search agents
Find the nondominated solutions

If the archive is full

Add the new solution to the archives
End if
X, = Select Leader (archive)

Xg = Select Leader (archive)

Add back alpha and beta to the archive

Find the nondominated solutions and initialize the archive with them
Exclude alpha from the archive temporarily to avoid selecting the same leader

Exclude beta from the archive temporarily to avoid selecting the same leader

Update the position of the current search agent by equations (6)-(16)

Invoke reinforcement learning operator by equations (25) and (26)
Update the archive with respect to the obtained nondomination solutions

Run the grid mechanism to omit one of the current archive solutions

Exclude alpha from the archive temporarily to avoid selecting the same leader

Exclude beta from the archive temporarily to avoid selecting the same leader

ALGoriTHM 1 : MKGWO flow framework.

TaBLE 1: Benchmark function equation.

Function name

Equation

Search domain Search boundary

Kursawe

Schaffer

Viennet2

Viennet3

ZDT1

ZDT6

2

f1(0) =Y [~10exp (<0.2\x] + x7,,)],

i1
Z |x| + SSin(x?)]

i=1

o i) =
Minimize = {f; (x) = (x—2)

Minimize =

w

falx) =

fr(x) =1/2(x; = 2)* + 1/13 (x, + 1)* + 3,
Minimize = { f, (x) = 1/36(x; + xz)z F1/8(x,y - x, + 017,
f3(x) = 1175 (x; +2x, = 1)* + 1/17(2x, - x,)* = 13

filx) = 1/2(xf + x%) + sin(x? + xi),
Minimize = { £ (x) = 1/8(3x; — 2x, +4)° +1/27 (x, — x, + 1)* + 15,
f3(x) = 1x] + x5 +1 - Llexp(=(x] +x3))
fi1(x)=x,
f2(x) = g()h(f (%), g(x)),

Minimize = g(x) =1+ 9/29Z?fzxi’
h(f1(x),g(x)) =1-1/f (x)/g(x)
fi(x)=1- exp(—4xl)sin6 (6mx,),

Minimize fz(x x)h(f1 (x), g (x)),

inimize =

_1+9[Z x/9025
fl(x x))—l—(fl(x/g x))?

3 -5<x;<5
1 -5<x;<5
2 —-4<x;<4
2 -3<x,<10,-10<x,<3
30 0<x;<1
10 0<x;<1
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4.2. Contrast Indicators and Algorithm Parameters. For the
performance metric, we have used Inverted Generational
Distance (IGD) for measuring convergence. The Spacing
(SP) is employed to quantify and measure the coverage. The
mathematical formulation of IGD is similar to that of
Generational Distance (GD). This modified measure for-
mula is as follows:

n 2
1Gp - V21 (27)
n

where 7 is the number of true Pareto-optimal solutions and
d indicates the Euclidean distance between the ith true
Pareto-optimal solution and the closest obtained Pareto-
optimal solutions in the reference set. The Euclidean dis-
tance between obtained solutions and reference set is dif-
ferent here. In IGD, the Euclidean distance is calculated for
every true solution with respect to its nearest obtained
Pareto-optimal solutions in the objective space.

The mathematical formulation of the SP and MS mea-
sures is as follows:

SP =

LS (@-ay (28)

n-1i5

In the simulation experiment, the population number of
each algorithm is 200, the number of archives is 200, and the
number of iterations is 500. Each algorithm ran indepen-
dently for 30 generations, and its minimum value, maximum
value, average value, and variance were taken as the results.
The remaining parameters are shown in Table 2.

4.3. Comparative Analysis of Experimental Results. The
Pareto diagram in Figures 5-10 shows that the Pareto
nondominant solution generated by KMGWO is basically
consistent with the real Pareto front end and the solution set
distribution is relatively uniform. Then, the simulation ex-
periment results are analyzed by data comparison. In the
Kursawe function test results, the indicators of KMGWO
and MOEA/D are the best, around 0.12, slightly larger than
PESA2. The worst is NSGA2 algorithm. It shows that in
addition to KMGWO, MOEA/D is also suitable for solving
low-dimensional multiobjective problems. The test results of
Schaffer’s function show that KMGWO has the best effect.
MOGWO and MOEA/D are slightly worse than KMGWO,
and the standard deviation of MOGWO is smaller. In both
Viennet2 and Viennet3, the results of the three-target
benchmark test functions, PESA2 and KMGWO, have the
best effect of two algorithms, respectively. In Viennet2,
KMGWO is only slightly less than PESA2 algorithm. Taken
together, KMGWO is very suitable for solving three-target
optimization problem; this may be associated with the al-
gorithm search ability being stronger. The next step research
direction can test the effect of this algorithm in the target
problem; it is very exciting, and in the two test functions,
KMGWO’s standard deviation is also very good. It shows
that the stability of the algorithm in this kind of test function
is excellent. In this paper, two of the functions of ZDT system

TaBLE 2: Algorithms’ parameters.

Parameters
Alpha=0.1; beta=4; gamma=2; Pu=0.2; w=0.1
Alpha =0.1; beta=4; gamma =2
w=0.4;cl1=2;c2=2
pc=0.9; pm=0.5
Gamma=0.5
p=0.5 h=0.3; gamma=0.15

Algorithms

KMGWO
MOGWO
MOPSO
NSGA2
MOEA/D
PESA2

-10 | 1

-12 . . . . .
-20 -19 -18 -17 -16 -15 -14

f

FiGURE 5: Kursawe’s test result.

fn

FiGURrE 6: Schaffer’s test result.

proposed by Deb are selected: ZDT1 and ZDT6. The test
results of ZDTI function showed that the best algorithm was
MOGWO, MOPSO was slightly inferior, and KMGWO was
excellent and ranked third. The test results of ZDT6 function
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FIGURE 7: Viennet2 test result.
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FiGURE 8: Viennet3 test result.

show that KMGWO is the best algorithm with excellent
stability. In general, KMGWO’s ability to approach the real
Pareto front end is very strong, especially when the number
of targets is high, so the algorithm will be widely used in
production.

Concerning IGD metric, the merit is clear that the
KMGWO significantly dominates over the KMGWO on
almost the problems. As shown in Table 3, the KMGWO is
the best performing method in our comparison experiment.
This strongly demonstrates that the reinforcement learning
operator can effectively improve the overall performance of
the algorithm. The reason for this superiority of MKGWO
lies in reinforcement learning operator as follows: in rein-
forcement learning operator, the optimal vaccination
probability is also different at different periods of iteration;
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FiGure 10: ZDT6 test result.

population is divided into many subpopulations and each
solution has its own neighbors.

Table 4 is the statistics of SP. SP value represents the
degree of uniformity between Pareto solutions. The smaller
this value is, the more homogeneous the Pareto solutions
obtained by the algorithm will be, and the smaller the
distance difference between them will be. Kursawe’s function
test results show that NSGA2 SP value is the smallest of these
six algorithms, 1.4, and MOGWO, MOEA/D, and PESA2
with poor results, suggesting that NSGA2 simple double
objective test functions can generate the most homogeneous
solution set. It is worth noting that KMGWO effect is better
than MOGWO; Kalman filtering and reinforcement



Mathematical Problems in Engineering 9
TaBLE 3: Comparison of algorithm running results’ IGD.
Kursawe Schaffer Viennet2 Viennet3 ZDT1 ZDT6
Min 0.001268 0.000548 0.000195 0.00013 4.15E-05 0.000336
KMGWO Max 0.001467 0.000606 0.000221 0.000663 5.97E - 05 0.000473
Mean 0.001367 0.000577 0.000208 0.000397 5.06E - 05 0.000404
Std 0.00014 41E-05 1.84E-05 0.000377 1.28E-05 9.7E-05
Min 0.001429 0.000626 0.000207 0.000222 2.96E - 05 0.002448
MOGWO Max 0.00208 0.000689 0.000218 0.000265 3.66E - 05 0.01636
Mean 0.001755 0.000657 0.000213 0.000244 3.31E-05 0.009404
Std 0.000461 4.47E-05 7.86E — 06 2.99E-05 4.93E-06 0.009838
Min 0.002178 0.000669 0.00036 0.0002 0.000267 0.026323
MOPSO Max 0.002426 0.000705 0.00039 0.000221 0.000296 0.030315
Mean 0.002302 0.000687 0.000375 0.00021 0.000281 0.028319
Std 0.000175 2.61E-05 2.08E-05 1.44E - 05 2.11E-05 0.002823
Min 0.402172 0.09739 1.538041 0.85775 0.092674 0.134332
NSGA2 Max 0.410001 0.097398 1.592757 0.870869 0.109724 0.185229
Mean 0.406086 0.097394 1.565399 0.864309 0.101199 0.15978
Std 0.005536 5.83E-06 0.03869 0.009277 0.012056 0.035989
Min 0.001268 0.000605 2.33E-05 0.000105 3.44E-05 0.000864
MOEA/D Max 0.004135 0.000613 4.94E-05 0.000208 4.66E-05 0.018473
Mean 0.002701 0.000609 3.64E—05 0.000156 4.05E-05 0.009668
Std 0.002027 5.98E - 06 1.85E - 05 7.28E—05 8.6E—06 0.012451
Min 0.001274 0.000628 0.000183 0.000195 0.002272 0.021336
PESA2 Max 0.001549 0.000644 0.000347 0.000323 0.002847 0.052005
Mean 0.001412 0.000636 0.000265 0.000259 0.00256 0.036671
Std 0.000194 1.15E-05 0.000116 9.05E-05 0.000407 0.021687
TaBLE 4: Comparison of algorithm running results’ SP.
SP Kursawe Schaffer Viennet2 Viennet3 ZDT1 ZDT6
Min 1.869705 0.464979 0.229326 1.681636 0.057698 0.170041
KMGWO Max 2.140332 0.628268 0.354561 2.394785 0.067846 0.255117
Mean 2.005019 0.546624 0.291944 2.038211 0.062772 0.212579
Std 0.191362 0.115463 0.088554 0.504272 0.007176 0.060158
Min 2.071943 0.544736 0.338835 1.691569 0.058589 0.082575
MOGWO Max 2.255649 0.588034 0.395661 2.20073 0.061941 0.180822
Mean 2.163796 0.566385 0.367248 1.946149 0.060265 0.131699
Std 0.129899 0.030616 0.040182 0.360031 0.00237 0.069471
Min 1.812654 0.597622 0.406334 2.205442 0.074537 0.309447
MOPSO Max 1.948818 0.601261 0.41442 2221322 0.076896 0.435343
Mean 1.880736 0.599441 0.410377 2.213382 0.075716 0.372395
Std 0.096282 0.002573 0.005718 0.011228 0.001668 0.089021
Min 1.442097 1.198419 0.225471 2.55751 0.342942 0.245284
NSGA2 Max 1.490551 1.228526 0.2299 2.645984 0.343657 0.372529
Mean 1.466324 1.213472 0.227685 2.601747 0.343299 0.308907
Std 0.034262 0.021289 0.003132 0.06256 0.000505 0.089976
Min 1.645038 0.234028 0.238373 0.097528 0.054964 0.072255
MOEA/D Max 1.655435 0.295418 0.312842 0.145355 0.063264 0.15472
Mean 1.650237 0.264723 0.275607 0.121441 0.059114 0.113488
Std 0.007352 0.04341 0.052658 0.033819 0.005869 0.058311
Min 2.091793 0.599484 0.276225 2.362664 0.069884 0.22178
PESA2 Max 2.160544 0.638922 0.34284 2.398225 0.076021 0.814949
Mean 2.126169 0.619203 0.309533 2.380444 0.072953 0.518364
Std 0.048614 0.027887 0.047104 0.025145 0.00434 0.419434

learning operator under the condition of synergy, multi-
objective algorithm, can improve the static solution set of
uniformity. The test results of Schaffer’s function show that

the values of KMGWO and MOEA/D are optimal, both
around 0.2, but the standard deviation of KMGWO is better.
In this test function, the performance of KMGWO is the



10

best. The test results of the Viennet2 function show that the
SP values of KMGWO, MOEA/D, PESA2, and NSGA2 are
roughly the same, all around 0.2. From the image, we can
know that the test function is a three-objective test function,
and its image is a three-dimensional image, but not com-
plicated, indicating that most algorithms can find a relatively
uniform solution set on it. The test results of Viennet3 show
that the SP value of the MOEA/D algorithm is optimal,
reaching 0.9. The results of KMGWO and MOGWO come
next, reaching 1.6. The other test algorithms are far inferior
to the three algorithms. In the test results of ZDTI, the
opposite was found. Except for NSGA2, all the algorithms
reached the optimal value of around 0.05, and the uniformity
of NSGA2 was the worst, which was only 0.3. This situation
may be caused by the cross search ability of NSGA2. In the
test results of ZDT6 function, the SP value of MOEA/D,
PESA2,and MOGWO was the smallest, around 0.8, followed
by KMGWO, with SP value of 0.17, and then MOPSO, with
0.3. To sum up, KMGWO is quite a competitive algorithm in
terms of the uniformity of the generated Pareto solution set,
but other algorithms, such as MOEA/D, cannot be ignored,
and their performance in this index is relatively excellent.

5. Application to Energy Saving considering
Flow-Shop Scheduling

5.1. Energy Consumption considering Flow-Shop Scheduling.
The low-carbon scheduling problem in the flow shop studied
in this section can be described as follows: 7 jobs need to go
through m stages in the same flow direction, and each job
has only one working procedure in each stage. Considering
the preparation time of the machine, the preparation time is
related to the ordering of the two adjacent jobs. Therefore,
the preparation time is based on the sequence correlation of
the artifacts, and the machine startup is linked to the
processing time of the artifacts.

At different stages, the machine has different speed gears
for production and can be adjusted. From the point of view
of energy consumption, the machine has four different
states: (machine) on the machining processing status, start
state in preparation for a new jobs (machine), standby
(machine is in idle), and turned off (machine is turned off).
Under normal circumstances, when the machine is working
at a higher rate, the processing time will be shortened, but
the corresponding energy consumption will increase.
Therefore, this problem aims to maximize the completion
time and energy consumption index. Due to the charac-
teristics of the problem studied in this chapter, this problem
is much more complicated than the traditional flow-shop

Min-C, = maxe; ,,

MinTEC = E, + E, + E,,

Mathematical Problems in Engineering

scheduling problem. In this problem, other settings are as
follows.

The job is processed continuously in the workshop. In
other words, the process cannot be interrupted. Machines
are allowed free time and have unlimited buffers between
phases. When there is a first job processing, the machine
boots. When all the jobs are finished, the machine is shut
down. The machine speed cannot be adjusted in the course
of a job processing.

In order to present the mathematical model of the
problem, we first defined the following related mathematical
symbols according to the above description of the problem.

Symbol definition are below:

I: Set of jobs, I ={1,...,i,...,n}.

J: Set of processes, ] = {1,...,j,...,m}.

V;: The speed set of the process j machine,
Vi={L..v.. v}

Pij: The processing time in process j speed v job i.
s; ;¢ The start time in process j job i’ transform to i.
i =i,s;; j indicates the job i is the first job allotted this
machine.

ppj,: Process j the power consumed by the machine
running at speed v.

spj: Process j power consumed by machine start-up.
ip;: The power consumed by the machine in idle
running in process j.

Decision variables are as below:

b; ;- The initial processing time of job I at stage j.
e;; The end processing time of job I at stage j.

x; ;v The two-dimensional decision variable, when
the job from I to j is processed at a rate of k, is 1;
otherwise the value is 0.

z; ;2 Two-dimensional decision variable, when the
job I' is processed onstage j, the value is 1; otherwise
the value is 0.

T9": Auxiliary decision variable, indicating the start-
up time of stage j machine , decision by b;; and
Xijkve

T9f: Auxiliary decision variable, indicating the halt

time of stage j machine , decision by b, ; and x; ;.

Based on these mathematical symbols, the mixed-in-
teger programming model of the flow-shop low-carbon
scheduling problem is presented as follows:

Objective function:

(29)

(30)

E, = Z Z Z Xijv " Pijv PPjw 1)

jeJ iel ver
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E, = Z Z Z Xijy - ZilijSiitSPj (32)

jeJ i€l i'el
jeJ

i€l ver

Constraint condition:

. Z(T?“ Y Y

: <pi,j,v + Z Zpij* Si’,i>> “ip;. (33)
i'el

Y x,=1 Viel je], (34)
vev;
€;—b;;= Z Pijy-%ij» Vi€l je], (35)
vev;

byj—e; 120, Vielje{2,...,m}, (36)
Zig i +zp <1, Viilel, je], (37)
bi)]‘_Zei”j'Zi”i’]'_Zsi”i’j'zi”i’jzo, Vl € I, ] G], (38)

iel i€l
€ij~ Z Pijjy - Xijy — Z i % =0, Viel je], (39)

VEV]‘ i'el
T?“ = min{bi)j “Xijy Z St ij " i }, Viel,je],veV, (40)

i'el
ff ) )

Ty = max{ei,]- -x,-)j’v}, Viel,je],veV, (41)
Xy, €10, 1}, Viel, je],veV, (42)
ziy €01}, Vii'el, je], (43)
€;>0,b,;20, VieljelJ. (44)

Formula (29) stands for the minimum completion time.
Formula (30) represents the minimum energy consumption.
Formula (31) represents the total energy consumption when
the machine is in the processing state, while formula (32)
represents the total energy consumption when the machine
is in the starting state, and formula (33) represents the total
energy consumption when the machine is in the standby
state. Formula (34) means that each job traverses all stages,
and in a specific stage, each job is assigned to a machine and
processed at a speed level. Formula (35) means that inter-
ruption is not allowed during processing. Formula (36)
ensures that the job operation can only be started after the
operation of the previous stage is completely processed.
Formulas (37) and (38) guarantee the machine capacity
limit, which means the job can be processed only after the
previous work is completed. Formula (39) means that the

machine starting to process immediately after installation is
complete. Formula (40) represents the calculation of aux-
iliary variables, which is equal to the minimum value be-
tween the start time and the set time of the job assigned to
the corresponding machine. Formula (41) represents the
calculation of auxiliary variables, which is equal to the
maximum value of the end time of the job assigned to the
corresponding machine. Formulas (42)-(44), respectively,
define the feasible range of decision variables.

This section gives a simple example of three jobs and
three stages, each with three different processing speeds.
Table 5 shows the processing time and corresponding power
consumption of the machine at each stage; that is, the el-
ement in the table represents (p; ;, pp; ;).

Table 6 shows the sequence-dependent start times; the

element in the table represents s ; ;. Set sp; = 3; ip; = 1.
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TABLE 5: Processing time and corresponding power.

Jobi=1 Job i=2 Jobi=3
Process
v=1 v=2 v=3 v=1 v=2 v=3 v=1 v=2 v=3
j=1 (28, 4) (22, 7) @15, 11) (22, 4) (20, 7) (18, 11) (20, 4) 18, 7) @17, 11)
j=2 (20, 5) (16, 8) 12, 12) (21, 5) (18, 8) 15, 12) (23, 5) (20, 8) 17, 12)
j=3 19, 5) 15, 7) (11, 10) (20, 5) 16, 7) (12, 10) (23, 5) (20, 7) (16, 10)
TABLE 6: Sequence-dependent start-up time.
Job i=1 Job i=2 Job i=3
Job . ) . . . . . . ;
j=1 j=2 j=3 j=1 j=2 j=3 j=1 j=2 j=3
i'=1 5 8 4 4 6 8 6 4 4
i'=2 6 4 6 2 3 2 4 6 2
i'=3 2 4 8 2 4 2 6 4 4
1120
o
1100 |
=1
o)
2 1080 | ,
j=¥
g
=1
g
O;D 1060 F g
g O
s o)
S 1040 |
e
o
1020 |
‘ e
1000 s s ; ; ;
105 110 115 120 125 130
Maximum completion time
FIGURE 11: Experimental results of Pareto chart.
TaBLE 7: Flow-shop scheduling.
Job 2 Job 3 Job 1
Begin Start Work End Begin Start Work End Begin Start Work End
Process 1 0 2 15 17 17 2 22 41 41 6 20 67
Process 2 14 3 20 37 37 4 21 62 63 4 23 90
Process 3 35 2 19 56 60 2 20 82 86 4 23 113

5.2. Experimental Result. To solve the above pipeline
scheduling problem, this paper sets the parameters of
KMGWO as follows: population number 20, warehouse
number 20, 100 iterations. Figure 11 shows the Pareto
front end obtained by KMGWO algorithm. It can be
clearly observed that this problem is not complicated for
KMGWO, and the Pareto-optimal solution set is easily
obtained. Because there was not enough prior

knowledge, we chose the scheme calculated at the Pareto
point with the longest time of 113 and energy con-
sumption of 1059.

Table 7 is the Pareto point calculated plan, showing the
start time of the job in each process, warm-up time, working
time, and end time. We, through these data, drew a Gantt
chart, as shown in Figure 12; this is a time and energy
balance options assembly line scheduling Gantt chart. In
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FIGURE 12: Experimental results Gantt chart.

practice, we can choose according to the actual demand of
enterprise decision point countless times and can deal with
complex situation; this is the power of KMGWO algorithm.

6. Conclusions

In this paper, an improved multiobjective operational model
based on Grey Wolf Optimization Algorithm related to
Kalman filtering and reinforcement learning (KMGWO) is
proposed, which is the combination of data mining tech-
nology and mathematical logic. With Kalman filter, the
algorithm promotes the understanding set to the real Pareto
front end. The reinforcement learning operator is applied to
enhance the utilization of the dominant position of the
group, and adaptive parameters are used instead of human
intervention. The results of six benchmark functions show
that the algorithm performs better than the comparison
algorithm in terms of approximating the real Pareto optimal
solution set and keeping the solution set uniform. Con-
sidering the energy saving of the assembly line scheduling
solution, KMGWO performance is excellent and accord-
ingly suitable for solving the practical optimization prob-
lems. This operational model has the formidable superiority
in the field of mathematical optimization, which can be
applied to machine learning, engineering optimization de-
sign, and other important areas, thus enhancing the per-
formance of energy saving in production management.
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The financial crisis is a realistic problem that the general enterprise must encounter in the process of financial management. Due to
the impact of the COVID-19 and the Sino-US trade war, domestic companies with unsound financial conditions are at risk of
shutdowns and bankruptcies. Therefore, it is urgently needed to study the financial warning of enterprises. In this study, three
decision tree models are used to establish the financial crisis early warning system. These three decision tree models include C50,
CART, and random forest decision trees. In addition, the ROC curve was used for comprehensive evaluation of the accuracy
analysis of the model to confirm the predictive ability of each model. This result can provide reference for domestic financial

departments and provide financial management basis for the investing public.

1. Introduction

With the continuous improvement of enterprise develop-
ment capabilities, diversified investment has become an
important mode for many enterprises to carry out invest-
ment activities, which plays an important supporting role in
promoting the continuous development and growth of
enterprises. Despite the increasing number and scale of
diversified investments by enterprises, there are still some
companies that lack awareness of financial risks, resulting in
a series of financial risks and the failure of diversified in-
vestments. In the current situation of the COVID-19 epi-
demic and the Sino-US trade war environment, it is
particularly important for investors and relevant govern-
ment departments to grasp the viability of enterprises. This
requires enterprises to deeply understand the series of fi-
nancial risks they may face and take practical and effective
measures to vigorously strengthen the early warning and
prevention of financial risks and promote the diversified
investment of enterprises to achieve tangible results.

Financial crisis early warning models are commonly
based on the listed company’s financial data, business
methods, and published financial information. Most of them
use mathematics or statistics to establish models for pre-
diction and analysis, so as to discover the financial crisis in
the process of enterprise management, give early warning to
the operation and management of listed companies before
the crisis, and then, take measures to prevent the crisis from
happening. These prevent the crisis from causing harm to
enterprises and effectively safeguard the interests of relevant
financial departments, enterprises, and the investing public.

The result of financial crisis early warning is not simply
whether a financial crisis has occurred. There will be some
fraudulent accounting and financial matters in the financial
data disclosed by listed companies. The packaging and
whitewashing of the company’s financial statements will
seriously distort the information and make the predicted
results inconsistent with the actual results. Like this type of
enterprise, although the early warning results do not have
the risk of financial crisis, it deserves our special attention.


mailto:wangkm@mail.sysu.edu.cn
https://orcid.org/0000-0002-2205-3221
https://orcid.org/0000-0002-9768-6066
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/8036154

While most of the current domestic literature use
mathematical models to build financial crisis early warning
systems, this study uses three decision tree models to es-
tablish financial crisis early warning systems. These three
decision tree models include C50, CART, and random forest
decision trees. In addition, in this study, the ROC curve was
used for comprehensive evaluation on the accuracy analysis
of the model to confirm the predictive ability of each model.
This result can provide reference for domestic financial
departments and provide financial management basis for the
investing public.

The structure of the following part of the article is as
follows: The second part is about the domestic and foreign
financial crisis warning-related literature, providing back-
ground information for this part. In the third part, this
article will discuss three decision tree models, including C50,
CART, and random forest decision tree, analyze the financial
crisis prediction of 168 listed enterprises, and use modeling
and cross-validation methods to test the accuracy of the
model. In the last part, conclusions and recommendations
will be made for the overall study.

2. Literature Review

Since the 1960s, many scholars have conducted in-depth
exploration of the prediction model of financial crisis in
enterprises, the most famous of which is Altman’s Z-score
model (Z-SeoreModel). Our country’s research started in
1996. Zhou et al. [1] established an F-score model with cash
flow. Coincidentally, Yang and Xu et al. [2] also established a
Y-score model based on the Z-score model, using principal
component analysis Empirical Research. Zhang [3] used
discriminant analysis methods to establish functions to
analyze financial crisis enterprises and nonfinancial crisis
enterprises. In 2005, Yang and Huang [4] used the BP ar-
tificial neural network to establish the early warning model,
which increased the prediction accuracy. Xu and Chen [5]
summarized the previous results and created four new fi-
nancial early warning models, including the ideal distance
discriminant model, the closest distance discriminant
model, the principal component discriminant model of
minimum deviation, and the fuzzy comprehensive evalua-
tion model and used empirical evidence. The analysis verifies
the abovementioned four models and puts forward the
conclusion that the current financial early warning model
needs to be combined with qualitative indicators.

In the research of the past three years, in 2018, Wang [6]
used principal component analysis and innovative thinking
to select 11 characteristic financial ratios with strong
E-correlation of financial variables to establish a linear
model and obtained remarkable results. There are significant
differences between the main characteristic variables of fi-
nancial risk companies and financial health companies. Lin
[7] first proposed to take ST companies and non-ST com-
panies with a 1: 2 ratio as the research object, built a number
of financial crisis early warning indicator systems, used
nonparametric tests to eliminate nonsigniﬁcant indicators,
then extracted the principal components as explanatory
variables through principal component analysis, so as to
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establish a comprehensive evaluation function of the fi-
nancial situation to divide the financial situation twice, and
finally, build an Ologit financial crisis early warning model.
Lin [8] found a new way to study the construction and
significance of the financial crisis early warning index system
for listed companies. Based on the principles of scientificity,
effectiveness, and availability, 23 indicators were selected to
build a financial crisis early warning system for listed
companies, which provided more basis for studying the
selection of financial early warning indicators. In the same
year, Yang [9] also conducted research on indicators. Based
on the existing domestic research results, he selected fi-
nancial indicators with a high discrimination rate to con-
struct a new financial risk assessment system for listed
companies. In terms of model innovation, Ou [10] inno-
vatively used the factor analysis method to build an early
warning model of financial risk for real estate companies
and, then, conducted financial risk research and analysis on
real estate companies. Hu [11] used the F-point model to
conduct an empirical analysis of listed companies in the
construction machinery industry, proving that the F-point
model is still a more effective early warning method in this
industry.

In 2019, in terms of model innovation, Song [12] in-
novatively used deep learning to build a neural network
model for prediction, and the prediction accuracy rate
reached more than 72%. Zhang [13] innovatively estab-
lished the Aalen additive model to predict the financial
distress of listed enterprises, especially the time-varying
characteristics of influencing factors, based on the negative
net profit of enterprises for two consecutive years and the
survival analysis method, so as to find the dynamic situ-
ation of financial risks of enterprises. In terms of indicator
innovation, Xiong [14] added four types of nonfinancial
indicators, including earnings management degree indi-
cators, market price indicators, governance structure in-
dicators, and auditor-related indicators on the basis of
traditional financial indicators. He reconstructed the fi-
nancial risk warning model and built a financial risk early
warning model based on the Logit model. The research
results show that adding nonfinancial indicators to the
traditional early warning model can improve the early
warning accuracy of the model.

In 2020, in terms of model innovation, Wu [15] took the
listed companies on China’s GEM as the research object, and
used the Twin-SVM to construct the financial crisis early
warning model for the nonequilibrium sample character-
istics composed of different financial conditions of the
enterprise. The model is not only superior in prediction
accuracy to other models but also significantly superior in
the robustness of prediction. The generalization perfor-
mance of the two subindustries of manufacturing and in-
formation transmission and software and information
technology service industry is also significantly superior to
the rest several models. Wang [16] developed an early
warning model of financial risk of punishment constraint
based on cluster analysis. In the empirical analysis of listed
enterprises in the a-share market, the new model showed
good classification effect and robustness. According to the
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current development of science and technology, Li [17]
proposed that enterprises need to establish a financial risk early
warning system that conforms to the development trend of big
data. Taking big data and finance as the fundamental entry
point, this paper actively finds out the deficiencies of the early
warning system of enterprise financial risk under the back-
ground of big data and aims to improve it. Lian [18] focused on
the analysis of the existing problems of financial risk warning
and prevention under the diversified investment of enterprises
and drew the conclusion that the focus should be on the in-
novation of the financial risk warning concept and the im-
provement of the financial risk prevention system,
management mode, and monitoring mechanism.

From the review presented above, it can be seen that
most of the current domestic and foreign financial crisis
early warning literature use mathematical equations or
statistical methods to establish financial crisis early
warning systems and compare various predictive capa-
bilities using mathematical equations or statistical methods
for analysis. According to the previous literature results,
many scholars pointed out that the accuracy of the
mathematical model is not high and can only make linear
prediction of numerical values, and the prediction results
of nonlinear numerical trends are relatively inaccurate.
This study adopts the data mining method to establish a
financial early warning system with three decision tree
models, which is innovative.

3. Research Methods and Indicators

Decision tree is a common data mining method. Its basic
idea is to continuously make decisions based on certain
characteristics according to human thinking and, finally,
derive the most suitable classification. Each node repre-
sents a sample set with certain characteristics, and the
nodes are directly generated according to some charac-
teristics of the samples. However, among the classification
prediction methods, decision tree is one of the most typical
data mining methods. It is often used in combination with
other data mining methods. For example, fuzzy decision
tree is a mixed fuzzy theory and decision tree and rough set
decision tree is a mixed rough set theory and decision tree.
Mixing different methods can improve the classification
and prediction ability of the decision tree. The decision tree
will establish a tree-like structure, which is composed of
root nodes, child nodes, and category leaf nodes. If the
decision tree stops growing, each piece of data representing
the sample data will be processed, and there will be no
unprocessed data.

3.1. C50 Decision Tree. C50 decision tree has a wide range of
applications and is suitable for discrete and continuous type
of numerical or category prediction. On the branch crite-
rion, the category type is based on the information gain ratio,
while the continuous type is branched on the basis of
variance reduction. In the branch method, categorical
variables adopt multivariate branch and continuous vari-
ables adopt binary branch.

3.2. CART Decision Tree. The application of CART decision
tree is also very common. Similar to C50, it is also suitable
for discrete and continuous numerical or category predic-
tion. The binary recursive segmentation technique is
adopted in the branching criterion. The segmentation of
each sample set by CART algorithm is the GINI coefficient
calculation, and the smaller the value is, the more reasonable
the segmentation is. CART decision tree divides the current
sample set into two subsample sets, so that each nonleaf
node of the growing decision tree has only binary branches.
Therefore, the decision tree generated by CART algorithm is
a binary tree with simple structure.

3.3. Random Forest. This study mentions a very special
decision tree called random forest, which is a classifier that
contains multiple decision trees, and its output category is
determined by the mode of the category of the individual
tree output. The algorithm of the random forest is as follows:
First, N is the number of training samples, and M is the
number of feature variables. Then, the number of feature
variables m is used to determine the decision result of a node
on the decision tree, which should be much smaller than
M. Then, we sample N times (Bootstrap) from N batches of
training data in the way of put back sampling to form a data
set and use the undrawn samples to make prediction and
evaluate the error. For each node, m feature variables are
randomly selected, and the decision of each node in the
decision tree is based on these feature variables. According
to the m feature variables, we calculate the best segmentation
method. Note that each tree will grow completely without
pruning.

3.4. Index Selection and Data Sources. This study uses data
from domestic companies listed on the Shanghai Stock
Exchange and Shenzhen Stock Exchange, deducting com-
panies with incomplete data and using a two-to-one ap-
proach, which is two-thirds of normal enterprise and a third
of the crisis, a total of 168 data. These explanatory variables
(X) data are based on the turnover rate(receivables turnover
rate (X1) and total assets turnover rate (X2)), growth rate
(main business income growth rate (X3) and total asset
growth rate (X4)), and rate of return (return on equity (X5)
and rate of return on assets (X6)), and other indicators are
collected. The narrative statistics is shown in Table 1. Among
them, the crisis enterprise (ST) included by the explained
variable (Y) refers to the enterprise that has suffered losses
for two consecutive years and is specially treated, which is
represented by the value of 1 and the normal enterprise by
the value of 0. In addition, in data processing, we divided all
168 data into 6 groups of data, and each group of data has 28
data. In the decision tree modeling, 5 groups of 140 data are
used to establish a decision tree model, and a group of 28
data is substituted into the decision tree model to test the
accuracy of the model for cross validation. Therefore, there
were 6 sets of data, that is, the first group was modeled by 1-5
groups and the sixth group was tested. The second group
adopted 2-6 group modeling and the first group, testing. The
third group adopted 3-1 group modeling and the second
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TaBLE 1: Sample data description statistics.
X1 X2 X3 X4 X5 X6 Y
Maximum 5147.7006 9.0348 8748.3663 3702.8692 988.2194 115.8828 1.0000
Minimum 0.2053 0.0223 —-73.3733 —45.2444 =72.7279 —42.4491 0.0000
Average 126.6895 0.6820 167.5339 93.5607 145.3563 15.0707 0.3362
Standard deviation 595.8717 1.0842 978.7711 436.6452 194.7686 22.2904 0.4694
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FIGURE 2: The second set of data modeling tree diagram.

group, testing. The fourth group adopted 4-2 group mod-
eling and the third group, testing. The fifth group adopted
group 5-3 modeling and group 4, testing. The sixth group
adopted the 6-4 group modeling and the fifth group, testing.
In this way, 168 pieces of data would be collected under the
prediction of the three decision tree models, which could
provide us with the accuracy of further analysis of the fi-
nancial warning model of the three decision trees.

4. Empirical Analysis

4.1. Establishment of the Financial Early Warning Model of
Three Decision Trees. In this study, three decision tree
models were used to establish the domestic enterprise fi-
nancial crisis early warning system, and it was divided into 6
groups and 5 groups of data to establish the decision tree
model. First of all, we carried out the establishment of three
decision tree models, and these models include C50 decision
tree, CART decision tree, and random forest. The modeling
tree diagram can be seen in Figures 1-6.

Through the tree diagram, we can find that the classification
of the decision tree in each group is not the same, but the
classification key factors of each model in each group are

generally consistent. X1 appeared as a key factor to create the
category 1 round, X5 appeared as a key factor to create the
category 2 rounds, and X6 appeared as a key factor to create the
category 3 rounds. They are, respectively, corresponding to the
accounts receivable turnover ratio (X1), rate of return (return
on equity (X5), and return on assets (X6)) and fully show that
the three indicators are main factors to measure whether the
listed companies are of the financial crisis. The error rate of
overall modeling and testing of decision tree is shown in Table 2.

From Table 2, it is found that the classification accuracy
of the C50 decision tree is not as good as CART and random
forest in all training stages, and the classification error of C50
in the test stage is mostly lower than that of CART and
random forest. In other words, during the testing phase, the
C50 decision tree performed relatively well. If we ignore the
type of model and only look at the sum of the training stage
and the test stage, it is found from the table that the clas-
sification error of the training stage is lower than that of the
test stage. If we observe the sum of the three classification
errors, we will find that the classification error of C50 is
higher than that of CART and random forest, but the dif-
ference is not obvious. Therefore, the ROC curve is needed to
further explore the accuracy of the three models.



Mathematical Problems in Engineering

<1.066 >1.066
\

Node 2 (n = 14) Node 3 (n = 126)
1

! >=-13.11
x|s>= 1037 <0.1794
z 08 X  >=53.29
- <1781 <7496
¥ 06 .
X . ! - 1
04 04 . X
. 02 ’
- - 0

FIGURE 3: The third set of data modeling tree diagram.

X5>=1059
t
>7l.l<
_ / _ X >=3.537 <5622
Node2(n=1) | Noded(n=129) rossoT >=1139 Xp=
- >=05523
] 1
. 08
» o - X X] >=49.35 <3861
- 0 0
- 04 [
1< 5929
; 02 0
. . 0 -

FIGURE 4: The fourth set of data modeling tree diagram.

X1>=4917
t

<4.877 >4.877

X6>=|17.67 X5>1042
’ E 1
rS(n =92

syessz >lozsse
Node3(n=36) | _Noded(n=12) | A

& X4 >=|-4139 X6 >-37.96
08 0.8 08 e -
0.6 0.6 0.6 - 1
0 1 0
04 04 04
02 02 02
~ 0~ 0~ 0

F1GUre 5: The fifth set of data modeling tree diagram.

e X5>=10.59

<9.147 >9.147
Node 2 (n = 18) | Node 3 (n = 122)

x| >=4272

d
7> 05523

1575 7 <0.3591

X| >= 1596
0 1 X§>=12.85 <6275
I ] >= 5934
o XFET
L X| >=49.36 0
ot 0 <3255
0
o1

X}>=1183 X <0.6981

FIGURE 6: The sixth set of data modeling tree diagram.



6 Mathematical Problems in Engineering
TaBLE 2: Misclassification rate of each group during training and testing.
Group Model C50 CART Random forest Total
. . Training 0.242 0.014 0.021 0.277
Group 1 to group 5, training and group 6, testing Testing 0.429 0.571 0.464 1464
- . Training 0.164 0 0 0.164
Group 2 to group 6, training and group 1, testing Testing 0.464 0.571 0.571 1606
. . Training 0.264 0.021 0.014 0.299
Group 3 to group 1, training and group 2, testing Testing 0.321 0.464 0321 1106
L. . Training 0.279 0.014 0.014 0.307
Group 4 to group 2, training and group 3, testing Testing 0.285 0.25 0.25 0.785
L. . Training 0.25 0.014 0.014 0.278
Group 5 to group 3, training and group, 4 testing Testing 0.321 0.286 0.321 0.928
. . Training 0.279 0 0 0.279
Group 6 to group 4, training and group 5, testing Testing 0214 025 0.286 0.75
Total 3.512 2.455 2.276 8.243
1.0
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0.6
0.4 -
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Figure 7: ROC curves of classified prediction results of three decision tree early warning models. Note: the x-axis represents specificity and

the y-axis represents sensitivity.

4.2. ROC Curve of Classified Prediction Results. Figure 7 is the
ROC curve of the financial warning model of 168 domestic
listed enterprises, which is cross verified by the data of group
6. Bradley (1997) pointed out that the larger the area of the
reference line and the area under the curve, the more ac-
curate the classification ability of the model. It is obvious
from the figure that the blue line represents the C50 model,
the green line represents the CART, the yellow line repre-
sents the random forest, and the purple line represents the
reference line. The area under the curve of random forest is
larger than that of C50 and CART decision tree, which
means that the classification ability of random forest is more
accurate.

According to the output results of ROC curve analysis in
Table 3, the area under the Random F curve (AUC) is 571,
which is higher than that of the C50 and CART model, so it
has a good ability of early warning and detection.

TABLE 3: Area under curve of three models.

95% confidence

Test result Standard ~ Asymp interval
. Area a Db
variable error Sig. Lower Upper
limit limit
C50 0.536 0.048 0.451 0.441 0.630
CART 0.554 0.048 0.258 0.460 0.647
RandomF  0.571 0.048 0.132 0.478 0.665

Test result variables: C50, CART, and RandomF have at least one knot
between the positive and negative actual state groups. Statistics can be
skewed.

5. Conclusions

The main aim of this research is to discuss how to use
decision trees to establish a domestic enterprise financial
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early warning model. Especially in the current situation of
the COVID-19 epidemic and the Sino-US trade war envi-
ronment, it is very important for investors and relevant
government departments to grasp the viability of enter-
prises. This study uses the financial data of 168 domestic
enterprises in 2016 and divides the data into 6 groups, with 5
groups for modeling, 1 group for testing, and cross-vali-
dation to verify the classification accuracy of the 3 decision
models. First, it can be concluded from the research results
that the random forest model highlights its good classifi-
cation and prediction ability in comparison. Secondly, after
research, it is concluded that the three indicators of accounts
receivable turnover rate, return on equity and return on
assets are important factors to measure whether a listed
company is experiencing financial crisis. In the future, en-
terprises and investors can attach importance to these in-
dexes when referring to official data.

The disadvantage of this study is that this study only uses
three decision tree models, and there are many methods in data
mining that are very suitable for building financial early
warning models, such as the neural network, Bayesian classi-
fication, and especially, the artificial neural network that is with
a number of different species such as the fall risk transmission
neural network, neural network and support vector machi-
ne(SVM), and gray neural network. Therefore, this study
suggests that a similar neural network can be used to establish
an enterprise financial crisis early warning system in the future.
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In recent years, with the vigorous development of e-commerce, the logistics industry has also developed rapidly and has gradually
become one of China’s important industries. This paper takes 49 listed companies in the logistics industry in China as the research
object and uses the DEA-Malmquist index method to measure the technology progress index of the logistics industry based on
their panel data for a total of 10 years from 2008 to 2017. In this way, this article explores the impact of technological progress in

the logistics industry and provides a reference for solving the contradiction of employment structure in China

1. Introduction

After more than 30 years of development, the logistics in-
dustry not only has become a pillar industry of China’s
national economy but also serves as an important modern
service. In 2013, the size of China’s logistics market sur-
passed that of the United States for the first time. Since then,
China has become a veritable logistics power country.
However, the development quality of China’s logistics in-
dustry is generally not high, and its dependence on factor
inputs is strong. Because its development model is extensive,
the logistics industry has always been regarded as a labor-
intensive industry. In recent years, modern logistics
equipment technologies such as automated three-dimen-
sional warehouses, automatic sorting equipment, and smart
logistics equipment have developed rapidly. Information
technologies such as the Internet of Things, big data, and
cloud computing have been widely used in the logistics
industry. The automation level of the logistics industry has
been continuously improved, showing that capital is obvi-
ously deepening and technological progress is accelerating.
This indicates that China’s logistics industry will undergo a
profound technological change, which will not only changes
the development model of the logistics industry but also

have an significant impact on employment in the logistics
industry.

Technological progress has a dual effect on employment,
namely, creation effect and shock effect. From the previous
literature, it can be seen that most scholars mainly study the
relationship between technological progress and employ-
ment and seldom analyze the degree of matching between
technological progress and employment structure. There-
fore, exploring the mechanism of technological progress in
the logistics industry on employment and finding the best
matching relationship between them has important practical
and theoretical significance for the long-term development
of the logistics industry. This article will explore the impact
of technological progress in the logistics industry on the
employment structure and find a balance between the two,
providing a reference for scientifically formulating tech-
nological progress and employment policies in China’s lo-
gistics industry.

2. Literature Review

For the research on the impact of technological progress in
the logistics industry on the employment structure, this
section will summarize from three perspectives, namely, the
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perspective of industrial structure, the perspective of biased
technological progress, and the perspective of rising
unemployment.

Technological progress can indirectly drive changes in
the employment structure by causing adjustments to the
industrial structure. Therefore, some scholars have tried to
systematically analyze the impact of technological progress
and employment structure from the perspective of industrial
structure. For example, Xiong and Zhu [1] started from the
aspect of industrial structure changes and discussed the
relationship among technological progress, changes in the
three industrial structure layouts, and employment, and they
claimed that changes in the industrial structure layout are
negative for China’s employment, which will increase the
number of the unemployed. Additionally, Jiang [2] found
that technological progress will first affect the change of
industrial structure to a certain extent and then indirectly
affect the change of employment status. Bo and Wen [3] used
the data envelopment analysis method to divide the industry
into resource-intensive, labor-intensive, capital-intensive,
and technology-intensive sectors based on the total factor
productivity of the industrial sector and analyzed the impact
of technological progress on the employment of different
industrial sectors in China. Furthermore, some scholars also
conducted empirical analysis on the relationship between
technological progress and employment structure based on
the perspective of technological progress. For example,
Srour et al. [4] and Buera et al. [5] used the number of
patents and the internal R&D expenditure of enterprises to
replace the indicators of technological progress and found
that technological innovation promoted changes in the
employment structure of the labor market. Moreover,
Berman et al. [6] studied the application of new technologies
such as computers in the United States in the 1980s, and
Spitz-Oener [7] conducted empirical research based on
sample data from the former Federal Republic of Germany
from 1979 to 1999. The results showed that technological
progress would significantly increase the relative demand for
high-level personnel. Similarly, Kaplan [8] also believes that
the faster the development of advanced information tech-
nology such as Al, the more types of low-skilled jobs to be
replaced by information and automation equipment. In
addition, some scholars have studied the relationship be-
tween technological progress and employment structure
from the perspective of unemployment rate. For instance,
Zhu and Li [9] used artificial intelligence as the research
object, and found that some employees with low academic
qualifications and first-line production type will be replaced
by artificial intelligence technology. Besides, Mincer and
Danninger [10] empirically studied the relationship between
technological progress and the structure of employment
skills from the perspective of the unemployment rate based
on the sample statistics of the United States from 1970 to
1995. The results showed that the increase in technological
progress would lead to the increasing unemployment of low-
skilled personnel. To be more specific, through research
Acemoglu [11] argued that the technological progress
contributes to the simultaneous rises of unemployment in
both low-skilled workers and high-skilled staff. Apart from
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that, Katz and Murphy [12] argued that high-skilled skewed
technological progress will lead to an increasingly relative
demand for high-skilled personnel, but at the same time, it
will reduce the relative demand for low-skilled labor.

In summary, related research on this topic mainly
presents the following characteristics: first, it is mainly based
on the entire national economic sector or industry. In other
words, manufacturing is the study background, and there is
a lack of relevant research from the microenterprises or
industry level; second, empirical analysis is mostly based on
provincial panel data, and many studies use sample data
before 2010, while technological progress has changed
rapidly, especially in recent years, so the current level of
technological progress will be largely ignored. Third, the
employment structure should reflect changes in the relative
numbers of different types of labor, including education
level, gender ratio, professional structure, skill training, and
age ratio. The most significant feature is the employment
changes of highly skilled and low-skilled personnel in terms
of their quantity and structure. In order to make up for the
limitations of previous research, this article starts from a
microperspective. Based on the panel data of 49 listed
companies in China’s logistics industry, this study on the
relationship between technological progress and employ-
ment structure can fill up some of the gaps in the field of
research, which has strong practical significance.

3. DEA-Malmquist Method

Rolf Fare proposed the Malmquist index method in 1994 on
the basis of the nonparametric linear programming method.
This new method is to measure the total factor productivity
(TFP) index and then to study the technological progress
indicators. Meanwhile, the total factor productivity index
was effectively decomposed into a technical efficiency index
and a technology change index based on a distance function
for the first time:

1/2
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Under the condition of constant return to scale, TFP can
be decomposed into the technical progress index (tech) and
technical efficiency index (effch):

t+1
M, =[

D6+1 (XHl,yHl)
Dy (¢, y')
y Dgﬂ (xt+1 , yt+1)
D(t)+1 (xt’ yt)

/
Mo(xm yt+1 o yt) _ [ D}, (xt+1,yt+1)] 12

Dy (x, 5')
= effch"tech.

(2)

If the technical efficiency index effch > 1, it indicates that
the technical efficiency is improved, and vice versa. This
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decomposition can clearly understand the changes and
trends of total factor productivity, further analyzes the
factors that lead to changes, explores the influence coefficient
of each factor, and then explores the focus and improvement
space for its progress and growth. Through further explo-
ration of technical efficiency, the changes can be further
decomposed into pure technical efficiency and scale
efficiency:

D6+1 (xt+l’yt+1) y Df) (x'“,y”l) 1/2

41 t+1 t t) _
Mo(x % ,x,y)— DET(xt, 1) Di (xt, )

Dt+1 xt+1,yt+1 ) )
x W = pech”sech”tech.

(3)

This article uses the DEA-Malmquist method for anal-
ysis, mainly for the following reasons: first, the production
model function corresponding to the DEA-Malmquist index
method does not need to be uniquely determined, which can
effectively avoid the problem of inaccurate measurement
results caused by improper model processing. Secondly, the
Malmquist index method does not require various research
hypotheses, it can better reflect the true situation of the
current market, and the calculated results are more con-
vincing. Finally, the results calculated by this method can not
only help explain the differences in economic development
levels but also clearly know how to effectively increase
productivity levels through the decomposition of total factor
productivity. Compared with traditional estimation
methods, various factors affecting productivity can be
considered in many aspects, including management, tech-
nical level, resource allocation, and technological mastery.
Traditional estimation methods can only estimate a specific
value but cannot reflect these influencing factors play a role
in productivity improvement.

However, due to differences in research objects or
perspectives, different scholars have different opinions and
choices on input variables and output variables, which leads
to the various selections of input and output elements when
they use the DEA-Malmquist index method to measure the
total factor productivity index and its decomposition. Based
on previous results and combining the characteristics of
China’s logistics industry, this paper selects input elements
from the perspectives of equipment input, human capital,
and business operations. They are net fixed assets, total
wages, and operating costs as input indicators, while output
indicators are main business income, using DEAP2.1 soft-
ware to measure the technological progress index of the
logistics industry.

4. Empirical Analysis of Technological
Progress in China’s Logistics Industry on
Employment Structure

This chapter uses the statistical data of 49 listed companies in
the logistics industry of Shanghai and Shenzhen A shares
from 2009 to 2017 to conduct an empirical analysis of the

relationship between technological progress and employ-
ment structure in China’s logistics industry through research
methods such as unit root test, cointegration analysis, and
regression analysis.

4.1. Construction of Regression Model. Based on the theory of
biased technological progress and combined with the status
quo of China’s logistics industry, relevant indicators are
selected to construct an econometric regression model:

yl =C+alxl + f1x2 + y1x3 + §1x4, (4)

y2 = C+ a2x1 + B2x2 + y2x3 + §2x4. (5)

Among them, the explained variables y1 and y2, re-
spectively, represent the proportion of personnel with a
college degree or above and the proportion of non-
production personnel. The explanatory variable x1 is the
technological progress of the logistics industry replaced by
the technological progress index; at the same time, three
control variables (x2, x3, and x4) are added to improve the
interpretation of the regression model. They are the size of
the enterprise measured by the main business income and
the employee training structure replaced by per capita
training investment and salary structure represented by per
capita salary of employees.

4.2. Variable Description and Data Source and Processing

4.2.1. Variable Description

(1) Selection of Explained Variables. For the definition of the
explanatory variable indicators, there are currently two main
methods of classification: the first is to regard the proportion
of persons with a college degree or above as high-skilled labor,
and those below college are low-skilled labor; that is, the
observable education premium is used to reflect the skill
gains; The second is to regard nonproductive labor as high-
skilled labor, and those engaged in productive labor are low-
skilled labor. The second classification method is widely used
in the study of wage differences in industrial enterprises above
designated size or large- and medium-sized industrial en-
terprises. For example, the scientific and technological per-
sonnel of large- and medium-sized manufacturing enterprises
used this way as a substitute index for skilled labor in
manufacturing, and the labor service fees represent the wage
level of skilled labor. In previous studies, only one of these
methods was often selected for index measurement, which
lacked comprehensiveness to a certain extent. Therefore, this
article uses both college degree and above and nonproductive
labor as substitute variables for high-skilled labor, which not
only fully reflects the changes in the structure of high- and
low-skilled labor in the industry but also enriches the related
information in the research through comparative analysis.

(2) Selection of Explanatory Variables. In the previous lit-
erature, explanatory variables usually used indicators such as
total factor productivity index, technological progress index,



R&D, number of patents granted, and value of machinery
and equipment per capita. Since this article is based on listed
companies in the logistics industry as the research object on
the basis of combining industry conditions and considering
the availability of data and the objectivity of the research, this
paper use the technology progress index measured by the
DEA-Malmquist index method to represent the technology
progress, and it can fully reflect the current situation of
China’s logistics industry through selecting reasonable in-
put-output indicators.

(3) Selection of Control Variables. In order to accurately
reflect the impact of technological progress in the logistics
industry and control other factors that may affect the
structure of employment skills, this paper takes enterprise
scale, training structure, and salary structure as the control
variables of the model. Generally speaking, the larger the
scale of an enterprise, the more manpower and material
resources are needed in order to improve production ef-
ficiency, so the demand for highly skilled talents will in-
crease relatively. In addition, training investment is also an
indispensable factor in the development of a company.
Good training can improve the overall quality and abilities
of the company’s employees and increase the company’s
production efficiency, which in turn will attract some ex-
ternal talents. Finally, this article uses per capita wage to
replace the wage structure. Except for a good platform or a
complete training system, high wages will also attract new
blood. At the same time, companies with higher wage levels
tend to have more powerful company’s strength, promising
development prospects, and higher management level, and
the greater demand for high-level talents In order to
eliminate the dimensional relationship between variables
and make the data comparable, this article standardizes the
analysis data of all variables before the empirical test, as
shown in Table 1.

4.2.2. Data Source and Processing. Based on the definition
and classification of the logistics industry, there are currently
115 listed logistics companies in China. In order to ensure
the validity and accuracy of the data and research results, this
article needs to eliminate some noncompliant companies.
This article exclude companies that do not meet the con-
ditions in accordance with the following principles: first,
companies with insufficient data years; second, companies
whose annual report data classification rules differ signifi-
cantly from those of other companies; third, companies that
disclose data between 2008 and 2017 years; fourth, com-
panies that have too few staff and do not have required
indicator data. Finally, there are 49 listed companies in the
logistics industry that meet the needs of this study, including
8 in the air transport industry, 21 in the road transport
industry, 3 in the railway transport industry, and 15 in the
water transport industry, There is one firm in each industry,
namely, loading and unloading industry transportation
agency, warehousing, and business service industry as
shown in Table 2.
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4.3. Empirical Analysis

4.3.1. Unit Root Test. Before performing regression analysis
on panel sequence data, it is necessary to test the stationarity
of the research data first to determine whether it is a sta-
tionary sequence of the same order. Among the methods for
testing the stationarity of panel data, the commonly used
method is unit root testing. This paper adopts the unit root
test and uses the three methods of LLC, ADF-Fisher, and PP-
Fisher to analyze the stability of panel data (see Table 3).
It can be found from Tables 2-4 that the results of X2 and
X4 in the ADF-Fisher test are not significant, and the results
of X4 in the PP-Fisher test are not significant, which in-
dicates that the test values of these variables cannot reject the
null hypothesis with existence of panel unit roots. The first-
order difference of each variable is significant at the 1%
significance level, indicating that there is no panel unit root.

4.3.2. Cointegration Test. In addition, in order to ensure the
long-term stability between the variables in this model and
effectively prevent spurious regression, it is necessary to
conduct a cointegration test on each variable. Based on the
research of previous scholars, this paper uses the Pedroni test
and Kao test at the same time and uses Eviews9.0 analysis
software to do the cointegration analysis test for each re-
search variable. The specific inspection results are shown in
Table 4.

From the results of the cointegration test in Table 4, we
can find that the Pedroni test’s test statistic value divided by
the panel ADF test value in model (1) is significant at the 5%
significance level, and the other test values are all at 1%
significant. The test statistics of the Kao test are significant at
the 5% and 1% significance levels, respectively. Both test
methods are said to obviously reject the null hypothesis. This
shows that there is a cointegration relationship between the
explanatory variable and the explained variable, which meets
the stability requirements of time or panel data, and thereisa
long-term stable relationship between the variables, which is
suitable for regression analysis.

4.4. Regression Analysis. The estimation of panel data model
usually adopts the individual fixed effect model or individual
random effect model. Therefore, before performing re-
gression analysis, performing the Hausman test to determine
which regression model should be based on its test results.
The test results are shown in Table 5; that is, the P values in
model (1) and model (2) are both less than 0.05, significantly
rejecting the null hypothesis and indicating that the fixed-
effects model should be used for regression analysis.

In addition, considering that there may be hetero-
scedasticity problems in the model, the regression results of
the model seem not robust. Therefore, the “fixed effect
model + robust standard error” is adopted; that is, the panel
calibration standard error (PCSE) estimates model (1) and
the model (2). The regression results of the model are shown
in Table 6.
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TaBLE 1: Index selection and data sources.
Research variables First-level indicator Data sources
. Technological progress in the . Cathay pacific
Explanatory variable (X1) logistics industry Technology progress index (X1) database
. . . Proportion of employees with Listed company
Explained variables (Y1, Y2) Employment skill structure college degree and above (Y1) annual report

Proportion of nonproduction
personnel (Y2)

Control variable (X2, X3, X4)

Enterprise size (X2)

Main business income

Cathay pacific

database
Training structure (X3) Training investment per employee Listed company annual report
Salary structure (X4) Salary per employee Listed company annual report
TABLE 2: Sample enterprises.
Enterprise code Company abbreviation Industry

000088
000089
000099
000429
000507
000582
000828
000885
000900
000905
002010
002040
600009
600012
600017
600020
600026
600029
600033
600035
600106
600115
600119
600125
600190
600221
600269
600270
600279
600317
600350
600368
600377
600428
600548
600561
600575
600611
600650
600662
600676
600717
600787
600798
600897
601006
601008
601111
601333

Yantian Port
Shenzhen Airport
CITIC Haizhi
Guangdong Expressway A
Zhuhai Port
Beibu Gulf Port
Dongguan Holdings
City Development Environment
Modern Investment
Xiamen Port
Chuanhua Zhilian
Nanjing Port
Shanghai Airport
Anhui Expressway
Rizhao Port
Zhongyuan Expressway
COSCO Shipping Energy
Southern Airline
Fujian Express
Chutian Expressway
Chongqing Road and Bridge
Eastern Airlines
Yangtze River Investment
Iron Dragon Logistics
Port of Jinzhou
HNA Holdings
Ganyue Expressway
Sinotrans Development
Chongging Port and Kowloon
Yingkou Port
Shandong Expressway
Wuzhou Transportation
Nanjing-Shanghai Expressway
COSCO Haite
Shenzhen Expressway
Jiangxi Changyun
Wanjiang Logistics
Public Transportation
Jinjiang Investment
Johnson & Johnson Holdings
Delivery Shares
Tianjin Harbor
China Reserve
Ningbo Shipping
Xiamen Airport
Dagin Railway
Lianyungang
Air China
Guangzhou-Shenzhen Railway

Road transport industry
Air transport industry
Air transport industry

Road transport industry

Water transport industry

Water transport industry

Road transport industry

Road transport industry

Road transport industry

Water transport industry

Business service industry

Water transport industry
Air transport industry

Road transport industry

Water transport industry

Road transport industry

Water transport industry
Air transport industry

Road transport industry

Road transport industry

Road transport industry
Air transport industry

Road transport industry

Railway transportation industry

Water transport industry
Air transport industry

Road transport industry

Handling

Water transport industry

Water transport industry

Road transport industry

Road transport industry

Road transport industry

Water transport industry

Road transport industry

Road transport industry

Water transport industry

Road transport industry

Xiamen airport
Dagqin Railway
Lianyungang
Air China
Guangzhou-Shenzhen Railway

Air transport industry
Railway transportation industry
Water transport industry
Air transport industry
Railway transportation industry
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TaBLE 3: Unit root test results.

Variables LLC ADF-Fisher PP-Fisher
Y1 —4.29407*** 132.633** 159.769***
AY1 -16.7506*** 260.739*** 381.058***
Y2 —17.5232*** 156.507*** 128.048**
AY2 —24.5752*** 282.135*** 348.022***
X1 —14.7307*** 227.555** 280.123***
AX1 —24.5421*** 341.662*** 529.502***
X2 —3.38952*** 101.830 152.253***
AX2 —5.38774*** 177.549*** 220.121%**
X3 —8.32027*** 153.784*** 205.803***
AX3 -30.8146*** 272.010*** 306.273***
X4 —2.64603*** 92.6991 110.325
AX4 —20.4947*** 268.751*** 379.493***
Note. *, **, and ***, respectively, indicate significant at the 10% level,

significant at the 5% level, and significant at the 1% level.

TaBLE 4: Cointegration test results.

Statistics Model (1) Model (2)
Pancl v ~2.841026 ~3.668634
(0.9978) (0.9999)
Panel rho  6.335616 (1.0000) 5.741516 (1.0000)
~2.994059 ~3.768672
Panel PP (0.0014) (0.0001)
Pedroni -2.187057 -3.269702
test Panel ADF (0.0144) (0.0005)
Group rho  8.957185 (1.0000) 9.126544 (1.0000)
~11.45461 ~11.36620
Group PP (0.0000) (0.0000)
Group —-5.795894 —4.448520
ADF (0.0000) (0.0000)
~1.931086 ~4.780048
Kao test ADF (0.0267) (0.0000)
TaBLE 5: Hausman test.
Detection value Model (1) Model (2)
Chi-sq. 7.225 10.442
Prob. 0.0245 0.0336
Result FE FE

Note. Chi-sq. means chi-square value, FE means individual fixed effect, and
RE means individual random effect.

(1) Technological progress is positively correlated with
the proportion of personnel with a college degree or
above and is significant at a significance level of 5%;
technological advancement positively and signifi-
cantly affects the proportion of nonproductive
personnel at a significance level of 10% ratio. This
shows that with the continuous investment in
technology in China’s logistics industry, the relative
demand for high-skilled labor is increasing, and
there is a certain degree of skill-biased technological
progress in China’s logistics industry.

(2) There is a positive correlation between the scale of
the enterprise and the proportion of employees with
a college degree or above, and it is significant at the
1% significance level, which indicates that the ex-
pansion of the scale of logistics enterprises will lead
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to a significant increase in the proportion of em-
ployees with a high degree of education. Generally
speaking, the higher the management level of the
company, the more the resources it has. The more
attractive it is to the new generation of young people,
the faster costs can be obtained. At the same time, the
scale of the enterprise and the proportion of non-
productive employees show a negative correlation. It
is significant at the 1% significance level, which
shows that the expansion of the logistics enterprise
scale will reduce the growth of the proportion of
nonproductive employees.

(3) The relationship between the training structure and
the proportion of personnel with college degree or
above and the proportion of nonproductive em-
ployees is not significant, indicating that the training
investment in Chinese logistics companies does not
actually affect the number of highly skilled personnel
and nonproductive personnel. To what extent the
increase in quantity has contributed to the increase,
it can also be seen from the other hand that China’s
logistics industry still has major problems in the
construction of training system and training input
and output. The training mechanism needs to be
improved as soon as possible to improve the effi-
ciency of enterprise input and output.

(4) The 10% significance level of the wage structure has a
positive and significant impact on the proportion of
nonproductive personnel, and the coefficient of the
wage structure is 0.463, but there is no obvious
significant relationship with the proportion of per-
sonnel with a college degree or above. This shows
that the increase in employee wages will significantly
increase the proportion of high-educated and
management personnel in the company.

4.5. Treatment of Endogenous Problems. From the results of
Hausman’s test, we can know that the regression of panel
data in this paper uses an individual fixed-effects model, and
the consistency of the model estimates requires that the
explanatory variables are independent of the random error
term.

This article will use the method of lagging all the ex-
planatory variables in the econometric model to deal with
the endogenous problem and still use the individual fixed-
effects model to estimate. However, since the current data of
listed companies in the logistics industry do not have sta-
tistics for 2018, the data of all the explained variables are
preceded by a model regression. This approach can not only
effectively reduce the estimation bias caused by the possible
endogenous problems of explanatory variables but also ef-
fectively reflect the time lag effect of technological progress
and other explanatory variables on the employment skill
structure. The specific regression results are shown in
Tables 4-6.

The results show that compared with the regression
results of individual fixed effects without considering
endogeneity, the relationship between technological
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TAaBLE 6: Model regression analysis results.

Model Model (1)

Model (2)

Endogenous treatment (explanatory variables lag one
period)

Proportion of employees
with college degree and
above (Y1)
0.440194*** (0.016699)

0.022331** (0.081772)

0.458099*** (0.144343)
0.058520 (0.155537)
0.235782 (0.159337)

0.821132

Research variables

Constant (C)
Technical surgery
progress (X1)
Enterprise size (X2)
Training structure (X3)
Salary structure (X4)
Adjusted R?

Percentage of

nonproductive

personnel (Y2)
0.333155*** (0.013669)

0.117531* (0.067472)

—0.298354*** (0.095644)
—0.294763 (0.221910)
0.462559* (0.247141)

0.726680

Proportion of employees
with college degree and
above (Y1)
0.418368*** (0.014612)

0.092411*** (0.031450)

0.441151*** (0.141801)
0.109641 (0.148890)
0.061670 (0.148312)

0.821009

Percentage of

nonproductive

personnel (Y2)
0.331739*** (0.00925)

0.092193* (0.066930)

—0.181941** (0.087253)
0.005133 (0.095176)
—0.131753 (0.096665)

0.712306

Note. * Represents the 10% significance level, ** represents the 5% significance level, and *** represents the 1% significance level.

progress and enterprise size and employment structure all
presents a significant positive correlation. However, the
number and significance level of the estimated coefficients of
the above variables have decreased to varying degrees due to
the decrease in sample observations, which indicates that the
significantly positive estimated coefficients of technological
progress and firm size in the econometric regression
equation are not affected by the endogenous problems
caused by the correlation between the current explanatory
variables and the current residuals influences.

4.6. Empirical Analysis from the Perspective of Industry
Segments. Based on China’s specific conditions, different
subsectors of the logistics industry have their own charac-
teristics in terms of input and output of technological
progress and employment structure. Therefore, in order to
better promote the development of the logistics industry, a
clear understanding of the differences and characteristics of
the technological progress and employment structure of
each logistics subindustry will help the progress and de-
velopment of the logistics industry, and also help clarify
government’s policy direction. The most important thing is
that the classification of logistics companies enables com-
panies to position themselves more clearly and enable them
to give full play to their advantages. Therefore, this section
analyzes the relationship between technological progress
and employment structure from the perspective of subin-
dustry. However, because the index and related data that do
not meet the research requirements of this article are
eliminated at the beginning of the data processing stage, this
article only selects the three major subdivisions, namely, the
air transport industry, road transport industry, and water
transport industry to analyze and compare after considering
the sample data volume.

First, the Hausman test is performed on different
measurement models of each subindustry to determine
which model to choose for regression analysis. The specific
analysis results are shown in Table 7.

As shown in Tables 4-7, for the air transport industry
and the road transport industry, the Hausman test results
indicate that the individual fixed-effects model should be
selected for model regression analysis. For the water
transport industry, the P value of the model is greater than

TaBLE 7: Hausman test results of the measurement model of each
subindustry.

Industry Detection value Model (3) Model (4)
Chi-sq. 22.038 14.216
Air transport industry Prob. 0.0002 0.0066
Result FE FE
Chi-sq. 8.075 19.757
Road transport industry Prob. 0.0089 0.0006
Result FE FE
Chi-sq. 1.966 7.231
Kg&?ﬁtramp ort Prob. 07420  0.1242
Y Result RE RE

Note. Chi-sq. means the chi-square value, FE means the fixed-effects model,
and RE means the random effects model.

0.05. The effect model is subjected to regression analysis,
and the specific model regression results are shown in
Table 8.

5. Discussion

From the analysis of the results in Tables 4-7, the following
conclusions can be drawn:

(1) First, from the perspective of technological progress,
the relationship between technological progress in
the air transport industry and the proportion of
personnel with a college degree or above is positively
significant at the 5% significance level, and the co-
efficient of the technological progress index is 0.394,
which is much larger than the other two industries;
the road transport industry technological progress
and the proportion of employees with a college
degree and above are positively significant at a sig-
nificance level of 10%, and the proportion of non-
production employees is positively significant at a
significance level of 5%; In the water transportation
industry, technological progress has not had a sig-
nificant impact on the employment skill structure. It
can be seen from the nature of the industry that the
air transportation industry is an industry that places
great emphasis on safety and stability, so the re-
quirements for employee skills are also extremely
strict. At the same time, the air transportation
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TaBLE 8: Regression analysis results of each logistics segment industry model.

Research study variables

Subdivided industry

Model (3)
Proportion of employees with
college degree and above (Y1)

Model (4)
Percentage of nonproductive
personnel (Y2)

Constant Ci

Skill improved X1i

Enterprise size X2i

Training structure X3i

Salary structure X4i

Air transport industry
Road transport industry
Water transport industry

Air transport industry
Road transport industry
Water transport industry

Air transport industry
Road transport industry
Water transport industry

Air transport industry
Road transport industry
Water transport industry

Air transport industry
Road transport industry
Water transport industry

0.592990***
0.343011***
0.391089***
0.394020"*
0.096592*
0.044584
0.323837"
1.499344*
0.487271**
0.036073*
0.389798
0.242129
0.130568
3.757804"**
0.865081***

0.470530***
0.337696"**
0.265077***
—-0.132142
0.284305**
0.011655
—0.318394"**
0.488669
—0.553805
—-0.103128
0.408890
—-0.787076***
0.020490
—2.709841""
2.224235"**

Note. X1i, X2i, X3i, and X4i in the table represent three different subindustries corresponding to technological progress, enterprise scale, training structure,
and work structure variables, respectively. For example, X11 represents the technological progress of the air transport industry, where i = 1, 2, 3. In addition,
*** and *** indicate the significance level of 10%, 5%, and 1%, respectively.

industry is a large state-owned monopoly industry
with a high level of personnel management. In ad-
dition, the professional classification of the air
transportation industry includes a large number of
engineering and information technology personnel.
It can be seen that the air transportation industry has
a greater demand for highly skilled personnel and
management requirements. For the road trans-
portation industry and water transportation indus-
try, it is mainly based on skill research and job title
evaluation, and the requirements for academic
qualifications are not very high. There is even no
classification of technical, engineering, or informa-
tion personnel in many companies, especially in the
water transportation industry.

(2) From the perspective of enterprise scale, the enter-

prise scale of each subindustry has a positive cor-
relation with the proportion of employees with
college degree and above, and they are significant at
the significance levels of 10%, 10% and 5%, re-
spectively. In addition, the technological progress of
the air transport industry is negatively correlated
with the proportion of nonproductive personnel at
the 1% significance level. To sum up, the expansion
of the scale of air transportation, road transportation,
and water transportation companies is conducive to
increasing the proportion of highly educated em-
ployees in the enterprise, and the role of road
transportation is the most obvious. The expansion of
the scale of the air transport industry will reduce the
proportion of nonproductive employees in the
company. This may be because with the continuous
development of the company, the number of non-
productive personnel has increased to a certain
extent, but the growth rate of personnel is still rel-
atively not very obvious.

Although China’s logistics industry has developed
rapidly in recent years, the scale of the company has
continued to expand, and the equipment, R&D in-
vestment, human capital investment, resource allo-
cation, and management level have all been greatly
improved, but overall there is still a big gap com-
pared with the logistics level of developed countries
such as the United States in lots of aspects, such as
insufficient output efficiency, unbalanced overall
quality of employees, older employment age, and
more productive front-line employees and so forth.
Therefore, it can be considered that although the
scale of enterprises continues to increase, there is still
a large shortage of supply and demand for high-
skilled management talents in the logistics industry.

(3) From the perspective of training structure, the

training structure of the air transport industry and
the proportion of personnel with a college degree or
above are positively significant at the significance
level of 10%, indicating that the increase in the in-
vestment in personnel training in the air transport
industry will have positive impacts on the increase in
the proportion of personnel with education quali-
fications and above. For the road transportation
industry, the regression results of the model are not
significant, indicating that the road transportation
industry’s investment in skills training is not sig-
nificantly related to the increase in the proportion of
highly educated or nonproductive personnel. In
addition, there is no significant correlation between
the training structure of the water transportation
industry and the proportion of personnel with a
college degree or above, but the water transportation
industry is negatively correlated with the proportion
of nonproductive personnel at the 1% significance
level. Investing in training will significantly increase
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the proportion of production personnel. From the
perspective of the professional structure of personnel
in the water transport industry, it mainly includes
engineering and technical personnel, management
personnel, transport crews, political workers, and
other categories, and the proportion of crew members
is much larger than that of management and technical
personnel, and even some companies do not have
technology personnel classification. It can be seen that
the water transportation industry pays more attention
to the operation training of production labor, which is
conducive to the improvement of input and output
efficiency on the one hand and can reduce the
company’s employment costs on the other hand.

(4) From the perspective of wage structure, with the
exception of the air transportation industry, there is
no significant correlation between the variables, and
the relationship between the variables in the other
two industries shows a significant correlation.
Among them, the wage structure of the road
transportation industry not only has a positive
correlation with the proportion of employees with a
college degree or above at a significant level of 1% but
also has a negative correlation with the proportion of
nonproductive personnel at a significant level of 5%.
Besides, the wage structure of the water trans-
portation industry has a significant positive corre-
lation with the proportion of employees with a
college degree or above and the proportion of
nonproductive personnel at a significant level of 1%.
This shows that the increase in employee wages in the
road and water transportation industry will signifi-
cantly increase the proportion of high-educated
employees in the company.

6. Conclusion

This article mainly analyzes the relationship between tech-
nological progress and employment structure in China’s
logistics industry and analyzes the industry characteristics
reflected in the level of technological progress and em-
ployment structure in various subsectors of the logistics
industry, and then it explores the adaptability between
employment structures and level of technological progress.
On the whole, technological progress in China’s logistics
industry will have a significant positive impact on the
structure of employment skills. With the continuous im-
provement of the level of information technology, both the
proportion of personnel with a college degree or above and
the proportion of nonproduction personnel are showing an
increasing trend. Secondly, the expansion of the scale of
Chinese logistics companies will significantly increase the
relative demand for highly educated personnel, but it will
also inhibit the growth of the proportion of nonproductive
personnel. That is, the larger the scale of the company, the
greater the proportion of personnel with a college degree or
above and the more decreases of the relative proportion of
nonproduction personnel. Finally, the increase in the wage
level of employees in China’s logistics industry will

significantly increase the proportion of nonproductive
personnel in the company, but it will not have a significant
impact on the increase in personnel with a college degree or
above.

The contributions of this article are as follows: first, this
article is an industry-specific microresearch, which bridge the
research gap. At present, most of the literature on the rela-
tionship between technological progress and employment is
at the macrolevel, and the research objects are mainly in-
dustry or manufacturing. There is very little research in
discussing the relationship between technological progress
and the structure of employment skills in the context of
technological progress, let alone on the logistics industry.
Therefore, starting from a microperspective, this article has
conducted in-depth research on the panel data of 49 listed
companies in Chinese logistics industry to make up for this
research gap. Second, this essay has innovatively enriched the
measurement system of technological progress indicators. It
can be found that most scholars directly choose a single
indicator or the arithmetic average of two indicators to re-
place technological progress for analysis, but because there are
many factors that reflect technological progress in the logistics
industry, such choice will ignore some important details and
characteristics of subindustry, which inevitably causes large
errors in the research results. This article not only selects net
fixed assets, total employee wages, and operating costs as
input indicators from the perspective of machinery and
equipment, human capital investment, and management and
operation but also takes the main business income as the
output indicators to measure the technological progress index
of the logistics industry and use it to represent technological
progress. In this way, it greatly reflects the characteristics of
the industry and increases the accuracy of the research results.

However, there are also some limitations in the research.
To be more specific, this article uses data from listed com-
panies in the logistics industry. However, there are certain
differences in the data classification rules for the employment
structure of listed companies in the logistics industry. Some
companies do not have the classification of production and
technical employees, and they have different subindustries,
which will inevitably affect the results of the research to a
certain extent and cause certain errors. Therefore, future
research can consider making more improvements in this
area to make up for the limitations of this research.
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In the context of COVID-19, many companies have been affected by the financial crisis. In order to carry out a comparative study
on the accuracy of the company’s financial crisis early warning method, this study used RPROP artificial neural network and
support vector machine, with 162 listed companies’ two-year panel financial indicator data as a model sample, and the test sample
established a financial crisis early warning model. The theory of comprehensive evaluation combining two kinds of neural network
methods is put forward innovatively. The predicted results can strengthen the supervision of the listed companies with risks by
themselves and others and have important economic and social significance to ensure the stable operation of the listed companies,

the securities market, and the national economy.

1. Introduction

Due to the impact of COVID-19 epidemic, many companies
are facing financial crisis. The number of companies that run
into difficulties or even go bankrupt due to financial risks has
greatly increased. The financial crisis of company operation
is usually caused by the accumulation of various problems in
the company’s long-term business activities, and these
problems can be discovered and solved in advance. In
general, companies can observe potential risks by regularly
analyzing and observing financial statement data. In order to
help companies to avoid and disperse financial risks in a
timely and effective manner, the financial crisis warning
system is particularly important in company’s risk man-
agement. Many scholars have established financial crisis
warning models for different industries, but the accuracy of
the models still needs to be improved. So, this study adopts
the method of data mining, using RPROP neural network
and support vector machine (SVM), two years in 162 listed
companies panel financial index data as the modeling
sample, test sample, and a financial crisis warning model, in

order to manage the financial risk of listed companies and
guarantee smooth running of listed companies, securities
market, and the national economy.

At present, most of the domestic relevant literatures use
mathematical models to build financial crisis early warning
systems or use various methods for comparison. This study
also uses a comparative method and uses two neural
network models to establish financial crisis early warning
systems. These two neural network models include RPROP
neural network and support vector machine. This result can
provide a reference for the domestic financial sector and
provide a basis for financial management for the invest-
ment public.

The structure of the following part of the article is as
follows: the second part is the domestic and foreign financial
crisis warning related literature, providing the background
information of this part. In the third part, this paper will
discuss two kinds of neural network models, including
RPROP neural network and support vector machine, use
these two methods to conduct financial crisis prediction
analysis on two years’ data of 162 listed companies, and use
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modeling and cross-validation to verify the accuracy of the
models. In the last part, conclusions and suggestions will be
made for the overall study.

2. Literature Review

Scholars at home and abroad have made many explora-
tions on the construction of financial risk early warning
system design model. Beaver [1] first used the traditional
financial indicators to raise the rough judgment problem
of a company’s financial crisis and formally constructed a
single-factor analysis model through statistical theory.
However, the single-factor analysis model does not fully
reflect the financial risk of a company. Therefore, the
single-factor quantitative model has developed into a
multifactor quantitative model. Edward Altman [2] pro-
posed a multivariate linear multifactor model “Z-Score” to
judge the severity of financial risks of companies by
scoring results. However, because the Z-score model was
not fully considered when establishing cash flow changes,
it has a relatively large limitation. Therefore, Zhou [3] and
other scholars transformed the Z-score model and
established a new model for financial crisis prediction, the
F-score model (Failure Score Model). With the estab-
lishment of the concept of information flow, Aziz et al. [4]
proposed a model of forecasting financial distress with
cash flow information in 1988. In 1993, Coats and Fant [5]
built a financial early warning model based on the neural
network theory. The model imitates the learning process of
biological brain neural network without considering
whether it conforms to the normal hypothesis, and can
deal with nonquantifiable variables, which is widely ap-
plied. Also in 1999, univariate analysis and multivariate
linear decision analysis were performed using financial
statement data from 27 ST companies and 27 non-ST
companies [6].

With the deepening of scientific research and the de-
velopment of computer science and technology, other dis-
ciplines such as artificial intelligence and neural networks
have also been applied to the theory of company’s financial
early warning systems. Continuously improving forecast
accuracy has gradually become an important development
direction in this field. Wilson and Sharda [7] used the
method of artificial neural network to explore the prediction
of company bankruptcy. Zhou and Wang [8] proposed a
company financial crisis warning method based on system
fuzzy optimization and neural network model and inte-
grated the functions of company’s financial crisis mea-
surement, neural network dynamic learning and reasoning
of financial crisis warning reasoning knowledge, and pre-
diction of financial crisis indicators. From the perspective of
cash flow, Liang [9] established the canonical rule judgment
model and Fisher linear judgment model and made the
prediction and the comparison of the results. Lin [10] took
ST company and non-ST company with a ratio of 1:2 as the
research object and constructed the Ologit financial crisis
early warning model. Song [11] used relevant financial data
of listed companies as a research sample and built a neural
network model with deep learning as a research tool to
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predict whether a company would fall into financial crisis.
The prediction accuracy could reach more than 72%. Wu
[12] took the listed companies on China’s GEM as the re-
search object and used Twin-SVM to construct the financial
crisis early warning model for the nonequilibrium sample
characteristics of the company’s different financial condi-
tions. Wang [13] presented a financial crisis early warning
detection algorithm based on fuzzy cognitive map. In ad-
dition, some scholars have innovated to construct the fi-
nancial risk warning model by fuzzy analytic hierarchy
process [14], PCA-SVM [15], improved MRMR algorithm
[16], and other methods. Although the research on financial
early warning models in China has been deepened in recent
years, it is still in the exploration stage, and there is still room
for improvement in terms of prediction accuracy. Therefore,
this study applies the R programming language, using
RPROP neural network and support vector machine (SVM),
with 162 listed companies panel two years’ financial index
data as the modeling sample, the test sample, and a financial
crisis warning model, in order for managers of listed
companies and other stakeholders to predict the company’s
financial situation to provide scientific decision means and
reliable basis.

3. Description of Research Methods
and Indicators

3.1. Resilient Back Propagation Neural Network (RPROPN).
Back Propagation Network (BPN) is the most widely used
artificial neural network. It is a multilayer feedforward
network trained by error back propagation (referred to as
error back propagation). Its algorithm is called BPN al-
gorithm, and its basic idea is to use the gradient descent
method search technology, in order to minimize the mean
square error of the predicted output value and expected
output value of the network. In the backward transfer
phase, the link weights between nodes will be corrected in
reverse according to the prediction error, which will make
the predicted output of BPN network close to the target
value after repeated corrections. However, the algorithm
still has some shortcomings. The first is that its learning
efficiency # needs to be determined by us in advance; in
addition, the weight change is based on the rate of change
of the error gradient. Although at first glance this seems to
be no problem, we dare not guarantee that it will always be
correct and effective. To this end, Riedmiller et al. proposed
the RPROP algorithm (resilient backpropagation) to im-
prove the Backprop algorithm. In this study, we also
adopted the improved BP algorithm, that is, the Resilient
Back Propagation (RPROP), to construct a neural network
prediction model.

3.2. Support Vector Machine (SVM). Support vector machine
(SVM), proposed by Professor Vapnik (1995), is a supervised
machine learning algorithm. The basic model is to find the
optimal separation hyperplane in the feature space to
maximize the positive and negative sample interval on the
training set. The core idea is to separate the data by
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constructing a segmentation plane. It is most commonly
used for categorical prediction problems.

3.3. Sample Collection and Index Selection. The data in this
study uses data from companies listed on the Shanghai Stock
Exchange and Shenzhen Stock Exchange. In a two-to-one
way, 162 listed companies were selected, including 55 ST
companies and 107 non-ST companies, and each group of
three companies was in the same or similar industry in order
to have better comparability. In this study, the panel data is
formed with the data of each explanatory variable from 2015
to 2016. These sample companies are mostly in the real estate
sector and the comprehensive sector. It should be noted that,
for each ST company, we randomly select two non-ST
companies in the same sector, and the overall number of
samples is 1:2. In terms of scope, it should be objective. The
sample composition of this study is shown in Table 1.

At present, there is a lack of more specific economic
theory guidance for the selection of financial indicators, and
the essential reasons for the company’s special treatment are
not necessarily the same. It is difficult to fully describe with
simple financial ratio indicators. Therefore, we mainly take
quantitative analysis and provide six indicators: turnover
rate, total asset turnover rate, main business revenue growth
rate, total asset growth rate, equity return rate, and asset
return rate, which are based on the five financial strengths.
And in order to better test the accuracy of the model, the
2015 and 2016 data of the indicators are selected for com-
parison, and the defined variables are shown in Table 2.

And according to the difference between 2015 and 2016,
these explanatory variables (X) data are based on the turnover
rate (receivables turnover rate (X1), total asset turnover rate
(X2)), growth rate (main business revenue growth rate (X3),
total asset growth rate (X4)), and return rate (return on equity
(X5), return on assets (X6)) and other indicators are collected.
The narrative statistics are shown in Table 3.

Among them, the crisis company (ST) included in the
explanatory variable (Y) refers to the company that has
suffered losses for two consecutive years and is specially
treated. It is represented by the value 1 and the normal
company by the value 0. In addition, in data processing, we
divided all 162 pieces of data into 6 groups, and each group
had 27 pieces of data. In the decision tree modeling, 5 groups
of 135 data pieces were used to establish a decision tree
model, and a group of 27 data pieces was substituted into the
decision tree model to test the accuracy of the model for
cross-validation. Therefore, there are 6 sets of data in the
same year. In other words, the first group uses group 1-5
modeling and group 6 testing. The second group adopts
group 2-6 modeling and group 1 testing. The third group
adopts group 3-1 modeling and group 2 testing. The fourth
group adopts group 4-2 modeling and the group 3 testing.
The fifth adopts group 5-3 modeling and group 4 testing.
The sixth group adopts group 6-4 modeling and group 5
testing. The same was done for two years, but the second year
is marked with 7-12 groups. This method can help us to
turther analyze the accuracy of two kinds of neural network
financial warning models.

3
TaBLE 1: Sample statistics table.
ST Non-ST Total
Total 55 107 162

TABLE 2: Variable definition.

Symbol Meaning

Whether the company is special or not (ST =1, non-
Y

ST=0)

Xy Turnover rate of company j in 2015
X5 Total asset turnover rate of company j in 2015
X Main business revenue growth rate of company j in 2015
Xy Total asset growth rate of company j in 2015
Xs; Equity return rate of company j in 2015
Xsj Asset return rate of company j in 2015
X5 Turnover rate of company j in 2016
Xy Total asset turnover rate of company j in 2016
Xy Main business revenue growth rate of company j in 2016
X1 Total asset growth rate of company j in 2016
Xy Equity return rate of company j in 2016
X Asset return rate of company j in 2016
4. Empirical Analysis

4.1. Resilient Back Propagation Neural Network (RPROPN).
In this study, the Resilient Back Propagation Neural Net-
work is mainly implemented with the help of R tool. For the
purpose of comparative study, we confirmed the input nodes
of the RPROP model by using the six same original financial
indicators retained as the benchmark. The number of output
nodes is 1. If the network output result is less than the
threshold value of the output layer, we would consider it to
be an ST company. Otherwise, it is a non-ST company, and
the threshold of the output layer is determined by the
network training itself. The number of intermediate layers is
set as 3 neurons, and the number of repetitions is 5. A
decision tree model is established based on a total of 12 sets
of 135 data pieces in two years. The results are shown in
Figures 1-12.

Through the established model, we, respectively, tested
the 12 groups through 27 pieces of data in each group.
Among them, we set the result as Y=0 below 0.5 and Y=1
above 0.5, which is called correct judgment of the model. The
test results are as follows.

4.2. Support Vector Machine (SVM). The support vector
machine uses the Gaussian kernel function (RBF). The
output of 0 represents financial normality and the output of
1 represents financial crisis. This experiment is based on the
“linear space inseparable problem” and “nonlinear problem”
to establish the SVM model. Under this model, two pa-
rameters need to be selected: “RBF kernel function density”
and “penalty factor C.” We know that gamma is a parameter
that comes with the RBF function as the kernel. It implicitly
determines the distribution of the data after mapping into a
new feature space. The larger the gamma, the fewer the
support vectors, and the smaller the gamma value, the more
the support vectors. The number of support vectors affects
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Descriptive statistics X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12
Maximum 7172.23 10.08 4335.66 924.57 1106.21 161.65 7172.23 10.08 4335.66 924.57 1106.21 161.65
Minimum 0.24 0.02 -90.05 -8297 -65.62 —29.98 0.24 0.02 -90.05 -8297 -65.62 —29.98
Average 91.11 0.65 46.31 23.44 135.51 16.14 91.11 0.65 46.31 23.44  135.51 16.14
Standard deviation 581.29 096  351.33 85.30 170.64 19.53 581.29 0.96 351.33 8530 170.64  19.53

Error: 14.152619 Steps: 92

FIGURe 1: Group 1 modeling in 2015.

Output

v

Error: 13.528471 Steps: 220

F1GURE 2: Group 2 modeling in 2015.
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Output Output

v

Error: 13.528471 Steps: 220 Error: 12.452405 Steps: 1827

FIGURE 3: Group 3 modeling in 2015. FIGURE 5: Group 5 modeling in 2015.

Output Output

Error: 13.84064 Steps: 63 Error: 10.974294 Steps: 22528
FIGURE 4: Group 4 modeling in 2015. FIGURE 6: Group 6 modeling in 2015.
the speed of training and prediction. Through calculation By comparing and analyzing the judgment results of
research and case matching, here we set gamma=0.01,  Tables 4 and 5, the judgment results of applying RPROP
cost=1. artificial neural network model and support vector machine

Finally, use the selected parameters and regularized data  to predict the financial crisis of China’s listed companies
to train the SVM model, and the results are as follows. show the following.



Error: 10.979337 Steps: 10674

FIGURE 7: Group 1 modeling in 2016.

-2.26655

Error: 9.899326 Steps: 2033

FIGURE 8: Group 2 modeling in 2016.

First, the judgment accuracy of both models is accept-
able, but in contrast, the judgment accuracy of the RPROP
neural network model for ST companies is overall higher,
indicating that the RPROP neural network model can fully
learn the data information contained in the samples, which
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Output

Error: 10.571473 Steps: 2979

FIGURE 9: Group 3 modeling in 2016.

Output

Error: 9.850746 Steps: 4739

FIGURE 10: Group 4 modeling in 2016.

is conducive to improving the ability to judge the uniden-
tified samples.

Second, the discriminant accuracy rate of the two models
for ST companies is lower than that of non-ST companies,
which is particularly obvious in the support vector machine
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v

Error: 11.939104 Steps: 97

FIGURe 11: Group 5 modeling in 2016.

Error: 12.411807 Steps: 152

FIGURE 12: Group 6 modeling in 2016.

TaBLE 4: RPROP’s judgment on modeling samples.

2015 2016
Actual The average of the correctly judged Actual The average of the correctly judged
number number number number
ST 9 0.17 9 3.83
Non-ST 18 16.83 18 15.33
Total number of 28 1917 28 20.17

companies
Accurate judgment rate 0.69 0.72
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TaBLE 5: SVM’s judgment on test data.
2015 2016
Actual The average of the correctly judged Actual The average of the correctly judged
number number number number
ST 9 0.67 9 1.0
Non-ST 18 18 18 18
Total number of 28 18.67 28 19
companies
Accurate judgment rate 0.67 0.68

model. Through the analysis of a single sample of mis-
judgment, it can be found that the wrong samples are in a
critical state of the ST and the ST listed company. But
compared with the BP artificial neural network model,
support vector machine (SVM) model for ST’s discriminant
accuracy is higher than the BP artificial neural network
model. This is a conclusion worthy of in-depth discussion.

5. Conclusions

This study compares RPROP neural network and support
vector machine algorithm to analyze the financial crisis of
listed companies. The research results show that the RPROP
artificial neural network method based on financial indicator
information combined with support vector machine is a
more effective method to predict whether financial crisis will
occur in a company’s finance. First, RPROP artificial neural
network is used for the first round of troubleshooting, and
then support vector machine is used for verification, which
will make the whole result more reliable.

The research results show that the occurrence of financial
crisis can be predicted in advance, and the experimental
results show that the occurrence of financial crisis is the
result of multiple factors. Using the R programming lan-
guage, with the help of computer tools, the algorithm design
and data calculation of the RPROP network model can be
easily completed, and an early warning model of the fi-
nancial crisis of listed companies can be established to
provide a scientific basis for investors, creditors, and other
stakeholders to predict the financial situation of the com-
pany, as well as to provide a reference basis for listed
companies to strengthen their internal management and get
rid of the financial crisis in a timely manner. It is suggested
that listed companies can combine nonfinancial quantitative
indicators to deeply explore financial statement information
of listed companies and give early warning to companies
with financial risks. The predicted results can enable the
managers of listed companies to timely adjust their strate-
gies, change their business model, and reduce or avoid
losses. Investors have insight into the development prospects
of listed companies and make rational investment. Creditors
can avoid loan risks. In addition, it also provides a basis for
the securities regulatory authorities to strengthen supervi-
sion over the listed companies with risks, which is of great
economic and social significance to ensure the smooth
operation of the listed companies, the securities market, and
the national economy. Compared with other methods, the
reason why the prediction accuracy is improved is that the

RPROP neural network model is a nonlinear separable
mapping, and the data requirements for model variables are
not particularly demanding. The lack of individual data has
little effect on the prediction results of the model. The
RPROP neural network learns more fully and contains more
information on the original data. Therefore, we believe that
the RPROP neural network model has broad application
prospects and application value in analyzing and studying
the financial situation of China’s listed companies.
However, it should be noted that, first, in the research
process, we have placed too much emphasis on the elements
of the financial five-force model, and nonfinancial indicators
and some nonquantitative indicators should also remain
crucial in listed companies facing an increasingly fierce
market. These are not noticed or ignored in our research and
can be referenced in future research. Second, this study is
conducted in two perspectives: cross-section and longitu-
dinal tracking. This study only uses the cross-section fi-
nancial data of the first two years of the listed company to
establish a prediction model and then uses the listed
companies in the overall sample of the same period to make
a judgment test, indicating that the prediction model is
effective for the prediction of the first two years of financial
crisis. If a longer time chain is considered, whether the same
principle or even the same model can be used for prediction
requires a continuous follow-up investigation and research
on the longitudinal data samples of the same company.

Data Availability

The original report data of all enterprise index data were
obtained from the public data of listed companies on the
official websites of Shanghai Stock Exchange and Shenzhen
Stock Exchange. The data include indicators such as ac-
counts receivable turnover rate, total asset turnover rate,
main business income growth rate, total asset growth rate
and return on equity, return on assets, and other indicators.
All enterprise index data used to support the findings of this
study are available from the corresponding author upon
request.
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Due to the uncertainty and difficulty of estimating the investment payback period of the airport bridge facility, a model for
calculating the investment payback period of bridge facility is proposed in this paper from the perspective of airport routine
operation. Based on the actual operational data of Kunming Changshui Airport, Wuhan Tianhe Airport, and Lijiang Sanyi Airport
in 2018, the factors influencing the payback period of bridge facility are the number of bridge facilities and service time, which have
been discussed in this paper. According to the simulation, it is concluded that the number of bridge facilities and service time are
the key points to the length of the investment payback period, and the annual operating cost of the airline can be saved quite a lot.
The research results can be used to assist the leaders’ decision-making of airports and airlines for the promotion of the service of

bridge facilities.

1. Introduction

Auxiliary power unit (APU) can supply the aircraft with
power and air source. Since its fuel consumption rate is
lower than that of main engines, APU can often be used as an
alternative to the main engines for providing lighting, air
condition, and air source when the aircraft is in the process
of maintenance and transition. However, APU will generate
emissions such as carbon dioxide and nitrogen oxides as the
main engines do, as well as airport noise of about 95dB.
With the “energy-saving emission reduction” work pro-
moted by CAAC recently, Guangzhou Baiyun International
Airport, Chengdu Shuangliu International Airport, and
Xi’an Xianyang Airport have installed the bridge facility on
the gallery bridge (including the 400 Hz/115 V power supply
and air-conditioning equipment) to provide the lighting, air
condition, and air source for the aircraft instead of using
APU, which can reduce the exhausted gas emission and
noise pollution to a certain extent. However, due to the cost
of installation and maintenance of the bridge facility, the
lack of strong promotion policy and standard operation
process and other factors such as airline company and pilot’s

incompatibility, there also appears uncertainty of the in-
vestment recovery period and the annual operating profit of
these facilities. Therefore, the popularization of bridge fa-
cilities in domestic trunk and hub airports will meet with
many difficulties, and the research on the operation cost,
income, and payback period of investment of the bridge
facilities will be imperative. It is of great significance to
promote the use of bridge facilities in civil aviation airports
and airlines, to promote the implementation of energy-
saving and emission reduction policies of the civil aviation
bureau, and to achieve the goal of “green airport, green civil
aviation.”

Xu and Li established the cost analysis of flight delays
and simulation in the ground-holding model in 2006 [1]. Li
and Zhang studied the necessity and feasibility of reducing
the usage of APU and proposed the saving operation mode
of the APU in 2013 [2]. Xia et al. constructed the ground-
holding cost analysis models for delayed flights, discussed
the optimization of ground waiting cost with the bridge
facility supplying electrical and pneumatic power, and also
pointed out the advantages of the bridge facility over APU in
ground waiting during flight delays [3, 4]. Pan et al.
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improved the flight delay cost model by considering dif-
ferent power supply modes, put forward the concept of
waiting tolerance time limit in the cabin, and the trend of
total ground delay cost of the flight with time was also
analyzed when using the bridge facility and APU power
supply, respectively [5]. Olsen et al. presented an invention
related to an aircraft auxiliary power unit and a method of
isolating an auxiliary power unit in an aircraft in 2013 [6].
Ebrahimi et al. proposed a comprehensive model and
characterization of the advanced aircraft electric power
systems with a hybrid fuel cell battery auxiliary power unit in
2015 [7]. Chen et al. designed an automation management
system which can achieve the fine management for energy,
safety, and using the effect of bridge-borne equipment and
then can reflect the implementation situation and en-
forcement of replacing APU with bridge-borne equipment at
the airport in 2014 [8]. Li et al. proposed a mathematic
model of the system by using the method based on the
combination of mechanism modeling and parameter
identification in 2017 [9].

According to the foregoing, these studies have pointed
the advantages of bridge facilities and the disadvantages of
using APU. However, there have been no related research
studies such as the operating cost of the bridge facilities and
the payback period from the view of the airport. Therefore,
the model of the payback period of investment into bridge
facilities was proposed in this paper, taking into account of
these factors such as the number of bridge facilities, docking
rate, and the period of using the bridge equipment. This
paper analyzed the operational cost of the bridge facility and
the annual operation cost savings of airlines in detail. And
the number of bridge facilities of the hub, trunk, and feeder
airports was also predicted based on the shortest payback
period and the maximum annual profits. The research re-
sults can be used to assist the leaders’ decision-making of the
airports and airlines for the promotion of the service of the
bridge facilities.

2. Payback Period of Investment Models for
Bridge Facilities

2.1. Definitions

Costyperation: from the view of the airport, Costyperation 1S

the annual average operational cost for bridge facilities.
Income is the annual income that the airport can obtain
from these bridge facilities.

Profit is the average annual profits for operating the
bridge facility.

Costyeyice 1S the cost for installing these bridge facilities
including 400 Hz/115 V power supply, air-conditioning
equipment, and related cables.

Costjceccharge 1S the annual cost of electricity for the
operation of the bridge facilities.

Cost aintenance 18 the cost for maintenance of bridge
facilities including external maintenance and the costs
for spare parts.
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Costg,g is the annual cost for the workers who guar-
antee the normal operation of the airport bridge
facilities.

Costy,, is the taxes that the airport must pay for op-
erating the bridge facility.

CoStyepreciation 1S the depreciation cost of these bridge
facilities.

AirlineCostOpt is the total annual operating cost
savings for airlines after using the bridge-mounted
equipment.

CostOptimize,; ;. is the operational cost savings for
each aircraft using the bridge-mounted equipment
instead of using APU to provide electrical and pneu-

matic power.

FuelC tion . .
Costypy PR s the cost of fuel consumption per

aircraft when using APU to supply electrical and
pneumatic power.

Costip1™™ is the APU maintenance cost per aircraft.

Costyoyer is the payment from the airport for electrical

and pneumatic power supply from the bridge facility
for each aircraft.

power, is the rated output power of the power supply,
and its unit is Kilowatt.

power, is the rated output power of the air-condi-
tioning equipment, and its unit is Kilowatt.

1, is the operating efficiency of the power supply.

1, is the operating efficiency of the air-conditioning
equipment.

p is the requested number of operators for running
these bridge facilities.

year is the payback period of investment of the bridge
facilities.

n is the number of boarding bridges or bridge facilities.
We assume the boarding bridge was assembled as the
same as the bridge facility.

k is the annual departing and landing number of
aircrafts.

«a is the annual number of aircrafts that will be docked
to the bridge.
B is the annual docking rate of the aircraft.

A is the proportion of these docked aircrafts which only
use the power supply.

& is the proportion of these docked aircrafts which use
the power supply and air-conditioning equipment
simultaneously.

t is the average service time of the bridge facility.

q is the annual profit growth rate of the operational
bridge facility.

Cmax 18 the maximum number of departure and landing
aircrafts per hour.

fuel is the aircrafts’ APU fuel consumption rate per
hour in kg/h.
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m; is the hourly electricity price of the airport.

m, is the annual cost for each worker who operates the
bridge facility.

mj is the annual cost for external maintenance of each
bridge facility.

m, is the annual spare part costs for the maintenance of
every bridge.

ms is the fuel price per ton.

2.2. Models

Income =k * S+ A [i]
15

(450 % & + 170 * (1 - &)
(1)

According to the charge standard for the usage of bridge
facility, the service of 400 Hz/115V power supply per hour
will be charged at 170 RMB, and 280 RMB will be charged
per hour for the service of air-conditioning equipment [10].
Every 15 minutes will be considered as one charge unit. If the
service time is shorter than 15 minutes, it will be considered
as one charge unit as 15 minutes as well. Therefore, the
annual income for bridge facility utilization that the airport
can obtain is from formula (1) as follows: k is the annual
departing and landing aircraft, 8 is the annual docking rate
of the aircraft, A is the proportion of these docked aircrafts
that only use the power supply, ¢ is the proportion of these
docked aircrafts that use both power supply and air-con-
ditioning equipment.

Cost = Cost + Cost

operation eleccharge maintenance

(2)

+ COStdepreciation + COStstaff + COSttax'

The annual cost for the operation of bridge facility
Costyperation i €qual to the summation of electricity cost,
maintenance cost, depreciation cost, operators’ wages, and
taxes, which can be stated as formula (2).

COSteleccharge = (pOWCl‘l * 1] + power, * ’72) *MmMy xn. (3)

The annual electricity cost mainly consists of the rated
power of power supply and air-conditioning equipment
power, and power,, the electricity charge m,;, and the

number of bridge facilities n.

COStstaff = pxmy. (4)

The annual cost for each bridge facility operator m, must
include wages, social security, and provident funds.

Cost,,, = Income * 3%. (5)

tax

The annual airport tax costs mainly consist of business
tax. According to the State Price Bureau, the standard for air
transport business tax is about 3% of the average annual
income of the airport for the operation of bridge facilities.

(IT_‘S) + 100%.

(6)

COStdepreciation = COStdevice * ﬁ = COStdevice *

The annual depreciation costs of these bridge facilities
can be calculated by formula (6), where f3 is the average
depreciation rate of the fixed assets that is equal to the
depreciation amount each year and is expected to be equal to
the depreciation fixed assets, k is the rated maximum service
life of the bridge facility, and § is the estimated net residual
value rate.

COStmaintenance =nx* (m3 + m4)' (7)

The annual cost for the maintenance of the bridge facility
can be obtained from formula (7), where m; and m, are the
annual external maintenance and spare part cost separately.

Profit = Income — Costyperations (8)

year — logq[ 1 +(q_ 1) * ( COStdevice/ ( Income_COStoperation ) ) ] ’( 9)

AirlineCostOpt = CostOptimize
%365 % k * 3.

airline

10

The total annual operating cost savings of an airline u(siné
the bridge facility are equal to the cost savings of a single
aircraft using the bridge facility multiplied by the airline’s
annual takeoff and landing sorties k at the airport and the
average annual bridge facility utilization rate of the airline f3.

maintain

FuelConsumption
+ Cost ypy

CostOptimize = Cost,py

airline

— Cost

power>

Cost

>

] (450 E+170 % (1-8)
power_[ﬁ]* 4

C tFuelConsumption _ fuel = Mg * t
oTary =60+ 1000 °

C tmamtam — 3 ,
OSAPU T 60 365 + 24

_ CostOptimize

airline

- FuelConsumption *
Costypy

(11)
Since the use of bridge facility can effectively reduce the
operation cost for airlines and prolong the lifespan of the
aircraft APU, the airline companies fully cooperate with the
promotion of the use of the bridge, which will greatly im-
prove the aircraft docking rate and increase the airport
operational income and cost. Finally, the payback period of
investment at these bridge facilities can be calculated by
formula (9) based on the equation of annual profit and
installation cost of these bridge facilities:

12, n<15,
(12)

p =
12 + [[”_ L]
5

:|*3, n>15.



To maintain a higher service level, we assumed at least
four teams of which each team must have three workers who
are responsible to keep the normal operation of these bridge
facilities. If the number of these facilities is less than 15, 12
operators are required, and one team will be added if the
number of bridges is increased by 5. Then, the number of
operators for these bridge facilities can be calculated by
formula (10).

a=kxp. (13)

The annual docking aircraft can be obtained from annual
departing and landing aircraft and docking rate.

1—0.1[(”1_010)
ﬂ:

1, n<10.

], n> 10,
(14)

The average annual bridge facility utilization rate of an
aircraft at the airport is assumed to be 1 when the number of
the company’s aircraft takeoffs and landings is less than 10
sorties. When the number of takeoff and landing sorties
increases, it may lead to inadequate gallery bridges. At this
time, it can be assumed that the bridge facility utilization rate
of the aircraft decreases stepwise with the increase of takeoff
and landing sorties.

3. Example Analysis

Based on the investment payback period calculating model
for bridge facilities in this paper, we will discuss the airport
income and profit as well as the payback period of these
bridge facilities with the examples of Kunming, Wuhan, and
Lijiang airports. Meanwhile, the paper will also take into
account of the factors such as the number of bridge facilities,
the annual number of aircrafts which will be docked on the
bridge, the proportion of these docked aircrafts which use
power supply and air-condition equipment separately, and
the bridge facility service time of these docked aircrafts.
Firstly, the installation cost of each bridge facility is about 1.5
million (RMB is assumed in this paper), which is used for the
most popular brands such as Weihai Guangtai power supply
and Hua Shenggiang air-conditioning equipment with rated
power 72 kilowatt and 87 kilowatt and operating efficiency
80% and 90% separately. The annual cost for external
maintenance for each bridge facility and maintenance cost
for each bridge facility are about 17,500RMB and
10,000 RMB, the rated service life span of these facilities is 10
years, the estimated net residual value rate is 3%, and the
electricity charge fee is 0.7 RMB per degree. The business tax
is about 3% of the airport annual income for the bridge
facility operation, and the annual cost for the bridge facility
operator is about 85,000 RMB. The annual departing and
landing number of aircrafts of these three airports is 360,785,
187,699, and 56,932 in 2018, and the maximum number of
departure and landing aircrafts per hour is 58, 39, and 16
separately.
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3.1. Influence of the Number of Bridges on the Investment
Payback Period. The docking rate of aircrafts at Kunming,
Wuhan, and Lijiang airports is assumed to be 70%, con-
sidering these factors such as how many transition aircrafts
will use the bridge facility, its service period is about 45
minutes, 40% of these aircrafts will use power supply and
air-conditioning equipment simultaneously, and the
number of bridges is the same as the amount of the bridge
facility. Based on the proposed models in the first para-
graph, the influence of the number of bridges on the
payback period of bridge facility investment can be ob-
tained from Figure 1.

It can be seen from Figure 1 that the payback period of
bridge facility investment will decrease first and then in-
crease with the increase of the number of bridges. If
n € (5,16), the docking rate of aircrafts and the aircrafts
which use the bridge facility will increase with the increase of
the number of bridges, and the annual airport profits will
increase linearly, which will shorten the payback period of
bridge facility investment; and the trend of Lijiang Sanyi
Airport dropped most steeply. If n =16, the maximum
number of departure and landing aircrafts per hour is equal
to the bridge facility number, then the bridge facility uti-
lization rates reach the maximum value, and the payback
period of bridge facility investment in Lijiang Sanyi Airport
reaches the lowest value, 5.13 years. If ne (17,22), the
bridge facilities will be left unused, leading to the increase of
operational cost and installation cost without any income,
which will result in the increase of the payback period of
bridge investment drastically. And if n =22, the bridge
facility running at Lijiang Sanyi Airport will be deficit. If
n € (5,39), the payback period of bridge investment will
decrease slowly. If n = 39, the payback period of the bridge
facility reaches the shortest value, 2.47 years. If n> 39, the
airport bridge facility income will be the same, but the
increase of installation and running cost will lead to the
increase of the payback period dramatically. If n = 58, the
payback period of Kunming Changshui Airport will be the
shortest value, 2.08 years. If n> 58, the payback period will
increase and result in a deficit finally. Therefore, the key
point to decide the length of the payback period for bridge
facility investment is the rational allocation of the number of
bridges, which is closely related to the maximum number of
aircrafts at the peak hour. Therefore, it is suggested that the
numbers of bridge facilities in these three airports are 16, 39,
and 58, and the payback period of bridge facility investment
will be the shortest value.

3.2. Influence of Bridge Facility Service Time on the Payback
Period of the Investment. Based on the interim regulations of
bridge facility operation, every 15 minutes will be considered
as one charge unit, and the transition time is about 30 to 60
minutes. The influence of service time of the bridge facility
on the payback period can be seen from Figure 2, where the
proportion A = 0.7 and the percentage of docked aircrafts
that use air-conditioning equipment is 40% on the basis of
the departure and landing aircraft and the docking rate of
Kunming, Wuhan, and Lijiang airports in 2018.
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Investment payback period (year)

5 10 15 20 25 30 35 40 45 50 55 60
Number of bridge facilities

—— Kunming Changshui Airport
—— Lijiang Sanyi Airport
—— Wuhan Tianhe Airport

FiGgure 1: Influence of the number of bridges on the investment
payback period of the bridge facility.

Investment payback period (years)

1 5 9 13 17 21 25 29 33 37 41 45 49 53 57

Bridge facility usage time (minutes)

—e— Kunming Changshui Airport

—e— Wouhan Tianhe Airport

—eo— Lijiang Sanyi Airport
FiGure 2: Influence of bridge facility service time on the investment
payback period.

Apparently, as the bridge facility service time of the
transition aircraft increased, the payback period of the
bridge facility will decrease sharply with obvious latter shape
characteristics, the magnitude of the change is becoming
smaller and smaller with the increase of service time ¢, and
the change in the feeder airport is most clear. If t € (1, 15],
the operation cost of the bridge facility is more than its
income in Wuhan Tianhe Airport, while the bridge facility
operation in Kunming and Lijiang airports is profitable, and
the payback period of bridge facility investment of these
airports is 5.75, 4.62, and 4.86 years, respectively. If
t € (15, 30], the bridge operation at the three airports will be
profitable, and the payback period is decreased sharply to
3.08, 2.57, and 2.44 years, respectively. If ¢ € (30,45], the
payback period is about 2.11, 1.66, and 1.75 years. And if
t € (45,60], the payback period will be decreased to 1.60,
1.25, and 1.34 years, respectively.

3.3. Influence of the Amount of Bridge Facility and Service Time
on the Investment Payback Period. In order to discuss which
is more important for the recycling cycle, this paper has
taken a large-sized airport as an example based on this
model. It is assumed that 700 aircrafts will land or takeoft
every day from this airport, and 40 sorties will takeoft and
land at peak hours. The average rate of relying on bridges is
70%, and the installation of bridge facilities will cost about
1.5 million yuan per set. Each set of spare parts is maintained
by the commission on preparation and foreign affairs at
about 17.5 million yuan per year, and the cost of fitting parts
is about 10,000 yuan per year. The rated output powers of
power supply and air conditioning are 72kW and 87 kW,
respectively. The operating efficiency is 80% and 90%, the
rated service life of the equipment is 15 years, the estimated
net residual value is 3%, and the business tax paid by the
airport is 3%. Assume that 70% of the aircrafts near the
bridge at the airport will use the bridge facility equipment
about 95% of which are medium-sized aircrafts (e.g., B737
and A320 only need to access one set of bridge facility
equipment) and 5% are heavy aircrafts (e.g., B747 and A340
need to access two sets of bridge facility equipment). The
frequency for the usage of the bridge facility equipment is
about 3-4 times a day and half an hour to 2 hours in average
each time. The charge for airport electricity is 0.6 yuan per
hour, and the salary and welfare benefits of staff who
maintain the bridge facilities are about 75,000 yuan per year.
At the same time, the annual average ratio of bridge facility
air conditioning and power supply is 0.4, and the investment
payback period of the bridge facility equipment varies with
the number of the bridge facility equipment sets and service
time as shown in Figure 3.

It can be seen that the investment payback period of the
bridge facility is inversely correlated with the number of
bridge facility sets. It decreases with the increase of bridge
facility sets, and when the number of bridge facility sets
increases gradually, the investment payback period of the
bridge facility changes more insignificantly with its service
time. At the same time, the investment payback period of the
bridge facility shows a distinct multistep decline with the
increase of service time, and when the service time increases
gradually, the investment payback period becomes in-
creasingly insignificant with the increase of the number of
bridge facility sets. nn € (6,30] is the “rapid reduction stage”
of the static investment payback period of the bridge facility.
At this stage, the number of the bridge equipment is small.
Although the bridge leaning rate is high, there are fewer
aircrafts that can actually use bridge equipment. The income
of bridge equipment obtained from the airport is low. At the
same time, the labor cost of bridge equipment operation
accounts for a high proportion of the total operation cost
each year. Therefore, at this stage, the payback period of
investment is longer. When the payback period of static
investment in bridge-mounted equipment reaches
16.5 years, the investment payback period decreases rapidly
to 7 years and tends to be flat. At that time, the number of
aircraft sorties docked to bridges and using bridge-borne
equipment grows rapidly, resulting in a rapid increase in
revenue. At this time, the proportion of labor costs for
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time on the investment payback period.

annual operating costs is getting lower and lower. Therefore,
the recovery period of static investment for bridge-borne
equipment decreases rapidly and becomes stable. At the
same time, since the bridge equipment charges for 15
minutes, the investment payback period of the bridge
equipment presents a multistep decline and gradually re-
duces with the service time.

3.4. Analysis of Annual Operation Cost Savings for Airlines.
The cost for the aircraft using the bridge facility while
waiting at the station will be much less than APU hourly fuel
consumption. At the same time, it can save APU time,
reduce maintenance costs, and improve flight safety. In this
section, from the point of airline operation, assuming that all
the takeoft and landing aircrafts are B737-800, the influence
of daily sorties and average time of the bridge facilities on the
annual operating cost of airlines are discussed in detail as
shown in Figure 4.

It can be seen that the annual operating cost saved for
airlines increases linearly with the average service time of the
bridge facility, and when the average service time of the
bridge facility increases gradually, the annual operating cost
for airlines changes more significantly with the increase of
takeoff and landing sorties. The annual operating cost saved
for airlines increases stepwise with the increase of takeoft
and landing aircrafts at the airport. When the number of
takeoff and landing sorties increases gradually, the annual
operating cost saved for airlines becomes increasingly sig-
nificant with the increase of time spent at the bridge fa-
cilities. This is because the utilization rate of the aircraft on
the bridge decreases stepwise with the increase of takeoft and
landing sorties. Therefore, the annual cost savings will have
obvious inflection points at the demarcation point of the
utilization rate of the aircraft on the bridge. According to the
rules for the operation of the civil aircraft [6], the waiting
time of B737 is about 45 minutes. Assuming that there are 50
B737 taking off and landing at the airport every day, the
bridge utilization rate is 0.6. Therefore, the annual operating
cost for the airline can be saved by 6,274,350 yuan, let alone
the airline can save millions of operations per year after
using the bridge-mounted equipment.
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4. Conclusions

The investment payback period calculating model for bridge
facility from the perspective of airports and airlines was
proposed in this paper. Based on the actual operational data
of Kunming Changshui Airport, Wuhan Tianhe Airport,
and Lijiang Sanyi Airport in 2018, the influence of the annual
bridge operational airport profit and the payback period of
the bridge facility were studied with the factors such as the
number of bridge facilities and the service time of bridge
facility of the transition aircraft. The conclusion is that the
number of bridge facilities and service time are the key
points to the length of the payback period, and it changes
more insignificantly with its service time. And the number of
bridge facilities on the condition of the shortest payback
period was pointed out in this paper. Practice shows that the
bridge facilities can replace APU to provide the electrical and
pneumatic power needed by the aircraft to achieve a win-win
situation for airports and airlines. The research results can
enhance the confidence and determination of airports and
airlines in using the bridge facility and effectively promote
the implementation of civil aviation energy-saving and
emission reduction policies at airports.

Data Availability
The data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

This work was supported by the Key Research and Devel-
opment Program of China Sichuan Science and Technology
under Grant no. 2019FYGO0308.



Mathematical Problems in Engineering

References

[1] X.-h. Xu and X. Li, “Cost analysis of flight delays and sim-
ulation in ground-holding model,” Journal of Nanjing Uni-
versity of Aeronautics & Astronautics, vol. 38, no. 1,
pp. 115-120, 2006.

[2] L.-h. Li and J.-h. Zhang, “Pollution emission and energy-
saving operation for airborne APU,” Environment Science &
Technology, vol. 36, no. 10, pp. 34-38, 2013.

[3] Z.-h. Xia, R. Kang, G.-j. Zhou et al., “Ground-holding cost
analysis of the delayed flights,” Journal of Sichuan University,
vol. 52, no. 4, pp- 793-799, 2015.

[4] Z.-h. Xia, “Estimation model for investment payback period
for bridge facilities in civil airport,” China Science Paper,
vol. 11, no. 19, pp. 2193-2197, 2016.

[5] W.-j. Pan, Z.-j. Wang, Z.-h. Xia, and G. Zhou, “Research on
flight delay loss difference of cost optimization,” Science
Technology and Industry, vol. 15, no. 12, pp. 38-42, 2015.

[6] K. W. Olsen, G. P. Whiteford, P. Sheridan, and
S. K. Thompson, Aircraft Auxiliary Power Unit Suspension
System for Isolating an Aircraft Auxiliary Power Unit, Euro-
pean Patent Office, Munich, Germany, 2013.

[7] H. Ebrahimi, J. R. Gatabi, and H. El-Kishky, “An auxiliary
power unit for advanced aircraft electric power systems,”
Electric Power Systems Research, vol. 119, pp. 393-406, 2015.

[8] W.-X. Chen, J.-Q. Lin, and J.-H. Zhang, “Design of network-
based energy management system for airport bridge-borne
equipment,” Energy and Energy Conservation, vol. 5, 2014.

[9] Z. Li, J. Lin, and X. Wang, Modeling and Control of Aircraft
Cabin Temperature System Based on Airport Bridge-Borne Air
Conditioner, Modern Electronics Technique, Riyadh, Saudi
Arabia, 2017.

[10] China Civil Aviation Administration, Interim Measures for the
Operation of Bridge Facility in Civil Airports as a Substitute for
Aircraft Auxiliary Power Devices, China Civil Aviation Ad-
ministration, Beijing, China, 2013.



Hindawi

Mathematical Problems in Engineering
Volume 2020, Article ID 6217872, 9 pages
https://doi.org/10.1155/2020/6217872

Research Article

Hindawi

Construction of Risk Evaluation Index System for Power Grid
Engineering Cost by Applying WBS-RBS and Membership

Degree Methods

Jiao Wang

School of Business Economic Management, Northeast Electric Power University, Jilin 132012, China

Correspondence should be addressed to Jiao Wang; dbdl2037134@126.com

Received 3 March 2020; Accepted 29 June 2020; Published 4 August 2020

Guest Editor: Weilin Xiao

Copyright © 2020 Jiao Wang. This is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Based on the perspective of cost risk management of the entire process of power grid construction project, the WBS-RBS risk
identification method is applied. The risk factors of power grid engineering cost are comprehensively identified from the five
major engineering cost formation stages: investment decision estimate stage, design estimate stage, bidding price stage, con-
struction budget stage, and final account stage. Combined with the basic data obtained from the questionnaire, the membership
degree method is adopted to screen the key indicators of the preliminary factors of cost risk and then eliminate the redundant
indicators. Furthermore, a set of simple and efficient risk evaluation index system for power grid engineering cost is constructed in

order to improve the risk evaluation and management level of power grid construction project in China.

1. Introduction

An important content of power grid construction project
management is cost risk evaluation. Scientific project risk
evaluation can ensure that the cost of the entire process of
power grid engineering can be controlled -effectively.
Through the rational use of funds, the goal of optimal return
on project investment can be achieved.

The research on the risk evaluation of power grid en-
gineering cost mainly began at the beginning of this century
so that the related literature is still relatively limited. Among
these literature studies, the study in [1] adopts data envel-
opment analysis (DEA) to investigate the cost risk existed in
the process of power grid construction. The study in [2]
adopts Monte Carlo method to simulate and predict the risks
encountered in power grid engineering projects. The study
in [3], in order to solve the problem of uncertainty in the
power grid engineering cost caused by the adoption of single
prediction model, adopts artificial neural network (ANN)
and genetic algorithm (GA). It has optimized the prediction
model of power grid engineering cost and improved the
accuracy. However, none of the above literature has

established a relatively complete cost risk evaluation index
system for power grid engineering, which is not conducive to
the project cost prevention and control personnel to evaluate
and deal with risks in a timely and effective manner. The
study in [4] analyzes risk sources of power grid engineering
through the application of the fault tree analysis (FTA).
Although engineering cost risk evaluation index system is
constructed, the subjective factors are too heavy, and it lacks
objective credibility when used for evaluation. The study in
[5] analyzes the risks that may be involved in the power grid
engineering cost qualitatively and quantitatively and adopts
fuzzy evaluation method to calculate risk degree of engi-
neering projects. Nevertheless, it fails to identify key risk
indicators so that the practical application efficiency of the
risk evaluation index system is reduced. The study in [6]
systematically classifies power grid cost risk factors, draws
the fishbone diagram, and analyzes the sensitivity of indi-
vidual cost factors. Although it identifies the risk factors that
affect cost, it does not evaluate the extent to which they may
cause cost losses.

However, in other large-scale engineering construction
fields, some scholars had adopted WBS-RBS method to
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evaluate the project cost risk and obtained relatively ideal
results. The study in [7] had utilized WBS-RBS method
combined with literature reading to identify the risk factors
of civil engineering projects and constructed a risk evalu-
ation index system of engineering cost including 28 sec-
ondary risk factors, which can provide a basis for risk
managers to make risk decisions. The study in [8] had
adopted work breakdown structure-risk breakdown struc-
ture (i.e., WBS-RBS) method to identify the risk of water
conservancy project in the whole process management
according to the complicated characteristics of water con-
servancy project, so as to effectively control the cost risk of
the whole process of water conservancy projects. The study
in [9] had applied WBS-RBS method to identify and analyze
the risks of subway construction, which improved the risk
management and control level of subway construction cost.
However, the WBS-RBS risk assessment method used in the
above mainly focuses on the evaluation of the importance of
risk but neglects the importance of the project itself, which
also affects the risk. The study in [10] proposed a risk as-
sessment method based on WBS-RBS-DSM, which is on the
basis of the traditional WBS-RBS matrix, to calculate the
comprehensive risk value faced by the project. But the
application conditions of DSM model are relatively strict,
which is difficult to meet in practical application. The study
in [11], in the process of risk identification, had applied
WBS-RBS risk identification method to decompose and
analyze the project systematically. He used Delphi method to
identify each preliminary risk factor of the identification
matrix systematically and screened out the key factors af-
fecting the project cost. However, due to the existence of
many subjective factors in the discrimination process, the
evaluation results are not objective.

In conclusion, on the basis of previous research on cost
risk assessment of nongrid projects by WBS-RBS method,
this paper improves WBS-RBS method through the analysis
of membership degree. WBS-RBS method based on the
analysis of membership degree is also applied to the risk
evaluation of power grid engineering cost, which reflects the
time, stage, and management object of project risk in detail,
so as to enable the relevant organizations of the project to
defend against the risk in advance. In addition, compared
with the traditional risk identification method, the WBS-
RBS membership analysis method could identify risks in
each stage of the power grid engineering life cycle in detail,
which makes up for the omission of traditional risk iden-
tification methods such as brainstorming, Delphi, or expert
investigation in practical application due to the randomness
and subjectivity.

Therefore, based on the research results on current risk
evaluation of power grid engineering cost, this paper starts
with the entire process of power grid construction and
adopts WBS-RBS method to identify cost risk factors for the
entire process of power grid construction project in China.
Then, membership degree method is applied to select key
factors that affect power grid engineering cost from the
preliminary identification indicators of power grid con-
struction project risks, so as to establish a relatively scientific,
streamlined, and appropriate system for risk evaluation of
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power grid engineering cost. This enables China’s power grid
engineering cost analysts and project risk-related managers
to fully and clearly recognize the risk factors of cost in each
stage of the entire project process, thereby achieving the goal
of effective control of power grid engineering cost in
advance.

2. Influence of Each Stage of Power Grid
Construction on Cost

Risk evaluation of power grid engineering cost is integral to
power grid construction project management. Because the
project cost management runs through the entire process of
power grid project construction, the risk evaluation of power
grid engineering cost is staged and complex. The extent to
which each stage of the current power grid engineering
affects the cost is illustrated in Figure 1.

According to Figure 1, the impact of the investment
decision-making stage on project cost is 75%-95%, the
design stage is 35%-75%, the bidding stage is 20%-30%, the
construction stage is 35%-50%, and the final account stage is
0-5%. It is clear from Figure 1 that the investment decision-
making stage and the design stage before the implementa-
tion of the project are the key points of cost control.
Consequently, relevant work such as identifying risk factors
that affect engineering cost, screening evaluation indicators,
and constructing index system should be carried out in the
investment decision-making stage, which is the early stage of
power grid engineering.

3. Features of Power Grid Engineering Cost Risk
Management and Design Principles of the
Index System

3.1. Features of Power Grid Engineering Cost Risk
Management. The risk of power grid engineering cost
widely exists in the entire process of power grid construction
mainly due to the following three aspects: Firstly, the value of
construction products is the basis for the formation of
engineering cost. Secondly, the power grid construction
itself is unique and complex. Thirdly, there are many dif-
ferences between the composition and calculation of power
grid engineering cost and other large- and medium-sized
construction projects. The study in [12] analyzes the factors
that affect power grid engineering cost from both macro-
perspectives and microperspectives. From the macro-
perspective, government behavior, market supply and
demand, construction science and technology, and socio-
economic development may all have a direct or indirect
impact on the power grid engineering cost. From the
microperspective, for a specific power grid construction
project, its design level, construction level, natural envi-
ronment conditions, owners’ value orientation, and man-
agement behavior could directly or indirectly affect its
engineering cost and run through the entire process of
power grid construction.

In addition, due to the influence of natural conditions
such as geology and geomorphology, as well as the unbal-
anced economic development level of various provinces in
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China, the risk of power grid engineering cost varies in
different regions. In view of similar natural and geological
conditions and economic levels in Northeast China, it is
more appropriate to analyze the risk factors of power grid
engineering cost. Therefore, this paper focuses on the risk
factors that affect the power grid engineering cost in
Northeast China. The study in [13] considers that no matter
it is the cost management of power transmission and
transformation project or the cost management of other
types of engineering projects, it is necessary to identify and
analyze the cost risk. This work should be carried out in the
early stage of risk management and run through the entire
process of engineering cost. Identifying and analyzing the
risk factors of power grid engineering cost is the premise and
basis of cost risk estimation, cost risk evaluation, and cost
risk response. The WBS-RBS risk identification method has a
good effect on the risk identification process of other large-
and medium-sized construction projects. This method is
comprehensive and clear in analyzing the risk factors, and
the conclusions obtained are more accurate. Based on the
above factors, this paper introduces the WBS-RBS method
for the first time to systematically decompose and initially
identify the risk factors of power grid engineering cost risks
and then combines expert questionnaire survey opinions
and adopts the membership degree method to further screen
the preliminary risk indicators, so as to acquire the key risk
factors that need to be focused on prevention and control in
power grid engineering cost.

3.2. Design Principles of the Cost Risk Evaluation Index System.
Risk evaluation index system for power grid engineering cost
is a collection of potential risk factors at all stages in the
entire process of power grid construction. This paper starts
from the perspective of risk management in the entire
process of power grid engineering cost, combines the actual
conditions of power grid engineering, and identifies and

screens out key risk factors that affect power grid engi-
neering cost in China based on the design principles of
evaluation indicators to establish a clear and simple cost risk
evaluation index system. The specific design principles are as
follows.

(1) Principle of scientificity: in the selection of indica-
tors, the calculation of the selected indicators is
required to be clear and accurate. The content re-
flected should be objective, comprehensive, and
standardized. Those fuzzy factors cannot be selected
as evaluation indicators.

(2) Principle of hierarchy: the cost risk evaluation in-
dicators cover a wide range and the evaluation
system constructed is relatively complex. Therefore,
the identification and selection of indicators should
not only meet the integrity of the evaluation system,
but also reflect the hierarchical relationship between
cost risk factors.

(3) Principle of feasibility: when constructing cost risk
evaluation index system, it is necessary to fully
consider whether the information expressed by the
indicators is accurate and available or not, which
determine whether the evaluation index system can
be effective or not in practical applications.

(4) Principle of combining qualitative and quantitative
analysis: in order to avoid too many subjective
factors or improper processing of objective data
involved in evaluation process that lead to inaccurate
evaluation results, qualitative and quantitative
analysis methods should be combined to design a
balanced and scientific evaluation index system.

(5) Principle of relative independence: in order to ac-
quire objective and accurate evaluation results, it is
required to maintain great relative independence
between the indicators in the evaluation system and



to avoid the high overlap of the risk information
attribute reflected between the indicators to cause
problems with indicator membership attribute.

4. WBS-RBS Model Introduction

WBS (work breakdown structure) refers to forming a WBS
tree, which is a relatively complete work breakdown
structure in project management, by decomposing the tasks
of an engineering project layer by layer into a minimum
work package (WP). RBS (risk breakdown structure) is
derived from the construction principle of the work
breakdown structure (WBS), and the RBS tree is a more
comprehensive risk breakdown structure in project risk
management. Since the breakdown structures of WBS and
RBS are both guided by project goals, the two can be
combined to form a WBS-RBS matrix to determine the risks
existing at different stages of the project and analyze the
extent of the loss caused by the risk factors to the project and
probability of occurrence [11]. The WBS-RBS model is il-
lustrated in Figure 2.

The WBS tree is shown in the upper part of Figure 2. The
American Project Management Institute (PMI) defines WBS
as a hierarchical decomposition of the work that the project
team needs to perform to create the required deliverables
and achieve the goal of completing the project. The planned
work included in the lowest level of its structure is called
work package (WP) [10]. The RBS tree is shown in the left
half of Figure 2. RBS refers to the risk breakdown structure
formed by degrading the risks faced by the project to the
most basic risk events through hierarchical decomposition
technology.

The lowest level work package (WP) of the work
breakdown structure tree is regarded as the column of the
WBS-RBS matrix, and the lowest level basic risk event of the
risk breakdown structure tree is regarded as the row of the
WBS-RBS matrix to construct a complete WBS-RBS risk
identification matrix. Then, whether the work package (WP)
faces corresponding risks can be judged one by one
according to the matrix elements [14].

5. Identification of Influencing Factors of
Power Grid Engineering Cost Risk Based on
the WBS-RBS Method

The risk evaluation of power grid engineering cost should
run through the entire process of the implementation of
power grid construction project and is continuous and
systematic. It mainly includes five stages: investment deci-
sion estimate, design estimate, bidding price, construction
budget, and final account. This paper adopts WBS-RBS
method to decompose the entire process of power grid
engineering cost and analyze the potential risk factors at the
corresponding stage.

5.1. WBS Tree in the Entire Process of Power Grid Engineering
Cost. The entire process of power grid engineering cost
management mainly includes the following five stages:
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FIGURE 2: WBS-RBS matrix diagram.

estimation management in investment decision-making
stage, budget estimation management in design stage, price
management in bidding stage, budget management in
construction stage, and final account management (in-
cluding settlement) in completion stage, which form a
complete cost management system for the entire process of
power grid engineering. The cost management work of each
stage continues to be broken down to the specific activity
work package (WP), and finally the WBS tree can be con-
structed as illustrated in Figure 3.

5.2. RBS Tree of Cost Risk in Each Stage of Power Grid En-
gineering Cost. Due to the large amount of complex power
grid construction project and the long construction cycle,
there are many risk factors that affect the project cost. In
order to accurately identify the cost risk factors, based on the
management theory of the entire process of power grid
construction, this paper divides the risk sources into five
categories according to the five stages of power grid con-
struction: risks in investment decision-making stage, risks in
design stage, risks in bidding stage, risks in construction
stage, and risks in final account stage [12]. Then, the risk
sources of each stage are broken down layer by layer, and
finally the RBS tree is constructed, as illustrated in Figure 4.

5.3. Construction of WBS-RBS Risk Identification Matrix for
Power Grid Engineering Cost. Since the key risk factors of
cost will be identified and the evaluation index will be
optimized later, the probability of risk events and the degree
of possible loss to the project are not considered here. The
risk factors that affect power grid engineering cost are listed,
as shown in Table 1.

6. Screening of Key Indicators of Cost Risk by
Using the Membership Degree Method

The cost risk factors for the entire process of power grid
construction project listed in Table 1 are the preliminary
identification index system. The number of indicators in this
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TaBLE 1: Preliminary identification of risk factors in the entire process of power grid engineering cost.

The first-level L . o

o v The second-level indicator The third-level indicator

indicator

Risk of power grid planning (R;;)

Risk of investment
decision (R;)

Risk of planning of power grid capital
construction project (R;,)

Risk of handling of preliminary documents
(R13)

Risk of power load forecasting (R;;;), risk of economic situation
evaluation (R;;,)
Risk of scarcity of capital construction land resource (R;5), risk of
planning connection for power grid engineering cities (R;5,), risk of
planning and coordination in cross-sectoral engineering (R;,3), risk
of planning of supporting projects for power grid construction
(Ri24)

Risk of law and policy (Ry31)

Risk of project establishment and research in
Risk of design (R,) power grid capital construction (R,;)
Risk of project establishment and approval in
power grid capital construction (R;,)

Risk of purchase price of capital construction equipment (R;;), risk
of participation in power grid engineering audit (R,;,), risk of
young crop compensation for power grid capital construction

project (R,3), risk of selection of design company (R,14)

Risk of project approval cycle (R,,;), risk of allocation of power grid

engineering approval personnel (R,,5)

Risk of power grid engineering technology
(Rs1)

Risk of power grid engineering finance (Rs;)

Risk of bidding (R;)

Risk of experience of tendering and bidding companies (R3;;), risk
of technical level of construction company (Rj;,)
Risk of inner ability to pay wages in advance of construction
companies (Rs,;), risk of target profit margin (Rs;,)

Risk of project change in power grid capital
construction (Ry;)
Risk of cost change in power grid capital
construction (Xy,)

Risk of construction
(Ry)

Risk of project change notice (Ry;1), risk of tracking of capital
construction project planning (Ry;,)
Risk of land acquisition fund (R4y;), risk of machinery, material and
labor cost (R455)

Risk of final accounts in power grid
engineering (Rs;)

Risk of final accounts

(Ro) Risk of audit in power grid engineering (Rs;)
5

Risk of postevaluation for power grid
engineering (Rs3)

Risk of final accounts (Rs,;), risk of engineering payment (Rs;5)

Risk of audit quality of final accounts (Rsy), risk of audit of final
accounts (Rsy,), risk of separate audit of “quantity and price” in
final accounts (Rs,3)

Risk of completion rate of power grid engineering (Rs3;), risk of
evaluation after project completion (Rs3;)

system is complex. In the actual project risk analysis, the
relevant risk prevention and control personnel are required to
collect massive data and information, so as to further analyze
the complex data and draw conclusions. This is undoubtedly a
time-consuming and labor-consuming huge project, which
greatly reduces the evaluation efficiency of the final risk in-
dicators. Moreover, there are subjective evaluation indicators
in the preliminary identification index system, which may
reduce the objectivity and accuracy of the evaluation results.
Therefore, this paper takes the form of a questionnaire.
Firstly, it collects the opinions of experts in the related fields of
engineering cost extensively and adopts Likert scale method
to ask the corresponding experts to score the preliminary
indicators and further adjust the preliminary indicators
according to the score results. Secondly, it combines the
membership degree method to calculate the membership
degree value of the risk index, selects the key indicators that
affect the cost risk of power grid engineering based on the
membership threshold, and establishes the risk evaluation
index system so that it can be applied to the entire process of
risk evaluation of power grid engineering cost in practice.

6.1. Distribution and Recovery of Questionnaires. The ques-
tionnaire design is based on Likert scale method, and it
adjusts the measurement method appropriately. Specified

score is as follows: 1-5 points, of which 1-not important, 2-
generally important, 3-relatively important, 4-important,
and 5-very important. The lower the score of an indicator,
the less important it is. It can be eliminated within a certain
standard and range, and the remaining indicators can es-
tablish the risk evaluation index system. This paper adopts
e-mail, on-site distribution, and other methods to distribute
the questionnaire. The questionnaire will be distributed to
experts in the industries such as construction companies,
survey and design companies, and supervision companies, as
well as relevant researchers in universities and research
institutes.

A total of 120 questionnaires were distributed to
relevant parties involved in the construction project, and
116 questionnaires were recovered as required. The val-
idity of the questionnaire is divided according to the
degree of convergence of the selection results. If the
degree of convergence is too high, it is regarded as an
invalid questionnaire, and the invalid questionnaire is
eliminated. Based on this criterion, 7 questionnaires
returned were invalid and 109 questionnaires were ef-
fectively recovered, with a recovery rate of 90.8%. The
statistical results of the entire process of the risk evalu-
ation system of power grid engineering cost are shown in
Table 2.
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TaBLE 2: Score statistics.

TaBLE 3: Reliability analysis results of the questionnaire.

Score distribution

Index sign

4 3 2 1
Rin 9 25 37 48 0
Ris 6 35 30 38 0
Ry 10 40 33 20 6
Riz 0 1 28 59 21
Rins 24 37 33 15 0
Rigs 15 36 21 37 0
Ry 0 3 34 56 16
Ry, 0 18 39 4 10
Ry 2 30 35 31 11
Rys 0 14 56 26 13
Ry14 10 35 45 10 9
Roa 0 0 37 58 14
Ry» 1 13 24 32 39
Ray; 0 38 37 24 10
Raps 14 46 32 17 0
Rsay 11 29 41 17 11
Ras 0 19 30 35 25
Raps 2 22 60 25 0
Rups 11 23 36 31 8
Ran 9 23 37 49 0
Rirs 0 14 35 36 24
Rey; 0 14 36 40 19
Rsps 0 24 47 38 0
Rey 0 0 25 53 31
Rsys 0 21 47 37 4
Rens 33 40 23 13 0
Rssy 21 53 32 3 0
Rz, 0 15 59 33 2

6.2. Reliability and Validity Tests of Questionnaire Results.
In order to ensure the objectivity and accuracy of the
questionnaire results, the corresponding data will be tested
for reliability and validity. SPSS 17.0 mathematical statis-
tical analysis software was adopted to perform Cronbach
test on the data collected from a valid questionnaire. The
results show (as shown in Table 3) that Cronbach’s Alpha
coefficient is 0.811. When this value is greater than 0.8, it
indicates that the preliminary evaluation index has passed
the reliability test and has a relatively ideal reliability. The
validity test results show (as shown in Table 4) that the
KMO sample measurement value is 0.712, which is greater
than 0.5. Bartlett sphericity test value is extremely small and
much less than 0.001, which indicates that the preliminary
risk index is suitable for factor analysis, so it passes the
validity test.

6.3. Selection of Key Risk Indicators and Establishment of the
Indicator System by Using the Membership Degree Method.
In view of the process of social science research, membership
degree is a concept adopted to analyze the evaluation ability
of a specific indicator on the target to be evaluated. As the
number of preliminary risk indicators constructed by WBS-
RBS matrix is relatively complex, which affects the appli-
cation effect of risk evaluation index system in actual
projects, the membership degree method is adopted to

Cronbach’s Standardized item-based The number of
alpha Cronbach’s alpha terms
0.811 0.920 28

TaBLE 4: Validity analysis results of the questionnaire.

Adequate sampling Kaiser-Meyer-Olkin measurement  0.712
Bartlett spherical degree of inspection

The approximate chi-square 1619.023
Df 286
Sig. 0.000

TaBLE 5: Cost risk indicator score.

Index The number of The membership degree
code specialists (Zy)
Riny 71 0.651376
Rt 71 0.651376
Rix 83 0.761468
Ry 29 0.266055
Ryas 94 0.862385
R4 72 0.660550
Rysy 37 0.339450
Ry 57 0.523936
j: 67 0.614679
Ry 63 0.642202
Ry 90 0.825688
Raay 37 0.339450
Ry 38 0.348624
Rap 75 0.688073
Rs1s 92 0.844037
Ran 81 0.743119
Rsas 49 0.449541
Ry 64 0.770642
Run 70 0.642202
) 69 0.633028
Rix 49 0.449541
Rsy 50 0.458716
Rs1 66 0.651376
Rsyy 25 0.229358
Rsys 18 0.623853
Rsys 96 0.880734
Rss, 106 0.972477
Rz 74 0.678899

optimize the preliminary index system and screen the key
indicators that affect the risk of power grid engineering cost,
so as to establish a flexible, simple, and efficient risk eval-
uation index system suitable for the actual operation in
China [8].

Let {R} represent a fuzzy set, which represents the risk
index system of power grid engineering cost. Each element
in {R} (the risk index) is represented by Ry then the
analysis of membership degree can be performed on R;.
And ask the n experts selected in the previous ques-
tionnaire to score the ability to evaluate many indicators
of the preliminary cost risks of power grid engineering.
The score result obtained for a certain R, indicator is
represented by the membership degree value Z,. Z, is
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The risks in the entire process of power grid engineering cost

Risk of Risk of design Risk of Risk of Risk of final
investment (Ry) bidding (R;) construction (R,) accounts (Rs)
decision (R;)
Risk of
power Risk of
grid planning of Risk of
planning power grid project Risk .
(Ryy) capital establishment and of Ris Risk Ris
construction research in powe k of . K )
j i j Ris Risk
project (Ry,) power grid rgrid of proje Risk L of o
capital engineering po ﬁt of o au o
construction techn we chan cost . dit p |
(Ry)) ology r gein chan n i evalu
al ation
(R31) . powe .
| gri r grid gein ac po for
d capit powe o we powe
geirrll al rj;ig un grri r grid
(Ry11) | (Rypp) e const al .tS ] eng}n
’—|—‘ i in eerin
rin ructi const o en (R<5)
’—I—\ g on (Ryy) ructi P gin 810
we
fin on r ee
ISP STR) ST an (Ry2) gri rin
ce | g
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8
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FIGURE 5: Risk evaluation index system of power grid engineering cost.

calculated by the formula Z,=m/n, where m, represents
the number of experts who choose very important, important,
and relatively important and n represents the total number of
experts who participate in scoring. The larger the value of Z,,
the greater the possibility that the indicator R, belongs to the
tuzzy set {R}. That is, it can be judged that this indicator is
critical in the evaluation system and can be retained as a
formal evaluation indicator; otherwise, it is necessary to
eliminate it to achieve the purpose of optimizing the eval-
uation indicator system. This paper analyzes the 109 valid
questionnaires collected and calculates the membership

degree of the risk evaluation index system for the entire
process of power grid engineering through the formula
Zi=my/n, as shown in Table 5.

At present, there is no authoritative conclusion on the
determination of the threshold value in the analysis of
membership degree. Therefore, this paper calculates the sum of
the membership values of all the preliminary cost risk indi-
cators shown in Table 3 and then takes the average value as the
threshold value of the selected risk evaluation index system.
That is, if the membership degree value Z, of the risk indicator
R; is less than the average membership degree 0.614387, the
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evaluation system is excluded. The risk indicators that have not
been excluded in the end are the key indicators for the risk
evaluation of power grid engineering cost, and the key indi-
cators are adopted to establish the risk evaluation index system
of power grid engineering cost, as illustrated in Figure 5 (note:
due to space limitations, the third-level indicators are only
represented by letters as seen in Table 1).

7. Conclusion

Due to the influence of various internal and external un-
certainties, there are great risks which often lead to the
overrun of project budget in the power grid projects. This
paper combines the characteristics of power grid engi-
neering and based on the characteristics of project cost
management at each stage of power grid construction, the
connotation of cost risk management, and the effect of risk
evaluation, this paper analyzes from the perspective of cost
risk management of the entire process of power grid en-
gineering and adopts the WBS-RBS method for the first time
to identify risks in the entire process of power grid engi-
neering by referring to the application of WBS-RBS method
in the cost management of hydraulic project engineering.
This is more comprehensive than traditional methods such
as decision tree to identify power grid cost risk factors. At the
same time, this paper studies the efficient application of the
membership degree method in government performance
evaluation and highway engineering management perfor-
mance evaluation and identifies and adopts the membership
degree method to identify and screen the complicated
preliminary indicators of power grid cost risk, so as to
acquire key indicators that affect project cost risk.

The establishment of WBS-RBS membership analysis
method not only enables the power grid construction
company to prevent risks well in the construction process,
but also enables the supervisor to conduct a key investigation
on the behaviors of all parties involved in the project
construction process.

Finally, the WBS-RBS membership analysis method was
applied to study the risk of power grid engineering cost in
China. A simple scientific risk evaluation index system
suitable for the power grid engineering cost in China is
constructed in order to provide beneficial research ideas for
China’s risk evaluation and management of power grid
engineering cost.
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Effectiveness evaluations are one of the important ways to guide grid investment and to improve investment efficiency. Improving
the effectiveness of grid investment evaluations is studied based on the optimization of the investment evaluation index system
and the utility evaluation model. The index system is optimized by establishing an evaluation index system of grid investment
effectiveness, considering the redundancy between the indices, and constructing an ISM-DEA model. The utility function model
was introduced to fully consider the different risk appetites of decision-makers, and a utility evaluation model that takes risk
appetite into account was established. An improved weight integration model based on multiobjective optimization was
established by considering the minimum deviation and the trend-optimal objective function when setting the index weights. The
calculation results show that the feasibility of the index system optimization model and utility evaluation model constructed in this
study is verified under the premise of satisfying the assumptions. By adjusting the risk preference coefficient of decision-makers,

the dynamic optimization of the grid investment utility evaluation results can be realized.

1. Introduction

The Central Committee of the Communist Party of China
and the State Council formally issued “Several Opinions on
Further Deepening the Reform of the Electric Power Sys-
tem” on March 15, 2015. With the continuous deepening of
this round of the power system reform, the role of power
grid companies in the power industry chain is required to
gradually change to that of middlemen, who collect elec-
tricity transaction fees in the market environment. Subse-
quent documents, such as the supervision and review of
transmission and distribution pricing costs, have caused grid
companies to face greater investment risks—especially for
researching and determining the effectiveness of grid
investment—and have established higher investment eval-
uation work requirements for grid companies [1, 2].

The traditional assessment of power grid investment
primarily focuses on technical indicators, and insufficient
attention is given to economic and environmental benefit
indicators. The many studies that address power grid in-
vestment assessment have limitations, and research on grid

investment evaluation can be divided into the construction
of evaluation index systems and the construction of eval-
uation models.

L.1. Evaluation Indicator System. Some scholars focus on the
evaluation of a single indicator to establish an indicator
system. For example, Psarros and Georgios N use the lev-
elized cost of energy as the only primary evaluation index; a
comprehensive evaluation index is developed to evaluate the
potential of the energy system, which integrates all the
technical, economic, and environmental performance in-
dicators [3, 4]. A single indicator focuses on one aspect of the
problem, and results are one-sided. More scholars now
conduct research on the indicator system. For example, Yu
[5, 6] constructed a multi-dimensional evaluation index
system when studying the investment benefits of power grids
and distribution network investments and applied them to
power grid assessments. Jiang [7] used a neural network
model to construct a grid investment evaluation index
system that considered value at risk. Han [8] considered the
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effectiveness of micro-grid investment for photovoltaic and
energy storage access and constructed a multi-dimensional
evaluation index system for the effectiveness of micro-grid
investment.

1.2. Evaluation Model. Scholars have completed abundant
research in fields related to evaluation models. For example,
Guo [9] used the correlation feature fusion analysis, cor-
relation tests, and statistical analysis for the fuzzy attribute
feature decomposition of power grid investment benefit
evaluation. A regression analysis of the samples helps
achieve accurate prediction and quantitative evaluation of
power grid investment benefit evaluation. Xiaobao Yu
[10, 11] performed evaluation research on the value of power
customers by constructing an index weighting model under
multi-objective function optimization. Xing [12] used the set
pair analysis method to construct a grid investment eval-
uation model and a single factor sensitivity analysis method
and model to calculate the grid project investment benefit.
He [13] established a sound evaluation index system for
power grid investment projects and adopted a DEA analysis
model to perform evaluation research. Sun [14] realized
evaluation research on grid investment by constructing an
evaluation model based on an improved DEA and Monte
Carlo simulation; Yu [15, 16] used the value-at-risk theory
introduced into a comprehensive energy system assessment
and constructed an assessment based on the CVaR theory
and multiobjective optimization index weighting models.

In addition to the evaluation index system and the
evaluation model, research on power grid investment
evaluation also involves risk assessment issues. Negnevitsky
[17] presented a risk assessment approach to analyze power
grid system security for operation planning with high wind
power generation penetration. Liang [18] proposed a novel
risk-based uncertainty set optimization method for the
energy management of typical hybrid AC/DC microgrids,
where RPG outputs are considered to be the major uncer-
tainties. Karki [19] presented a generalized and approximate
risk-based method that is relatively simple to apply. Cao [20]
presented a methodology based on cyber-power joint
analysis to quantitatively evaluate the operational risk of
ADNs caused by cyber contingencies.

Analysis of previous research reveals many studies on
power grid investment evaluation, but deficiencies exist.
First, in the construction of a power grid investment eval-
uation index system, more consideration is given to tech-
nical indexes than to social and environmental benefits, and
the coupling between indexes is not addressed. Second,
conventional single evaluation methods are typically se-
lected; some scholars use a variety of evaluation theories,
producing a lack of research results that consider the risk
preference of evaluation subjects. Therefore, this study
optimizes two aspects of the research on power grid in-
vestment effectiveness evaluation. A comprehensive di-
mension and oriented and optimized index system is
important for the construction of a multidimensional
evaluation index system. The utility function theory is used
during the construction of the evaluation model to embed
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the risk preference of the decision-maker. The specific
novelties of this study are the following:

® Optimization of the evaluation index system of
conventional power grid investment effectiveness,
construction of an improved ISM-DEA model, division
of index types by using the relationship between in-
dexes, and measurement of the influence of each index
on the evaluation results by using the control variable
method to eliminate the indexes with the least influ-
ence, solving the problem of index coupling and op-
timizing the index system.

®@ Combination of two mutually informative methods
considering a variety of evaluation weight results,
consideration of the advantages and dis-
advantages—any subjective or objective weighting
method has disadvantages when used alone—of dif-
ferent methods, maximization of the characteristics of
various weight results, and a proposal for the con-
struction of a comprehensive weight calculation model
based on the moment estimation theory.

® Construction of the utility evaluation power grid
investment model based on risk preference, configu-
ration of risk preference parameters by embedding the
degree of risk preference of decision-makers in the
utility function to influence the evaluation model re-
sults by adjusting the risk preference coeflicient to
realize the dynamic evaluation adjustment results
according to different people.

This article is divided into five parts. The first is an
introduction that outlines the research background and
current development status of power grid investment as-
sessment. The second and third parts are the main bodies of
this dissertation. The second part primarily screens power
grid investment effectiveness indicators and establishes a
conventional grid investment index system and an index
optimization model. The third part introduces the utility
function theory, designs the risk preference coefficient of the
decision-maker, and inserts said coefficient into the utility
function theory to construct the utility evaluation model of
power grid investment based on risk preference. The fourth
part performs the simulation analysis of the model and the
routine and comparison analyses of the simulation result.
The fifth part is the conclusion and summarizes the results
and future research prospects.

2. Construction and Optimization of the
Investment Effectiveness Evaluation
Index System

2.1. Establishment of the Evaluation Indicator System. The
evaluation of the effectiveness of power grid investment
primarily considers the multiple economic, environmental,
social, and technical benefits. Literature searches and in-
vestigation reveal many indicators that evaluate the effec-
tiveness of power grid investment and highlight its
importance in the construction of an indicator system. The
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TaBLE 1: Power grid investment effectiveness evaluation index system.

First-level indicator Second-level indicator

Third-level indicators Index number

New investment included in fixed assets ratio A,

Unit new asset pricing cost A,

Economic benefits . Asset utilization efficiency . A,
Weighted average return on capital Ay

Unit asset pricing depreciation fee As

Life-cycle return on investment Ag

Investment power growth ratio B,

Grid investment effectiveness evaluation Social benefits User reha}bll.lt_y B,
System reliability B;

CO, emission reduction rate C,

Environmental benefits Proportion of clean energy power generation capacity G,
Pollutant emission reduction rate Cs

Qualified rate of voltage D,

Technical benefits Node vqltage ratio s D
Average transfer ratio of transmission line D,

Network coordination D,

following basic principles of indicator system construction
must be met:

(1) Systematic: there must be a certain logical rela-
tionship between the indicators, which must reflect
the principal characteristics and status of the dis-
tribution network from different aspects and the
characteristics of the internal relationship of safety-
reliability-economics. The construction of the indi-
cator system must have a hierarchical structure, from
top to bottom and from the macro- to micro-level
layers to form an organic unity.

(2) Scientific: the design and selection of each index
must have a scientific basis, which can objectively,
representatively, and truly reflect the engineering
characteristics and social economic benefits of the
distribution network. The design should not be ex-
cessively small or simple to avoid the omission of
object information and inaccurate evaluation results.

(3) Comparability: the calculation measures and calcu-
lation methods for index selection must be consistent
and unified. Each index is simple and clear and has a
strong microcosm.

(4) Measurability: the selection should consider the
convenience of the indicator data for collection and
measurement; the ability to be quantitatively pro-
cessed is important to facilitate mathematical cal-
culation and analysis.

(5) Independence: the physical and social attributes of
the objects reflected by the indicators should be
independent of each other and should not overlap.

On this basis, a set of index systems applicable to the
evaluation of grid investment effectiveness is constructed and
divided into three levels. The first level is the target level, which
is the grid investment effectiveness evaluation. The second level
is the criterion level, including the four major technical, eco-
nomic, social, and environmental index attributes. The third-
level (index layer) contains 16 indicators (Table 1).

2.2. Index Optimization Model. Effective research is neces-
sary for the grid investment evaluation index system focused
on the construction of an effectiveness evaluation model.
Before constructing the model, the index system is opti-
mized and screened to improve scientificity and rationality.
Therefore, the effectiveness evaluation model of power grid
investment is divided into two parts. The first part and
second part are the model index optimization and the ef-
fectiveness evaluation, respectively. Index optimization
modeling primarily uses the improved ISM-DEA model and
the control variable method to optimize the index. The
effectiveness analysis of the optimized index system was
performed based on the utility function to measure the
investment effectiveness results of each evaluation object.

2.2.1. Standardization of Indicators. Considering the com-
plexity of the grid investment effectiveness evaluation in-
dicator data, there are many different types of indicators; the
original data of the indicators must be processed first and
can generally be classified into three categories.

(1) Positive Index. Positive indicators are converted into
standard values by setting indicator thresholds, including
upper (x™*) and lower (x™") limits.

The standardization formula of the indicator is as
follows:

min

X=X
y=mxo.3+0.7. (1)
X - X

(2) Reverse Indicator. The reverse indicator sets the indicator
threshold, including the upper (x™*) and lower (x™1")
limits. The lower limit of the forward indicator generally
refers to the optimal value, and that of the reverse indicator
is converted into the standard value.

The standardization formula of the indicator is as
follows:
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(3) Moderate Index. The normalization of the moderate
index is based on the inverse index processing function; the
first step is to set an optimal moderate valuex™¢ and to
convert the moderate index into the reverse index according
to the following formula:

x' = 'x - xmld'. (3)
The index is then processed as an inverse indicator and
converted to a standard value.

2.2.2. ISM Model. The interpreted structure model method is
a specialized research method used to analyze the related
structure of complex elements in educational technology re-
search. The function uses the known random relationship
between system elements to reveal the internal structure of the
system. This study improves the structure interpretation model.
The basic idea is based on the relational link diagram generated
by the reachability matrix, selecting output and input indicators
from the top and bottom, respectively. The workflow for
explaining the structural model can be divided into the de-
cision-making and calculation processing phases [14].

Step 1: enter the original data to form an n x m rank
data matrix A

X1 X211 X3 ... Xy
X1y X9y X3y o.o. X
12 X2 X3 n2
Ay = . (4)
Xim Xom oov -vo Xpm

Step 2: process A, and calculate the correlation coef-
ficient between » indicators. We take the x; and x,
indicators as examples and calculate the correlation
coefficient formula as follows:

2 Xj%; _(Z X1j szj/m)

2 = 1j 2 2j 2 (5)
<Zx2 —(lej/m) )(sz —(szj/m) )
Obtain #n x n coefficient matrix A,
i T oo Tin
Ta1 Tog -o- Top
A= 21 T2 o | 6)
r r

Step 3: process matrix A, in the following manner: if

ri;j>a, let r;; = 1; otherwise, let r;; = 0; the value of a
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can be defined (generally 0.85) to obtain the n x n order
adjacency matrix A,:

1 1 0
1 1 ... 0

A, = . 7)
0 0 1

Step 4: process matrix A,; the n x n reachable matrix A,
can be obtained by processing. A, and A; satisfy the
following rules:

(A, + I)kil # (A, +I)k = (A, + I)kﬂ

= A,. (8)
Step 5: division and level division. First, the matrix A; is
processed to find the reachable set P, antecedent set Q,
and intersection S:

Solve P: find the column corresponding to element 1
in each row

Solve Q: find the row with element 1 in each column
Solve S: apply the function that comes with MATLAB

The reachable set P, antecedent set Q, and intersection S
are obtained through processing.

Step 6: perform processing based on the PQS set ob-
tained in step 5, and perform level division. Through
processing, several levels and indicators contained in
each level class can be obtained. According to this
classification, an indicator level map can be drawn.

Step 7: select the index from the highest level and select
the previous index as the output-based index; select the
index from the lowest level and select the previous
index as the input-based index.

Step 8: output the result and driving indicator groups.

Figure 1 shows the specific process.

2.2.3. Improving the Data Envelope Analysis. Data envel-
opment analysis (DEA) is a method based on the concept of
relative efficiency that evaluates the effectiveness of multi-
input and multi-output decision units with the same type
[12]. The basic idea is to treat an economic system or the
production process (one unit) as an entity within a certain
range of possibilities by assigning a number of production
factors and output of a certain number of “product” ac-
tivities as entities (units) called decision-making units
(DMU); the group of numerous DMU is evaluated by
analysis of the input or output ratios, with the weight of each
DMU input or output indicator to evaluate for the variable
operation and determine an efficient production frontier.
The effectiveness of each DMU is determined according to
the distance between each DMU and the effective produc-
tion front. The projection method is used to signal the
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reasons for non-DEA effective or weak DEA effective DMU
and the direction and degree of improvement.

The data envelope evaluation model evaluates the in-
vestment efficiency of power grid companies and has been
improved to consider the continuity of the development and
construction of power grid companies; thus, the power grid
construction effect at the end of the previous time period
should translate to the next time period. The initial con-
ditions for the start and the management efficiency evalu-
ation model established in this study are dynamic and
defined as the D-dynamic data envelope model (D-DEA).
The benefits provided by the construction investment of one
attribute can become the construction investment of another
attribute. The objective function of the data envelope
evaluation model constructed in this study is as follows:

S WK (1 () B (s ed)
ZtT:1 Wt(ZkK:l “’k(l + (1) Xiks (Sizk/yiok))).

Here, x!,, represents the value of the input index i under
the attribute k of the decision unit j in t years. y! , represents
the value of the output index i under the attribute k of the
decision unit j in t years. sf]Tk represents the relaxation
variable of the input index i under the attribute k of the
decision unit j in ¢ years. sﬁ?k represents the relaxation
variable of the output index i under the attribute k of the
decision unit j in t years.

The constraints are as follows:

(9)
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(10)

Here, Z;'(k,h). represents the correlation value of the

decision unit j from the k attribute to the 4 attribute in the ¢

period. 2% "' represents the influence value of the attribute k
of the decision-making unit j from year ¢ to year ¢ + 1.

Through optimization and adjustment of the model, the
setting parameters change as follows:

n

t t t
> Xk, = Zoeny (11)
=1
i A2 ot

%l = Zolkh); (12)
j=1

From this, the efficiency value of each decision unit for
each year can be obtained as follows:

g Sl (1= (1) T (L))
ket “’k(l + (1) Xk, (SiJQk/ytmk))

The efficiency value of each attribute of the decision unit
DMU is calculated as follows:

BT W1 (1) B4 (St
Zthl Wt(l +(1/ry) Zz‘ril(sgk/yiak))

The numerous indicators imply extensive evaluation
when constructing the grid investment effectiveness evalu-
ation index system. In this study, an improved DEA model is
used to optimize the index system, thereby improving the
efficiency and feasibility of the subsequent evaluation. Based
on the principle of the control variable method, DEA is used
to calculate the efficiency value of each evaluation object
under the premise that different indexes are missing sepa-
rately. The indexes are screened according to the variation in
the efficiency value of each evaluation object. The first N
indexes with the greatest impact are reserved according to
actual needs that serve as the basis for the follow-up utility
evaluation.

Taking the index data of each evaluation object in the
year t as an example, x;; indicates the input index value of i
in region j, and y;; indicates the output index value of i in
region j. Under normal circumstances, the evaluation effi-
ciency value of each evaluation object is 6. Assuming that
one of the input indicators x; is eliminated, and the other
indicators are unchanged, the evaluation efficiency value of

(13)

ok (14)



each evaluation object is 6, and the change in the efficiency
value of each evaluation object can be obtained as follows:

9. -0.
7B, = MX 100%, (15)
7O
1 M
S, ==Y Af;. (16)
jia

The average efficiency change value §, of the input
indicator x; is sorted in ascending order, the first # (n< N)
input indicators are eliminated as needed, and the remaining
indicators are used as key input indicators for subsequent
evaluation.

Assuming that an output index y, is eliminated and
other indicators remain unchanged, the evaluation efficiency
value of each evaluation object is 0, and the overall de-
viation rate of the evaluation object efficiency value is cal-
culated as follows:

M 1 M
S, =\ 05—~ 0,7 (17)
= J A

The overall deviation rate S, of the output indicator y; is
sorted in ascending order, the first n (n <N) output indi-
cators are eliminated as needed, and the remaining indi-
cators are used as key output indicators for subsequent

evaluation.

3. Utility Evaluation Model considering
Risk Preference

3.1. Utility Theory. Utility theory is an economic theory that
describes the ability of an article to satisfy human desires or
the subjective psychological evaluation of the utility of an
article to explain the value and its formation process [21].
Preference analysis, a principal component of utility theory,
can reflect the risk preference of decision-makers. In this
study, utility theory is applied to the evaluation of grid
project investment effectiveness, and the corresponding
effect function is obtained according to the risk appetite
(conservative, aggressive, or neutral) of the investor:

&2
U=a+pl + , <0.5, 18

a+f n[a o € (18)
v=o (19)
e=0.5,

U=1- ,  &€>0.5. (20)

1-¢
a+flnyl -0+
2e -1

Here, ¢ is the conversion coefficient; o is the normalized
value of each index; and U is the utility value. The conversion
coefficient is determined according to the risk appetite of the
decision-maker. The « and f coeflicients are obtained by
using linear regression to obtain special utility points and
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Figure 2: Utility function curve.

their corresponding ¢ values. Figure 2 shows the utility
function curve. The utility value and index value are stan-
dard values.

(1) When ¢ < 0.5, the utility function curve is an upward
convex curve, indicating that decision-makers are
averse to risk, sensitive to loss responses, and
conservative

(2) When ¢ = 0.5, the utility function curve is a straight
line, and decision-makers are risk-neutral

(3) When &> 0.5, the utility function curve is an upward
concave curve. Decision-makers like risk, are sen-
sitive to the benefit response, and are aggressive

When making decisions based on the utility function
method, the risk attitudes of decision-makers under dif-
ferent ¢ are different. Smaller and larger & values indicate
more conservative and aggressive risk attitudes, respectively.

Because the goals of grid planning in different regions
are different, the same grid investment criteria cannot be
used to quantify the evaluation indicators. In the quantifi-
cation process, both the characteristics of the indicators and
the risk tolerance of the planning area must be considered.
For example, in economically developed regions with high
power grid quality requirements, excessive power outages
are not allowed. From a risk perspective, reducing risks can
be classified as risk aversion, and an evaluation plan for
conservative decision-makers should be adopted. Less-de-
veloped areas can withstand the risk of power outages, pay
more attention to economic development, and are classified
as risky decision-makers. In this case, the evaluation scheme
of aggressive decision-makers should be adopted.

3.2. Calculation of the Weight of Each Indicator. This study
proposes an improved weight integration method based on
multi-objective optimization to resolve the shortcomings of
the single evaluation method and the disadvantages of
combination weighting. This method takes into account the
subjective consciousness of decision-makers and the ob-
jective characteristics of the data, minimizes deviations, and
optimizes trends as the objective function of the integration
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weights. This study selects the reference object comparison
judgment method and analytic hierarchy process as the
subjective weighting method and selects the coefficient of
variation method and the entropy weight method to perform
objective observation of the index weights. The specific
calculation model [22] and specific steps are as follows:

Step 1: define the objective function.

Setting the type of objective weighting method as g, the
type of subjective weighting method as p, and the
number of evaluation indicators as n, define the sub-
jective weighting result as W, and the objective
weighting result as W,:

n

W, :{ijIISSSp,ISanl},Zij =1l w,;>0,
=1

(21)

n
w, Z{wtﬂlStSq,lSanl},Zwtj = 1,w,;>0.
j=1
(22)

Here, w,; indicates the weight of the index j of the s-th
subjective weighting method and w,; indicates the
weight of the index j of the ¢-th subjective weighting
method.

The integration weight W = [w;, w,,...., w,,] may first
be assumed to minimize the deviation of the integration
weight from the results of each weighting method; the
objective function is

2
(wj —wt]-) :

(23)
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min H(wj) =
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s

Here, { represents the degree of emphasis on subjective
weighting results, and y represents the degree of em-
phasis on objective weighting results.

Step 2: calculate the bias coefficient , y.

According to the basic idea of the moment estimation
theory for each evaluation index, the expected values of
the subjective weight and the expected value of the
objective weight are

p

E(w,;) = % 1<j<n, (24)
q

E(wtj) = w, I1<j<n. (25)

Then, the weighting coefficient ;, y; of each indicator
is

7
_ E(wy)
9 B+ ) o
E(w,;

E(wg;) + E(w,;)

From this, the bias coefficient ,  can be calculated as

n(,
(=) 28
121” (28)
w=2%~ (29)
j=1

Step 3: solve the minimum combined weight set.

Because of the difference in the index deviation and
taking into account the calculation rationality, the
degree of emphasis of all indicators is assumed to be the
same, and the objective function is obtained as follows:

(wj - wtj)z. (30)
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The constraint function is

n
s.t.{]glezl,OSszL1stn. (31)

Step 4: solve the optimal combination weight set.

The fourth step is to optimize the comparison degree
relationship between the indicators. Because the results
(especially of subjective weighting) of different
weighting theories on the importance of indicators
differ, the following trend-optimal objective function is
constructed to integrate the weight results and better
reflect the importance degree relationship between

indicators:
il Pw. w\? n 4w, w,;\
: J S] J tj
minG={ ) Z(J‘F) o) Z(rw—>'
j=Lk=Lk#js=1\ "k k j=Lk=Lk#jt=1 \ "k k

The constraint function is

n n
St{ zlw] = 1>kzlwk = 1,0Sw]S1, IS]ST’L
]: =

0<wi<1, 1<k<n (33)
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FIGURE 3: Algorithm flow.

Here, w, represents the integration weight of the in-
dicator, and w; represents the weight of different
indicators.

Step 5: solve the integrated weight set.

The last step is to combine the two objective functions,
consider the minimum deviation and the optimal trend, and
assume the same degree of importance to obtain the multi-
objective function, as follows:

1 1
minZ:EminH+5minG. (34)
The weight combination under the multi-objective
function is solved, and the weight result is defined as the final
comprehensive evaluation weight.

3.3. Evaluation Model of Investment Effectiveness. The total
utility value U of the investment project i is calculated
based on the utility function. The existing method often uses
a linear weighting method to obtain it, as shown in

j=1

(35)

The linear weighting method must be independent;
however, the indicators in the system interact with each
other. Using the linear weighting method creates evaluation
result bias. Therefore, the total utility value of the target layer
is obtained based on the distance vector merging rule, and
the investment ranking of the construction projects is
performed accordingly.

The utility value can be reduced to a real-valued function
(consisting of the 0 variable) to obtain the total utility from 6.
The function value of each point in the 6-dimensional space
constitutes a utility value surface. On a surface formed in
b-dimensional space, there must be a single optimal point E
(1, 1, ..., 1) and a single least ideal point D (0, 0, .. ., 0). The
utility value corresponding to the ideal point is 1. The utility
value corresponding to the least ideal point is 0. The other
points are inferior to point E and superior to point D to
varying degrees. The utility function value is between 0 and
1. Assume that the utility value surface is smooth and
continuous. According to the distance vector merging rule,
points on the plane closer to the optimal point have larger
utility values, and vice versa. The distance from the point on
the utility surface to the optimal point is
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TABLE 2: Project operation parameter setting.

Add point Add load Line length New transformer capacity =~ Annual investment cost ~Annual operating cost
— — MW km MV-A Ten thousand Ten thousand

Project A Bus l-bus 5 220 36 200 6520 520
Project B Bus 2-bus 6 180 75 150 7215 560
Project C  Bus 6-bus 10 136 25 80 3443 500
Project D Bus 4-bus 9 210 44 60 4040 590
Project E Bus 7-bus 8 100 26 100 3820 500
Project F Bus 4-bus 2 150 50 80 4120 550

; simulation runs were performed to sort out the simulation

d, (i) = Z [w,»A(l _ U,~)]2. (36) operation. re.sults data and to verify the fegsibil.ity of the

= / / power grid investment effectiveness evaluation index and

evaluation model constructed in this study. The investment

The distance from point E to point D is effectiveness of the project is evaluated according to the

d, (i) = Z;-':l wizj. Then, the total utility value U of the
project i in the utility space can be expressed as
d, (i)

Ur)=1-255

(37)

3.4. Algorithm Flow Design. By integrating the above algo-
rithm models, the final power grid investment effectiveness
evaluation model is obtained. Figure 3 shows the specific
algorithm flow.

4. Example Analysis

4.1. Basic Assumptions. Regional power grid IEEE-RTS79
system (Figure 4) data was collected, and a number of project

proposed evaluation model.

Suppose the transformer and transmission line are
overloaded because of regional load growth, and the existing
system needs to be planned. The marketization rate was 0.32.
Considering the complex terrain in this area, the cost of the
transmission line project is 1.6 million yuan/km, the cost of
the transformer project is 400,000 yuan/(MV-A), the op-
erating life is 16y, and the construction period of new
projects is 2 y. Table 2 shows the basic data of the 6 projects.

The index value was calculated according to the index
type. The qualitative index reference [20] uses the trape-
zoidal fuzzy number method for quantification. The part of
the quantitative index that involves future risk estimation
and profit estimation is analyzed by a Monte Carlo simu-
lation. Finally, we perform dimensionless processing
(Table 3).
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TaBLE 3: Dimensionless results of indicator data.

Project A Project B Project C Project D Project E Project F
A, 0.500 0.000 1.000 0.773 0.636 0.409
A, 0.333 0.667 1.000 0.333 0.667 0.000
As 0.700 0.000 0.800 0.400 1.000 0.400
Ay 0.000 0.889 0.444 0.667 1.000 0.444
As 0.600 1.000 0.400 0.200 0.000 0.800
Ag 1.000 0.676 0.265 0.000 0.794 0.588
B, 1.000 0.143 0.000 0.571 0.429 0.071
B, 0.000 0.750 1.000 0.875 0.500 0.125
Bs 1.000 0.500 0.000 0.500 0.000 1.000
C, 0.000 0.222 0.667 1.000 0.444 0.333
C, 0.167 1.000 0.500 0.667 0.667 0.000
Cs 0.400 0.400 1.000 0.600 0.200 0.000
D, 0.000 0.833 0.417 0.917 1.000 0.833
D, 0.778 0.250 0.000 1.000 0.278 0.639
Ds 1.000 0.000 0.529 0.706 0.412 0.353
D, 0.667 0.364 1.000 0.303 0.424 0.000

4.2. Index Optimization. The system indicators are classified
into input-type and output-type. According to the ISM
model, an element relationship table is first constructed
according to the influence relationship between the indi-
cators; an adjacency matrix A, can be established according
to the element relationship table. Matrix operations are
performed on the adjacency matrix A, to find the reachable
matrix M, (Figure 5).

The reachability matrix is decomposed to find the in-
tersection R(S;)NQ(S;) of the reachability set R(S;) and the
antecedent set, Q(S;). The reachability matrix is then
decomposed according to the R(S;)NQ(S;) = R(S;) condi-
tion, and the qualified index elements S; are extracted and
defined as the top-level index. Next, the remaining index
elements are re-decomposed: the top-level index is removed,
and the qualified index elements are extracted and defined as
second-level indicators. The same is true until all indicators
are extracted. A schematic diagram of the relationship be-
tween the index elements can be constructed according to
the extraction process and results (Figure 6).

According to the schematic diagram of the relationship
between indicator elements, 16 indicators are distributed at
both ends of the hierarchy. According to the different
driving effects, there are two key indicator categories: input
and output indicators. According to the improved D-DEA
algorithm, control variable analysis was performed on 16
indicators; calculation results are shown in Table 4 (gray
bottom indicators are input indicators; others are output
indicators).

The average efficiency change value of the three input-
type indicators and the overall deviation rate of the three
output-type indicators are the smallest (Table 4). The impact
of these six indicators on the subsequent evaluation is very
small. The index is screened, and the optimized index system
is shown in Table 5.

4.3. Utility Evaluation

4.3.1. Calculation of Indicator Weight. For the calculation of
the index weights, a comprehensive weighting method is

used and combined with the design of the weighting model.
Tables 6 and 7 show the specific weight comparisons and
final results.

4.3.2. Comprehensive Utility Evaluation. Based on the
conversion coeflicient setting differences, the overall utility
of the project is evaluated and ranked from risk preference
and risk avoidance perspectives. The risk preference con-
version and risk avoidance conversion coefficients were set
to 0.8 and 0.4, respectively.

(1) Risk Appetite. For risk appraisers, the conversion factor
and parameters « and f3 are set to 0.8 and 0.5, respectively.
The dimensionless values of each indicator are substituted
into the utility function to obtain the utility value of the
corresponding indicator for each item (Table 8).

The distance vector merging rule is used to obtain the
utility values of various project category layers (Figure 7).
The utility advantages of each project differ in different
dimensions. For example, in the economic benefit dimen-
sion, the evaluation values of projects B and D are greater
than 0.8, better than those of the other projects. Thus, these
projects have superior economic utility. In the social benefit
dimension, only projects E and F had evaluation values
greater than 0.8, whereas other projects had unsatisfactory
evaluation results. Only projects A and F have environ-
mental benefit evaluation results greater than 0.8, whereas
other projects are expected to have poor results. The eval-
uation results of the technical benefits of each project are
approximately 0.7.

Similarly, the distance vector merging rule is used to
obtain the comprehensive utility value of various projects
(Figure 8). The comprehensive utility evaluation results are
ranked in the following order: Project B > Project F > Project
A > Project D> Project E> Project C.

(2) Risk Aversion. For risk-avoidance evaluators, the con-
version factor and the parameters « and f are set to 0.4 and
0.5, respectively. The non-dimensionalized values of each
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FIGURE 5: Reachable matrix.
FIGURE 6: Indicator relationship diagram.
TaBLE 4: Evaluation results of the improved D-DEA algorithm.

Index/project A B C D E F Average efficiency change (%)  Overall deviation rate (%)
A, 0.917 1 0.944 1 0.911 0.964 3.90 8.73
A, 1 0.937 0.92 0.927 0.93 0.963 2.49 6.77
Aj 1 0.94 0974 0955 0976  0.905 4.88 7.41
Ay 1 1 0.972 0.936 0.976 1 4.65 5.67
As 0.935 0.97 1 0934 0943 0.91 6.64 7.08
Ag 0967 0923  0.956 1 0.961 0.959 3.19 5.50
B, 1 0.942 0.948 0.907 0.914 0.953 3.30 7.42
B, 0908 0942  0.932 1 0.961 0.903 4.68 8.06
Bs 1 1 0.921 0.946 0.931 1 2.72 8.44
G, 1 0.935 0.906 0.965 0.953 0.943 2.35 7.03
C, 0.93 0.908 0.92 0.904 1 0.934 6.14 7.83
Cs 0.95 0.95 0.972 0.965 1 0.953 5.32 4.32
D, 1 0929 0923  0.945 1 0.992 3.01 8.15
D, 0.957 1 0.927 0.968 0.939 0.914 4.76 6.94
D; 1 0.952 0.913 1 0.929  0.902 2.41 9.55
Dy 0.953 1 0.927 0924 0904  0.928 4.98 7.50
Original value 1 0.932  0.907 1 0.912 1 — —
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TaBLE 5: Index system optimization results.

Second layer Third layer A B C D E F
New investment included in fixed assets ratio 0.500  0.000 1.000 0.773  0.636  0.409
Economic benefits Asset utilization efficiency 0.700  0.000 0.800 0.400 1.000  0.400
Unit asset pricing depreciation fee 0.600 1.000 0.400 0.200 0.000 0.800
Social benefit Investment power growth ratio 1.000 0.143 0.000 0.571 0.429 0.071
User reliability 0.000 0.750 1.000 0.875 0.500 0.125
Environmental benefits CO, emission reduction rate 0.000 0.222 0.667 1.000 0.444 0.333
Proportion of clean energy power generation capacity ~ 0.167  1.000  0.500  0.667  0.667  0.000
Qualified rate of voltage 0.000 0.833 0.417 0917 1.000 0.833
Technical benefits Node voltage ratio 0.778 0250 0.000 1.000 0.278  0.639
Network coordination 0.667 0364 1.000 0303 0.424 0.000

TaBLE 6: Comparison result of three-level index weights.

Only reference comparison method AHP Coefficient of variation method Entropy weight method Comprehensive weight

Ay 0.412 0.512 0.287 0.254 0.321
Aj 0.425 0.321 0.612 0.595 0.538
As 0.163 0.167 0.101 0.151 0.141
B, 0.652 0.576 0.333 0.376 0.451
B, 0.348 0.424 0.667 0.624 0.549
Cy 0.432 0.641 0.772 0.661 0.672
G, 0.568 0.359 0.228 0.339 0.328
D, 0.428 0.418 0.287 0.332 0.336
D, 0.331 0.411 0.256 0.279 0.298
D, 0.241 0.171 0.457 0.389 0.366

TaBLE 7: Indicator weight results.

Secondary Weight of this Third Weight of this Comprghenswe
layer layer weight
New investment included in fixed assets ratio 0.321 0.148
Economic benefits 0.46 Asset utilization efficiency 0.538 0.247
Unit asset pricing depreciation fee 0.141 0.065
. Investment power growth ratio 0.451 0.091
Social benefit 0-201 User reliability 0.549 0.110
. CO, emission reduction rate 0.672 0.135
Environmental 0.201 Proportion of clean ener ower generation
benefits : p 8y power g 0.328 0.066
capacity
Qualified rate of voltage 0.336 0.047
Technical benefits 0.139 Node voltage ratio 0.298 0.041
Network coordination 0.366 0.051
TasLE 8: Utility value of the corresponding indicator of the investment project.
Index\project Project A Project B Project C Project D Project E Project F
A, 0.548 0.735 0.245 0.405 0.481 0.587
As 0.447 0.735 0.388 0.591 0.245 0.591
As 0.500 0.245 0.591 0.668 0.735 0.388
B, 0.245 0.688 0.735 0.514 0.579 0.712
B, 0.735 0.419 0.245 0.339 0.548 0.694
C, 0.735 0.660 0.466 0.245 0.572 0.618
C, 0.680 0.245 0.548 0.466 0.466 0.735
D, 0.735 0.367 0.584 0.310 0.245 0.367
D, 0.402 0.650 0.735 0.245 0.640 0.480

Dy 0.466 0.606 0.245 0.630 0.581 0.735
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FIGURE 7: Results of project utility evaluation in each dimension.
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indicator are substituted into the utility function to obtain
the utility value of the corresponding indicator for each
project (Table 9).

The distance vector merging rule is used to obtain the
utility value of various project category layers (Figure 9). The
utility advantages of each project differ in different di-
mensions. For example, in the economic benefit dimension,
the evaluation value of projects C and E is greater than 0.9,
which is significantly better than that of the other projects.
Thus, these projects have superior economic utility. In the

social benefit dimension, only project D had an evaluation
value greater than 0.9, whereas other projects had unsatis-
factory evaluation results. Only project D had environmental
benefit evaluation results greater than 0.8, whereas other
projects are expected to have poor results. The evaluation
results of the technical benefits of each project are ap-
proximately 0.85.

The distance vector merging rule is used to obtain the
comprehensive utility value of various projects (Figure 10).
The results of the comprehensive utility evaluation are
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TasLE 9: Utility value of the corresponding indicator of the investment project.
Index\project Project A Project B Project C Project D Project E Project F
Ay 0.631 0.388 0.794 0.726 0.681 0.595
A; 0.703 0.388 0.735 0.591 0.794 0.591
As 0.668 0.794 0.591 0.500 0.388 0.735
B, 0.794 0.471 0.388 0.658 0.603 0.431
B, 0.388 0.719 0.794 0.758 0.631 0.461
C 0.388 0.511 0.691 0.794 0.609 0.563
C, 0.483 0.794 0.631 0.691 0.691 0.388
D, 0.388 0.745 0.598 0.770 0.794 0.745
D, 0.728 0.524 0.388 0.794 0.537 0.682
Dy 0.691 0.576 0.794 0.549 0.601 0.388
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FIGURE 9: Results of project utility evaluation in each dimension.
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ranked in the following order: Project C > Project E > Project
D > Project A > Project F > Project B.

The resulting rankings of the comprehensive utility
evaluation of risk appetite and risk avoidance are opposite,
partially verifying that the constructed utility evaluation
model can provide different evaluation results for different
risk appraisers. Therefore, the risk appetite of the decision-
maker can be considered when making a decision, and the
decision-maker can be guided towards a rational decision.

5. Conclusion

This study optimized the evaluation system and resolved
deficiencies with the previous power grid investment eval-
uation index by constructing the grid investment effec-
tiveness evaluation index system and the utility evaluation
model based on risk preference. Index redundancy is high
but changes the past grid investment evaluation results of a
single problem. Taking a regional power grid IEEE-RTS79
system as an example, the data results of six power grid
investment projects are selected for analysis, and the validity
of the constructed model is verified. The conclusions of this
study are as follows:

(1) When constructing the grid investment effectiveness
evaluation index system, there is a high correlation
between certain indicators that makes the evaluation
results unreadable. ISM-DEA modeling reduces this
risk and improves the evaluation effectiveness.

(2) Compared with the results of traditional indicator
weights, the multi-objective =~ comprehensive
weighting method proposed in this study not only
considers the characteristics of subjective and ob-
jective weights but also considers the limitations of
various methods, with minimum deviation and the
optimal trend as the optimization goals. The speci-
fied index weights better agree with the requirements
of evaluation rationality.

(3) The example results show that the utility function
model of the risk preferences of the decision-makers
is adopted by adjusting the risk preference coeffi-
cient; two more extreme coefficients are set in this
study to achieve two different evaluation results,
indicating that the evaluation result of the effec-
tiveness of power grid investment is not fixed but
rather affected by future risk prediction.

The effectiveness of grid investment is not limited to the
research scope of this article but is affected by factors such as
future changes in transmission, distribution price policies,
and fluctuations in power market supply and demand. More
in-depth exploration of the effectiveness of grid investment
is the key to improve the scientific rationality of grid in-
vestment and to guide future grid investment work. Addi-
tionally, the popularity of electric vehicle charging piles will
lead to distributed power access and will become an im-
portant factor affecting the optimization of grid investment.
The evaluation effectiveness of the grid investment con-
structed in this study is also a very important research
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direction in the future for analyzing the charge and dis-
charge uncertainty of electric vehicles.
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Graph embedding aims to learn the low-dimensional representation of nodes in the network, which has been paid more and more
attention in many graph-based tasks recently. Graph Convolution Network (GCN) is a typical deep semisupervised graph
embedding model, which can acquire node representation from the complex network. However, GCN usually needs to use a lot of
labeled data and additional expressive features in the graph embedding learning process, so the model cannot be effectively applied
to undirected graphs with only network structure information. In this paper, we propose a novel unsupervised graph embedding
method via hierarchical graph convolution network (HGCN). Firstly, HGCN builds the initial node embedding and pseudo-labels
for the undirected graphs, and then further uses GCNs to learn the node embedding and update labels, finally combines HGCN
output representation with the initial embedding to get the graph embedding. Furthermore, we improve the model to match the
different undirected networks according to the number of network node label types. Comprehensive experiments demonstrate
that our proposed HGCN and HGCN* can significantly enhance the performance of the node classification task.

1. Introduction

Graph embedding aims to map high-dimensional sparse
network data to low-dimensional dense real-value vector
space, which can adaptively extract features and be applied
to the network analysis tasks, such as node classification, link
prediction, and dimensional visualization [1, 2]. Generally,
graph embedding models mainly include the shallow em-
bedding model and the deep embedding model. The shallow
embedding model represented by Deepwalk is directly
learned by defining the loss function for network repre-
sentation, which is usually an unsupervised learning method
[3]. This model is suitable for the undirected graph, but it
also has the disadvantage of ignoring the feature information
in graphs. On the contrary, the deep embedding model
represented by the GCNs uses the additional feature and
label information of the graph at the same time, which is
generally a semi-supervised or supervised learning method.
However, the deep embedding model is not more suitable

for undirected graphs with only structure information, at the
same time many real networks do not include the node
features and labels due to privacy protection and annotation
difficulty, so the study of deep unsupervised graph em-
bedding method for a real undirected graph is urgent.

To help address these issues, we propose a novel un-
supervised graph embedding method with a hierarchical
graph convolution network, which does not need the extra
features and labeled data. The general process is shown in
Figure 1, which includes 3 layers with the initial, update, and
output layer. Among them, the input of the model is a graph,
the output is the low-dimensional vector representation of
nodes that relate to the number of label types, and the
detailed structure of the model is partly omitted.

Our contributions are the following: (1) we propose an
enhanced hierarchical graph convolution network for the
undirected graph with only structure information. (2)
According to the number of label types in the different
experimental data sets, we introduce max-pooling to
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FiGgure 1: Model workflow. The model includes 3 layers with the initial, update, and output layer. In the output layer, the proposed model is

improved according to the number of label types.

improve the proposed model. (3) We conduct the node
classification experiments on Wikipedia, American air-
traffic, Cora, and Citeseer data sets separately, and our
proposed method achieves significant improvements than
other state-of-the-art baselines.

2. Related Work

Graph embedding methods have different classification
systems. In this section, firstly, we introduce the traditional
graph embedding methods. Then, we review the different
graph embedding methods in the field of machine learning.
In the end, we classify the graph embedding models
according to the structure of the embedding methods, and a
profound analysis of the disadvantages of the existing graph
embedding methods is given. Additionally, we further in-
troduce existing GCN variants for graphs.

2.1. Traditional Graph Embedding Methods. Traditional
network representation learning methods are realized by
dimension reduction technology [4]. Classic dimension
reduction methods include Principal Component Analysis
(PCA) [5] and Multi-dimensional Scale (MDS) [6]. Both
methods can capture linear structure information, but they
cannot acquire a nonlinear structure in input data.

From a linear algebraic perspective, all unsupervised
graph embedding methods are generally represented by the
various graph matrices, especially the Laplace operator and
the adjacent matrix [7]. In terms of computational efficiency,
the feature decomposition of the data matrix is expensive.

2.2. Graph Embedding Methods for Machine Learning. In the
representation learning for machine learning, the semi-su-
pervised graph embedding method requires a set of features
that can distinguish nodes [8]. Typical model mainly uses
manual feature extraction to learn node representation for
specific professional fields, which has the disadvantages of
the inaccuracy and poor robustness. Another method
mainly learns node representation such as MMDW [9]
by solving optimization problems, which improves the

accuracy of the extracted feature. However, the number of
estimation parameters is large and the time complexity is
high [10].

As for the unsupervised graph embedding method, to
balance accuracy and computational efficiency, the feature
representation needs to define an objective function inde-
pendent of downstream tasks, such as Deepwalk and LINE.
The above unsupervised graph embedding method only uses
network structure information to obtain low-dimensional
embedding. Moreover, the graph embedding method also
learns from the rich content of node attribute and edge
attribute. TADW [11] incorporates text features of vertices
into network representation learning under the framework
of matrix factorization. CENE [12] integrates text modelling
and structure modelling in a general framework by treating
the content information as a special kind of node. HSCA [13]
is a network embedding method of attribution graph, which
simulates homophone, network topology, and node char-
acteristics at the same time. Inspired by pre-training
methods, pre-training models based on GCN are proposed.
DeepGraphInfoMax [14] relies on maximizing mutual in-
formation between patch representations and corresponding
high-level summaries of graphs, while both of them derived
using established graph convolutional network architec-
tures. The pre-trained GCN model proposed by Hu et al. [15]
can capture generic graph structural information that is
transferable across tasks.

Compared with the methods of manually extracting
features, the representation method by optimizing objective
function can obtain more comprehensive features, which is
closely related to the downstream predicting task [16].
Therefore, the unsupervised graph embedding method
improves the disadvantages of semi-supervised machine
learning method, such as difficult extensibility and high
training complexity.

2.3. Graph Embedding Methods with Different Structures.
According to the structure of the representation methods
[17], graph embedding methods are divided into shallow
embedding method and deep embedding method. In the
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shallow embedding model, inspired by the successful ap-
plication of skip-gram [18] in natural language processing
[19], a series of skip-gram based models are proposed to
encode network structures into continuous spatial vector
representations in recent years, such as Deepwalk, LINE, and
Node2vec.

Deepwalk [20] simulates word sequences to generate
node sequences by random walk from each node, which
forms a “corpus” based on those node sequences. Fur-
thermore, Deepwalk sets the size of the background window
and then imports the “corpus” into the skip-gram model to
get the node representation. The first-order similarity of
direct connection and the second-order similarity of shared
neighbor nodes are optimized respectively, and the two
similarities are combined at the output of the nodes in LINE
[21]. Node2vec [22] uses two additional parameters to
control the direction of the random walk on the generation
step of the “corpus” of Deepwalk. Struc2vec [23] defines the
nodes that are not structurally adjacent but have the same
structural roles. The shallow embedding models usually use
unsupervised machine learning methods, so they have the
disadvantage of ignoring the node features.

In the deep embedding model, the mainstream methods
use the deep learning model to capture the nonlinear rela-
tionship between nodes [24]. Typical deep learning models are
NE-FLGC, SDNE, GCN, and a series of GCN variants.

NE-FLGC [25] studies the problem of representation
learning for network with textual information, which aims to
learn low-dimensional vectors for nodes by leveraging
network structure and textual information. SDNE [26]
automatically captures the local relationship of the nodes by
using the unsupervised learning method and takes the
second-order neighbor of the nodes as the input to learn the
low-dimensional representation of graphs, but the model
still does not consider the node features.

GCN [27] is a deep semi-supervised graph embedding
model with incorporating the extra feature and labeled data
into the graph embedding learning process, which cannot be
easily applied to the undirected graph with only structure
information. In terms of applicability, the existing GCN
variants are mainly studied in two aspects. One variant
assumes the graph is attributed, such as GraphSAGE [28],
GAT [29], N-GCN [30], and Fast-GCN [31]. GraphSAGE
[28] can be used to generate node embeddings for previously
unseen nodes or entirely new input graphs, as long as these
graphs have the same attribute schema as the training data.
GAT [29] uses attention mechanism to address the short-
comings of prior methods based on graph convolutions or
their approximations. N-GCN [30] improves the scalability
of GCN on the whole graph by setting the size of the
convolution kernel. Fast-GCN [31] is a batch training al-
gorithm combining importance sampling, and it can not
only make GCN training more efficient but also generalize
well for inference. Generally, they take the structure in-
formation or the node degree information as the feature and
then use the correct label to train GCN to learn the graph
embedding. However, the model still needs to incorporate
the correct labeled data into the graph embedding pro-
cessing. Another variant is proposed to solve the label

problem, such as M3S and GMNN. M3S [32] uses the correct
extra feature and enlarges the labeled data by self-training to
learn the undirected graph embedding. GMNN [33] simi-
larly applies the correct extra feature and neighbor nodes to
generate pseudo-labels for unsupervised learning. As a
consequence, the previous method still cannot consider the
feature and the label of the node at the same time.

3. Model

In this section, we describe the proposed method and give a
detailed framework for the model. Firstly, we generate the
initial node embedding using Deepwalk. Simultaneously, the
pseudo-labels are built by the AP clustering algorithm [34].
Then, we build the hierarchical GCN to update the node
embedding and labels. Finally, we introduce max-pooling to
enhance our model according to the number of label types in
the different experimental datasets.

3.1. Initial Node Embedding. The first step of the model is to
generate the initial node embedding using Deepwalk.
Deepwalk is the shallow embedding model with random
walking, and it can better learn the global structure and the
context of the node in the undirected graph. Therefore,
Deepwalk is used as a pre-training method to generate the
initial node embedding in this paper.

Let G = (V, E) be a given undirected graph with vertex
set V and edge set E, where n = |V| denotes the number of
nodes in the graphs. Our formal definition is general and can
apply to any undirected and unweighted network. Firstly, we
acquire a specific length random walk sequence w (v;) for the
node v;, which is shown in the following formula (1):

w() = (W) w) . Lw)), (1)

where w(v;)" is the n'" node. And then, we use a language
model to learn from these random walk sequences and
denote the initial embedding as follows:

Ey (w(v;)) = skip — gram (w}), (2)

where w! is the word sequence in the language model, and
skip — gram is the language model. E,; (.) is denoted as the
output function. We use w} = (w, w, ...w,) to denote the
word sequence, where w; is a specific word in the language
model. The detailed processing flow is shown in Figure 2.

3.2. Pseudolabels. The second step of the model is to con-
struct the pseudo-labels and predict labels with GCN. After
obtaining the initial node embedding of the undirected
graph, we use the clustering method to acquire pseudo-label
y; for the unlabeled node i, where y; € Y and Y is a pseudo-
label set. The specific processing flow is shown in Figure 3.

And now, we update G to denote the graph, as shown in
the following formula (3):

G = (V,E Ey (w(v,)),Y). (3)

In this paper, AP clustering model called near-neighbor
propagation clustering algorithm is adopted to generate
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pseudo-labels, which is mainly because the method contains
the following three advantages. (1) Because the number of label
categories is unknown, the model needs to choose a clustering
method that does not need to specify the number of clusters.
Unlike k-means and k-center algorithms, AP clustering model
is not necessary to set the final number of clusters when
clustering. (2) The cluster centers of AP algorithm are the actual
nodes in the data set, which are the representative of each class,
so AP clustering model is not sensitive to the initial negative
value of the node embedding. (3) If the sum of squares of errors
is used to measure the performance of the algorithms, the sum
of squares of errors of AP clustering is lower than that of other
methods. This evaluation index shows that AP clustering
method is effective.

Based on this, we further use GCN to predict the label for
the unlabeled node and define the predicted maximum value as
the label y!, where y! € Y’ and Y' is the predication label set.
And now, formula (3) is updated as following in formula (4):

G= (V,E,Ey(w(v,)),Y"). (4)

3.3. Hierarchical GCN. In this section, we focus on the
hierarchical GCN model, which includes two GCN [27]
models. At the start, we introduce GCN. Next, we set up
hierarchical graph convolution network to propose the
HGCN model and the HGCN* model by analyzing the
updated undirected graphs. Additionally, we further explain
the reason for the improved model.

3.3.1. Graph Convolution Network. Different from the
conventional convolutional neural networks (CNN), the
convolution operation for a graph is defined as the weighted
average of neighbors of one particular node. Mathematically,
the graph convolution layer is defined as

H(l+1) — O'(PH(Z)W(I)), (5)

where P = D~ Y2(A +I)D~'? is the normalized Laplacian
matrix of the graph G. H is the input of the I'" hidden
layer of GCN, i.e., the output of the (I - 1™ hidden layer.
W is the weight matrix in the I'® hidden layer that would
be trained. A is the adjacency matrix of the undirected
graph. And o (-) is the activation function. For any given
node, a GCN layer aggregates the previous layer’s em-
bedding of its neighbor with A, followed by linear trans-
formation W and nonlinear activation o, so as to obtain a
contextualized node representation. We denote F () as
L-layer GCNs, parametrized by {w;}-,. For each given
graph G = (V, A) with input features H'”, F () can get node
representations by:

F,,(G) = o( P(.o(PHOWM).)w ™). (6)

3.3.2. HGCN and HGCN*. After the initial node embedding
section and the pseudo-labels section, we have learned the
graph information from formula (4). After predicting labels,
we also update the graph embedding with GCN, which is as
shown in formula (7):

G = (V,E Ey(w,),Y"), (7)

where Ej}, (w,) is the updated node embedding by the first
GCN.
According to formula (6), E}, (wvi) is defined as formula

(8):
Ey (w,) = 0(P(.0(PEy (w(v,))W©).)Ww®),  (8)

where H® = E,, (w(v,)) is the input feature, which is the
initial node embedding using Deepwalk. In this paper, we
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use 3-layer GCNs with 128-dimensional hidden vectors to
accomplish the pre-training and adaptation.

And then, we further use the second GCN to learn the
undirected graph again. The final embedding Ej, (w,) is
denoted as formula (9):

Ej (w,) = o(P(.o( PEy(w, )W ). )Ww®). (9)

Moreover, after this second learning process, GCN will
lead to too smooth for the embedding, which can affect
node classification. Therefore, to relieve smoothing, we
combine the secondary learning representation Ej, (w,)
with the initial node embedding E,;(w, ). Finally, we get
the ultimate embedding O (G) for the undirected graph as
shown in formula (10):

0(G) = Eyy (w,, ) @ Ey(w,)), (10)

where @ is a vector splicing operation.

The previous HGCN method can be applied to learn a
better embedding, when the graph is an undirected graph
with a few numbers of node label types. However, when the
undirected graph has a large number of node label types, the
proposed model will also decompose labels into multi-di-
mensional features and add them to the learning processing,
which can lead to the feature redundancy. Therefore, mo-
tivated by this analysis, we introduce max-pooling to im-
prove the embedding model for the graph with a large
number of label types, namely HGCN*. The exact processing
flow is shown in Figure 4.

4. Experiments

4.1. Datasets. To verify the effectiveness of the proposed
model, we conduct several comparative experiments on four
open available graph datasets:

(i) Cora dataset [35] consists of 2,708 machine learning
papers classified into one of seven classes and 5,429
links between them.

(ii) Citeseer dataset [35] is a link dataset built with
permission from the Citeseer web database. It
contains 3,327 publications from six classes and
4,732 links among them.

(iii) Wikipedia dataset [36] consists of 2,405 Wikipedia
pages from 17 categories and 17,981 links between
them. It is much denser than Citeseer and Cora
datasets.

(iv) American air-traffic dataset [23] is from the United
States Air Traffic Network. It contains 1190 airports
and 13599 relationships between airports and air-
ports, and the airport labels are divided into four
groups.

All specific nodes and edges in our experimental datasets
are shown in Table 1.

Note that all datasets are used as undirected graphs with
only network structure information and the correct labels in

the datasets are only used in the node classification verifi-
cation task in this paper.

4.2. Baselines. For comparison, we adopt six kinds of
baselines as follows:

(i) Deepwalk [20] is a typical unsupervised graph
embedding method which adopts the skip-gram
language model.

(ii) LINE [21] is also a popular unsupervised method
which considers the first-order and second-order
proximity information.

(iii) Node2vec [22] learns low-dimensional representa-
tions for nodes in a graph by optimizing a neigh-
borhood preserving objective, which explores the
structure of the network by controlling the p and g
parameters, and learns the d dimension feature
representation by simulating biased random walks.

(iv) GraRep [37] captures the long-distance nodes and
uses the matrix decomposition method to learn the
d dimension feature representation of the node.

(v) Hope [38] introduces higher-order similarity and
uses the matrix decomposition method to learn the
d dimension feature representation of the node.

(vi) SDNE [26] learns the d dimension node represen-
tation by capturing the network nonlinear structure
using multi-layer nonlinear functions, which is a semi-
supervised deep graph embedding model.

Several existing methods include shallow embedding
models, matrix decomposition models, and deep embedding
models. Note that since some existing work ([27-29]) utilizes
extra node features, we do not compare with them directly.

4.3. Node Classification Experiments. To verify the effec-
tiveness, we follow the same settings used in Hamilton et al.
(2016) [27], including the following benchmark tasks: (1)
using HGCN to classify nodes on American air-traffic, Cora,
and Citeseer datasets; (2) using HGCN* to classify nodes on
Wikipedia dataset.

4.3.1. Experimental Settings. In this experiment, Micro-F1,
Macro-F1, and Accuracy are used as measurements. The
model uses the same proportion of training and test data as
the existing published papers, i.e., 50% of the training data
and 50% of the test data.

To facilitate the comparison, on the Cora and Citeseer
datasets, we report the results of one experiment for com-
parison with the baseline models. However, on the American
air-traffic network dataset, we repeat the experiment 5 times
using random samples for training and demonstrate the
average performance. The experimental results are given in
Table 2. “*” denotes the published results of the existing
papers [29], and the roughened numbers represent the best
results.
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TaBLE 1: Datasets.

Datasets Cora Citeseer Wikipedia American air-traffic
Nodes 2708 3327 2405 1190
Edges 5429 4732 17981 13599
Classes 7 6 17 4

TaBLE 2: Node classification results with a few label types.
Datasets American air-traffic Cora Citeseer
Evaluating indicator =~ Micro-F1 =~ Macro-F1 =~ Accuracy Micro-F1 =~ Macro-F1 =~ Accuracy Micro-F1 =~ Macro-F1 ~ Accuracy
Deepwalk 0.523 0.518 0.523 — — 0.672" — — 0.432"
LINE(2nd) 0.504 0.499 0.504 0.704 0.684 0.704 0.444 0.399 0.444
Node2vec 0.493 0.459 0.493 0.771 0.765 0.771 0.567 0.486 0.567
SDNE 0.580 0.560 0.580 0.660 0.648 0.660 0.400 0.351 0.400
HGCN 0.571 0.568 0.571 0.797 0.780 0.797 0.568 0.518 0.568

On the Wikipedia dataset, we use the same measure-
ments to compare with the results of open-source frame-
work OpenNE ([39]. The best experimental results are
presented in Table 3.

4.3.2. Results and Discussion. As shown in Table 2, it can be
seen that our proposed model achieves the best results com-
pared to all shallow baseline models, and the outcomes are very
close to the deep baseline model SDNE. On the Cora and
Citeseer datasets, the experimental results of our model are
higher than all baseline models in all measurements, which
show that the model can effectively learn the undirected graphs.

Obviously, on the American air-traffic dataset, the
performances of HGCN are close to the results of SDNE. The
main reason is that the nodes on American air-traffic dataset
are labeled by the network global structure. In other words,
the node label of the dataset is more related to their structure
identity than the labels of their neighbors. HGCN uses the
label information of neighbor nodes to update and learn the
labels for the unlabeled data, so the node classification
performances of HGCN are significantly affected. To visually

display the performances of HGCN, the accuracy is pre-
sented in Figure 5.

As illustrated in Figure 5, we compared the accuracy of all
baselines including the shallow and the deep embedding
model on the three undirected graph datasets. The average
performances of the shallow embedding model are higher than
SDNE model on the Cora dataset and the Citeseer dataset. And
the result of the SDNE is better than the other shallow
baselines on the American air-traffic dataset. This suggests that
SDNE can learn well the special structure network, which node
labels are related according to the network global structure.
While the proposed model HGCN has a significant increase on
most experimental datasets, which further verifies the appli-
cability of our model on undirected graphs.

As for the improved model according to the number of
label types, we verify its effectiveness on the Wikipedia dataset
and compare it with the results of the open-source framework
OpenNE [39]. The experimental results are shown in Table 3.

According to the results of Table 3, when the HGCN
model uses only vector splicing, the performance degrades in
Micro-F1. In Macro-F1, the results are better than the other
all baseline models except for Deepwalk. That suggests that
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TaBLE 3: Node classification results on Wikipedia.
Baselines Micro-F1 Macro-F1
Deepwalk 0.669* 0.560*
Random walk LINE(2nd) 0.576* 0.387*
Node2vec 0.651* 0.541*
. o GraRep 0.633" 0.476*
Matrix decomposition Hope 0.601* 0.438*
Deep model SDNE 0.643* 0.498*
Our model HGCN 0.599 0.549
HGCN* 0.717 0.590
The result with * is from the open-source OpenNE [39].
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FiGUure 6: Node classification performances (Micro-F1; Macro-F1) with baseline models on the Wikipedia dataset.

the HGCN model breaks up pseudo-labels into the features,
while the Wikipedia dataset leads to features redundant
because of more label types.

To help address this problem, the max-pooling layer is
introduced to the HGCN model, which can select the fea-
tures to improve the effect of node classification on the
Wikipedia dataset. As can be seen from the experimental
results in Table 3, compared to Deepwalk, LINE (2nd), and
Node2vec, the Micro-F1 of HGCN* is improved by 4.8%,
14.1%, and 6.6%. And in Macro-F1, the results are enhanced
by 3%, 20.3%, and 4.9%, separately. Compared to GraRep,
HOPE, and SDNE, the Micro-F1 of HGCN* is improved by

8.4%, 11.6%, and 7.4%, and in the Macro-F1, the results are
improved by 11.4%, 15.2%, and 9.2%, separately.

To further illustrate the interesting trends, we plot the
Micro-F1 and Macro-F1 to investigate the changes of the
different baseline methods in Figure 6.

As can be seen from the results in Figure 6, compared to
shallow embedding models, matrix decomposition models,
and deep embedding models, the Micro-F1 and Macro-F1 of
HGCN* are all improved on the Wikipedia dataset. Figure 6
also shows that the Micro-F1 and Macro-F1 of HGCN have
been significantly improved by using the max-pooling. The
experimental results further indicate that the improved



model for the dataset with a large number of label types can
get better graph embedding effectively.

5. Conclusion

In this study, we explore an unsupervised graph embedding
method for the undirected graph. Comparing with con-
ventional graph embedding models, we introduce hierar-
chical graph convolution network to propose the HGCN and
HGCN* methods respectively. Besides, we come to the
following conclusions:

(1) In this paper, a hierarchical GCN for the undirected
graph with only structure information is proposed.
The model does not need the extra features and
labeled data, which improves the applicability of the
GCN in the real network.

(2) Moreover, we introduce max-pooling to improve the
proposed model according to the number of label
types. Experimental results show that our model
achieves considerable improvement than all the
baselines.

However, due to the limitations of the pre-training and
the clustering methods, the proposed model in this paper
still has the disadvantage of obtaining the initial node
embedding and the poor label accuracy. In the future, we will
further focus on dealing with the problems and plan to
explore the impact of initialing models and clustering
methods on the proposed model, which ultimately can
provide a better method of unsupervised graph embedding.

Data Availability

All experimental data used to support the findings of this
study are available from the corresponding author upon
request.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

Thanks are due to the teachers and classmates of the project
team for their guidance and help. This research was sup-
ported by the National Natural Science Fund of China (no.
61936012 and 61806117), the National Social Science Fund of
China (no. 18BYY074), the Scientific and Technological
Innovation Programs of Higher Education Institutions in
Shanxi (No. 201802012), and the Innovation Project for
College Graduates of Shanxi Province (no. 2020SY015).

References

[1] Y. Cheng, D. Wang, P. Zhou, and T. Zhang, “A survey of
model compression and acceleration for deep neural net-
works,” 2017, https://arxiv.org/abs/1710.09282.

[2] G. Palash and F. Emilio, “Graph embedding techniques,
applications, and performance: a survey,” Knowledge-Based
Systems, vol. 151, pp. 78-94, 2018.

Mathematical Problems in Engineering

[3] K. S. Mehran, G. Rishab, J. Kshitij et al., “Relational repre-
sentation learning for dynamic (knowledge) graphs: a survey,”
2019, https://arxiv.org/abs/1905.11485.

[4] 1. K. Fodor, A Survey of Dimension Reduction Techniques,
Neoplasia, Amsterdam, Netherlands, 2002.

[5] S. Wold, K. Esbensen, and P. Geladi, “Principal component
analysis,” Chemometrics and Intelligent Laboratory Systems,
vol. 2, no. 1-3, pp. 37-52, 1987.

[6] J. B. Kruskal, M. Wish, and E. M. Uslaner, Multidimensional
Scaling, Methods, Vol. 116, SAGE, New York, NY, USA, 1978.

[7] M. Belkin and P. Niyogi, “Laplacian eigenmaps and spectral
techniques for embedding and clustering,” Advances in Neural
Information Processing Systems, vol. 14, no. 6, pp. 585-591, 2002.

[8] W. L. Hamilton, R. Ying, and J. Leskovec, “Representation
learning on graphs: methods and applications,” 2017, https://
arxiv.org/abs/1709.05584.

[9] C.C. Tu, W. C. Zhang, Z. Y. Liu, and S. M. Sun, “Max-margin
deepwalk: discriminative learning of network representation,”
in Proceedings of the International Joint Conference on Artificial
Intelligence (IJCAI), pp. 3889-3895, New York, NY, USA, July
2016.

[10] Y. Bengio, A. Courville, and P. Vincent, “Representation
learning: a review and new perspectives,” IEEE Transactions
on Pattern Analysis and Machine Intelligence, vol. 35, no. 8,
pp. 1798-1828, 2013.

[11] C. Yang, Z. Y. Liu, D. L. Zhao, M. S. Sun, and E. Y. Chang,
“Network representation learning with rich text information,” in
Proceedings of the International Joint Conference on Artificial
Intelligence (IJCAI), pp. 2111-2117, Buenos Aires, Argentina, July-
August 2015.

[12] X. F. Sun, J. Guo, X. Ding, and T. Liu, “A general framework
for content-enhanced network representation learning,” 2016,
https://arxiv.org/abs/1610.02906.

[13] D.K. Zhang,J. Yin, X. Q. Zhu, and C. Q. Zhang, “Homophily,
structure, and content augmented network representation
learning,” in Proceedings of the International Conference on
Data Mining (ICDM), pp. 609-618, Barcelona, Spain, De-
cember 2016.

[14] P. Velickovic, W. Fedus, W. L. Hamilton, P. Lio, Y. Bengio, and
R. D. Hjelm, “Deep graph infomax,” in Proceedings of the In-
ternational Conference on Learning Representations (ICLR), New
Orleans, LA, USA, May 2019.

[15] Z.N.Hu, C.J. Fan, T. Chen, K. W. Chang, and Y. Z. Sun, “Pre-
training graph neural networks for generic structural feature
extraction,” 2019, https://arxiv.org/abs/1905.13728.

[16] J. Pennington, R. Sorcher, and C. D. Manning, “Glove: global
vectors for word representation,” in Proceedings of the 2014
Conference on Empirical Methods in Natural Language Pro-
cessing (EMNLP), Doha, Qatar, October 2014.

[17] J. Zhou, G. Q. Cui, Z. Y. Zhang et al., “Graph neural networks:
areview of methods and applications,” 2018, https://arxiv.org/
abs/1812.08434.

[18] T. Mikolov, I. Sutskever, K. Chen, G. S. Corrado, and J. Dean,
“Distributed representations of words and phrases and their
compositionality,” in Proceedings of the Annual Conference on
Neural Information Processing Systems (NIPS), pp. 3111-3119,
Lake Tahoe, NV, USA, December 2013.

[19] T. Tang and H. Liu, “Leveraging social media networks for
classification,” Data Mining and Knowledge Discovery, vol. 23,
no. 3, pp. 447-478, 2011.

[20] B. Perozzi, R. Alrfou, and S. Skiena, “Deepwalk: online
learning of social representations,” in Proceedings of the 20th
ACM SIGKDD International Conference on Knowledge


https://arxiv.org/abs/1710.09282
https://arxiv.org/abs/1905.11485
https://arxiv.org/abs/1709.05584
https://arxiv.org/abs/1709.05584
https://arxiv.org/abs/1610.02906
https://arxiv.org/abs/1905.13728
https://arxiv.org/abs/1812.08434
https://arxiv.org/abs/1812.08434

Mathematical Problems in Engineering

Discovery and Data Mining (KDD), pp. 701-710, New York,
NY, USA, August 2014.

[21] J. Tang, M. Qu, M. Z. Wang, M. Zhang, J. Yan, and Q. Z. Mei,
“Line: large-scale information network embedding,” in Pro-
ceedings of the 24th International Conference on World Wide
Web (WWW), pp. 1067-1077, Florence, Italy, May 2015.

[22] A. Grover and J. Leskovec, “Node2vec: scalable feature
learning for networks,” in Proceedings of the 22nd ACM
SIGKDD International Conference on Knowledge Discovery
and Data Mining (KDD), pp. 855-864, San Francisco, CA,
USA, August 2016.

[23] L. F. R. Ribeiro, P. H. P. Saverese, and D. R. Figueiredo,
“Struc2vec: learning node representations from structural
identity,” in Proceedings of the 23rd ACM SIGKDD Interna-
tional Conference on Knowledge Discovery and Data Mining
(KDD), pp. 385-394, Halifax, Canada, August 2017.

[24] J. Y. Xie, R. Girshick, and A. Farhadi, “Unsupervised deep
embedding for clustering analysis,” in Proceedings of Inter-
national Conference on Machine Learning (ICML), pp. 478-
487, New York, NY, USA, June 2016.

[25] H.Y.Xu, H. T. Liu, W. J. Wang, Y. H. Sun, and P. F. Jiao, “NE-
FLGC: network embedding based on fusing local (First-Order)
and global (Second-Order) network structure with node con-
tent,” Pacific-Asia Conference on Knowledge discovery and data
mining (PAKDD), pp. 260-271, 2018.

[26] D. X. Wang, P. Cui, and W. W. Zhu, “Structural deep network
embedding,” in Proceedings of the 22nd ACM SIGKDD Inter-
national Conference on Knowledge Discovery and Data Mining
(KDD), pp. 1225-1234, San Francisco, CA, USA, August 2016.

[27] T. Kipf and M. Welling, “Semi-supervised classification with
graph convolutional networks,” 2016, https://arxiv.org/abs/
1609.02907.

[28] W. L. Hamilton, Z. T. Ying, and J. Leskovec, “Inductive rep-
resentation learning on large graphs,” in Proceedings of Annual
Conference Neural Information Processing Systems (NIPS),
pp. 1024-1034, Long Beach, CA, USA, December 2017.

[29] P. Velickovic, G. Cucurull, A. Casanova, A. Romero, P. Lio,
and Y. Bengio, “Graph attention networks,” 2017, https://
arxiv.org/abs/1710.10903.

[30] S. Abuelhaija, A. Kapoor, B. Perozzi, and J. Lee, “N-GCN:
multi-scale graph convolution for semi-supervised node
classification,” 2018, https://arxiv.org/abs/1802.08888.

[31] J. Chen, T. F. Ma, and C. Xiao, “FastGCN: fast learning with
graph convolutional networks via importance sampling,”
2018, https://arxiv.org/abs/1801.10247.

[32] K. Sun, Z. X. Zhu, and Z. C. Lin, “Multi-stage self-supervised
learning for graph convolutional networks,” 2019, https://
arxiv.org/abs/1902.11038.

[33] M. Qu, Y. Bengio, and J. Tang, “GMNN: graph markov neural
networks,” 2019, https://arxiv.org/abs/1905.06214.

[34] U. Bodenhofer, A. Kothmeier, and S. Hochreiter, “AP cluster:
an R package for affinity propagation clustering,” Bio-
informatics, vol. 27, no. 17, pp. 2463-2464, 2011.

[35] A. K. McCallum, K. Nigam, J. Rennie, and K. Seymore,
“Automating the construction of internet portals with machine
learning,” Information Retrieval, vol. 3, no. 2, pp. 127-163, 2000.

[36] P. Sen, G. Namata, M. Bilgic, L. Getoor, B. Galligher, and
T. Eliassi-Rad, “Collective classification in network data,” AI
Magazine, vol. 29, no. 3, pp. 93-106, 2008.

[37] S. S. Cao, W. Lu, and Q. K. Xu, “Grarep: learning graph
representations with global structural information,” in Pro-
ceedings of the 24th ACM International on Conference on
Information and Knowledge Management (CIKM), pp. 891-
900, Melbourne Australia, October 2015.

[38] M. D. Ou, P. Cui, J. Pei, Z. W. Zhang, and W. W. Zhu,
“Asymmetric transitivity preserving graph embedding,” in
Proceedings of the 22nd ACM SIGKDD International Con-
ference on Knowledge Discovery and Data Mining (KDD),
pp. 1105-1114, San Francisco, CA, USA, August 2016.

[39] Qinghua University, OpenNE, https://github.com/thunlp/
OpenNE.


https://arxiv.org/abs/1609.02907
https://arxiv.org/abs/1609.02907
https://arxiv.org/abs/1710.10903
https://arxiv.org/abs/1710.10903
https://arxiv.org/abs/1802.08888
https://arxiv.org/abs/1801.10247
https://arxiv.org/abs/1902.11038
https://arxiv.org/abs/1902.11038
https://arxiv.org/abs/1905.06214
https://github.com/thunlp/OpenNE
https://github.com/thunlp/OpenNE

Hindawi

Mathematical Problems in Engineering
Volume 2020, Article ID 2891572, 14 pages
https://doi.org/10.1155/2020/2891572

Research Article

Hindawi

A Novel Neural Network-Based SINS/DVL Integrated Navigation
Approach to Deal with DVL Malfunction for Underwater Vehicles

Wanli Li

» Mingjian Chen, Chao Zhang, Lundong Zhang, and Rui Chen

Institute of Geospatial Information, Information Engineering University, Zhengzhou 450000, China

Correspondence should be addressed to Wanli Li; liwanli1201 @hotmail.com

Received 18 February 2020; Revised 5 April 2020; Accepted 7 July 2020; Published 26 July 2020

Guest Editor: Shianghau Wu

Copyright © 2020 Wanli Li et al. This is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

A navigation grade Strapdown Inertial Navigation System (SINS) combined with a Doppler Velocity Log (DVL) is widely used for
autonomous navigation of underwater vehicles. Whether the DVL is able to provide continuous velocity measurements is of
crucial importance to the integrated navigation precision. Considering that the DVL may fail during the missions, a novel neural
network-based SINS/DVL integrated navigation approach is proposed. The nonlinear autoregressive exogenous (NARX) neural
network, which is able to provide reliable predictions, is employed. While the DVL is available, the neural network is trained by the
body frame velocity and its increment from the SINS and the DVL measurements. Once the DVL fails, the well trained network is
able to forecast the velocity which can be used for the subsequent navigation. From the experimental results, it is clearly shown that
the neural network is able to provide reliable velocity predictions for about 200s-300s during DVL malfunction and hence

maintain the short-term accuracy of the integrated navigation.

1. Introduction

The ocean covers 71% of the surface of the Earth. It is rich in
biological resource and minerals resource. Underwater vehicles,
including remotely operated vehicles (ROVs) and autonomous
underwater vehicles (AUVs), are widely used in the exploration
of the ocean. However, the lack of reliable navigation techniques
is still a key fact which limits the application of the underwater
vehicles. Although Global Navigation Satellite System (GNSS) is
widely used in surface and air navigation [1], its signals rapidly
attenuate in water. The acoustic navigation systems [2], such as
Long Baseline (LBL) and Ultra Short Baseline (USBL), have a
limited range. For example, the 12 kHz LBL typically operates at
up to 10km ranges [3]. Strapdown Inertial Navigation System
(SINS), which is able to provide complete navigation param-
eters, such as position, velocity, and attitude, is usually
employed in autonomous underwater navigation. However, as
the positioning errors of the SINS increase with time, an ex-
ternal aiding sensor is necessary.

Based on Doppler Effect, the Doppler Velocity Log
(DVL) is able to provide velocity measurements relative to
the seafloor. It is regarded as one of the most potential aiding
sensors which are able to limit the error growth of SINS

[4, 5]. However, the DVL provide velocities in the Doppler
instrumental frame, but not the geodetic frame. There are
still challenges in DVL aided integrated navigation. For
example,, misalignments between the SINS body frame and
Doppler instrumental frame will occur during manufacture
[6]. Therefore, a calibration process is usually required
before conducting a mission [7, 8]. Even so, the position
error of SINS/DVL will accumulate without any external
position observations. Furthermore, the azimuth error of the
integrated navigation shows slow convergence in the case of
DVL aiding. Fast SINS in-motion initial alignment is also a
challenge issue which has aroused great attention [9].

In addition, DVL has a limited maximum range. Table 1
shows the specifications of the DVLs [10] produced by
Teledyne RD Instruments, Inc. As can be seen from the table,
DVL working at a higher operating rate can provide more
accurate velocity measurements, whereas its maximum
range is smaller and vice versa. In the case that the acoustic
wave emitted by the DVL cannot reach the seafloor, the DVL
will work in the mode of water-tracked, which provides
water reference velocities, or fail to provide velocities.

SINS/DVL integrated is typically accomplished by using
a Kalman filter (KF), which fuses the data from the SINS and
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TaBLE 1: Specifications of the RDI workhorse navigator Doppler Velocity Log.

Parameter item WHN 300 WHN 600 WHN 1200
Long-term accuracy +0.4%V +£0.2cm/s +0.2%V £ 0.1 cm/s +0.2%V £ 0.1 cm/s
Operating rate 300kHz 600 kHz 1200 kHz
Maximum range 200 m 90 m 25m
Velocity range +10m/s +10m/s +10m/s

the DVL. Therefore, the accuracy of the DVL measurements
is of vital importance in optimally estimating the subsequent
navigation solutions. In [11], the authors proposed a pre-
treatment method for the velocity of DVL based on the
motion constraint of underwater vehicles. It is able to re-
strain random noise in the DVL. Adaptive Kalman filter
(AKF) is also regarded as an effective approach to deal with
the accuracy decrease of the DVL [12, 13]. SINS/DVL in-
tegrated navigation, in case that only partial DVL mea-
surements are available, is also investigated. In [14, 15],
tightly coupled navigation structures are proposed to deal
with the situation that DVL has fewer than three beam
measurements.

Under certain conditions, such as sailing across sea crea-
tures or the DVL exceeds its maximum measuring range, the
DVL will fail to maintain bottom-lock and provide velocity
updates [16, 17]. To circumvent this problem, Tal et al. [18]
derived an extended loosely coupled (ELC) approach which is
able to provide virtual vehicle velocity by using partial raw data
of the DVL and additional information. In [19], the authors
proposed a hybrid approach to forecast the measurements of
the DVL while it malfunctions. The current and past velocities
obtained from SINS are taken as the predictor’s inputs. In this
paper, we proposed a neural network-based approach to predict
the body frame velocity when DVL is unavailable. Related
methodologies in similar situations can be found in the liter-
ature on SINS/GNSS integrated navigation [20-22]. The main
idea of these approaches is to build the map between SINS
measurements (angular rate, specific force, velocity, position,
and so forth) and GNSS measurements [21]. If the GNSS signals
are available, the neural network is trained by the SINS and
GNSS measurements. Once the outages of the GNSS happen,
the virtual GNSS measurements can be obtained by the well
trained neural network. Therefore, it is able to maintain the
short-term stability of the SINS/GNSS integration. Inspired by
these works, a nonlinear autoregressive exogenous (NARX)
neural network model, which is able to forecast the velocity
during the DVL malfunction, is constructed. The NARX neural
network has been widely used in time series forecasting [23].
The prediction of the velocity can also be regarded as a time
series forecasting problem. When DVL is available, the body
frame velocity and its increment obtained from the SINS and
DVL are collected to train the neural network. Once DVL is
unavailable, the velocity forecasted by the well trained neural
network is utilized to assist the SINS and hence maintain the
accuracy of the integrated navigation.

The rest of this paper is organized as follows. Section 2 is
devoted to the presentation of the SINS/DVL integrated
navigation scheme. Both the SINS error dynamics model
and the DVL error model are derived. Section 3 gives the
algorithmic description of the neural network-based SINS/

DVL integrated navigation scheme. In Section 4, the per-
formance of the proposed algorithm is evaluated with ship-
mounted experimental data collected in the Yangtze River.
Conclusions are drawn in Section 5.

2. SINS/DVL Integrated Navigation

Figure 1 shows the structure of the SINS/DVL integration.
Normally, the SINS is consisted of three orthogonal gyro-
scopes and three orthogonal accelerometers, which are able
to provide angular rate and specific force in the SINS body
frame (denoted as b). With these measurements, the navi-
gation solutions including position, attitude, and velocity
can be obtained. The DVL provides velocity in the Doppler
instrumental frame (denoted as d). To match the velocity of
SINS, firstly, it should be transformed into the body frame
with alignment calibration parameters. Then, the DVL ve-
locity can be transformed into the navigation frame
(denoted as n, local-level frame, and its orientation is north-
east-sown (NED)) with the attitude of the SINS. As a velocity
matching integration scheme, the velocities of the DVL and
SINS in the navigation frame are chosen as the input of the
Kalman Filter. With the estimation of the Kalman Filter, the
navigation solutions can be reset and the sensor errors such
as gyro bias and accelerometer bias can be corrected. As can
be seen from Figure 1, with a feedback scheme, the navi-
gation errors of the SINS, such as attitude error and velocity
error, are compensating each Kalman filter cycle.

2.1. SINS Error Dynamics Model. Due to the inherent biases
(gyro bias and accelerometer bias) of the SINS, the position
error, attitude error, and the velocity error accumulate
with time. It is known to us that, in the case of velocity
matching integrated navigation, the position error is
unobservable. Therefore, the position error is abandoned
to be chosen as a state of the integration. The velocity and
attitude error propagation process of the SINS can be
described as follows [7]:

V' = [ "] - 2w}, + wl,) x 8" + CLV, (1)

gb = —(w}, + @),) X ¢ + (8w, + dw,,) — Cpe, (2)

where the subscript n denotes the components described in
the navigation frame. §v" is the velocity error. ¢ is the at-
titude error. f" is the specific force in the navigation frame.
Cj, is the direction cosine matrix of the body frame to the
navigation frame. w}, denotes the angular rate of the Earth
frame e relative to the inertial frame i. @/, is the angular rate
of the navigation frame relative to the Earth frame. V and ¢
are the biases of the gyro and the accelerometer in the body
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frame, respectively. In SINS/DVL integration, V and ¢ are % = Fx + w, (6)

usually modeled as random constants:

where w is a zeros-mean Gaussian white noise which is

V=0, 3
(3 determined by the accuracy of the gyros and accelerometers.
. 4 F is the state transformation matrix constructed according
£=0. (4) to equations (1)-(4). It can be given as follows:
The error states of the SINS are chosen as follows: Fi, Fi, Cp 055
X = [6VN dvg ovp én ¢r ¢p Vi Vy V. & € & ] F= Fy Fy O3 _CZ 7)
(5) 033 0353 O3¢5 0353
The SINS error dynamics model can be expressed as 0303 0353 Osx3 0343
follows:
where
- t L -
D —2w;, sin L — 2 YE'G N
Ry+h Rp+h Ry +h
tgL + vytgL
Fi =| 2w, sinL+2 YErg> Yo * VN9~ 2w;, cos L + ; (8)
Rp+h Rp+h Ry +h
YN VE
-2 —2w;, cos L — 0
| Ry+h e Rp+h i

whereR; and Ry are the transverse radius and meridian
radius of the Earth, respectively. L is the latitude. i denotes
the altitude. w,, is the Earth’s rotation rate.vy, vy, and v}, are

the velocity in the north, east, and down direction,
respectively.

~fo f&

0 —fn| 9)

~fg fn 0



where fy, fg, and f are the specific force in the navigation
frame. Also,

Ry +h

tgL

2.2. DVL Error Model. The velocity of DVL can be trans-
formed into the navigation frame as follows:

7 = CChvy, (12)

where v, is the velocity of DVL in the Doppler instrumental
frame d. CY is the alignment matrix which presents the
transformation of the Doppler instrumental frame to the
body frame b; it can be presented as follows:

Ch =I5 - 6%, (13)

where 5,5 is a 3 X 3 identity matrix and 6x denotes the skew
matrix of the misalignments between the DVL and the SINS.
It can be obtained by calibration [7, 8]. CZ is the direction
cosine matrix in error; it can be obtained by

CZ =I5 — ¢x]C}, (14)

where ¢x denotes the skew matrix of the attitude error ¢.
Substituting (14) into (12), it yields
~Nn n~b
Vi = I = $X]CCqvas
= CyCyvg +[(ChCiva) <], (15)
="+ 0wy
The velocity of the SINS in error can be modeled as
Vs = V' + 0V (16)

Differencing the velocity of the SINS and DVL in the
navigation frame, there exists

Vs — Vg = (V' + V) = (V' + 8V)
= 0" —[(CpChva)]9.

It can be represented by the following equation:

(17)

0

L Ry+h |
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, (10)
VitgL \% ]
w;, sin L — £'9 N
Rp+h Ry +h
0 L+ v (11)
w;, COS
e Rp+h
E
wiecosL—RE+h 0 |
Z =Ty — Vg = Hx +1, (18)

where 7 is a zeros-mean Gaussian white noise which is
determined by the accuracy of the DVL. H can be obtained
from equation (17) as follows:

H=[L, (CiChv)x 0y ]. (19)

2.3. Standard Kalman Filter. The integrated navigation
model described by equation (6) and equation (18) can be
discretized as follows:

{ Xie = Oppe1 Xpor + Wi

Zk = Hka—l + Vk;
where X is the state vector, Z; is the measurement vector,
@, ,_; is the state transition matrix, and H is the mea-
surement matrix. W, and V. are uncorrelated zeros-mean
Gaussian white noise and their conversances can be given as
follows:

(20)

Qk k:l,
E[W,.W,] = 21
(Wil {o k#i, 2D
R, k=i,
E[V,V] ={Ok i (22)
E[V,W,] =0, Vki. (23)

Kalman filter is able to estimate the state vector from the
measurement vector in an optimum way. It is consisted of
time update and measurement update. If there are no DVL
measurements, time update is employed to predict the state
vector as follows [11]:
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Xig-1 = Pr1 Xi1 (24)

T
Pt = Opp1 P Op gy + Qi (25)

where X, is the predicted state vector and Py _; is the
predicted covariance matrix of X, ;. Once the DVL
measurement is available, the measurement update can be
accomplished as follows:

Xy = Xppr + Ky [Zk - Hka,k—I]’ (26)
T T -1
Ky = Py Hy [HkPk,k—lHk + Rk] ] (27)

Py =[I - KyHi] Py [1 - K H )" + KReK, (28)

where K, is the Kalman Filter gain. Then, the navigation
solutions of the SINS/DVL integration can be updated by the
estimation of the state vector X.

3. Neural Network-Based Integrated
Navigation Structure

As mentioned in Section 1, the DVL may fail to provide
velocity in some situations. To deal with this problem, a
neural network-based approach is proposed. The main idea
is to forecast the velocity measurements by neural network
during DVL malfunction. And hence the subsequent inte-
grated navigation can be conducted with the predictions.
Since the velocity of the DVL is in the Doppler instrumental
frame d, it should be transformed into the body frame by the
alignment matrix CY, before integration as follows:

W= b (29)

The neural network will predict the body frame velocity
directly. In this paper, a nonlinear autoregressive exogenous
neural network is employed [24]. That is, the current value of
a time series can be forecasted by two series: the previous
values of the same series and the current and previous values
of the driving series. The driving series is the series that
influences the series of interest.

The NARX model can be described as follows [25]:

IR m X
Yoy = M( Yk Vi1 Yk k+1 > (30)
Xk Xk-1 " Xk-m

where M (-) is the mapping function of the neural network,
X is the value of the driving series at time k, and y, is the
value of the target series at time k. Obviously, the body frame
velocity sequence is the target time series. Considering that
the body frame velocity increment sequence of SINS can also
indicate the change of the velocity, it is chosen as the driving
series. The velocity increment of the SINS in n-frame u" can
be obtained by the two-sample iteration algorithm [26]. The
velocity increment of the SINS in b frame during each DVL
update cycle can be given as follows:

Coty +ix T (t,_, +ixT), (31)

™M=

I
—_

b _
Av, =

where T is the SINS update cycle and N denotes the amount
of SINS update during each DVL update cycle.

The variables of the mapping function, which are initially
stochastic, can be fine-tuned in the training process. The
multilayer perceptron network is employed to perform the
approximation and its configuration is shown in Figure 2.
Considering that the training of the neural network requires
a lot of data, a light-weight neural network model is
employed. Therefore, the employed model is easy for
training and fine-tuning, and no massive training data is
required. The network is composed of three layers: input
layer, hidden layer, and output layer. Both the body frame
velocity and the velocity increment have three dimensions,
so there are six attributes of the input. The velocities of the
previous two steps are also adopted as the input of the
network. There are ten neurons in the hidden layer. The final
output of the network is the predicted body frame velocity
which is a three-dimensional vector. The Lev-
enberg-Marquardt (LM) optimization method is adopted as
the training function for the network [27].

The structure of the improved SINS/DVL integration is
shown in Figure 3. When the DVL is available, the SINS is
integrated with the DVL to get navigation solutions.
Meanwhile, the neural network is trained by the velocity and
velocity increment in b frame. The driving series can be
obtained continuously by the SINS:

xszvZ,kzl,Z,---,m, (32)

where the velocity increment Av) can be obtained from
equation (31). The target series can be acquired from
equation (29) with DVL measurements as follows:

ykzvi)kzl)z)"')m- (33)

Once the DVL fails, the velocity in b frame can be
predicted by the well trained network. However, with the
DVL measurements, the network is able to predict only one
step ahead. Therefore, the subsequent integrated navigation
is conducted as follows:

Step 1: predict the velocity in b frame one step ahead
with the input time series of current and the previous
two steps.

Step 2: update the SINS navigation solutions and the
velocity increment in b frame with the SINS raw data.

Step 3: conduct the SINS/DVL integrated navigation
and update navigation solutions. Update the driving
series with the velocity increment obtained by Step 2.
Update the target series with the prediction obtained by
Step 1.

Step 4: go to Step 1 until the integrated navigation is
finished

4. Experimental Results and Discussion

4.1. Test Configuration. The ship-mounted experimental
data were collected to evaluate the performance of the
proposed algorithm. The trial was carried out in the Yangtze
River. The equipped instruments include a navigation grade
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FIGURE 2: NARX generated by MATLAB R2014a.
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FIGURE 3: Structure of the improved SINS/DVL integration.

SINS, a bottom-locked DVL, and a NovAtel GPS receiver.
The specifications of the SINS and DVL are shown in Ta-
bles 2 and 3, respectively.

4.2. Performance Evaluation of the SINS/DVL Integration.
During the test, the ship sailed up to about 30 kilometers at
the speed of around 9 knots (approximately 6600 s). From
the experimental data, it is shown that the GPS receiver was
able to provide credible position and velocity measurements
during the whole test. Therefore, the integrated navigation
results, including position, velocity, and attitude from SINS/
GPS, can be used as the benchmark to compare with the
SINS/DVL integration. Before integrated navigation, an
initial alignment of SINS was conducted. The trajectories
obtained from SINS/GPS and SINS/DVL are shown in

TaBLE 2: SINS specifications.

Parameter item Gyroscope Accelerometer
Bias <0.02°/h(10) <5x10°g (10)
Update rate 200 Hz 200 Hz
Bias stability <30 ppm <50 ppm
Dynamic range +200°(s) +15¢g

TaBLE 3: DVL specifications.

Parameter item

Velocity accuracy
Update rate
Operating rate
Bottom-locked range
Dynamic range

+0.5%V + 0.5 cm/s

1Hz
300 kHz
300 m

—10 knot~20 knot
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FIGURe 5: The attitude of the ship.

Figure 4. Figure 5 shows the changing of attitude. Figures 6
and 7 show the velocities in the navigation frame and
Doppler instrumental frame, respectively. As can be seen
from the figures, the roll and the pitch of the ship remain
around -3’ and 1.7°, respectively. The heading and the ve-
locity of the ship vary slowly. The AUVs usually operate
within a low dynamics range. It may fit the real motion of the

AUVs, such as submarines. As can be seen from Figure 4, the
two trajectories closely match each other. The error curve of
the position is shown in Figure 8. And the final position
error of the SINS/DVL integration is about 28 meters, which
is less than 1% of the distance travelled. Predictably, as long
as external position observations are unavailable, the posi-
tion error will accumulate with time.
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FIGURE 7: The DVL measurements during the experiment.

As the DVL provides the velocity measurements in the
Doppler instrumental frame but not geodetic frame, it leads
to the slow convergence of the heading error and INS
measurement errors (the gyro biases and the accelerometer
biases). In addition, the AUVs usually operate within a low
dynamics range, which makes this problem more serious.
Both the gyro and the accelerometer biases in the up

direction cannot be estimated as reliable. Therefore, the open
loop is adopted to estimate the INS biases [28]. Misalign-
ments of the SINS/DVL are shown in Figure 9. The mis-
alignments converge with time. However, the heading error
converged slower than the roll error and the pitch error. It
oscillates at the beginning and then converges. From the
partial magnification of Figure 9, the heading error remains
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FIGURE 9: Misalignments of the SINS/DVL.

around 0.01° finally. It is known that DVL provides velocity
measurements in the Doppler instrumental frame. And it
leads to the slow convergence of the heading. Figure 10
shows the velocity error in the north and east direction,
respectively. As a velocity-aided integration, the velocity
errors of SINS/DVL show fast convergence.

4.3. Validation of the Proposed Neural Network-Based
Algorithm. A test was designed to evaluate the performance
of the proposed neural network-based algorithm. In prac-
tical use, the flag denoting whether the DVL is available has
been set. As the DVL is available during the whole mission, it
is assumed that DVL is unavailable after 4000s. And the
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former data was employed to train the neural network.
Therefore, the network is able to forecast the body frame

velocity which can be used in the subsequent integrated
navigation.
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FIGURE 11: Body frame velocity obtained from the DVL and the neural network.

The body frame velocity obtained by DVL can be
regarded as the actual value. Figure 11 compares the body
frame velocity from the DVL and the network. As can be
seen from the figure, the predicted values match well with
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F1Gure 13: Position

the real value at the beginning, especially the first
200s-300s. However, with the increase of time, the dif-
ference of the velocities becomes larger.

errors of the SINS/DVL.

Compared with the experimental results that DVLs are
always available, Figures 12 and 13 show the velocity errors
and the position errors of the integrated navigation,
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FiGure 14: Attitude errors of the SINS/DVL.
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FIGURE 15: Comparison of the position errors.

respectively. It is shown in Figure 12 that the velocity errorof ~ However, it diverges with the increase of time. Obviously,
the SINS/DVL with DVL measurements remains around  the divergence of the velocity error will lead to the growth of
zero. And the velocity error of the SINS/DVL with the  the position error. As can be seen from the partial magni-
predictions also remains around zero at the beginning.  fication of Figure 13, the positioning error of the SINS/DVL
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with predictions is extremely close to that with DVL mea-
surements during the first 200s-300s and then increases
with time. From the experimental results presented above, it
is clearly shown that the proposed neural network-based
approach is able to deal with short-term (approximately
200s-300s) malfunction of the DVL. However, as the
predicting error of the neural network becomes larger, the
positioning error of SINS/DVL will increase gradually.

Figure 14 shows the attitude errors of the SINS/DVL. As
can be seen from the figure, the influence of the inaccurate
velocity predictions on the attitude is not that obvious. The
error curves still match well with each other. The final
heading error of the SINS integrated with the predictions is
around 0.01°. However, it is expected that the difference of
the attitude errors will become larger if a low accuracy SINS
is employed.

In practical use, when the DVL output is unavailable, the
SINS work solely. A comparison has been done by com-
paring the position error of pure inertial navigation and
SINS integrated with DVL predictions. It is clearly shown in
Figure 15 that the SINS/DVL integration with DVL pre-
dictions is able to reduce the error growth while the position
error of the pure inertial navigation increases rapidly. This
provides another confirmation to the superiority of the
proposed method.

Experiments have also been done by intentionally re-
ducing the amount of the training data. Figure 16 shows the
position error of the SINS/DVL with 1000s training data.
From partial magnification of the figure, it is found that the
SINS/DVL integration is able to maintain accuracy for only
about 100s-150s. It is shown that, once the amount of the
training data is reduced, the accuracy of the predictions will
be reduced, too.

5. Conclusions

To deal with the problem of DVL malfunction in SINS/DVL
integrated navigation, a neural network-based approach is
proposed. When the DVL is available, the measurements
from the SINS and DVL are employed to train the network.
Once the DVL fails, the well trained network is able to
forecast the velocity which can be used in the subsequent
integrated navigation. From the experimental results, the
following conclusions can be drawn.

(1) With a navigation grade SINS and a DVL, the trained
neural network is able to provide credible velocity
predictions. But the error of the prediction will in-
crease with time gradually.

(2) With the predicted velocity series from the well
trained network, the SINS/DVL integration is able to
maintain accuracy for about 200 s-300 s. Therefore,
the proposed approach is capable of dealing with
DVL short-term malfunction.

(3) If the amount of training data is reduced, the ac-
curacy of DVL predictions may decrease, too.

In this paper, a navigation grade SINS is employed in the
experiment. Further investigation is still needed to deter-
mine whether this approach is suitable for low cost inertial
navigation systems.
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To improve the efficiency of warehouse operations, reasonable optimization of picking operations has become an important task
of the modern supply chain. For the purpose of optimization of order picking in warehouses, a new fruit fly optimization
algorithm, particle swarm optimization, random weight, and weight decrease model are used to solve the mathematical model.
Further optimization is achieved through the analysis of the warehouse shelves and screening of the optimal solution of the
picking time. In addition, simulation experiments are conducted in the MATLAB environment through programming. The
shortest picking time is found out and chosen as an optimized method by taking advantage of the effectiveness of these six
algorithms in the picking optimization and comparing the data obtained under the simulation. The result shows that the

optimization capacity of RWFOA is better and the picking efficiency is the best.

1. Introduction

As a part of the logistics, the efficiency of the automated
warehouse is largely dependent on the efficiency of order
picking. Therefore, the picking plays an important role in
the automated warehouse for improving the efficiency of
picking operation. Although the automated stereoscopic
warehouse provides more orderly and standardized man-
agement and the error rate is also small, for small batch
warehouse, frequent warehousing, and warehouses with
various products, logistics storage becomes more stringent,
and requirements for the efficiency of the logistics are
higher, and thus, the efficiency of picking needs to be
improved.

There are a lot of algorithms for optimization of order
picking, all of which have made minor or major contribu-
tions to the optimization of order picking [1-6]. At present,
the ant colony algorithm [7], genetic algorithm [8] and
multipopulation fruit fly optimization algorithm [9], which

have been used to solve the picking operation problems,
yielded good results. Based on the existing research, we will
use the new fruit fly optimization algorithm and particle
swarm optimization to solve the mathematical model.

The main structure of this paper is as follows: Section 1
introduces the motive and purpose of this study; Section 2
presents the literature review; Section 3 introduces research
methods—original FOA, original particle swarm algorithm
(PSA), random weight algorithm, weight decrease, and re-
lated literature; Section 4 introduces case description; Sec-
tion 5 presents results and discussion; and Section 6 puts
forward the research conclusions and suggestions.

2. Literature Review

2.1. Order Picking. Across the various operations in a
warehouse, order picking is the most time-consuming op-
eration in general [10] and accounts for around 55-75
percent of total warehousing costs [11]. Therefore, order
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picking has the highest priority for productivity improve-
ment [12].

Order picking is a particular case of the traveling
salesman problem (TSP). This problem, introduced by
Dantzig et al. [13], is one of the most studied problems in
operations research. Efficient algorithms have been designed
for the TSP [14]. Therefore, in order to improve the per-
formance of order picking, reducing travel time is critical.
Since the travel distance is proportional to travel time for
picker-to-parts system [15], minimizing the travel distance
(total or average) of a picking tour is often considered as an
imperative factor to reduce travel time and consequently
improve warehouse operation efficiency [12]. There are four
methods to reduce the travel distance of an order picker [12]:
storage location assignment, warehouse zoning, order
batching, and pick-routing methods. And this paper focuses
on the pick-routing methods.

To most order-picking research studies, optimization
algorithms are still the center of routing studies [16]. To
pursue the optimal order-picking route in a typical rectan-
gular, the order-picking routing problem is considered as the
STSP (Steiner traveling salesman problem) [12, 17]. There are
two general methods to solve the STSP: the first method is to
reformulate an STSP into the classic TSP by computing the
shortest paths between every pair of required nodes (e.g.,
Renaud and Ruiz [17]) and the second one for the solution of
a STSP is by using dedicated algorithms (e.g., Lucie Pansart
[4]). The latter method is preferred to the former.

The dedicated algorithms include dynamic programming,
integer programming, and branch and bound method. Al-
though this kind of algorithm can get the exact solution, the
calculation time is long and it is seldom used in the practical
application [18]. The common approximation algorithms are
the insertion algorithm, the r-opt algorithm, and the nearest
neighbour algorithm. Although this kind of algorithm can
quickly get a feasible solution to the optimal solution, the
degree of its close to the optimal solution is not satisfactory
[19]. Intelligent optimization algorithm is a more effective
algorithm to solve this problem in recent years [20]. These
algorithms are mainly genetic algorithms [8], ant colony
algorithm [7], particle swarm optimization [21], and modified
FOA, e.g, MSFOA [22] and IFOA4WSC [23].

2.2. Automated Stereoscopic Warehouse Model. At present,
the shelves of the automatic stereoscopic warehouse are
mainly fixed shelves, and each row of shelves in the ware-
house is equipped with a stacker, which is responsible for
picking up a cargo on the shelf. This paper takes some of the
shelves in the warehouse as the object of study. In an au-
tomated warehouse, the stacker enters from the entrance,
performs order picking, and chooses goods according to the
programmed procedure. Assuming that there are k cargo
spaces on each shelf, the stacker can only get one cargo space
for each picking, removes the cargo from the shelve and
transports it to the exit, and then returns to the shelves to
pick, and the above steps were repeated. As the order of
picking is not the same, the time required for each picking is
not the same. We need to set the optimal sorting order, so as
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to minimize the time on picking and to improve the effi-
ciency of order picking.

This study refers to the high-level rack model designed
by Professor Ning and Hu [9], and the formulas from (1) to
(8) are also proposed by them [9]. The structure is shown in
Figure 1.

Where, the position of the column x and tier y can be set
to (4, j), the position at the entrance is set to (0, 0), the length
of the shelf is D, and the height of the shelf is G. Assuming a
shelf has x columns and y tiers, the goods allocation is (Y, j)

(m=1, 2,3, ..., k), and position is («, f3), so
am :E—B, (1)
X 2X
G(j-1)
- lid 2
pm =L @)

Assuming that the velocity in the horizontal direction of
the stacker is v, and the velocity in the vertical direction is v,,
and the time spent by two adjacent cargo spaces m (i, j) and
m+1 (p, q) in the process of picking up the goods in the
horizontal direction is t; and t,; the operating equation used
is as follows:

o, — i — p|D

tl — | m m+1| — |1 P| ) (3)
v X v
_ i—alG

tz — lﬁm ﬁm+1| — |] ql ) (4)
vy Y-v,

Since the horizontal and vertical movements of the
stacker occur at the same time, the time of operation at the
adjacent cargo space is t,, and the maximum value for
running speed ¢, in the horizontal direction and the running
speed t, in the vertical direction is given by

t,, = max{t,,t,}. (5)

Then, the k cargo positions are selected and the total
running time T, used by the stacker is given by

T. =

z

M=

[ (6)
0

3
Ti

If the picking time spent by the stacker is the same each
time, that is, t,, then the running time of all the cargo spaces
is T;, as shown in the following equation:

n
S = tS = ktS' (7)

m=1

T

Thus, the total time T of k cargo spaces is as follows:
T=T,+T,. (8)

Under above circumstances, we will ask for the total time
of operation of the automated warehouse stacker and the
minimum value T. Six intelligence algorithms including
original particle swarm, particle swarm weight decrease,
particle swarm random weight, original FOA, fruit fly weight
decrease, and fruit fly random weight are used to evaluate the
minimum value of T.
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FIGURE 1: Structural model of high-level rack.

3. Research Methods

Particle swarm optimization is a new algorithm in recent
years, which solves the TSP problem, and a good result is
obtained [20]. And the fruit fly optimization algorithm
(FOA) is a newly developed bioinspired algorithm. The
continuous variant version of FOA has been proven to be a
powerful evolutionary approach to determining the optima
of a numerical function on a continuous definition domain
[24]. The FOA and PSO are also easy to program and can be
modified to other practical applications. Due to these ad-
vantages, they have been used to solve a wide range of
optimization problems, including prediction and classifi-
cation problems [25-27]. However, the FOA and PSO must
be modified in order to effectively manage the discrete
variables associated with optimization issues. Therefore, RW
and WD were integrated into FOA and PSO to improve its
advantage and to look for the better optimal order-picking
time.

3.1. Fruit Fly Optimization Algorithm (FOA). The original
FOA was invented by Professor Pan [24], and the FOA is
highly accurate. Many studies will use the FOA to solve the
optimization problem. FOA can be used in any field, such as
military, engineering, medical science, management, and fi-
nancial and other fields. It can also be combined with other
algorithms, complementing each other. FOA is a new method
of global optimization derived from foraging behaviors of fruit
flies. Because a fruit fly itself is superior to other animals in
perception, it comes close to the food using its olfactory organ,
knowing where the food and partners gathered, and then fly to
the destination. Following is the original fruit fly algorithm:

(1) Setinitial location of fruit flies at random (x and y are
two coordinate axes, initial position on coordinates):

InitX axis,

(9)

InitY axis.

(2) Random directions and distance of fruit flies
searching for food relying on good sense of smell,
which is equivalent to the initial location of the fruit
flies plus random flight distance:

Xi = X axis + Random Value, (10)
Yi =Y axis + Random Value.

(3) As the location of food cannot be obtained, estimate
the distance (Di) to the origin first, and then calculate
the decision value of Smelli (S7), and this value is the
reciprocal of Di:

Di = X2+ Y2,

1
Sl = —
Di

(11)

(4) Substitute decision value of Smelli (Si) into the above
function to get the Smelli of location of fruit flies:

Smelli = Function (Si). (12)

(5) Locate the fruit fly with the best Smelli from fruit flies
(max):

[bestSmellbestIndex] = max (Smelli). (13)

(6) Retain the smell best and X-axis and Y-axis, and the
fruit flies will fly to this position.

Smellbest = bestSmell,
X axis = X (bestIndex), (14)
Y axis = Y (bestIndex).

(7) Enter into iterative optimization, repeat steps 2-5,
and judge whether the Smelli is superior to the Smelli
of the previous iteration, if yes, execute step 6.

The foraging process of a fruit fly group is illustrated in
Figure 2 [25].

In view of the optimization of picking in this paper, we
know that the range of search distance of the original fruit fly
in the coordinates is limited, which leads to the weak optimal
performance. If the weight is added to the original FOA, the
search range of fruit flies will be enlarged, which will greatly
enhance the optimization ability of fruit flies.

3.2. Particle Swarm Optimization (PSO). Particle swarm
algorithm [28] is a kind of random search algorithm, which
is a new intelligent optimization technique, and can con-
verge on the global optimal solution with larger probability.
PSO is derived from the study of predatory behavior of birds:
a group of birds randomly search for food in a region, all
birds know how far they are away from the food, and then
the simplest and most effective strategy is to search the
surrounding area of birds that is closest to the food. Inspired
by this model, it is applied to solve the optimization
problem. The basic PSO is as follows:

(1) Suppose in a D-dimensional target search space, N
particles form a community, where the i-th particle is
expressed as a D-dimensional vector:
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FIGURe 2: Foraging process of a fruit fly group.

Xi=(xil,xi2, ...,xiD), i=12,...,N. (15)

(2) The “flying” velocity of the i-th particle is also a D-
dimensional vector, denoted as follows:

Vi=(il,vi2,...,viD), i=1,2,...,N. (16)

(3) The optimal position of the i-th particle searched so
far is called the individual extremum, denoted as
follows:

Pbest = (pil, pi2,...,piD), i=12,...N. (17)

(4) The optimal position of the whole particle swarm
searched so far is called the global extremum,
denoted as follows:

gbest = (gil, gi2, ... giD). (18)

When these two optimal values are found, the particles
will update their speed and position according to the fol-
lowing two formulas:

Vij(t+ 1) =w=vij(t) + clrl(t)[pij(t) — xij(t)]
+c2r2(t)[pgj(t) — xij(t)], (19)
Xij(t+1) =xij(t) +vij(t +1).

where ¢l and ¢2 are learning factors, also known as accel-
eration constants; 71 and r2 are uniform random numbers
within the scope [0, 1],i=1, 2, ..., D; vij is the velocity of the
particle, vij € [~V ¢ Vimax)> i0 Which v is a constant, and
the speed of the particle is set by the user. r1 and r2 are
random numbers between 0 and 1, which increases the
randomness of particle flight. W refers to the extent to retain
the original speed the greater of the w is, the stronger ability
of global convergence and weak ability of local convergence,
and the reverse is also true.

The foraging process of a particle swarm group is il-
lustrated in Figure 3 [28].

3.3. Weight Decrease (WD). In this paper, we refer to the
weight decrease and random weight algorithm mentioned by
Gao [29], and the WD is based on the original PSO and FOA.
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The larger weighting factor is beneficial to jump out of the
local minimum point and is convenient for global search,
and the smaller inertia factor is beneficial to the accurate
local search of the current search area, which is better for
algorithm convergence. Therefore, for the phenomenon that
PSO and FOA are easy to get premature and the algorithms
are easy to oscillate near the global optimal solution at a later
stage, the weight of linear change can be used to reduce the
inertia weight linearly from the maximum wp,, to the
minimum wp,;,. The formula for the number of iterations
with the algorithm is = wmax — (f * (Wmax X Omin))/ fmaxs
where Wax Wmin, respectively, represent the maximum and
minimum values of w, ¢ indicates the current number of
iterations, and t,,, indicates the maximum number of
iterations.

The weight decrease method can adjust the global and
local search capabilities of PSO and FOA, but it still has two
shortcomings: first, the local search ability of early iterations
is relatively weak, even if the initial particles are close to the
global optimal point, it will be missed, and the global search
ability will become weak at the later stage, so the program is
caught in the local optimal value; second, the maximum
number of iterations is difficult to predict, which will affect
the adjustment function of the algorithm [30].

3.4. Random Weight (RW). The random weight algorithm is
based on the original PSO and FOA. In this paper, the RW
refers to taking w value randomly, so that the impact of the
historical speed of particles on the current speed is random.
In order to accord with a random number that is randomly
distributed (N(¢, 02)), the shortcomings of w linear decrease
can be overcome from two aspects. In addition, we can apply
the random direction and distance of fruit flies in FOA to
increase its global search ability. If the evolution is close to
the most power consumption at the beginning of evolution,
the linearity of w decreases, so the algorithm will not
converge to the best point, and the random generation of w
can overcome this limitation. w is calculated as follows:

w=pu+0xN(0,1), (20)

¢ = pmin + (4 max — y min) * rand (0, 1),

where N (0, 1) represents the random number of the
standard normal distribution, and rand (0, 1) represents a
random number between 0 and 1. Researches show that
RW-based PSO and FOA algorithm can avoid the local
optimum to a certain extent.

4. Case Description

Suppose the length of the shelf is 80 m, the height is 8 m, and
a complete shelf has 40 rows and 5 tiers. The lateral
movement speed Va of the stacker is 1 m/s and longitudinal
velocity Vb is 0.2 m/s. The picking time of each cargo space is
assumed to be 10s. According to the above optimization
algorithms, Popsizel =5 and Popsize2=10, that is, the
number of all populations is Popsizel x Popsize2 = 50. The
largest number of iterations of six algorithms is 1000 times.
In terms of FOA parameter, the random initial position of a



Mathematical Problems in Engineering

Pbest Individual vij (£)

pij (1) - xij (¢ pgj () - xij (1)
vij (£ + 1)
pij (1) xij (1) Gbest

pgj ()

-
»

X

FIGURE 3: Process of a Particle swarm group.

fruit fly swarm is [-5, 5], fruit flies searching for food
randomly, and the distance interval is [-50, 50]; in terms of
PSO parameter, C1 and C2 are set to be 1.49445, V. and
V in are set to be 1, popuay is set to be 50, and pop i, is set to
be —50; six algorithms are run independently of 20 times.

We apply the RW and WD mathematical model to FOA
and PSO and take the individual position as the encoding
object, and the length of the code is a randomly generated
cargo space number. We then assume that the number of
subpopulations is Popsizel, the number of individuals in
each population is Popsize2, and the number of individuals
in all populations is Popsizel x Popsize2, and then the
population quantity is Popsizel x Popsize2. If m cargo
spaces are randomly generated, then the coding scheme of
No. b fruit flies in No. a subpopulation is shown in Table 1.

In order to check the optimization capability of the
proposed FOA and PSO, two groups of 10 cargo spaces and
20 cargo spaces are randomly generated, as shown in
Tables 2-5.

5. Results and Discussion

The results (subfigures) are shown below in proper order:
PSO (upper left), WDPSO (center left), RWPSO (lower left),
FOA (upper right), WDFOA (center right), and RWFOA
(lower right).

5.1. Iteration Verification of 10 Cargo Spaces in Group 1.
According to the data of Figure 4, the optimal search time of
PSO, WDPSO, and RWPSO is 243 s, 235 s, and 234 s, and the
optimal search time of FOA, WDFOA, and RWFOA is 236 s,
228s, and 226s.

According to the data of Table 6, the optimal average
search time of PSO is 237 s, the optimal search time of FOA
is 2305, and the optimization of FOA is better. The average
optimal search time of the original, WD, and RW is 234.55,
232s, and 231 s, respectively, and the optimization of RW is
better. Thus, RWFOA is the best.

From the standard deviation in Table 7, RWFOA is the
smallest, better than the other five. Therefore, PSO algorithm
is featured with good accuracy and speed, but its optimi-
zation performance is worse than FOA. For six different
algorithms, the optimization of RWFOA is relatively good.

5
TaBLE 1: Coding scheme of fruit flies randomly generated.
Cargo space 1 2 ... 7 8 m—1 m
Tier xabl xab2 xab7 xab8 xab (n—1) xabn

Row yabl Yab2
Smell Sabl Sab2

yab7 yab8 yab (n—1) yabn
Sab7 Sab8 Sab (n—1) Sabn

TaBLE 2: 10 cargo spaces in Group 1.

Tier 24 32 40 26 17 12 38 15 7 29

Row 4 1 4 5 3 2 2 3 5 1

TaBLE 3: 10 cargo spaces in Group 2.

Tier 22 32 12 28 40 12 25 34 17 27

Row 2 1 3 3 1 5 3 2 2 4

TAaBLE 4: 20 cargo spaces in Group 1.

Tier 20 32 42 35 22 6 19 43 18 38

Row 3 2 3 5 1 3 2 1 4 5
Tier 25 10 44 16 41 17 28 3 7 15
Row 1 5 2 4 4 2 1 3 5 4

TAaBLE 5: 20 cargo spaces in Group 2.

Tier 8 20 22 6 12 13 28 14 34 4

Row 4 3 2 4 2 1 3 6
Tier 33 11 32 3 36 27 40 4 2225
Row 4 2 2 5 3 1 3 4

The optimal picking time of 10 cargo spaces is 226 s, and
the corresponding picking order is as follows:
8-5-6-9-2-1-10-7-4-3.

5.2. Iteration of 10 Cargo Spaces in Group 2. According
to the data of Figure 5, the optimal search time of PSO,
WDPSO, and RWPSO is 2165, 214s, and 212s, and the
optimal search time of FOA, WDFOA, and RWFOA is 209 s,
208s, and 207 s.

According to the data of Table 8, the optimal average
search time of PSO is 214 s, the optimal search time of FOA
is 208 s, and the optimization of FOA is better. The average
optimal search time of the original, WD, and RW is 212.5,
211s, and 209.55s, respectively, and the optimization of RW
is better. Thus, RWFOA is the best.

From the standard deviation in Table 9, RWFOA is the
smallest, better than the other five. Therefore, PSO algorithm
is featured with good accuracy and speed, but its optimi-
zation performance is worse than FOA. For six different
algorithms, the optimization of RWFOA is relatively good.

The optimal picking time of 10 cargo spaces is 207 s, and
the corresponding picking order is as follows:
3-2-1-8-5-7-6-10-9-4.
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FIGURE 4: Iterative changes of 10 cargo spaces in Group 1: (a) PSO; (b) FOA; (c) WDPSO; (d) WDFOA; (e) RWPSO; (f) RWFOA. Note: X is
the total time of iteration and Y is 1000 iterations.

5.3. Iteration of 20 Cargo Spaces in Group 1. According to the According to the data of Table 10, the optimal average
data of Figure 6, the optimal search time of PSO, WDPSO,  search time of PSO is 550, the optimal search time of FOA
and RWPSO is 5535, 550 s, and 549 s, and the optimal search ~ is 543’5, and the optimization of FOA is better. The average
time of FOA, WDFOA, and RWFOA is 545,543 s,and 541s.  optimal search time of the original, WD, and RW is 549s,
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TABLE 6: Average of picking time of 10 cargo spaces in Group 1.
Algorithm Original (s) WD (s) RW (s) Average (s)
PSO 243 235 234 237
FOA 236 228 226 230
Average 234.5 232 231
TaBLE 7: Standard deviation of picking time of 10 cargo spaces in Group 1.
Algorithm SD
Algorithm Original WD RW
PSO 6.6 6.4 6.2
FOA 4.9 3.8 3.7
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FIGURE 5: Iterative changes of 10 cargo spaces in Group 2: (a) PSO; (b) FOA; (c) WDPSO; (d) WDFOA; (e) RWPSO; (f) RWFOA. Note: X is
the total time of iteration and Y is 1000 iterations.

TaBLE 8: Average of picking time of 10 cargo spaces in Group 2.

Algorithm Original (s) WD (s) RW (s) Average (s)
PSO 216 214 212 214
FOA 209 208 207 208
Average 212.5 211 209.5

TaBLE 9: Standard deviation of picking time of 10 Cargo spaces in Group2.

Algorithm SD
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FOA 4.8 4.7 4.6
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FIGURE 6: Iterative changes of 20 cargo spaces in Group 1: (a) PSO; (b) FOA; (c) WDPSO; (d) WDFOA; (e) RWPSO; (f) RWFOA. Note: X is

the total time of iteration and Y is 1000 iterations.

546.5 s, and 545 s, respectively, and the optimization of RW
is better. Thus, RWFOA is the best.

From the standard deviation in Table 11, RWFOA is the
smallest, better than the other five. Therefore, PSO algorithm
is featured with good accuracy and speed, but its optimi-
zation performance is worse than FOA. For six different
algorithms, the optimization of RWFOA is relatively good.

The optimal picking time of 20 cargo spaces is 541 s, and
the corresponding picking order is as follows:
9-12-19-13-20-15-4-17-8-1-10-2-16-5-14-3.

5.4. Iteration of 20 Cargo Spaces in Group 2. According to the
data of Figure 7, the optimal search time of PSO, WDPSO,
and RWPSO is 544 s, 542 s, and 540 s, and the optimal search

TasLE 10: Average of picking time of 20 cargo spaces in Group 1.

Algorithm  Original (s) WD (s) RW (s)  Average (s)
PSO 553 550 549 550
FOA 545 543 541 543
Average 549 546.5 545

TasLE 11: Standard deviation of picking time of 20 cargo spaces in
Group 1.

Algorithm SD

Algorithm Original WD RW
PSO 18.4 15.3 15.0
FOA 15.6 14.3 11.2




10 Mathematical Problems in Engineering

Optimization process Optimization process
700 T T T T T T T T T 660 T T T T T T T T T
680 | ] 640 | ]
660 4
620 J
640 1
» 600 |
Y 620 1 g
m 580
600 1
560 |
580 4
560 | | 540 |
540 1 1 1 1 1 I I I I 520 | | | | | | | | |
0 100 200 300 400 500 600 700 800 900 1000 0 100 200 300 400 500 600 700 800 900 1000
X Iteration number
(a) (b)
Optimization process Optimization process
660 T T T T T T T T T 600 T T T T T T T T T
590 1
640 J
580 | 1
620 1
570 | 1
£ 600 ] 2 560 | i
= =
550 | 1
580 1
_\—l— 540 | 4
560 | 1
530 | 1
D
540 1 1 1 1 1 1 t t t 520 | | | | | | | | |
0 100 200 300 400 500 600 700 800 900 1000 0 100 200 300 400 500 600 700 800 900 1000
Iteration number Iteration number
©) (d)
Optimization process Optimization process
600 T T T T T T T T T 650 T T T T T T T T T
590 4
580 | 4 600 J
£ 570t 1 =
= =
560 | 1 550 | 1
550 | 4
540 | | | | | | | | 500 | | | | | | | | |
0 100 200 300 400 500 600 700 800 900 1000 0 100 200 300 400 500 600 700 800 900 1000
Iteration number Iteration number
(e) )

FIGURE 7: Iterative changes of 20 cargo spaces in Group 2: (a) PSO; (b) FOA; (c) WDPSO; (d) WDFOA; (e) RWPSO; (f) RWFOA. Note: X is
the total time of iteration and Y is 1000 iterations.
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TaBLE 12: Average of picking time of 20 cargo spaces in Group 2.

Algorithm  Original (s) WD (s) RW (s)  Average (s)
PSO 544 542 540 542
FOA 531 528 514 524
Average 537 535 527

TaBLE 13: Standard deviation of picking time of 20 cargo spaces in
Group 2.

Algorithm SD

Algorithm Original WD RW
PSO 15.7 14.5 13.2
FOA 21.3 15.5 14.7

time of FOA, WDFOA, and RWFOA is 531s, 528s, and
514s.

According to the data of Table 12, the optimal average
search time of PSO is 542 s, the optimal search time of FOA
is 5245, and the optimization of FOA is better. The average
optimal search time of the original, WD, and RW is 537s,
535s, and 527 s, respectively, and the optimization of RW is
better. Thus, RWFOA is the best.

From the standard deviation in Table 13, RWFOA is the
smallest, better than the other five. Therefore, PSO algorithm
is featured with good accuracy and speed, but its optimi-
zation performance is worse than FOA. For six different
algorithms, the optimization of RWFOA is relatively good.

The optimal picking time of 20 cargo spaces is 514 s, and
the corresponding picking order is as follows: 8-18-
19-4-5-1-12-2-10-6-16-15-20-14-11-7-9-3-13-17.

6. Conclusion

With the increasing pursuit of efficiency in logistics ware-
housing, order picking has also become an important re-
search, and it is constantly proposed to apply a variety of
different algorithms to optimize picking time. This paper
assumes a model of automated warehouse shelves. By re-
ferring to previous studies, the study is designed to set the
picking route to get the optimal picking time so as to im-
prove the efficiency of order picking. It has been widely used
in various industries, including electronic appliances,
pharmaceutical logistics, tobacco logistics, machinery au-
tomation, and food industry.

A new FOA, PSO, RW, and WD are used to improve
FOA and PSO and to look for the optimal order picking
time. The result shows that the optimization capacity of
RWFOA is better and the picking efliciency is the best.
Therefore, it can be applied to the order picking in auto-
mated warehouses, thereby improving warehouse operation
efficiency and reducing the time cost of order picking.

RWEFOA is a more effective local search method which
can be used in future work. The proposed RWFOA could be
applied to other variations of the TSP; for example, fixed
edges are listed that are required to appear in each solution
to the problem, path problem, or vehicle routing problem
etc. Therefore, future work could focus on the development
of adaptive algorithms with the implementation of other

11

problem-specific features that could improve the perfor-
mance of the RWFOA.

This study also has certain limitations. For example, the
paper assumes that the stacker is moving at a constant speed,
but the speed in the actual operating conditions is uncertain.
Secondly, this paper takes part of the shelves as the object of
study instead of shelf-to-shelf, which means it is the local
optimal in the warehouse rather than the global optimal.

Data Availability

The data used to test the algorithm are randomly generated,
readers need to pay more attention to intelligent algorithms.
Anyway, the data used to support the findings of this study
are available from all the authors upon request.
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Since there is negative coverage of some western media on the business activities of Chinese overseas enterprises, which has
adverse impact on the image of Chinese enterprises and even the national image of China, this study aims to detect the corporate
social responsibility image (hereafter CSR image) of Chinese construction enterprises in Africa (hereafter CCEA) through
analyzing the coverage of Financial Times (hereafter FT) from the UK and The Wall Street Journal (hereafter WSJ) from the US
and dig up the motives behind their coverage. Octopus is first applied to mine and collect the reports data on CCEA from 2011 to
2019 by the two media. Two small corpora including the reports are then built. NVivo is next used to do the statistical analysis and
clustering analysis of the keywords in two corpora as a whole and AntConc is finally utilized to do the statistics of high-frequency
evaluative adjectives and nouns modified by evaluative adjectives as well as the concordance of the low-frequency words but
closely relevant to corporate social responsibility (hereafter CSR) in two corpora, respectively. The results of the detailed analyses
of the keywords are combined to unveil the CSR image of CCEA, which is followed by a discussion about the motives behind the
coverage and finally some suggestions are put forward to improve the CSR image of CCEA. Theoretically, the present study
promotes the interaction among data science, management, communications, and linguistics; practically it offers some advice to

CCEA to elevate their CSR image.

1. Introduction

Since the Belt and Road Initiative (hereafter BRI) was put
forward in 2013, China has been broadening its cooperation
network. As of the end of January 2020, China has signed up to
200 BRI cooperation documents with 138 countries and 30
international organizations [1]. The African continent, with
great development potential, is an important destination and
foothold for China to push the BRI towards the west. By the
end of January 2020, a total of 44 African countries have signed
the BRI cooperation documents with China [1]. The con-
struction advanced by BRI brings unprecedented opportunities
as well as huge challenges to China-Africa cooperation. China’s
investment in Africa is mainly concentrated in the construc-
tion, mining, manufacturing, finance, and technology services.

Among them, infrastructure construction in the construction
industry is one of the highlights [2]. Thus it can be seen that
China’s overseas contracted project is one of the main direc-
tions of investment in Africa.

However, the construction industry is rather sensitive to
the issues like labor safety, production cost, and environ-
mental protection. With more Chinese enterprises investing
and trading in Africa, such negative remarks as “neocolo-
nialism” and “resource predator” spread in all kinds of news
reports, which prevail in the west and even in some African
countries. A survey on “Africans’ Perceptions of Chinese
Business in Africa” displays that 58% of 1,056 Africans from
15 African countries held a negative view that Chinese en-
terprises did not have a good reputation in their countries [3].
The root cause of this negative speech is that China-Africa
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cooperation is becoming more pragmatic in the new century,
while the direct cause is some Chinese enterprises’ inadequacy
or failure of fulfilling their social responsibilities in Africa. As
the representative entities of operating abroad, Chinese en-
terprises are not only economic actors, but also “social re-
sponsibility bearers.” CSR has a positive effect on corporate
image and on customer citizenship behavior [4]; therefore, it
is urgent for CCEA to polish their CSR image.

Although researches on CSR drivers or influence factors
[5-8] and the relations between CSR and corporate per-
formance [9-12] are prominently offered, only a few studies
concentrate on the impact of media coverage on CSR
[13-15] and CSR activities or themes of construction in-
dustry [16-18] and it is even rare to see the studies on CSR
image of Chinese overseas construction enterprises.
Therefore, the current study aims to probe into the CSR
image of CCEA through answering the following questions
based on the analyses of the news reports of two mainstream
media, namely, Financial Times from UK and The Wall
Street Journal from the US.

(1) What is the CSR image of Chinese construction
enterprises in Africa under the coverage of Financial
Times and The Wall Street Journal?

(2) What are the motives behind the two media’s cov-
erage of such an image?

(3) How can Chinese construction enterprises in Africa
improve their CSR image?

2. Literature Review

2.1. Definition of CSR. “Social Responsibilities of the Busi-
nessman” written by Howard R. Bowen was published in
1953, which marks the beginning of the study of CSR in
modern literature. In his book, Bowen [19] defined social
responsibility as “the obligations and responsibilities of
businessmen, that is, businessmen have the obligation to
determine policies, make decisions, and take actions
according to the goals and values of the society.” Even
though businesses are mainly driven by profits, CSR is not
just about economic responsibilities of the enterprises. Some
scholars have discussed the dimensions of CSR. Carroll
[20, 21] conceptualized the CSR model by four responsi-
bilities: economic responsibility, legal responsibility, ethical
responsibility, and philanthropic responsibility. Dahlsrud
[22] identified five major dimensions of CSR based on the
analysis of 37 definitions of CSR since 1980, namely, eco-
nomic dimension, social dimension, environmental di-
mension, stakeholder dimension, and voluntariness
dimension.

Research on CSR in China starts late compared with the
west. In China CSR movement was brought in on a large
scale in 1990s, especially since China implemented the
strategies of “Two Resources and Two Markets” and “Going
Global,” and there has been a growing demand for enter-
prises to fulfill their social responsibilities internationally
[23]. Liu [24] proposed a broad sense and a narrow sense
regarding CSR. The broad view holds that CSR is the re-
sponsibility of enterprises to all stakeholders, including
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shareholders. The narrow sense is divided into two views.
One refers to enterprises’ pursuit of profit maximization and
the other points to the responsibility to all stakeholders
excluding shareholders. The connotation of CSR has become
increasingly rich with the wide spread of the concept in
China and the enterprises’ deepening understanding of it.
The Chinese government holds that companies should fulfill
their social responsibilities and abide by the relevant laws,
regulations, and business ethics. To be more specific, while
pursuing economic interests, an enterprise is responsible for
stakeholders, employees, consumers, suppliers, communi-
ties, and other interested parties as well as environmental
protection.

There are also some definitions of CSR posed by in-
ternational organizations. Yang [25] discussed several def-
initions of CSR in the summary of International Symposium
on “Corporate Social Responsibility and Development in
Africa.” For example European Commission points out that
“CSRis a concept in which a company voluntarily decides to
contribute to a better society and a cleaner environment as
well as a concept of an interactive relationship between a
company and its stakeholders on a voluntary basis by
combining its operations with society and the environment.”
According to the World Bank, CSR is the commitment and
obligation of enterprises to contribute to sustainable eco-
nomic development and promote their own and society’s
development by working together with their employees and
their families, local communities, and even all the people of
the society. World Business Council for Sustainable De-
velopment defines CSR as the continuous commitment of
enterprises to make contributions to economic development
and operate by law while improving the life quality of
workers and their families, local communities, and the
majority of the society. Business for Social Responsibility
holds that CSR is the business activities conducted on the
basis of meeting or exceeding the public expectations on
morality, law, and commerce. Wu et al. [26] proposed a
definition in their paper based on an overview of CSR re-
search development; that is, CSR means an enterprise is
responsible for all of its stakeholders in its operations and
activities to balance the needs of stakeholders and the profits
of the company by considering the impact of their opera-
tions and activities on labor, the environment, communities,
customers, and even their competitors when making
decisions.

Even though there are different versions of the definition
of CSR, most of the versions share great commonalities. To
conclude, CSR in this study refers to the responsibility and
obligation that enterprises should fulfill to such stakeholders
as shareholders, employees, consumers, and their commu-
nities during the process of pursuing economic interests.

2.2. Definition of CSR Image. CSR image is closely relevant to
both CSR and corporate image. Corporate image is the result
of an aggregate process by which the public compares and
contrasts the various attributes of firms [27]. To be more
specific, corporate image refers to the impression and
evaluation of the public and employees on an enterprise,
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which consists of product image, media image, and the like,
while CSR image is less complex than corporate image. Liu
[24] defined CSR image as people’s impression of an en-
terprise’s attitude and behavior towards stakeholders ex-
cluding shareholders and a wide range of social issues, or
people’s attitude and evaluation of the enterprise based on its
CSR concept and behavior. Thus it can be said that CSR
image is the direct reflection of CSR behavior, which is
formed on the basis of the social attributes of the enterprise
and the social responsibility it undertakes.

2.3. Significance of CSR. At the early beginning, many en-
terprises regarded CSR as charitable activities like donation,
and even a burden for the enterprises which still struggle to
survive. Fortunately, both western and Chinese enterprises
have a deeper understanding of CSR nowadays and realize
its importance after their experience of the four-stage de-
velopment, namely, start, development, maturity, and steady
development or suffering of crisis. Externally, to ensure the
healthy and orderly operation, an enterprise must respect
and satisfy the interests of stakeholders and establish a
harmonious relationship with them, which is conducive to
maintaining and even expanding its profits. Internally,
fulfilling CSR benefits the enterprise in improving em-
ployees’ sense of mission and satisfaction, enhancing an
enterprise’s innovation ability, building a positive corporate
culture, and strengthening its cohesion.

In the era of economic globalization, fulfilling CSR is not
only beneficial to economic development and social prog-
ress, but also helpful to the long-term development of en-
terprises, for they can promote and maintain economic
growth, reduce poverty, and create prosperity by providing
investment, technology, jobs, and training of labor skills.
When pursuing economic benefits, enterprises produce
products and services that meet the needs of the society, thus
promoting the growth of the economy [25]. More re-
searchers argue the benefits of fulfilling CSR to the elevation
of corporate image [24, 28]. Liu [24] pointed out that a
positive CSR image is a shortcut for enterprises to obtain
strategic advantage in the information age. As to the pro-
motion of China’s soft power in Africa, Song [28] stated that
it is of strategic significance for Chinese enterprises in Africa
to strengthen CSR building under the background of the
implementation of “Going Global” strategy and China’s
imbalance development of soft and hard power in Africa.

2.4. Research on CSR of Chinese Enterprises in Africa. The
western media have reported much on the economic ac-
tivities of Chinese enterprises in Africa, but few western
scholars pay attention to the CSR implementation of Chi-
nese enterprises in Africa. On the contrary, Chinese scholars
have been keeping their enthusiasm in this field. Some of
them agree that fulfilling CSR is of great significance for
Chinese enterprises to operate in Africa [29, 30]. Some
Chinese enterprises in Africa, however, do not attach
enough importance to CSR, thus giving chances to the
western countries to smear Chinese overseas companies,
which seriously damages the image of Chinese enterprises in

Africa and even the image of China [28, 30]. Fortunately,
more and more Chinese researchers have realized the poor
CSR performance of some Chinese enterprises in Africa and
proposed solutions to the problems after analyzing the
causes behind this phenomenon [31-34]. In recent years,
some researchers have conducted in-depth research on the
understanding and implementation of CSR in China
through case analysis and field investigation [23, 29, 31, 35],
and their findings reveal that most firms have shouldered
their responsibilities, with the big state-owned enterprises
performing better than the small private ones [36]. One
typical example is illustrated by Feng’s [37] study which
analyzed the Mombasa-Nairobi Standard Gauge Railway
Project in Kenya constructed by the China Road and Bridge
Corporation.

Some limitations of the abovementioned studies should
not be neglected. In terms of research methods, most of the
abovementioned studies adopt qualitative research methods,
which are mostly limited to summary of experience or
lessons. Case study is widely used in these qualitative re-
searches and although the results are persuasive, the gen-
eralization of their conclusions is limited by the number of
samples. As to the source of data, second-hand data is
collected in most of the researches, and only a minority of
the data are collected through face-to-face interviews and
field investigation. News data are easy to collect in great
quantity, yet only few studies are conducted to explore CSR
through the analysis of news reports. Thus the present study
will first apply Octopus to collect the news data related to
CCEA from FT and W§J, then NVivo to do the clustering
analysis [38] to classify the keywords of the news reports,
and next AntConc to do the word frequency statistics. This is
an interdisciplinary study involving data science, manage-
ment, communications, and linguistics, which innovates the
research perspectives and methods of CSR study.

3. Methodology

3.1. Sample and Data Collection. Although social media
plays an increasingly important role in people’s life, word-
of-mouth still plays a large part in people’s communication
and it is often beyond enterprises’ ability to control the
dissemination of news through this nonmass media.
Therefore, many enterprises still prioritize mass media to
promote their corporate image [39]. In this study, we choose
FT and WSJ as two representative mainstream media based
on their huge influence in providing business news. FT is a
world famous international financial media. As of October
2019, its print circulation and digital circulation reach
168,958 and 740,000, respectively [40]. WS] is a compre-
hensive newspaper featured by financial reports, focusing on
financial and business coverage and has a broad influence on
the international community. As of August 2019, its daily
circulation reaches 2,834,000 [41].

Since we focus on the CSR image portrayed by the
western media in this study, news data is collected from the
ProQuest ABI/INFORM business information database
which was released by ProQuest, an American company, 40
years ago. Guangdong University of Foreign Studies where



the authors study or work has purchased this database as
part of its library resources. The database has long been a
gold standard for business information storage, providing a
wealth of information resources in economics, management,
business, and related fields. Africa has witnessed some
progress in understanding CSR since 2011, which pushes
CSR construction into a consensus stage [42]. In view of this,
we set the period of news collection from January 1, 2011, to
December 31, 2019, a total of nine years. The data is collected
in four steps, which is illustrated as follows.

Step 1: the publication type was set to newspaper, the
document type to news, and the language to English.
Keyword search was conducted by entering Chin*
(including China and Chinese) construction compan®
(including company and companies) and Afric* (in-
cluding Africa and African). 3813 news reports were
obtained after the retrieval.

Step 2: only FT and WSJ were focused, and 585 news
reports from the former and 937 news reports from the
latter were gained, respectively, after the screening.

Step 3: the websites of the database were mined to
collect the screened news reports by Octopus and saved
in xls format, with the titles, sources, and content of the
news reports remained only.

Step 4: 19 news reports from the FT and 14 news reports
from WSJ were further chosen for the current study
after two researchers’ browsing of the titles and content
of the news reports and their consensus on the selected
reports. Finally the news reports in xIs format were
transferred into txt format for the convenience of
subsequent processing of the data.

3.2. Data Analysis. Clustering analysis is conducted to
classify the keywords of the news reports in this study. It is a
technique for analyzing statistical data and is widely used in
many fields, including machine learning, data mining,
pattern recognition, image analysis, and biological infor-
mation. Clustering is a static classification of similar objects
into different groups or more subsets so that each member in
the same subset shares some similar properties, such as
shorter spatial distance in a coordinate system. This ana-
lytical method is now widely used in public opinion research
and enterprise perfection.

NVivo is utilized to first retrieve the 33 news reports
from the two media, then extract the information of the news
reports to count the word frequencies, and finally select the
first 30% of the keywords as high-frequency ones which are
related to the topics about CSR of CCEA. These high-fre-
quency keywords are presented in a table in terms of serial
number, content, frequency, percentage, and cumulative
percentage. The software is also used to generate a word
cloud and do the clustering analysis. We interpret the
clusters to detect the relationship between the high-fre-
quency keywords and reveal the structure of these research
focuses.

As a complement to the clustering analysis, the corpus
tool AntConc is first used to conduct word frequency of the
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33 news reports and pick out the top 15 high-frequency
lemmas to reveal which words the two media use to report
CCEA. Then, we analyze the news headlines to see what
events the two media focus on. Next, we count the evaluative
adjectives and nouns modified by evaluative adjectives
which are relevant to CSR performance of these Chinese
companies to elicit the overall CSR image of CCEA.

4. Results and Discussion

4.1. Statistics of Keywords. In this study a total of 3,766
keywords are extracted, the first 30% of which are processed
to generate a word cloud (see Figure 1). The bigger the word
in the word cloud, the higher frequency it appears in the
coverage. It is clear to see that the FT and WS] mainly focus
on Chinese companies’ infrastructure construction, projects,
and investments in Africa, which is supported by the
Chinese government.

More details of the coverage by the two media can be
revealed in terms of the frequency and cumulative per-
centage of the first 30% high-frequency keywords which are
the focus of the present study. We are able to reveal the
themes of the coverage of the two media regarding CCEA by
referring to these high-frequency keywords. It can be seen
from Table 1 that there are 42 high-frequency keywords in
the coverage, with a total frequency of 3844 times, ac-
counting for 29.82% of the total.

4.2. Clustering Analysis of Keywords. Keywords embody the
topics of a news report, so clustering analysis of the 42
keywords is conducted to highlight the focuses of the
coverage of CCEA as well as the consistency of the topics.
Figure 2 demonstrates the tree graph of high-frequency
keywords, in which the vertical distance within each cluster
at the horizontal level means the average distance between
two words. The distance indicates their intimate relations, so
the shorter the distance, the closer their connotation, which
suggests a higher frequency of their concurrence in the same
report and in turn reflects greater consistence of the topic.
Figure 2 demonstrates that there are four clusters which refer
to four CSR focuses on CCEA. The four coverage hotspots
include (1) Chinese state-owned construction enterprises’
investment in infrastructure and trading with African
countries; (2) China’s economic assistance to Africa by fi-
nancing projects and China’s business activities involving
military action; (3) China’s investment in power plants
construction and officials’ involvement in construction ac-
tivities; and (4) China’s international construction compa-
nies’ contribution to the world development.

4.3. Statistics of High-Frequency Lemmas. To seek more
evidence for the revelation of the themes of the coverage
about CCEA, high-frequency content words like nouns and
verbs are counted (see Table 2). The statistics only focus on
lemmas, which are the words derived from the same stem, so
that different word forms of a stem can be included in the
frequency of the same lemma. Different from the frequency
statistics in Table 1 of section 4.1, the frequency statistics in
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FiGuUre 1: The word cloud of the news reports of FT and WS]J.

TasLE 1: High-frequency keywords in the news reports of FT and
W§J.

No. Words Frequency =~ Weighted percentage (%)
1 china 357 1.66
2 chinese 327 1.52
3 africa 231 1.08
4 projects 156 0.73
5 companies 144 0.67
6 countries 135 0.63
7 african 124 0.58
8 investments 111 0.52
9 beijing 112 0.52
10 state 112 0.52
11 governments 110 0.51
12 construction 108 0.5
13 railway 95 0.44
14 building 87 0.41
15 power 89 0.41
16 development 85 0.4
17 infrastructure 81 0.38
18 kenya 74 0.34
19 years 71 0.33
20 economic 66 0.31
21 economy 67 0.31
22 president 65 0.3
23 billions 65 0.3
24 capital 60 0.28
25 world 58 0.27
26 officials 59 0.27
27 military 59 0.27
28 trading 55 0.26
29 national 55 0.26
30 region 53 0.25
31 according 53 0.25
32 internationally 51 0.24
33 first 51 0.24
34 people 50 0.23
35 including 47 0.22
36 business 48 0.22
37 nigeria 45 0.21
38 continent 45 0.21
39 financial 45 0.21
40 london 46 0.21
41 ghana 46 0.21
42 ethiopia 46 0.21

5
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FIGURE 2: The tree graph of high-frequency keywords in the news
reports of FT and WSJ.

Table 2 provides respective details of the focuses of FT and
WSJ. We can see that the lemmas like China, Chinese, Africa,
African, project, and Beijing appear in the two corpora, only
with different frequencies. In addition, the lemma state
appears in FT and government appears in WSJ, which in-
dicates that the activities of CCEA are supported by the
Chinese government. In general, the two media are focused
on the projects carried out by Chinese construction enter-
prises, with the difference lying in FT concerning railway
construction while WSJ linking China’s military activities to
infrastructure construction and highlighting the economic
scale of these projects.

4.4. Headline Analysis. The headline represents the main
idea of a news report, so headlines of the news reports of the
two media are compared below to dig more details about the
themes of their coverage. It is clear to see from Table 3 that
the headlines of FT news are obviously shorter than those of
WS]J. As to the content of the headlines, FT uses relatively
objective titles which mainly focus on Chinese companies
helping African countries build railways and roads, while
WS]J tends to use negative titles. For example, the headline of
article 3 from WSJ argues that most African countries are
caught in a debt trap designed by China, and China’s
growing economic and military influence on the continent
has raised concerns in the west.
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TaBLE 2: The top 15 high-frequency lemmas in the news reports of FT and WS]J.
FT corpus Frequency WSJ corpus Frequency
1 China 204 China 153
2 Chinese 197 say 153
3 say 156 Chinese 131
4 Africa 137 Africa 94
5 company 99 year 85
6 project 75 new 81
7 railway 75 project 80
8 African 74 country 68
9 more 72 government 64
10 state 72 billion 59
11 construction 69 military 57
12 year 68 economy 55
13 country 67 more 52
14 power 65 African 50
15 Beijing 64 Beijing 48

TaBLE 3: Statistics of headlines of the new reports of FT and WSJ.

FT corpus

WSJ corpus

1 Chinese builders target contracts in EU and US

Construction companies stage second act

Soft power: China backs Egypt’s new $45 billion. Capital; deal to build new capital
near Cairo is part of Beijing’s plans to boost business in emerging markets
Violence imperils Kenya port project; land disputes, terrorism threaten plan to turn

Coastal Region into economic hub

More of Africa finds itself in China’s debt; Beijing’s widening economic and military

footprint on continent raises concerns; president. Xi Jinping secures host of deals on

weeklong visit

After winning Re-Election, Kenya’s president faces economic, social challenges;
Uhuru Kenyatta’s tasks: keeping economy ticking, cutting debt, and uniting a nation

divided along tribal lines

Egypt’s Sisi clamped down on political Opposition--next up is the economy; the

military has amassed a growing business empire under the former general-turned-
president, leading to renewed popular resentment

China builds first overseas military outpost; naval facility under construction in

overseas

3 China’s plan to connect the world

4 Chinese investors herald second golden age of
east Africa rail building

5 China’s testing ground

6 Beijing relations raise the emotional heat

” Greater Chinese presence built on a
longstanding relationship

Kenyan railway highlights sharper focus on
8 1
affordability
9 Beijing denies five-year hack of African union
HQ in Ethiopia
10 Chinese loans keep Kenya railway project

rolling

Djibouti shows Beijing’s ambitions to be a global maritime power and protect its

expanding interests abroad

Beijing spins a web of Chinese infrastructure; ‘New silk road’ projects keep the spirit

of globalization alive

China takes wary steps into new Africa deals; premier pledges more business during

trip, but Beijing shows more caution

In Africa, those who bet on China face fallout; economic slowdown in China
exacerbates strain for trading partners in Africa
Ethiopia set to gain transport lifeline to sea with new $4 billion railway; project backed
by China will connect Addis Ababa to seaport at Djibouti, aiding Ethiopian

agriculture exporters

Judging from the above twenty randomly selected
headlines, we can see that the Chinese construction en-
terprises have fulfilled their economic responsibility
through helping the African countries build infrastruc-
ture. Both news media, however, cover the events mainly
from the perspective of China’s seeking its own interests,
and WSJ links China’s assistance to its outward expansion
and even claims that China should be responsible for the
debt woes of African countries. Apparently the headlines
of the coverage of the two media reflect their political
stance and this will cause a negative impact on the image
of CCEA and even China’s national image in Africa and
beyond.

4.5. Targeted Keywords Analysis. Adjectives are evaluative in
nature, such as good, great, bad, or terrible, and are often
used to express the positive or negative effects of a prop-
osition [43], so adjectives are one of the most prominent
ways to express the values of different communities [44].
Biber et al. [43, 45] listed three semantic categories of ad-
jectives: emotion, attitude, and evaluation. In addition, other
researchers have also studied evaluative adjectives, whose
function can be divided into subcategories in a particular
language class or discourse community. For example,
Hewings [46] analyzed evaluative adjectives, whose prop-
ositions can be divided into nine semantic categories, in-
cluding interest, accuracy, importance, adequacy,
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intelligibility, character, certainty, emotion, and judgment.
Nelson [47] classified the adjectives in a business English
corpus of 1.5 million words, including size or speed, place,
positive, negative, neutral, work or business, currency,
technology, and time [48]. Considering this study focuses on
the CSR image construction of CCEA which contains
emotions, feelings, or attitudes, these previous studies can
provide references for the current study. Therefore detailed
analysis of the adjectives of the news reports will be made to
achieve the aim of the study.

4.5.1. Evaluative Adjectives. There are two types of adjectives
and both predicative and attributive adjectives can be in-
cluded in the analysis of the adjectives for the study;
however, only the nouns in the adjective + noun pattern
were included for a targeted analysis of the entities imme-
diately adjacent to the evaluative adjectives [48]. So we select
the attributive adjectives from the word list generated by
AntConc according to their frequencies and then check by
concordance to see whether they are used to describe the
events related to CCEA. Table 4 shows that the evaluative
adjective lists of both media share great similarities in
containing such adjectives as new, local, state-owned, big,
first, international, overseas, economic, and so forth. Judging
from the two lists, it can be seen that both FT and WSJ focus
on Chinese state-owned construction enterprises’ con-
struction of big projects, Chinese companies’ development
of new overseas markets, and their bringing commercial
benefits to the local people. Thus, we can conclude that
Chinese construction enterprises have fulfilled their eco-
nomic responsibilities in Africa.

Yet there is one detail that should not be ignored. The
word military appears 28 times and the other word political
appears 20 times in WSJ, respectively. The high frequencies
of the two words convey such a message that China aids
Africa in constructing infrastructure with an intention of
building its military bases to expand its political influence on
the continent, which portrays China as a major rival to the
US in Africa. In general the coverage of the two media on
CCEA concentrates on the economic activities of CCEA, and
their reports embed their ideology.

4.5.2. Nouns Modified by Evaluative Adjectives. Entities,
such as nouns are often applied to describe the activities of
enterprises, so statistics of high-frequency nouns allow
readers to learn more about the CSR performance of en-
terprises. Table 5 lists the top 20 nouns related to the CSR
performance of CCEA, which are modified by evaluative
adjectives. Judging from the statistical results, we can learn
that the coverage of two media is fairly consistent, which is
mainly about the business activities of CCEA. It is crystal to
see that these companies have performed well in fulfilling
their economic social responsibilities by constructing in-
frastructure, thus benefiting local people as well as the en-
terprises themselves. Furthermore, the economic activities of
CCEA involve the officials of the China and African
countries, which suggests that the mutual cooperation is
largely driven by the Sino-Africa governments. There are,

TasLE 4: High-frequency evaluative adjectives in the new reports of
FT and WSJ.

FT corpus Frequency WSJ corpus Frequency

1 new 34 new 38
2 local 22 economic 34
3 state-owned 18 military 27
4 other 17 other 21
5 big 16 political 20
6 first 15 foreign 17
7 international 15 first 12
8 global 13 western 13
9 financial 13 local 13
10 overseas 13 many 12
11 economic 12 private 12
12 regional 12 electoral 11
13 private 11 international 10
14 huge 9 regional 10
15 domestic 8 state-owned 9

16 foreign 8 senior 9

17 political 8 public 9

18 western 8 former 8

19 many 8 major 8

20  commercial 7 big 8

however, still some differences between the coverage of the
two media. When taking a look at the concordance of the
word loans, we see that FT propagated the negative impact of
Chinese loans with additional conditions on Africa, while
WSJ highlighted Chinese and African leaders’ efforts to
bolster infrastructure building for the benefit of their re-
spective countries and claimed that many of China’s projects
served oil exploration and military activities when we
referred to the concordance of the words power, oil, and
officers. On the surface the reports of the two media focus on
China’s economic activities in Africa, but in fact they
overinterpret China’s aid to Africa as neocolonialism or
resources plunder. In view of the influence of the two media
in the UK and the US, such coverage may mislead the
African people and even the people from other countries to
misjudge Chinese overseas companies as well as China,
which is definitely harmful to the overseas activities of
Chinese enterprises and even China’s diplomatic activities.

4.5.3. Concordance of Low-Frequency Keywords. The sta-
tistics of the high-frequency adjectives and nouns reveal the
economic social responsibilities of CCEA, but the other social
responsibilities are seldom concerned. Feng and Wei [49]
pointed out that in 1979 Carroll was the first to summarize the
connotation of CSR and constructed a “four-layer pyramid”
model, namely, economic responsibility, legal responsibility,
ethical responsibility, and discretionary responsibility, which
was revised to “economy-law-ethic-charity” in 1991. This
model shows that while enterprises are committed to max-
imizing profits for shareholders, they should also pay at-
tention to laws, regulations, ethics, and morality and
vigorously carry out philanthropy. Therefore, concordance is
conducted to explore words of low-frequency but closely
related to CSR in the specific context so as to further analyze
the CSR image of CCEA portrayed by FT and WYSJ.



TasLE 5: High-frequency nouns in the news reports of FT and WS]J.

FT corpus Frequency =~ WS]J corpus Frequency
1 power 22 capital 14
2 projects 12 forces 13
3 railway 10 growth 12
4 investment 10 infrastructure 11
5 companies 9 economy 11
6 infrastructure 9 investment 9
7 development 9 projects 8
8 investments 9 countries 8
9 countries 7 lines 7
10 rail 7 ties 7
11 company 7 project 6
12 trade 7 election 6
13 markets 7 development 6
14 line 6 economies 6
15 construction 5 power 6
16 grid 5 officers 6
17 loans 5 oil 5
18 state 5 port 5
19 country 5 trade 5
20 people 5 investors 5

From the word list generated in the two corpora, the
word environmental appears in the coverage of both media,
and the word illegal appears in FT reports while the word
labor appears in WSJ reports. Abiding by law is the legal
responsibility in CSR, while protecting the environment and
the rights and interests of employees are the ethical re-
sponsibilities of CSR. These two responsibility dimensions
are often discussed in CSR as well as economic responsi-
bility. FT covered that the projects aided by China to Africa,
such as dam building, had disastrous effects on the local
lakes and people’s lives (see Figure 3). Some reports even
claimed that China did not take environmental protection
seriously and some Chinese companies even took their bad
habits to Africa. Besides, some African projects which faced
difficulties in financing due to environmental concerns had
been allowed to proceed with loans from Chinese banks.

The word environmental appears in WSJ only two times
less than in FT, but the focus here is not the frequency but the
context in which the word is used. Figure 4 indicates that W]
reports on the environmental protection problems caused by
CCEA, among which these companies were forced to sell their
shares of some projects after a halt due to the environmental
problems and some Chinese companies had caused adverse
effects on the local environment because of their ignoring or
breaching the local environmental standards.

It is a bit surprising to see only a few reports on the
fulfillment of legal responsibilities of CCEA from both
media. Yet FT covered that some Chinese companies illegally
harvested fish and shellfish and some of them even smuggled
ivory and rhino horns across the continent (see Figure 5).
These illegal behaviors have obviously damaged the local
ecological environment and also violated the laws to protect
wildlife, which incurs complaints and protests from the local
residents.

Labor disputes are commonly seen in the reports on
Chinese enterprises’ operations in Africa, which are mainly
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about local workers’ complaints about unfair pay and even
striking to defend their legitimate interests. Figure 6 shows
that Chinese construction companies often hire Chinese
workers to do their projects, which leads to no significant
increase of job opportunities for local workers and may have
a negative impact on the local economy. In addition, some
reports mentioned that some projects were forced to halt due
to labor disputes and ended up with share transfer. Un-
fortunately this coverage did not trace the causes of these
problems but simply listed the problems. Apparently, such
coverage is unfair to CCEA.

As is discussed in this section, both FT and WS]J focus on
the economic responsibility of CCEA, and these reported
Chinese construction enterprises are mainly state-owned
enterprises, whose activities, as the media claim, are spon-
sored by the Chinese government, and their activities form a
significant part of China’s BRI. Moreover it is said that
China’s massive lending to Africa for infrastructure con-
struction has thrown the continent into a debt trap so that
China can get better access to Africa’s natural resources in its
negotiation with African countries. Besides, the two media
released a few reports on the legal and ethical responsibilities
of CCEA, but these reports are all negative, and there is no
coverage on the charity responsibility. This may contribute
to Chinese companies’ priority in pursuing economic
returns, or indeed Chinese companies’ inadequacy in ful-
filling other responsibilities or just the deliberate neglect of
the two media. No matter what reasons are behind it, the
motives of the two media’s coverage are worth further
discussion.

4.6. The Motives Behind the Coverage of FT and WSJ.
From the above analyses, it can be seen that the coverage of
the two media is greatly consistent, which points to the
Chinese construction enterprises’ construction of large-scale
infrastructure and investments in Africa with the support of
Chinese government, but the economic activities of these
Chinese companies have caused harm to local environment
and residents. A certain ideology is embedded in such
coverage, which is detrimental to Chinese companies’
overseas operations and even to China’s diplomatic activi-
ties. To cope with such a challenge, it is crucial for Chinese
companies to understand the motives behind such biased
coverage so that they can better regulate their own behaviors
and fulfill corresponding CSR. The motives behind the
coverage of FT and WSJ can be roughly inferred on the basis
of the results of the previous analyses.

4.6.1. Motive One. Western countries’” rejection of China’s
subsidies to its state-owned enterprises: in China’s national
economic system, state-owned enterprises are the mainstay
of the country’s economic lifeline. These companies are
leaders and strong competitors in exploiting overseas
markets. In the eyes of the western countries, however,
Chinese state-owned construction enterprises have gained
an absolute advantage with the support of their government,
and that is the reason why western construction companies
often lose the contracts in the competition with their
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the project caused alarm from the start. Environmental campaigners say that the dam will have
Nigeria. But, he says, there are legitimate environmental concerns related to the increased Chinese presenc
wildcat miners were widely condemned for causing environmental destruction in the north of the country.
, says Prof Taylor. Looking at corporates, the environmental focus is more on mining and hydropower
ise massive projects with disproportionately high environmental impact, both at home and abroad. State
commenced without funding being arranged, or an environmental impact study completed. Intense pressure from act
of Beijing's willingness to compromise on environmental standards as it pours billions of dollars

FiGgure 3: Concordance of environmental in the news reports of FT.
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years of delays amid labor disputes and environmental concerns. Chinese Premier Li Keqgiang is using

years of delays amid labor disputes and environmental concerns. Many other projects are never carried
anaian operations. This, he acknowledged, brought environmental damage. "Everyone is very afraid,” said Mr.
ht accusations that Chinese companies disregarded environmental standards, fanned graft and displayed limited con
claims that Chinese companies breached safety and environmental standards. Other projects have gotten bogged down

Ficure 4: Concordance of environmental in the news reports of WSJ.
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, Chinese nationals have been linked to the illegal harvesting of abalone, an edible mollusc, in
of old-forest timber, oil, gold or illegal ivory. Yet the emerging China-Africa relationshi
the continent. There are also worries about illegal logging in places such as Gabon and
has eased along with the decrease in illegal mining activity. Nana Akufo-Addo, Ghana's
those who will get involved in this illegal mining.” Mr Akufo-Addo said Xi Jinping,
workers last year in a crackdown on illegal mining, while oil workers at two Chinese

F1Gure 5: Concordance of illegal in the news reports of FT.
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for mining projects, which has involved importing labor and equipment, minimizing the boost for local
managers. "You maybe can use some local labor, but you definitely will need foremen and
Gabon after five years of delays amid labor disputes and environmental concerns. Chinese Prem
Gabon after five years of delays amid labor disputes and environmental concerns. Many other p
tax-exempt status and access to cheap labor in the form of conscripted soldiers. But

Ficure 6: Concordance of labor in the news reports of WS]J.

Chinese counterparts in the African market. Admittedly,
Chinese state-owned enterprises enjoy a greater competitive
advantage in subsidies, credit, government relations, policy
support, and so forth. The former deputy secretary of the US,
Robert D. Hormats, said that more and more state-owned
enterprises and sovereign funds entered the international
market after the financial crisis with a competitive edge in
the American market and in third countries, but the
comparative advantages were provided by their govern-
ments instead of their own productivity and innovation.
Therefore, he argued that American firms without gov-
ernment support were at a disadvantaged position when
competing with these companies [50, 51]. It should not be
ignored, however, that China adopts socialist market
economy system, so state-owned enterprises dominate the
pillar industries in China’s national economy and the
Chinese government has launched an increasingly com-
prehensive and thorough reform of state-owned enterprises

since 2012 guided by the core document entitled “Guiding
Opinions on Deepening the Reform of State-Owned En-
terprises,” which was published in 2015, along 22 supple-
mentary files [52].

4.6.2. Motive Two. Western countries’ restlessness and
unwillingness to see the world center shift from the west to
the east: since the reform and opening up, the world has
witnessed China’s economic miracle. China’s desire to be-
come a global economic powerhouse is thus deemed a
counterweight to US hegemony in the international system
[53]. With China’s peaceful rising, it is emerging as a much
more active world player. Since the postcrisis era, China has
contributed with over 30% of the world economic growth,
making it one of the most dynamic countries in the globe.
For example, the promotion of BRI brings more friends to
China, yet China’s expanding of the African market will
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cause a shock to its western counterparts who have settled in
the resource-abundant continent for many years. The in-
terpretation of Africa’s renewed geoeconomic position in the
global setting leads to a perception that China’s growing
geopolitical and economic influence in Africa encroaches
upon what western powers has seen as its traditional
cauldron of interest and influence [54]. So some western
countries may interpret China’s overseas development as a
challenge to the existing international political and eco-
nomic order lasted for decades. Then, it can be said that
“west-centrism” is the root of misjudging China-Africa
cooperation [55]. In fact, China has reiterated that it never
seeks to challenge the current international order, nor does it
seek hegemony.

4.6.3. Motive Three. Western countries” distorting Chinese
aid to Africa as neocolonialism: since China began its aid
and investment in Africa, its action is interpreted as earlier
colonial investments to ensure access to raw materials
[54, 56]. At the present stage of development, Chinese
construction enterprises’ labor export and outbound in-
vestment are a natural outcome of China’s economic ex-
pansion. China has elevated to the second largest economy
and possesses its advantages of low cost but high efficiency in
infrastructure construction, coupled with overcapacity in
domestic industrial products, such as cement and steel, and
at the same time Africa is in urgent need for large-scale
infrastructure construction, all of which push Chinese
construction enterprises to conduct construction and in-
vestments in Africa. With BRI put forward and implemented
deeply, however, some western media and politicians are
extremely worried about China and desperately vilify and
distort the initiative, playing up the so-called “Chinese
neocolonialism” fantasy, thus denigrating China-Africa
economic cooperation as neocolonialism [57, 58].

4.6.4. Motive Four. Western countries’ stereotype of bad
behaviors of Chinese overseas companies: in the early days
of Chinese enterprises’ entry to the overseas market, such
problems as rampant fake goods, back pay, and environ-
mental damage occurred from time to time due to these
companies’ limited strength, excessive pursuit of economic
benefits, and insufficient understanding of CSR. As a result,
an adverse corporate image of Chinese overseas enterprises
was highlighted through the overwhelming reports by the
western media, which gradually becomes a stereotype of
Chinese multinational corporations [59-62]. While Chinese
overseas enterprises have been aware of the importance of
CSR in recent years, some, especially the small private en-
terprises which struggle for survival, are still taking chances
and conducting illegal activities. Once such adverse events
are exposed, the western media will naturally bring up the
old story of Chinese companies’ misconducts. Even if most
of Chinese overseas enterprises have complied with the local
laws nowadays, the western media still tend to exaggerate the
bad behaviors of a single case.

To sum up, any news media has its own stance, so the
coverage of mainstream media often represent the opinions
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of its sponsors. Once the motives behind the negative
coverage of western media are revealed, the CCEA and even
other Chinese overseas enterprises can better handle the
prejudiced or even unreal reports.

4.7. Suggestions for CCEA to Improve Their CSR Image. In
view of the above findings, the following suggestions are
proposed to help the CCEA improve their CSR image.

First, establish a comprehensive CSR operation pattern:
although enterprises are the main body of fulfilling CSR, it
does not mean other stakeholders can be bystanders. For the
overseas businesses, CSR image is not only related to their
own development but also to the image of their home
country, so all the stakeholders, including government,
enterprises, and nongovernmental organizations, should be
involved in the implementation of CSR. It is noted that in
2014 EthicsSA [3] had conducted a questionnaire survey on
Chinese companies’ operations in Africa by inquiring 1,056
respondents from 15 Sub-Saharan African countries and the
survey results show that only 6% of respondents from South
Africa and 7% of respondents from Nigeria believed that
Chinese companies had considered the interests of the so-
ciety and the community when making business decisions,
and in Kenya 23% of the respondents shared the same view.
This demonstrates a lack of localization of the Chinese
enterprises in Africa and their focus is on the communi-
cation with African officials and the upper class [63].
Therefore, CCEA should strengthen their dialogue with the
local people so as to win more understanding and support
when making business decisions.

Second, deepen the understanding of the strategic sig-
nificance of CSR. Even though Chinese companies are in-
creasingly aware of the importance of fulfilling CSR, many of
them still have a shallow understanding on it due to the short
history of CSR in China and their excessive emphasis on
immediate economic benefits. Wu et al. [26] pointed out that
Chinese international contractors’ understanding on CSR is
distorted and incomplete, which is caused by their insuffi-
cient attention to the health and safety management, im-
perfect professional ethics standards, and neglect of CSR in
decision-making and their construction activities. In this
regard, it is suggested that China international construction
corporations pay more attention to labor conditions, en-
vironmental protection, anticorruption, and ameliorate
professional ethics so as to establish common values with
local enterprises and society. In addition, CCEA should also
enhance their understanding of the strategic significance of
CSR under the background of China’s vigorous promotion
of BRI. Carrying out CSR in Africa has received great
support from Chinese President Xi Jinping because helping
African countries improve their capacity will be beneficial to
their self-development, thus advancing a new type of China-
Africa strategic partnership and pushing the mutual coop-
eration [42].

Third, balance the economic responsibility and other
social responsibilities. Although economic responsibility
comes first, legal, ethical, and philanthropic responsibilities
are no less important. CCEA should fulfill the noneconomic
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responsibilities within their power, which is helpful to their
long-term interests. According to the survey on “Africans’
Perceptions of Chinese Business in Africa” conducted by
EthicsSA [3] in 2014, 22.7% of the respondents gave positive
evaluation, while 55.9% of the respondents offered negative
evaluation in respect of the quality of Chinese products and
services. As for the feedback on the environmental re-
sponsibility of Chinese enterprises in Africa, 53.9% of the
evaluations were negative and only 11.1% were positive.
Besides these disappointing numbers, the CSR performance
of the Chinese companies in other aspects was equally
unsatisfactory [63]. These figures indicate that there is still
much space for Chinese overseas companies to improve
their CSR image.

Fourth, create an exclusive communication mechanism.
Under the influence of Chinese traditional culture, Chinese
enterprises advocate keeping a low profile, thus seldom
publicizing what they have done well. Liao et al. [64]
conducted a comparative analysis of CSR communication of
the selected contractors among Asia, EU, US/Canada, and
China and found that European contractors tended to
present the highest levels of CSR communication at both
dimensional and issue levels, whereas Chinese contractors
ranked the lowest. Keeping a low key may work in China, but
for companies aiming to operate overseas, it could be the
opposite because if a company keeps a low key, it means it
gives up the opportunity of making itself known to the
public. It is vital for a company to communicate with the
outside world when there is negative news about it. Deng
and Zhang [65] found that although there is no significant
correlation between the quantity of media reports on a
company and the public’s awareness of it, negative coverage
on an enterprise can significantly affect the public’s negative
perception of it. So publicity is indispensable to transna-
tional corporations. They should disclose CSR information
regularly and strengthen the dissemination of CSR activities:
for example, releasing English CSR reports annually, en-
hancing communication with stakeholders, creating CSR
websites, and cohosting meetings and forums on CSR with
international organizations.

Fifth, strengthen the construction of CSR culture. CSR
culture refers to the corporate culture guided by the concept
of CSR. It reflects the awareness and sense of CSR and the
corporate thinking and behavior norms based on the con-
cept of CSR. Freeman [66] stated that a company is not only
owned by the shareholders, but also by many other parties,
including employees, customers, suppliers, communities,
governments, trade unions, and even competitors. There-
fore, an enterprise should consider the responsibilities of
stakeholders other than shareholders while pursuing profits,
seeking the coordinated development of the interests of the
enterprise and stakeholders [24]. CSR culture plays a key
role in promoting enterprises to discretionarily fulfill their
social responsibilities and its function is more effective and
more lasting than the mandatory role of law. To construct
CSR culture is to internalize the CSR consciousness into the
enterprises as a value, thus forming their inner impetus. It
includes two tasks: one is to transform CSR into the con-
sciousness and action of employees through the normative
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function of culture and the other is to influence external
stakeholders to accept CSR culture through the radiation
and cohesion of the culture.

5. Conclusion

This study finds that both FT and WSJ focus on the
economic responsibilities of CCEA, with much less at-
tention on the other social responsibilities. The overall
CSR image of CCEA portrayed by the two media is that
Chinese state-owned construction enterprises have con-
ducted large-scale infrastructure construction and in-
vestments in Africa, which not only wins economic
benefits for Chinese companies but also promotes the
economic development of Africa. However, the CCEA are
mainly state-owned enterprises, and their business ac-
tivities reflect the will of their home country, thus con-
stituting an important part of China’s BRI. These activities
are interpreted as significant measures of China to expand
its influence in Africa. Both media, especially W],
pointed out that China had provided a large number of
loans for African countries, and this behavior has thrown
African countries into debt traps so that China is able to
gain the upper hand in its negotiations with African
countries for more natural resources. Moreover, the two
media also reported the misconducts, like environmental
damage and labor disputes, of the Chinese construction
enterprises. In general both FT and WSJ portray a negative
CSR image of CCEA, which coincides with such speech as
“neocolonialists,” “resource predators,” and “ecological
disruptors” prevalent in the west.

The main motives behind the biased coverage of the two
media are related to their political stance, ideology, and their
stereotype of the early misconducts of Chinese overseas
enterprises. The Chinese companies involved in African
infrastructure construction are mainly state-owned enter-
prises, so the western media often misinterpret the com-
petitive advantages of these companies as China’s improper
subsidies to them. Moreover, China’s promotion of BRI
brings vast opportunities to Chinese enterprises as well as
the companies of those countries which have joined the
initiative. Unfortunately, this proposal is distorted by the
western media as China’s colonization of Africa and such
misinterpretation is not only prevalent in the west, but also
stirs up concerns in Africa. Besides, western media’s rigid
impression of the early inappropriate behaviors of Chinese
overseas enterprises, like labor disputes and environmental
destruction, also leads to their prejudiced coverage.

Even though the coverage of the two media contains
subjective elements, it also provides a warning for CCEA to
reflect on their business behaviors in the international
markets. This study thus puts forward some suggestions for
CCEA to perfect their CSR image, which involve compre-
hensive participation of stakeholders in CSR construction,
better understanding of CSR, balance of four levels of CSR,
and so forth. These proposals are also applicable to other
Chinese overseas companies.

The present study innovates the research methods in
exploring CSR image of enterprises by utilizing data mining
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and corpus analysis from an interdisciplinary perspective,
namely, an integration of data science, communications,
management, and linguistics. However, it also has its own
limitations. Only two media are included and the quantity of
news samples are confined to thirty-three, which may affect
the generalization of the results. Therefore, the future study
is recommended to cover more media to increase the
quantity of samples and a comparison of the coverage of
African media and Chinese media is also worth trying.
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The study uses the grey relation entropy method to explore the impact of online media big data on firm performance, based on 17
randomly selected Chinese A-share listed companies during the period from 2012 to 2017. It shows that the media big data,
especially the negative media coverage, is highly associated with both short-term and long-term firm performance. Then, this
study employs the system GMM method to testify how negative media coverage affects firm performance. It indicates that negative
media coverage may be a damage crisis for the focal firm in the short term, but a favorable chance for change in the long run. These
findings not only enrich the research on the influence of online media big data but also provide some references for

enterprise managers.

1. Introduction

Past research has highlighted the “4V” features of big data
[1], which garnered significant attention among scholars and
managers. Online media coverage contains a huge amount
of information and spreads quickly nowadays. There are
more than 60 million pieces of original news and 8.3 million
pieces of news of listed companies by the mid-2019 calcu-
lated by the Chinese Research Data Services Platform.
Moreover, online media coverage also has characteristics
such as relevance, scalability, and authenticity. Meanwhile,
the value of online media coverage data resides in the fact
that it contains multiple aspects of information [2, 3]. As
such, we theorize that online media coverage with more
massive volume, higher velocity, and more variety can be
defined as online media big data.

With the development of China’s media convergence
process, media big data has become an essential factor
influencing the development of enterprises. As a vital in-
formation infomediary [4], the media plays several major
functions or roles as they report on firm issues [5]. It
provides message about firm issues that curtails the infor-
mation asymmetry and also frames issues through

“persistent patterns of cognition, interpretation, and pre-
sentation, of selection, emphasis, and exclusion” [6, 7]. Thus,
media coverage can affect firm’s impression, reputation, and
legitimacy [8]. Since the Internet drastically scales down the
participation cost of information receivers, online media
allows a huge number of users to communicate mutually [9],
and public attention can be quickly focused [10]. Online
media big data, especially online financial news, is a vital
channel for stakeholders to obtain a focal firm’s information
[11]. The tones of financial news convey how journalists
perceive the issue or the firm, which may form, enhance, or
even alter the audience’s impression of the focal firm.

A flood of positive media coverage of the film Lost in
Russia released online for free watching during the 2020
Chinese New Year helped boost the share price of Huanxi
Media Group Limited. Institutional experts regard this
phenomenon as legitimation processes, in which firms can
gain stakeholders preference. Pollock and Rindova (2003)
provided substantial evidence by analyzing 225 IPOs and
found that the positive tenor of media coverage has a positive
relationship with underpricing [7]. In organizational liter-
ature, researchers emphasized the role of media in serving as
an effective external governance mechanism. They hold that
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the media can help ensure the interests of stakeholders,
curtail information asymmetry, and offer overall strategic
guidance [8]. Since July of 2018, the “fake doctor” scandal of
Meinian Healthcare has pushed it to the focus of public
attention, resulting in performance declining as well as
market value shrinking. Meinian Healthcare survived the
winter after having made many changes during the past two
years. In this case, the media served as a social arbiter, which
has increased the reputational cost of its misbehavior [12],
but a firm change driver who helped executives realize the
potential threat and take actively strategic change. However,
these results are mainly driven by traditional media (e.g.,
newspaper) [13], and the conclusion is not yet consistent.
Nevertheless, to date, research has not evaluated the different
aspects of media coverage. The role of online media should
be further explored, considering the immense volume of
information and audiences’ limited attention.

In this paper, by analyzing how online media big data
affects firm performance, two methods are applied. To ex-
plore the complicated relationship between online media big
data and firm performance, we first use the grey relation
entropy method to measure what is the essential aspect and
then conduct a dynamic panel-data model to further unfold
whether it affects firm performance positively or not.

It is shown that the salience, the tones, and the overall
tenor of media big data all matter in framing firm reputation.
The impact is more pronounced when the media infor-
mation spreads to a larger area. The positive tenor of media
coverage may provide firms with chances to achieve sus-
tained superior profit outcomes. What unexpected we found
is that the negative media coverage has a long-lasting in-
fluence on firm performance. The negative media coverage
may damage a focal firm’s current financial performance.
However, it can serve as an efficient external governance
mechanism in the long run as well, which may provide
executives with strategic guidance to focus on long-term
firm performance.

2. Literature Review

Accordingly, there are two primary roles that the media
plays [14]. Firstly, the media provides a platform to dis-
seminate information, which can help reduce the infor-
mation asymmetry between internal and external
stakeholders of a focal firm [15]. Stakeholders can experience
even distant events about a firm [16], especially in the case
that the online media has broken the boundary of time and
space [17]. In this espousing process, the firm can increase its
familiarity with stakeholders, such as investors. Thus, the
media has assisted firms in gaining public attention [7]
which depends on the volume of media coverage. Signal
theory holds that repeated signals increase the impression of
the audience [18]. As demonstrated by Dyck et al., the
impact of media is more pronounced when the media reach
a larger number of relevant groups [12].

Secondly, the media can frame firm issues in positive or
negative terms, which conveys the approval or disapproval
judgements of firms and their actions [7, 19]. Therefore, the
media can affect cognition and behavioural preferences of
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stakeholders, the reputation of firms [15], and the reputation
of managers [12]. Past research proposes that positive media
coverage is beneficial for firm reputation [15] and legitimacy
[7]. These benefits above can improve the availability of
resources the firm needs [20], which is conducive to the
improvement of firm’s profit outcomes [21]. Besides, it can
also bring higher personal fame to managers and other
internal stakeholders [22]. As an external incentive, it is
beneficial to improve employees’ work enthusiasm to a
certain extent [23].

Online media coverage for adverse events, on the other
hand, provides a field of public opinion, which may ac-
celerate the fermentation of negative events, and therefore,
damage the company reputation and legitimacy. The higher
the volume of adverse online media coverage, the stronger
the negative signals will be transmitted, which will cause
deleterious online public opinions and lead to greater
market punishment for enterprises [24]. For example, stock
price crashes [20]. For enterprise managers and the internal
staff, it can also cause negative emotions, resulting in a
decline in confidence [12], and decrease work enthusiasm,
which is not conducive to enterprise performance
improvement.

However, the study believes that negative media reports
have specific supervisory effects on enterprises. Dyck and
Zingales first embark from the reputation mechanism and
emphasize on the media as a social mediator of vital force to
protect the interests of the investors [25]. Dyck et al. argue
that the media plays a significant role in exposing corporate
scandals and is able to stop unreasonable allocation of re-
sources timely [26].

3. Data Sources and Variables

Data for corporate performance and corporate financial data
are derived from the China Stock Market and Accounting
Research (CSMAR) database. The data for online media big
data comes from the database of China Services (CNRDS),
which provides reliable support for various studies in the
Chinese market [27]. The CNRDS platform gathered online
financial media coverage articles posted by online media
financial accounts, including 20 mainstream online financial
media in China, such as Hexun.com, Sina Finance, and
China Economic Net. All articles are coded by the sentiment
of the title and content as positive, neutral, or negative by
using artificial intelligence algorithms [28].

Moreover, we used a stratified random sampling method
to obtain sample firms that cover almost every industry
according to the two-digit industry codes of China Securities
Regulatory Commission. Due to the particularity of the
financial industry, it was not included in the sample. Finally,
17 Chinese A-share listed companies during the period from
2012 to 2017 were studied.

The variables for the grey relation entropy method in-
clude different aspects of online financial news. Salience, the
boldness of the articles, was calculated based on the total
number of articles with the firm named in the title. Volume
was calculated by the total number of articles of a focal firm.
Positive, which represents that there is a favorable tone of the
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article, was measured by the total number of articles with a
positive tone. Negative was measured by the total number of
articles on an adverse tone. Besides, we also use the total
number of original ones to see if there is any difference.
Tenor, which means that the overall tenor of media coverage,
was measured by the Janis-Fader coefficient of imbalance
[7, 15, 29]. This measure was calculated using the formula:
2

Tenor = ife>c;0,ife =,

2

) (1)
%, if c>e,
where e is the number of positive articles about a firm, c is the
number of negative articles about it, and ¢ is the total volume
of articles about it, including articles that are neutral in
tenor. The range of this variable is —1 to 1, where —1 equals
“all negative presses” and 1 equals “all positive presses.”
Following the past literature, we use ROA (return on assets)
and ROE (return on equity) to measure firm performance.

4. Mathematical Model and Data Analysis

4.1. Grey Relation Entropy Method. Grey relational analysis
approach is a method to measure the degree of correlation
among factors according to the degree of similarity or difference
of the development trend among factors. However, because the
average value of grey correlation coeflicient conceals many
sparse features of grey management, it is not possible to make
full use of the rich information provided by the coefficient of
point management. Based on the grey correlation analysis, the
grey relation entropy method is introduced to ameliorate the
lack of grey correlation analysis [30]. In this paper, we use the
grey relation entropy method to decide which aspect or di-
mension of media big data is the most vital one and how the
correlation may change from time to time. Some firms receive
more media attention while others do not (see Table 1), which
implies that media environment differs from firm to firm.

Firstly, we set the reference sequence and comparison
sequence as below.

The reference sequence:

Ap = [Xopon’ X0j> S XOn]' (2)

The comparison sequence:

A =X X, Xy Xy i=1,2,3,0m, (3)

where X,; refers to firm performance and X; refers to dif-
ferent aspects of media big data.

First, we initialize the data:

max X; - X;
Xi=—7F"—"— (4)
max X; — min X

Calculate the grey correlation distance A;;, where A is
the distance between each comparison sequence and the
reference sequence. The formula is

Doij :|X;j —X;j|- (5)

Then, calculate the grey relation coefficient:

_ Amin + P Amax
v Ay + PA e ()
wherepis the discrimination coefficient [0, 1], usually
p = 0.5. Results (part of them) are shown in Table 2.
The grey relation coeflicient (R) distribution map value

P:
P poep h=1,23. . .n 7)
h_z;th> h i — s I Fh
The grey relation entropy value (see Table 3) is
H(R;) = _Z(Phln(Ph))' (8)
1

According to the law of entropy, when the grey corre-
lation entropy of sequence X is the largest, it means that the
influence of X points on the reference sequence is balanced.
In other words, the grey correlation entropy reaches its
maximum value when the distribution map values of each
grey correlation coefficient are equal.

The maximum value is

Hm(X) =1lnn 9)
The grey relation entropy correlation degree is
H (R,

The GREM results (see Table 4) show that online media
big data is highly associated with firm performance. Although
there are subtle differences between several aspects of media
big data, it can tell that the impact differs. Generally, the
negative of online media coverage is highly associated with
firm performance followed by the tenor of media coverage.

The positive (original) online media coverage is highly
associated with both short-term and long-term firm per-
formance, which indicates that audiences may prefer to
believe credible sources when the news about a focal firm is
framed in a positive tone.

Total online media coverage is highly associated with
firm performance than the original ones when it comes to
negative articles, which hints that the impact of negative
media coverage may rely on the scope it spreads.

The correlation between the tenor of media coverage and
firm performance has not changed much over time.

4.2. System GMM Method for Dynamic Panel Data.
Following consideration of the negative media coverage is
the highest correlated factor with firm performance, we
conduct an econometric model to testify how it affects firm
performance. Before the estimation, we use the Winsorize
method to avoid the influence of extreme values on data
analysis. Furthermore, there are some endogenous prob-
lems, for as much as firm performance and negative media
coverage may have mutual causality and firm performance
may be affected by previous firm performance. To reduce the
aforementioned endogeneity, this study employs the system
GMM method that fits a linear dynamic panel-data model
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TaBLE 1: The summary statistics of the variables for GREM.

Category Variables Mean Std. dev. Min Max
Ao ROA, 0.033 0.069 —0.453 0.189
Aoz ROE, 0.052 0.146 -1.067 0.243
Aos ROA,,, 0.023 0.121 ~0.927 0.168
Aoy ROE,,, 0.039 0.210 -1.433 0.248
A, Salience 161.029 137.830 1.000 656.000
A, Positive (total) 157.804 149.220 0.000 631.000
A, Positive (original) 47.029 46.525 0.000 216.000
Ay Negative (total) 143.990 219.920 3.000 1588.000
As Negative (original) 33.549 42.166 2.000 187.000
Ag Tenor 0.057 0.154 -0.563 0.423

TaBLE 2: The grey relation coefficient (e.g., Ay, and A;).

Ag
(1] (18] (35] [52] [67] (84]
0.4722399 0.3956641 0.6797184 0.6525302 0.9256974 0.3996716
0.5199922 0.4790806 0.4826101 0.4245426 0.8051225 0.3954566
0.4540571 0.4029553 0.5769253 0.4296573 0.5136660 0.4099845
0.4644591 0.4384371 0.7501023 0.4039934 0.4277149 0.3730879
0.4388676 0.4658275 0.9753574 0.4119134 0.4921814 0.3956314
0.4667398 0.4642610 0.5936379 0.4228632 0.4241844 0.3719485
0.5463972 0.3794781 0.7400184 0.4766334 0.5625606 0.3896975
0.7584622 0.4569635 0.5776415 0.7615225 0.5072221 0.4068271
Ay 0.4649920 0.4524507 0.3870351 0.3999047 0.4044883 0.4350132
0.8396081 0.4531167 0.4089473 0.5365372 0.5481666 0.4579653
0.5533175 0.5787409 0.4168465 0.4600016 0.4574930 0.3823617
0.4453939 0.4358607 0.4730191 0.5835118 0.5072272 0.4256498
0.4091393 0.4039758 0.4267023 0.6889290 0.5207435 0.4436271
0.4476427 0.4698516 0.3714691 0.6078893 0.5436337 0.4825398
0.4114355 0.4960617 0.5466753 0.4476838 0.4137933 0.5029635
0.7126215 0.5398761 0.5837759 0.4117442 0.4247983 0.4509281
0.4321090 0.6619091 0.9465222 0.6797493 0.4398294 0.4500233

TaBLE 3: The grey relation entropy results.

Category Variables ROA, ROE, ROA,,; ROE,,,
H,; Salience 4.595743 4.59178 4.589593 4.586525
H, Positive (total) 4.589219 4.592326 4.591505 4,589894
H; Positive (original) 4.594324 4.597193 4.595985 4.593646
H, Negative (total) 4.615016 4.609228 4.608330 4.605134
H;s Negative (Original) 4.585639 4.582943 4.583577 4.581322
Hg Tenor 4.610332 4.605310 4.607550 4.606146

TaBLE 4: The entropy correlation degree.

Category Variables ROA, ROE, ROA,,; ROE,

E; Salience 0.9936800 0.9928231 0.9923504 0.9916868
E, Positive (total) 0.9922695 0.9929412 0.9927636 0.9924154
E; Positive (original) 0.9933731 0.9939936 0.9937323 0.9932265
E, Negative (total) 0.9978472 0.9965957 0.9964016 0.9957105
Es Negative (original) 0.9914953 0.9909125 0.9910495 0.9905619

Es Tenor 0.9968345 0.9957486 0.9962329 0.9959293
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TaBLE 5: Results of system GMM for dynamic panel data.
Model Modell (FP=ROA) Model2 (FP=ROE)
Variables Coef. Std. Err. z Coef. Std. Err. z
Constant -0.017 0.189 -0.09 —-0.364 0.526 -0.69
FP L1. 0.050 0.139 0.36 -0.040 0.034 -1.18
FP L2. 0.119 0.148 0.80 —0.082%** 0.030 -2.74
Firm age 0.018 0.016 1.11 0.023 0.035 0.64
Firm size 0.000 0.008 0.01 0.021 0.023 0.92
Slack -0.001 0.006 -0.15 0.004 0.021 0.20
MSh 0.065* 0.034 1.90 0.251** 0.113 2.23
CEO tenure —-0.050"" 0.023 -2.14 —-0.186"* 0.087 -2.14
CEO duality 0.008 0.011 0.75 —-0.009 0.030 -0.31
Negative —-0.011" 0.006 -1.85 —-0.038*" 0.018 —-2.06
Negative L1. 0.009* 0.005 1.68 0.023** 0.010 2.33
Negative L2. 0.007 0.005 1.38 0.004 0.014 0.30
Wald chi2 126.217** 111.39***

Note. Obvious number = 68. Industry dummy variable is controlled but not presented. *P <0.10; ** P <0.050; and ***P < 0.010.

where the unobserved panel-level effects are correlated with
the lags of the dependent variable, to evaluate the rela-
tionship between media coverage and firm performance
[31].

4.2.1. Dependent Variables. Firm performance (FP) was
measured as the total return on assets (ROA) in a given year
and the total return on equity (ROE) in a given year.

4.2.2. Explanatory Variables. Negative online media cov-
erage was calculated as the natural logarithm of the total
number of online media articles reporting about each listed
firm in negative tones plus one in a given year.

4.2.3. Control Variables. Consistent with the previous lit-
erature of corporate performance, we employ control var-
iables of organizational characteristics, corporate
governance, and CEO characteristics [5]. We select firm age
(calculated as the natural logarithm of its duration from the
listed year to the sample year), firm size (measured as the
natural logarithm of total assets), firm slack (current asset/
current debt), MSh (management shareholding ratio), CEO
tenure (measured as the entire year the CEO served in the
focal firm), and CEO duality (dummy variable). We also
control for industry as a dummy variable.

In this paper, the model used for the analysis of the
impact of online media coverage on firm performance is

FP, = a + 3;FP;_, + 3,FP;_, + B;Negative,
+ 3,Negative,_, + sNegative,_; + ,Controls;

+¢& n=0,1,2.

(11)

The Arellano-Bover/Blundell-Bond model estimation
results (see Table 5) show that the negative online media
coverage has different impacts on short-term firm perfor-
mance and long-term firm performance. The coef. of
Negative in Model (-0.011, P <0.01) implies that negative

media coverage is adversely associated with short-term firm
performance. However, the coef. of Negative L.1 (0.001,
P <0.01) indicates a positive relationship between negative
media coverage and long-term firm performance. Moreover,
the influence of negative media coverage on firm perfor-
mance gradually converged in the third year and began to
become insignificant (see coef. of Negative L2. of Modell).
The consequences of Model2, where firm performance is
measured by ROE, are consistent with Modell, which
suggests the findings are robust.

5. Results and Discussion

Results show that online media big data plays a vital role in
firm performance through a variety of aspects.

It is suggested in the results of grey relation entropy that
the heterogeneity in different aspects of online media big
data is not apparent. However, the subtle difference shows
that the positive media coverage is highly associated with
short-term firm performance and by the same token it is
highly associated with long-term firm performance. And the
original positive media coverage is more pertinent to cor-
porate performance than total positive ones. This may be due
to the dependence of information credibility when it comes
to affirmative reporting. On the contrary, unlike the high-
lighted beneficial impact of the positive media coverage in
the previous literature, the negative media coverage is of the
highest correlation with firm performance. Furthermore, the
total negative media coverage is highly associated with firm
performance followed by the original negative ones, which
indicates the scope of negative information may play a more
essential role in affecting firm performance. Additionally,
the tenor of media big data is highly associated with firm
performance as well, followed by the salience.

The system GMM results indicate that the negative
media coverage may have an opposite impact in the short
and long run. Although the negative media coverage may
cause considerable damage to the focal firm in a short-term,
it can be positively associated with long-term firm perfor-
mance due to the social arbiter role it plays. This is consistent
with prior research that demonstrated that negative media



coverage may offer managers strategic guidance [5] and
promote the efficiency of internal corporate governance
(e.g., board quality) [32].

6. Conclusion

Based on the GRE method and the system GMM method,
this paper explored which is the highest correlated factor of
online media big data for firm performance and how it
affects firm performance. The results have both theoretical
and practical implications.

The results expanded the research on media coverage
and firm performance by considering different aspects of
online media big data. It is found that not only the volume
and tenor of media coverage serve as vital roles in exposing
and framing firm issues but also the salience of the news is of
great importance especially in the big data era.

There are some practical implications given the high
correlation between media big data and corporate perfor-
mance. Firstly, managers can use media big data to predict
corporate performance and keep abreast of stakeholders’
evaluation of the company. In particular, the external su-
pervisory role of media big data should be emphasized.
Secondly, executives should incorporate online media
coverage into decision-making reference. Specifically,
managers should not indulge in a favorable media envi-
ronment and be overconfident. On the contrary, they should
reflect on and make corresponding adjustments in the face of
negative public opinions given the vigorous impact of
stakeholders™ perception of the company. Timely and ac-
curate response may help the company stop losses to a
certain extent. Thirdly, managers can make full use of online
media and timely disclose information through the network
platform, such as the enterprise official accounts, to curtail
information asymmetry with stakeholders. Audiences may
take the initiative to disclose negative information as a
manifestation of the company’s responsibility and choose to
trust the focal firm again. Thus, it would be better to learn
firm information from official and credible sources rather
than informal sources, especially negative information.
Lastly and importantly, investors and consumers can also
have a more comprehensive understanding of the company’s
information through online media coverage and avoid the
potential loss caused by information asymmetry.

There are also several limitations to this study, which
directs our suggestions for future research. An initial lim-
itation is the rough category of the aspects of online media
big data. Our analysis basically measures different aspects by
the number of articles, but does not examine the content
characteristics. It would be interesting to use the text analysis
method to further explore the impact of specific words or
phrases based on artificial intelligence algorithms. Fur-
thermore, the current study mainly concentrated on the
supervisory role of negative media coverage following the
majority of previous studies. Nonetheless, it is supposed to
delve into how negative media coverage serves as an external
governance mechanism. It does highlight the lack of con-
sideration of overall aspects of online media big data, while
this in itself is not an apparent limitation. Future research
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may benefit from further unfolding the overall impacts of
online media big data on firm performance through the use
of various data mining methods.
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Most of China’s resource-based cities are recently threatened by the problems of environmental pollution, resource depletion, and
even economic recession. There is an urgent need for these cities to decouple economic growth from environmental degradation
through improving resource utilization efficiency and eco-efficiency. This paper quantitatively evaluates the decoupling trends
between GDP and environmental damage in major Chinese resource-based cities using big data. To explore the decoupling trends
in the development of 115 resource-based cities in China, we develops a model to evaluate the eco-efficiency between economic
growth and environmental pollution. Industrial pollutants are used as indicators of environmental degradation and GDP as an
index for economic growth. This study finds diverse decoupling levels among the cities and that nearly one-third are developing
unsustainably. The cities have encountered serious environmental problems due to past economic policies which have encouraged
extensive GDP growth for the past 4 decades. This study demonstrates that the urban development and environmental protection
of Chinese resource-based cities are not on a good path. It will be more difficult for the cities with quicker GDP growth to achieve a
satisfactory decoupling trend. Therefore, there is an urgent need for industries to undertake resource-conserving and envi-
ronmental protection measures, and, particularly, endorse technology innovation and the green economy. In order to achieve an
overall balanced decoupling in China’s resource-based cities, it is essential for local governments to encourage environmentally
friendly behaviors and enhance eco-efficiency when developing the country’s economy. Finally, the findings illustrate significant
unbalanced decoupling levels across Chinese resource-based cities.

1. Introduction

With the development of big data, the study of resource-
based cities is more effective, and the research conclusions
are more accurate using big data [1]. Resource-based cities
have played an important role during China’s ascendance to
the position of the world’s second largest economy by
providing resources, energy, and their own continuous
economic growth. However, Chinese resource-based cities
face challenges due to the nonrenewable nature of natural
resources, such as the minerals, energy, and forests, on
which they depend [2]. They are far from achieving the
sustainability goals of balanced development towards a
green economy, ensuring ecological protection and social

advancement. More broadly, the world, including China,
will not be able to meet future demands for minerals, ores,
fossil fuels, and biomass if economic growth does not de-
couple from the rate of natural resource consumption. The
Chinese government and the leaders of resource-based cities
recognize that the natural environment and resources
should not be sacrificed for achieving fast economic growth
and are looking for possible solutions. This paper investi-
gates the issues that are related to the sustainable devel-
opment of these resource-based cities, which, as a special
economic group, are playing a key role in China’s economic
development.

Previous studies indicate that China’s resource-based
cities, mainly established in the 1950s and 1960s, have
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contributed significantly to the fast economic growth and
industrial expansion of the country [3, 4]. Before the 1960s,
the resource industries played a constructive and significant
role in achieving economic growth, with natural resources,
such as energy and mining, being the main engine of in-
dustrialization [4-6]. However, after six decades of resource-
based industrial development and boom, these cities are now
confronted with issues, such as shrinking mining sites,
structurally imbalanced economies, slowing economic
growth, high unemployment, and the unsustainable use and
overexploitation of natural resources [5, 7]. Recently, other
scholars have also drawn attention to the imbalanced de-
velopment of resource-based cities and ecological problems
in China and have examined the cities’ shrinking resources,
slowing economic growth, serious industrial pollution is-
sues, and declining ecological environment [6, 8]. However,
most studies are mainly focused on development in indi-
vidual resource-based cities. For example, Liu and Li [9]
studied the relationship between industrial waste gas
emissions and economic and population growth as well as
industrial structure in Xuzhou, China, suggesting the waste
gas discharged from resource industries of the city
accounted for more than 90% of total emissions.

In fact, Chinese resource-based cities are responsible for
many environmental damage problems. They have an un-
evenly distributed ecological footprint. Furthermore, during
the expansion of the resource industries, they have con-
tributed significantly to environmental pollution [10, 11]
and resource depletion [12]. Recently, Xu and Tian [13] used
DEA model to analyze the eco-efficiencies of 27 coal-sourced
cities, selecting waste gas and wastewater pollution as in-
dicators, and they suggest that overall eco-efficiency has
increased. However, the study also illustrated imbalanced
eco-efficiencies with the eastern region being higher than the
western and the central regions. In addition, the life cycle of
resource-based cities has also been explored by Wang and
Liu [14], who examined the coupling between economic and
population growth and the ecological environment in re-
source-based cities in central China. It was found that, since
2005, the relationship between urbanization and the eco-
logical environment of most resource-based cities in central
China has remained unchanged. The resource-based cities
with deteriorating relationships are mainly located in the
provinces of Anhui, Jiangxi, and Hunan, and the better
performing resource-based cities are generally located in
Shanxi. Huang et al. [15] have studied the spatial conver-
gence of eco-efficiency in selected Chinese resource-based
cities, using the Meta-US-SBM model to analyze the rela-
tionship between the cities’ spatial distance and eco-effi-
ciency [16]. Their research suggests that the closer the
distance is between the resource-based cities, the smaller the
difference is in eco-efliciency. This paper uniquely analyzes
the eco-efficiency of China’s resource-based cities as a whole,
selecting key indicators, which have caused China’s envi-
ronmental problems, including SO,, industrial soot, and
wastewater to systematically analyze the eco-efliciency of the
resource-based cities from the perspectives of both resource
types and life cycle. Since the previous study did not cover
many resource-based cities and lacked a comparative
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analysis of the resource-based cities, this study analyzes the
eco-efficiency of 115 resource-based cities from two angles,
GDP growth and environment deterioration, and proposes
development suggestions for resource-based cities in China.

China’s substantial demand for resources due to con-
tinuous economic expansion intensifies environmental
degradation. Resource exploitation is a process which se-
riously damages the natural environment, including its
geological balance, surface ecology, and air. The atmospheric
ecological damages include air pollution and climate change,
as well as droughts and floods, due to surface and geological
changes. China’s National Resource-based Sustainable Ur-
ban Development Plan 2013-2020 put a strong emphasis on
transforming Chinese resource-based cities to green econ-
omies. To avoid economic development and environmental
health being perceived as contradictory demands, decou-
pling between economic growth and environmental deg-
radation is a necessary requirement to achieve sustainability.
While there are quite a few studies on resource-based cities
in China, such a decoupling relation is yet to be explored and
quantified.

This study evaluates the decoupling trends between
economic growth and environmental degradation in Chi-
nese resource-based cities. Based on data availability, 115
prefectural level cities were selected and their eco-efficiencies
were analyzed. This study examines why and how these cities
rely on their industrial resources base and the potential for
developing new industries. Firstly, a review of the existing
literature is presented followed by an examination of en-
vironmental issues and a sustainable development path for
resource-based cities in China. The life cycle theory of re-
source-based cities is explained afterwards, allowing the
classification of China’s prefecture-level resource-based
cities. An evaluation of the cities’ decoupling trends is then
conducted leading to policy implications and recommen-
dations. A major innovation of this study is that it establishes
a new evaluation model for calculating eco-efficiency by
combining both the OECD decoupling index and Tapio’s
decoupling elasticity index. Another innovation is the
measurement of eco-efficiency for China’s resource-based
cities.

2. Resource-Based Cities in China

2.1. A Historical Perspective. Most resource-based cities in
China were established in the 1950s as a result of planned
development which allowed for heavy reliance on a limited
number of industries and imbalanced development within
and between these settlements [17, 18]. Achieving economic
growth was the main objective at the time, and this was
turther reinforced with the economic reform of the 1970s. As
it was difficult to establish modern industries without access
to technology, resource development was seen as the only
effective choice to improve living standards in China. The
emergence of a large number of resource-based cities fol-
lowed extensive utilization of a development model around
low-level technology. This created overdependence on re-
source industries, which leads to overexploitation of natural
reserves. As a result, the resources in many such cities
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became exhausted too early and too quickly without proper
replacement industries. For example, small industrial and
mining cities in coal and mineral resource-rich Shanxi
Province attracted attention with their unsustainable de-
velopment model, which produced alarming waste creation,
resource damage, serious ecological destruction, and envi-
ronmental problems [19].

While resource-based cities in Eastern and Southern
China have since undergone transformation [20], those in
the central and western regions have been trapped in an
unsustainable development mode. Since China’s open-door
policies of the 1970s, special economic zones were estab-
lished in Eastern and Southern China with better access to
modern technology, better management, and greater foreign
direct investment. Many new industries developed quickly
and the once resource-based cities in those regions changed
dramatically. The resource-based cities in China’s central
and western regions lacked such supporting policies. In-
stead, they provided substantial raw materials and primary
resource products for the eastern and southern cities. These
different roles created a large development gap between
China’s resource-based cities [21]. After more than 60 years
of development, many resource-based cities, mainly in
Central and Western China, face resource exhaustion, in-
cluding Yichun, Liaoyuan, Jiaozuo, Pingxiang, and Daye.
Over 20 resource-based cities are in decline with poor
economic prospects and serious pollution issues.

Since 2007, the Chinese government began to focus its
attention on the resource-based cities. Its official policy,
“Suggestions about Promoting Sustainable Development in
Resource-based Cities” encouraged local governments to
establish long-term mechanisms for ensuring the sustainable
development of resources industries and improved nature
conservation and environmental protection. In 2013, the
State Council articulated “Sustainable Development Strat-
egies for Resource-based Cities, 2013-2020” in a revised
document, which set clear sustainability goals for further
economic development, improvement in people’s quality of
life, resource conservation, and ecological protection [22].
These strategies incorporated for the first time the goals of
establishing a diversified industrial system while effectively
utilizing natural resources and enhancing people’s well-
being, which corresponds to the three sustainability pillars of
enhancing economic prosperity, strengthening environ-
mental protection, and ensuring social advancement. Fur-
thermore, in 2014, the Chinese government fully
implemented an action plan for air and water pollution
prevention and drafted strategies for eliminating soil con-
tamination. The current 13" Five-Year Plan also covers
actions and plans for resource preservation. At the 19th
Communist Party Congress, China declared its commitment
to pursue a model of sustainable development and to
maintaining green GDP growth, through upgrading in-
dustrial structures, improving production, and ensuring
better living standards and a healthy ecological environ-
ment. Sustainability in resource-based cities should be
achieved through an integrated progress involving all three
aspects of socioeconomic and environmental development
and green GDP growth. This will allow for improved,

protected, and optimized use of the natural environment as
well as the improvement of people’s lives in an ecologically
civilized society.

A necessary condition to achieve sustainable develop-
ment is the decoupling between GDP growth and natural
resource consumption [23]. The intensity of natural resource
exploitation combined with poor technology and manage-
ment has caused severe environmental degradation and
ecological damage in China, particularly in its resource-
based cities. These problems are magnified by the fast urban
development and industrialization in all resource-based
cities. Previous research on the sustainability of resource-
based cities in Northeastern China indicates a declining
overall trend: while the sustainability of the economic
subsystem increased, that of the environmental subsystem
decreased and the social system remained stable [24]. There
appear to remain significant decoupling challenges.

2.2. Life Cycle Theory. Unlike other human settlements,
resource-based cities go through a distinctive life cycle
[6, 8, 25]. Lucas [26] described their development as a four-
stage life cycle covering construction, development, trans-
formation, and maturity. Given the end-of-life possibility,
two additional stages were added later by Bradbury and
St-Martin [27], namely, decline and closure (see Fig-
ure 1). At the construction stage, the exploitation of
resources is at a small scale and the level of economic
growth is slow due to limited resources being available
during industrial development, and therefore, the eco-
logical footprint is relatively good. During the growth
stage, labor and capital are heavily invested, and the
economy grows quickly due to the fast development of
resources industries; however, there is progressive eco-
logical deterioration. After a longer period of growth, the
development of resource-based cities would face issues
characteristic of the whole resource market with less
exploitative reserves available and fluctuating demand.
Because of unstable profits, enterprises would feel more
competition pressure, and consequently, some would
start to consider transforming their operations, and
therefore, the city would enter the transformation stage.

There are two different paths after the transformation
stage. On the one hand, the successfully transformed cities
enter into a mature stage, changing their single-industry
structure into a comprehensive industrial system. As a
result, they are on a new track towards a cleaner ecological
environment with less environmental pollution due to
better prevention and control measures and less reliance
on natural resources. On the other hand, the cities which
are not able to transform successfully enter a decline stage
where their economy quickly deteriorates, their pop-
ulation decreases because labour and capital move to new
locations, and environmental pollution decreases,
allowing the natural environment to gradually recover.
Eventually, resource-based cities will enter into a closing
stage because of declining industries and society should
return to its state before resource exploitation and de-
velopment [6].
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2.3. Classification and Sample Selection. In this study, “re-
sources” refer to nonrenewable resources which are
extracted and processed. When the natural reserves are
exhausted, they become difficult to access or economically
unviable, and the related resource industries would also
decline. The definition of a resource-based city is one based
on natural resources and resource industries. These cities
have resource exploitation and related industries as eco-
nomic pillars, which directly support a large labor force
employed directly and indirectly for the resource industries.

From a development perspective, a city’s prospects de-
pend on the richness of natural resources and their ex-
ploitation. Resources may be found first and then a city
developed, or the other way around—a city is developed and
resources are discovered later [28]. In both cases, the dis-
covery and utilization of resources play an important role in
local development. Resources include not only oil, coal,
ferrous and nonferrous metals, and mining reserves, but also
forests, water, or other biological and environmental assets
[23]. A city’s resource utilization is important, including its
eco-efficiency, as that is the link between environmental
costs and environmental impacts for economic activities
[29] and eco-industrial chains allowing a better resource
utilization [30]. On the other hand, from a functional
perspective, with resource commodities being the major
local output, a city’s function becomes the provision of these
products to other places in the country.

According to the 2013-2020 National Resource-based
Sustainable Urban Development Plan [18], there are 262
resource-based cities in China, 126 of which are at a pre-
fecture level and the other 100 at a county level. The pre-
fecture-level resource-based cities can be classified according
to the dominant major industry as oil- and gas-based, metal-
based, coal-based, and forest- and other resource-based (see
Table 1). Furthermore, these cities can be categorized
according to their life cycle stage, namely, developing,
transforming, mature, and declining (see Table 1 and also
Figure 1). This classification however does not provide any
insights about the environmental performance of the re-
source-based cities and in particular, about their eco-
efficiency. The analysis to follow is based on 115 of the
126 prefecture-level resource-based cities with 11 large

Mathematical Problems in Engineering

prefectures (in italics in Table 1) excluded because of data
unavailability.

Because the data cannot be obtained, we put 11 resource-
based cities aside, which include Haixi Mongol and Tibetan
Autonomous Prefecture, Altay Prefecture, Qiannan Buyei
and Miao Autonomous Prefecture, Chuxiong Yi Autono-
mous Prefecture, Qianxinan Buyei and Miao Autonomous
Prefecture, Ngawa Tibetan and Qiang Autonomous Pre-
fecture, Bayingolin Mongol Autonomous Prefecture, Yan-
bian Korean Autonomous Prefecture, Puer, Liangshan Yi
Autonomous Prefecture, and Da Hinggan Ling Prefecture;
all of them are minority autonomous regions. Then, we have
studied 115 resource-based cities in China.

3. Methodology

This study evaluates the eco-efficiency of the selected 115
resource-based cities by calculating the decoupling elasticity
between GDP and pollutant discharge based on a fuzzy
comprehensive analysis model of the eco-efficiency evalu-
ation theory and Tapio’s decoupling index. Eco-efficiency
evaluation is one of the most important methods for
assessing decoupling trends for sustainable development. All
definitions include balancing the use of resources and en-
vironmental impact with human demands, expressed as the
ratio between economic value added and added environ-
mental impact. The Organization for Economic Co-opera-
tion and Development (OECD) defined eco-efficiency as
“the efficiency with which ecological resources are used to
meet human demands” [26]. According to the World
Business Council for Sustainable Development, this is a
management philosophy for environmental improvements
leading to economic benefits. In other words, more human
demands are met with less stress on the environment with
environmental impacts and resource use kept within Earth’s
bearable level.

Decoupling describes the relationship between two
upward curves—of economic growth and of the utilization
of resources or environmental impacts. In environmental
studies, decoupling assessment is used to measure the link
between environmental pressure and GDP growth [33, 34].
A decoupling index represents the changing rate of an
environmental indicator over the changing rate of an eco-
nomic indicator. If the former is not growing with economic
growth, the trend is considered decoupling [35, 36].

3.1. Two Decoupling Indexes. In order to assess the decou-
pling trends of China’s resource-based cities, the indicator
chosen is the separation degree between the environmental
indicator curve and the economic indicator curve [32]. Two
decoupling indexes are used, namely, the OECD decoupling
index [37] and the decoupling elasticity index [38].

According to the OECD [39], the decoupling index is the
separation degree between the environmental pressure (EP)
and the development momentum (DM):

(EP/DM)beginning

(EP/DM) M

decoupling index =
end



Mathematical Problems in Engineering

TaBLE 1: Classification of selected 126 resource-based cities at prefecture level in China.

Oil and gas [13] Metal [26] Coal [47] Forest and others [27]
Shuozhou
Songyuan Hulun Buir
Yan’an Hezhou Zl?arjt(c);g
Qingyang Liupanshui Xianyang Nanchong
Developing [22] Longnan Wuwei Yulin Biiie [2]
Haixi Mongol and Tibetan Altay Prefecture Chuxion Y?Autonomous )
Autonomous Prefecture [4] Qiannan Buyei and Miao f’refecture
Autonomous Prefecture [6] Qianxinan Buyei and Miao
Autonomous Prefecture [9]
Huludao
Tangshan
Baotou
Anshan
. . Tonghua Sugqian
?;r;]Il sforming N Eanlllm 2] Ma’anshan Xuzhou [1] Linyi
anyang Zibo Lijiang [3]
Luoyang
Zhangye
Ngawa Tibetan and Qiang
Autonomous Prefecture [11]
Zhangjiakou C}hengde
. . Jinzhong
Xingtai 1
Jilin
Datong
Yangquan Suzhou
Benxi Changzhi Mudanjiang
’ Huzhou
Longyan Jincheng
Bozhou
Ganzhou Linfen Chuzh
Laiwu Xinzhou o
Chizhou
Ezhou Yuncheng
. . Xuancheng
Daqing Hengyang Lvliang Nanping
Dongying Handan Chifeng Sanmin
Baoshan Chenzhou Heihe . .
Mature [66] .. Yichun (Jiangxi
Karamay Shaoyang Jixi Province)
Bayingolin Mongol Loudi Huainan Jinin
Autonomous Prefecture [5] Hechi Hebie Taiaf
Panzhihua Pingdingshan Sanmenxia
Dazhou Guangyuan Yun fux
Ya’an Guang’an .
. Baise
Baoji Anshun Zigon
Jinchang [17] Qujing Lifcang
Weinan &
Pingliang . Puer .
Yanbian Korean Autonomous Au toﬁ;j:fiwgrg}éc ture
Prefecture [24]
(18]
Wuhai
Fuxin
Fushun
Liaoyuan
Yichun (Heilongjiang
Tonglin Province)
Xirglyug Hegang Baishan
Declining [25] Puyang [1] Huangshi Shuangohan Da Hen Ting
]Sgiliziqiu[zi; Huaibei Prefecture [3]
& Zaozhuang
Pingxiang
Jiaozuo
Luzhou
Tongchuan

Shizuishan [16]

Note: the number in parentheses is the quantity of the city, and the cities written in italics cannot be studied because of data lacking.



Environmental pressure can be represented by energy
consumption, greenhouse gas emissions, and pollution in-
dicators while development momentum is represented with
GDP. The decoupling is breaking the link between “envi-
ronmental bads” and “economic goods” [39], hence between
growth in environmental pressure and the generation of
economic benefits and services [37, 40]. Decoupling is
considered to occur when the GDP growth rate is higher
than environmental damage over a certain period [2].

Alternatively, according to Tapio [34], the decoupling
elasticity index is the changing rate of an environmental
indicator over the changing rate of economic development
calculated according to the following equation:

AEI/EI

—moeny | 2
AGDP/GDP

decoupling elasticity index (DEI) =
where AEI/EI is an environmental indicator’s change rate
and AGDP/GDP is the change rate of GDP. Using the
decoupling elasticity index, Tapio divides the relationship
between environmental pollution and GDP growth into 8
types: strong positive decoupling, expansive weak decou-
pling, declining strong coupling, expansive coupling, de-
clining coupling, expansive strong coupling, declining weak
decoupling, and strong negative decoupling [40, 41] (see
Table 2).

In Tapio’s decoupling elasticity model, data for the start
and end year of the time period are used to calculate the
index, which does not show annual trends. Due to the wide
yearly fluctuation of pollution in the Chinese cities, Tapio’s
model does not properly represent the real decoupling re-
lationship between economic growth and environmental
degradation [39]. According to the observation of the GDP,
INS, INW, and SO, data of resource-based cities, it is found
that the annual data fluctuate greatly. For example, consider
two randomly selected cities—Karamay and Tangshan.
Karamay is located in the Xinjiang Uygur Autonomous
Region of China in the northwest areas and is a mature oil
and gas resource-based city. Tangshan is located in Hebei
Province, which is a metal resource-based city in the stage of
transformation. They are both typical resource-based cities
in China.

Karamay would show strong positive decoupling be-
tween GDP and industrial soot emissions only if the start
and end of the 2004-2017 period are used (see Figure 2).
However, due to considerable volatility in the data for in-
dustrial soot emissions, the real decoupling trend with GDP
over the entire sample period is difficult to estimate. Sim-
ilarly, for Tangshan, if only the start and end year of the
2004-2017 period are used, the city would also show a strong
positive decoupling between GDP and industrial soot
emissions (see Figure 3). In fact, a strong positive decoupling
was observed only from 2003 to 2010. Furthermore, Tapio’s
eight decoupling trends (shown in Table 2) are not suitable
for Chinese resource-based cities which experience fast
economic growth.

3.2. Eco-Efficiency of China’s Resource-Based Cities. This
study adopts both the OECD decoupling index and Tapio’s
decoupling elasticity index, but also includes the middle year
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variations to establish a new evaluation model for calculating
the eco-efficiency of the resource-based cities (see equation

(3)):

AEP/EP _ (EP, - EP,_,)/EP,_

= , (t=1,2,...,n).
AED/ED _ (ED, - ED, ,)/ED, ,

(3)

DElgpgp is the decoupling elasticity between environ-
mental pressure and economic growth; EP, is the envi-
ronmental pressure in year t of the study period; EP,_, is the
environmental pressure in year t — 1 of the study period; ED,
is the economic growth in year t of the study period; ED,_, is
the economic growth in year t-1 of the study period.

Environmental pressure (EP) is represented by industrial
wastewater (INW) discharge, industrial SO,, and industrial
soot emissions (INS) while economic development is rep-
resented by GDP growth.

In recent years, China is suffering from serious pollution,
including air pollution, water pollution, and soil pollution.
The pollution sources mainly come from domestic waste and
industrial pollutants. While the high pollution industries of
resource exploitation and resource and primary processing
are the main industries of China’s resource-based cities,
industrial pollution is the main source of pollution in re-
source-based cities. In these pollutions, industrial soot, in-
dustrial wastewater, and SO, are the main pollutants that
cause air pollution, water pollution, and soil pollution, so the
3 indicators of INS, INW, and SO, have been selected to
represent environmental pressure.

Table 2 shows Tapio’s decoupling-elastic model, which is
suitable for evaluating the decoupling of economy and
environment in mature economies. Because the value range
of each stage is narrow in 8 decoupling trends of Tapio’s
model, meanwhile the trends of economic development and
environmental degradation are relatively flat in mature
economies, the narrower value interval can reflect the dif-
ference among trends [6]. While resource-based cities
GDP increase rapidly with environmental deteriorating
severely, then the narrower numerical area is not enough
to show the decoupling trends between economy and
environment [7]. Tables 3 is obtained based on Table 2,
Figure 2 and 3.

Taking into consideration economic growth, environ-
mental degradation, and decoupling indexes, the decoupling
trends are categorized into five levels, namely, excellent, very
good, satisfactory, poor, and unsatisfactory (see Table 3 and
Figure 4). The decoupling trends are then evaluated using
the fuzzy comprehensive evaluation method.

DEIEP,ED =

4. Empirical Results

The evaluation method is presented first using the illustrative
example of Karamay. This is followed by the full sample
results. There are 38 resource-based cities with data available
for 2003-2014, 76 with data for 2004-2017, and one (Bijie)
with data only for 2011 to 2017. This should not affect the
evaluation results as yearly evaluations are used.
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TaBLE 2: Tapio’s evaluation of eco-efficiency.

Decoupling trend AEI/EI AGDP/GDP DEI Trends
Strong positive decoupling <0 >0 <0 GDP grows while pollution decreases
Expansive weak decoupling >0 >0 0-0.8 GDP grows while pollution increases slowly
Declining strong decoupling <0 <0 >1.2 GDP declines slowly while pollution decreases quickly
Expansive coupling >0 >0 0.8-1.2 GDP grows while pollution increases
Declining coupling <0 <0 0.8-1.2 GDP declines while pollution decreases
Expansive negative decoupling >0 >0 >1.2 GDP grows slowly while pollution increases dramatically
Declining negative decoupling <0 <0 0--0.8 GDP decreases quickly while pollution decreases slowly
Strong negative decoupling >0 <0 <0 GDP declines while pollution increases
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TaBLE 3: Evaluation of eco-efficiency.

Decoupling trends AEP AED DEI Level

Trends

Strong positive

decoupling <0 >0

<-0.5 A: excellent

Economic growth increases while pollution decreases at a rate not less

than half the rate of economic growth

Weak positive

decoupling <0 >0

B: very good

Economic growth increases while pollution decreases at a rate less than

half the rate of economic growth

Expansive decoupling >0 >0  <I
C: satisfactory
Declining decoupling <0 <0 >1.2

Economic growth increases while pollution increases at a rate not higher

than the rate of economic growth

Economic growth decreases while pollution decreases at a rate more

than 1.2 times the rate of economic growth

Expansive negative
decoupling
Declining negative
decoupling

>0 >0 >1
D: poor
<0 <0 <1.2

Economic growth increases while pollution increases at a rate higher

than the rate of economic growth

Economic growth decreases while pollution decreases at a rate less than

1.2 times the rate of economic growth

Strong negative

decoupling 70 <0 <0

E: unsatisfactory

Economic growth decreases while pollution increases

Slope 1.2

Slope 1

v

ED

Slope -0.5

FiGure 4: Evaluation areas of resource-based cities’ eco-efficiencies.

4.1. llustrative Calculation for Karamay. The following four
steps are used for the evaluation model:

Stepl: data processing—data for GDP, INW, SO,, and
INS from 2004 to 2017 (14 years) are used for Karamay.

Step 2: evaluating yearly indexes according to equation
(3), divided into three pollutants:

(INW, - INW,_, )/INW,_,
(GDP, - GDP,_,)/GDP,_,’

(SOZt B SOZt—l )/SO%_I

: 4
(GDP, - GDP,_,)/GDP, “

(INS, - INS,_,)/INS,_;
(GDP, - GDP,_,)/GDP,_;’

Table 4 presents the calculation results for Karamay.

Step 3: evaluating according to the maximum sub-
ordinate degree principle, AEP, AED, and DEI are
calculated and the eco-efliciency level is assigned by a
computer program. The evaluation level is assigned
based on the highest frequency level; if there are
several similar frequency levels, the lowest eco-effi-
ciency is assigned. Table 5 shows the eco-efliciency
levels by pollutants for Karamay. As there are 9
records of “A,” 8 of “B,” 10 of “C,” 7 of “D,” and 5 of
“E,” according to the maximum subordinate degree
principle, the comprehensive evaluation level for
Karamay is “C.”

4.2. Full Sample Results. Figure 5 shows the combined
evaluation outcomes for all 115 cities by pollutants. The DEIs
for industrial wastewater and industrial SO, are moderate,
while that for industrial soot is even better. Table 6 presents
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TaBLE 4: Data of Karamay.
Year AGDP AINW ASO, AINS AINW/AGDP ASO,/AGDP AINS/AGDP
2005 0.3022 —-0.0558 0.0696 —0.6489 —-0.1847 0.2302 —-2.1470
2006 0.2269 —-0.1060 -0.0315 -0.0192 —0.4670 —-0.1390 —0.0846
2007 0.0885 0.0194 -0.0240 —-0.1621 0.2187 -0.2714 -1.8322
2008 0.2836 —-0.0106 0.0034 —-0.2412 —-0.0375 0.0119 —-0.8504
2009 -0.2736 -0.0870 0.8359 0.6629 0.3180 -3.0551 —2.4228
2010 0.4811 0.1238 —-0.1999 0.3085 0.2572 —-0.4156 0.6413
2011 0.1270 0.0633 0.4227 -0.3730 0.4984 3.3286 -2.9377
2012 0.0113 0.0351 -0.0116 2.1462 3.1214 -1.0295 190.7563
2013 0.0523 1.7694 -0.1436 —0.5685 33.8288 —2.7459 —-10.8681
2014 —-0.0064 -0.6161 -0.1510 —-0.1194 96.6737 23.7013 18.7408
2015 —-0.2575 -0.2201 —-0.2778 0.13296 0.85496 1.07889 —-0.5164
2016 —-0.0134 0.06033 -0.3581 0.19886 —4.5043 26.7310 —14.847
2017 0.2432 —-0.1001 —0.4418 —-0.5340 —-0.4115 -1.8170 —-2.2206
Data source: calculated from the originally collected data from the Development Research Centre Net (DRCNET, 2017), http://www.drcnet.com.cn/www/
integrated/#.
TaBLE 5: Evaluation of Karamay.
Year INW SO, INS
2005 B C A
2006 B B B
2007 C B A
2008 B C A
2009 D E E
2010 C B C
2011 C D A
2012 D A D
2013 D A A
2014 C C C
2015 D D E
2016 E C E DEI-INW DEI-SO, DEI-INS
2017 B A A = A D
=B mE

the eco-efficiency evaluation results for each of the 115
resource-based cites while the map on Figure 6 shows their
geographical location.

The eco-efficiency assessment shows that overall, there
are 30 level A, 10 level B, 39 level C, 34 level D, and 2 level E
cities (see Figure 7). There were several provinces with
relatively low eco-efficiencies. Heilongjiang and Jilin prov-
inces in Northeast China had no level A or B cities but two
level E cities and the others at C or below. Hebei, Henan,
Sichuan, Hunan, Hubei, and the Inner Mongolia Autono-
mous Region also had low eco-efficiencies with six cities at
level D and one at level C. Jiangxi, Guizhou, and Guangxi
were also not performing well.

4.3. Results by Commodity Type. Figure 8 and Table 7 show
the distribution of the evaluation results according to re-
source types. Level A cities account for the highest per-
centage in the coal-based cities which is equal to that of level
C cities. The coal cities also have overall the highest share of
excellent and good eco-efficiencies. Level C cities also
represent the highest percentage in oil and gas and forest and
other categories while level D cities are the highest in metal-
based resource-based cities. The two level E cities belong,
respectively, to the coal and forest and other group. Overall,

m C
Figure 5: Evaluation of DEI of INW, SO,, and INS.

there is no significant difference among different commodity
types. This suggests that the challenges for resource-based
cities are not affected by the different price performance of
different commodities.

Among the 115 resource-based cities, environmental
pollution is most serious among oil and gas resource-based
cities, with 90% of the cities being at levels C, D, and E. The
forest and other resource-based cities are performing better
in pollution control with nearly 60% of them being at levels
C, D, and E. The coal and metal-based cities account for less
cities at levels C, D, and E, 57% and 56%, respectively.

4.4. Results by Life Cycle Type. The results presented in
Figure 9 and Table 8 show the distribution of the eco-effi-
ciencies according to life cycle stages of the resource-based
cities. Level A cities represent the highest percentage in the
transforming cities which indicates that there are efforts to
decrease the environmental impacts of economic activities.
There are no level E cities in the two categories of developing
and transforming cities, but this unsatisfactory eco-
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TaBLE 6: Evaluated eco-efficiencies of the 115 resource-based Chinese cities.
No. City Level No. City Level No. City Level
1 Anshan D 40 Hulun Buir C 79 Sanming C
2 Anshun D 41 Huzhou C 80 Shaoguan A
3 Baise D 42 Jiaozuo A 81 Shaoyang A
4 Baishan A 43 Jilin E 82 Shizuishan B
5 Baiyin A 44 Jinchang D 83 Shuangyashan C
6 Baoji B 45 Jincheng B 84 Shuozhou C
7 Baoshan C 46 Jingdezhen C 85 Songyuan C
8 Baotou A 47 Jining D 86 Sugian C
9 Benxi A 48 Jinzhong D 87 Suzhou B
10 Bijie D 49 Jixi C 88 Taian C
11 Bozhou D 50 Karamay C 89 Tangshan A
12 Changzhi C 51 Laiwu D 90 Tongchuan B
13 Chengde D 52 Liaoyuan C 91 Tonghua D
14 Chenzhou C 53 Lijiang C 92 Tongling B
15 Chifeng B 54 Lincang C 93 Weinan A
16 Chizhou D 55 Linfen A 94 Wuhai C
17 Chuzhou C 56 Linyi D 95 Wuwei D
18 Daqing C 57 Liupanshui B 96 Xianyang A
19 Datong A 58 Longnan D 97 Xingtai A
20 Dazhou A 59 Longyan D 98 Xinyu D
21 Dongying D 60 Loudi C 99 Xinzhou D
22 Erdos A 61 Luoyang A 100 Xuancheng A
23 Ezhou B 62 Luzhou A 101 Xuzhou A
24 Fushun A 63 Lvliang C 102 Ya’an D
25 Fuxin D 64 Ma’anshan C 103 Yan’an C
26 Ganzhou D 65 Mudanjiang D 104 Yangquan A
27 Guang’an D 66 Nanchong A 105 Yichun (Heilongjiang Province) C
28 Guangyuan A 67 Nanping C 106 Yichun (Jiangxi Province) C
29 Handan C 68 Nanyang A 107 Yulin C
30 Hebei C 69 Panjin C 108 Yuncheng A
31 Hechi D 70 Panzhihua C 109 Yunfu C
32 Hegang C 71 Pingdingshan C 110 Zaozhuang D
33 Heihe D 72 Pingliang D 111 Zhangjiakou A
34 Hengyang B 73 Pingxiang D 112 Zhangye D
35 Hezhou C 74 Puyang D 113 Zhaotong D
36 Huaibei C 75 Qingyang D 114 Zibo D
37 Huainan C 76 Qitaihe E 115 Zigong A
38 Huangshi A 77 Qujing A
39 Huludao A 78 Sanmenxia C

Data source: calculated from the originally collected data from the Development Research Centre Net (DRCNET, 2017), http://www.drcnet.com.cn/www/

integrated/#.

efficiency is demonstrated in the group of mature and even
stronger among declining cities. Level C cities dominate
developing and mature cities. The declining group is quite
interesting as overall it has the highest share of excellent (A)
and very good (B) eco-efficiency but also the highest number
of cities with only satisfactory eco-efficiency. This could be
interpreted as indicating that unless concerted efforts are
made early in the life cycle of resource-based cities to
conserve the natural resources on which they depend, eco-
efficiency comes a stage when the environmental damage,
including resource depletion, becomes irreversible. The
improved eco-efficiency is not capable of stopping the
overall decline.

Table 8 shows that, among the resource-based cities
classified by life cycle, the cities in the developing stage have
encountered the most serious ecological problems with 73%
of such cities falling in categories C, D, and E. However, the

transforming, mature, and declining cities are performing
better with 60%, 68%, and 25% of cities falling in C, D, and E,
respectively. Although the declining cities show the positive
decoupling trend, there is a need for local governments to
formulate proper strategies of transformation to revitalize
their cities” economy.

5. Discussion

There are many factors influencing the evaluation results.
The data analysis showed that from the perspective of city
types, in coal-based cities, the decoupling between INW
discharge and GDP was large while the decoupling between
GDP and SO, or INS was smaller. The decoupling of en-
vironmental discharge and economic growth may be caused
by the fast growth of coal production in the 2000s and
increases in coal prices. The relatively better performance of
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FIGURE 6: Location of the evaluated Chinese resource-based cities.
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FIGURE 7: Eco-efficiency distribution of the 115 evaluated Chinese
resource-based cities.

wastewater compared to SO, and INS is likely due to im-
proved regulations about INW discharge during the sample
period. On the other hand, SO,- and INS-related regulations
were enforced before the sample period and there were no
significant changes in both technology and policy envi-
ronment. Therefore, the trend is stable.

In oil resource-based cities, GDP was increasing rela-
tively slowly and the increase in pollution discharge was also
small. A possible explanation is that oil-based cities faced the

60

Oil and gas Metal Coal Forest and others
mA D

= B m E

m C

F1GURE 8: Eco-efficiency evaluation results by resource type (%).

threat of resource depletion accompanied by decreasing
resource exploitation. Most oil-producing cities, except
those in Xinjiang, are no longer able to sustain their
production.

Prior to 2010, GDP was growing quickly in metal-based
cites while the pollution growth rate was lower than that of
GDP. After 2010, the pollution growth rate decreased and
was accompanied by decreased GDP growth rate. In addi-
tion, before 2010, the industries of the steel-based cites were
booming, but after 2010 with the slowing of national
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TaBLE 7: Eco-efficiency evaluation results by resource type.

Number A B C D E Total

Oil- and gas-based cities 1 0 5 4 0 10

Metal-based cities 10 5 7 12 0 34

Coal-based cities 15 4 15 9 1 44

Forest and other resource-based cities 4 1 12 9 1 27

Total 30 10 39 34 2 115
45

Developing ~ Transforming Mature Declining
A D

m B mE

m C

FIGURE 9: Eco-efficiency evaluation results by life cycle stage type (%).

TaBLE 8: Eco-efficiency evaluation results by life cycle stage type.

Number A B C D E Total
Developing cities 3 1 6 5 0 15
Transforming cities 6 0 4 5 0 15
Mature cities 14 6 22 19 1 62
Declining cities 7 3 7 5 1 23
Total 30 10 39 34 2 115

economic growth, the industries which required large
amounts of steel such as construction have been developing
slowly. As a consequence, the GDP and pollution growth
rates started to slow down.

In the forest and other resource-based cites, the GDP
growth rate was relatively slow and the decoupling rate
between GDP and pollution emission rates was also small.
This was due to a lack of significant changes in either
technology or regulation.

From a regional perspective, in the resource-based
cities of Northeast China (Heilongjiang, Liaoning, and
Jilin) and in Southwest China (Yunnan, Guizhou, Sichuan,
and Guangxi) as well as in Shanxi Province, the GDP
growth rate was relatively slower and their pollution
emissions were decreased quickly. Moreover, in North
China (Hebei and Mongolia) and Central China (Henan,
Wuhan, Hunan, and Anhui), the GDP of the resource-
based cities was increasing relatively fast; however, the
pollution emission rate was lower than the GDP growth
rate. In East China (Jiangsu, Zhejiang, and Jiangxi) and

Mathematical Problems in Engineering

South China (Fujian and Guangdong), the resource-based
cities experienced the fastest GDP growth rates and their
pollution emissions were generally decreasing. Overall,
East China presents the most desirable case of decoupling,
which is likely due to technology progress allowing the
economy to grow with less environmental damage. The
decoupling in Northeast and Southwest China is also ac-
ceptable, even at the cost of lower economic growth. The
North China pattern however needs to be monitored as
environmental deterioration may continue with economic
growth.

6. Conclusion and Policy Implications

This paper quantitatively assesses the decoupling between
economic growth and environmental degradation in 115
Chinese resource-based prefectural level cities using an
innovative method to calculate eco-efliciencies. The results
suggest that, among the 115 resourced-based cities, 30 level
A cities are performing well in decoupling between eco-
nomic growth and environmental degradation, and the
performance of 10 cities of level B has been slightly im-
proved. However, 39 cities of level C have just maintained
the decoupling and 36 cities of level D have been performing
in deteriorating rate, particularly with last 2 cities of levelE
being deteriorating seriously. The results indicate that about
one-third of these cities fall in level D or E, which indicates
unsustainable development. Moreover, there are very dif-
ferent decoupling levels among the cities located in different
regions of the country. The extensive environmental deg-
radation in China’s resource-based cities has been accom-
panied by fast economic expansion. Yet, it is encouraging to
see that the Chinese government is currently taking strict
measures to protect resources and the natural environment.
The imbalance in resource-based cities’ decoupling trends
should be able to allow the poorly performing cities to search
for more development opportunities.

In order to protect the natural environment, there is an
urgent need for the resource-based cities to decouple GDP
growth from environmental degradation. Achieving sus-
tainability in the resource-based cities should be taken from
a concept to proper engagement with weakening the link
between GDP growth and environmental degradation. This
is essential for their future [38]. There is a need to summarise
the key experiences from those cities, who have achieved
levels A and B, and lessons from those who failed into levels
D and E. Such a share of knowledge might help resource-
based in China and the rest of the world to achieve sus-
tainable development.

In addition, the urban transition and environmental
performance of Chinese resource-based cities are not equally
smooth [1, 37]. For the cities with fast GDP growth, it is
harder to achieve a high decoupling level. As suggested by
Mao [41] and Ru et al. [12], the urban transformation should
be achieved through enhancing technology innovation,
improving resource utilization, and upgrading the industrial
structure, particularly in the cities in North and West China
and this will help them increase their competitiveness. Local
leaders should support green investment and encourage
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industries to increase their eco-efficiency and avoid resource
waste and utilization [42]. Most importantly, local gov-
ernments need to take effective actions to achieve a balanced
future development for resource-based cities, including
improving local resource utilization and promoting the
circular and green economies as the key solutions [12].

The extend of the decoupling between economic growth
and environmental degradation changes considerably with
different macroeconomic circumstances and policy adjust-
ments as well as depending on local government efforts, the
types of resources exploited, resource management abilities,
and anticorruption and environmental regulation policies.
This study believes that improving eco-efficiency and
choosing the economically desired level of environmental
and resource management as suggested by Schaltegger and
Synnestvedt [31] can effectively enhance sustainability. This
is particularly important for achieving a more effective
decoupling and a more balanced development of the re-
source-based cities in China.
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The rapid growth of mobile television (TV), smart TV, and Internet Protocol Television (IPTV) content due to the convergence of
broadcasting and the Internet requires effective reccommendation methods to select appropriate TV programs/channels. Many
previous methods have been proposed to address this issue. However, imperative factors such as the utilization of personality traits
and social properties to recommend programs for TV viewers remain a challenge. Consequently, in this paper, we propose a
recommender algorithm called Recommendation of Programs via Personality and Social Awareness (ROPPSA) for TV viewers.
ROPPSA utilizes normalization and folksonomy procedures to generate group recommendations for TV viewers who have
common similarities in terms of personality traits and tie strength with a Target TV Viewer (TTV). Therefore, ROPPSA improves
TV viewer cold-start and data sparsity situations by utilizing their personality traits and tie strengths. We conducted extensive
experiments on a relevant dataset using standard evaluation metrics to substantiate our ROPPSA recommendation method.
Results of our experimentation procedure depict the advantage, recommendation accuracy, and outperformance of ROPPSA in
comparison with other contemporary methods in terms of precision, recall, f~-measure (F1), and arithmetic mean (AM).

1. Introduction

Globally, recent decades have witnessed the emergence of
novel challenges regarding television (TV) content con-
sumption. TVs are machine screens that broadcast signals
and convert them into multimedia pictures and sounds for
educational and entertainment purposes. The evident con-
vergence of Internet and broadcasting has paved the way for
the proliferation of different TV technologies such as In-
ternet Protocol TV (IPTV), mobile TV, and smart TV which
can be viewed on multiscreen and device ecosystems [1-6].
In particular, the content of mobile TV is watched through
mobile phones and smartphones, which makes them digi-
tally ubiquitous.

Additionally, online social networking sites such as
Facebook, Netflix, YouTube, and Twitter have com-
plemented TV viewing experience by creating a large
number of multiscreen applications [1-3]. Internationally,
due to habit changes in accordance with diversification of

TV content, active viewers experience difficult times de-
ciding which programs to watch among thousands of
channels as shown in Figure 1. Such situations create dif-
ficulty for TV producers to predict viewers’ interests and
preferences in certain circumstances [1-6].

Consequently, the identification and selection of TV
programs/channels have improved over the years. Electronic
Program Guides (EPGs) have become available and more
appropriate to use in comparison to historical and tradi-
tional methods such as browsing printed program guides
and channel surfing [8-11]. Intelligent personalization
techniques and systems can be innovatively utilized to
significantly improve the effectiveness of searching and
retrieving TV programs of interest.

Many researchers such as [1-6, 8-11] have utilized
traditional recommender systems and techniques such as
hybrid filtering (HF), collaborative filtering (CF), and
content-based filtering (CBF) as shown in Table 1 to ac-
complish the task of searching, retrieving, and suggesting the


mailto:yawasabere2005@yahoo.com
https://orcid.org/0000-0003-4908-8528
https://orcid.org/0000-0003-1838-0155
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/1971286

Digital TV channels |

2R

Thousands Analogue TV channels |
of TV
con.tents IPTV channels
available

V viewer

Terrestrial channels |

Figure 1: TV viewers often get confused with modern TV
technologies.

right TV programs (items) for viewers through different
recommender systems. Contextual information such as
location, time, and physical conditions has also been applied
in different recommendation scenarios [12].

Unfortunately, although the burden of information
overload related to program consumption by TV viewers has
been tackled to some extent, most of these existing per-
sonalized TV systems (e.g., [8-11]) did not exploit real-time
social features/properties and personality traits of TV
viewers to predict TV program interests/preferences. The
incorporation of social (tie strength) and personality (traits)
factors can help reduce the challenges of data sparsity (users
rating a small proportion of items out of a larger number of
available items) [13] and cold-start problems (new user and
new item problems) [14] in TV recommender systems in
order to significantly improve recommendation accuracy
and quality of TV programs for viewers.

Consequently, this paper employs two main concepts,
namely, personality and social properties/characteristics of
TV users to generate effective and reliable group recom-
mendations relating to TV program content. Social prop-
erties such as tie strength, closeness centrality, and degree
centrality have been proved in literature [15-21] as very
effective and important entities in social recommender
systems. For instance, social ties and network centrality
measures between attendees of a smart conference have
positively been utilized to generate recommendations re-
garding conference attendees [15, 16], scholarly research
papers [17, 18], and conference session venues [19-22].

Furthermore, some researchers who have worked on cold-
start challenges in recommender systems [14, 23, 24] employed
a wide variety of user profiles to generate recommendations
without considering the personality of both new and existing
users in different domains. Research has shown that personality
is a stable and measurable psychological construct which can be
used to explain various human behaviours using some traits
[25]. This means that the concept of personality is capable of
providing rich information. Moreover, Hu and Pu [26] proved
that personality is the main and persistent factor which reflects
the interests of people and predicts their behaviors. For ex-
ample, the utilization of personality profiles can both provide
recommendations for decision support and effectively solve
cold-start issues [15, 16]. Therefore, it is appropriate to adopt
new users’ personality as their profiles [15, 16, 25, 26] to carry
out a deeper study on TV program recommendations for
viewers.

In order to decipher the enumerated research problem
above, we propose a recommender algorithm called
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Recommendation of Programs via Personality and Social
Awareness (ROPPSA) for TV viewers. Specifically, ROPPSA
utilizes normalization and folksonomy procedures to gen-
erate recommendations for TV viewers in groups that have
strong similarities in terms of personality traits and tie
strength with a Target TV Viewer (TTV). ROPPSA considers
different sources of information including (i) personal (TV
program interests of viewers), (ii) social (tie strengths be-
tween a TTV and TV viewers), and (iii) user personality
traits between a TTV and TV viewers.

1.1. Contributions. The main contributions in this work are
summarized as follows:

(i) In our proposed recommendation method, we
consider the social properties and personality traits
of users by computing tie strengths and personality
similarities between a TTV and TV viewers.

(ii) Our recommendation method uses personality
rating similarities coupled with a normalization
procedure to generate reliable groups for person-
ality group recommendations. Furthermore, our
recommendation method utilizes the idea of tie
strength computations and folksonomies to gen-
erate  reliable groups for social group
recommendations.

(iii) The recommendation methodology developed in
this paper reduces cold-start and data sparsity and is
favourable for improving the social and personality
awareness of smart and mobile TV viewers.

(iv) Our proposed algorithm enables effective and re-
liable group recommendations of TV programs to
TV viewers who have high tie strength and similar
personalities with a TTV based on TV program
interests.

(v) Finally, our ROPPSA recommendation approach is
evaluated and validated through an experimenta-
tion procedure, which utilized a relevant dataset for
an experimental comparison with other contem-
porary recommendation techniques methods.

1.2. Structure of the Paper. The rest of this paper is organized
as follows. Section 2 discusses related work. Section 3 de-
scribes our proposed ROPPSA recommender algorithm and
model. Section 4 presents our experimentation procedure
and results to show the effectiveness of our proposed
ROPPSA method. Finally, Section 5 concludes this paper.

2. Related Studies

This section presents associated studies and literature re-
lating to our study. We focus on related work pertaining to
(i) personalized TV program recommender systems, (ii)
social group TV recommender systems, and (iii) personality
group recommender systems.



Mathematical Problems in Engineering

TaBLE 1: Categories of traditional recommender systems.

Recommender Brief description
system
CBF The CBF procedure involves the utilization of related content information with items and users. In CBF,
recommendation of new items to a user involves matching content with items known to be of interest to the user [7]
CF Using a rating process, the CF method is based on the notion that a user would usually be interested in items
preferred by other users with similar interests [7]
HE HF merges CF and CBF as well as other recommender algorithms/systems to reduce challenges such as data sparsity

and cold-start [7]

2.1. Personalized TV Recommender Systems. Globally, alot of
researchers have made considerable efforts to develop ef-
fective personalized TV program recommender systems. A
brief report of such related studies is presented as follows.

Krstic and Bjelica [27] designed a personalized TV
program guide that employs a one-class classifier tool with
an autoencoder neural network. Similarly, Martinez et al. [9]
proposed a personalized TV program recommender system
called queveo.tv, which hybridizes collaborative filtering and
content filtering.

Furthermore, Kim et al. [1] generated personalized TV
program recommendations for a target user by utilizing CF
to propose a TV program recommender algorithm. Through
genre and similar channel preferences, a rank model was
employed to generate TV program recommendations in [1].
Similar to [1], Pyo et al. [2] used sequential pattern mining
such as viewing time and watching length of each TV
program to develop an automatic recommender algorithm
for personalized TV program scheduling.

Kwon and Hong [28] employed memory-based CF to
propose a personalized program recommender algorithm
for smart TVs. The proposed method in [28] improved
recommendation performance of EPGs and smart TV
recommender applications. Similar to [28], Song et al. [6]
presented a novel solution for content recommendation
through the customization of IPTV content in accordance
with current user context and environment, thereby en-
suring better user experience.

The fundamental concept of group recommendation
tries to maximize the group satisfaction function, which is
generally based on periodically repeating recommendations
or a partial satisfaction function after the sequence of items
[29]. Kim et al. [30] proposed a TV program recommen-
dation method by merging multiple preferences. They used
channels and genres of programs as features for their rec-
ommendation method. Similarly, Chaudhry et al. [31]
considered a heterogeneous information network environ-
ment and proposed to extract the heterogeneous relation-
ship information between the target viewer and different TV
programs following different metapaths, to deliver good
quality recommendation using the implicit feedback history
data of the viewer.

2.2. Social Group TV Recommender Systems. Social TV is
defined as a social media service whereby TV users share
familiarities about TV programs in a social network that they
are viewing [3, 32]. Effective social TV service is typically

provided by considering two technicalities: (i) how to create
social TV communities by grouping similar TV users? and
(ii) how to recommend TV programs based on group and
personal interests for personalizing TV? [3].

As a consequence of the above, Pyo et al. [3] employed
two Latent Dirichlet Allocations (LDAs) and proposed a
unified topic model, which recommends TV programs as a
social TV service based on grouping similar TV users.
Similar to [3], Wang et al. [33] established a group pref-
erence model by evaluating the external followees’ impact on
group interest using external experts’ guidance for social TV
group recommendation. Similar to [3, 33], Shin and Woo
[34] proposed a socially aware TV program recommender
for several viewers based on individual and group interests.
In order to achieve this task, the authors merged user profiles
by combining their common interests to generate social TV
recommendations.

Shepstone et al. [35] presented a recommendation
method which describes how audio analysis of age and
gender in a group of TV viewers can be used to generate
recommendations of TV programs for the group. Similarly,
based on TV content and semantic reasoning techniques,
Sotelo et al. [36] presented a method of TV program rec-
ommendation for groups of people.

2.3. Personality Group Recommender Systems. As a result of
the fact that most methods model real-life conditions in
group recommendation, the need for personality detection
in a group is tremendously important [29]. In relation to
personality inclusion in recommender systems, various
types have been extensively proposed in [37-42].

In terms of personality group recommendations, Qui-
jano-Sachnez et al. [43] described some new concepts of
enhancing recommendations to people in different groups.
Their approach maximized global group satisfaction by
considering social associations and personality among each
group. Similarly, Quijano-Sachnez et al. [44] ensured
agreements within a group by defining alliances through
personality and trust.

Similar to [43, 44], Quijano-Sachnez et al. [45] utilized
three imperative features: past memory, trust, and per-
sonality to generate group recommendations. Similar to
[45], Quijano-Sachnez et al. [46] proposed an entrusting-
based recommendation method, which includes an
analysis of personality in conflict situations and group
characteristics such as size, structure, and trust between
group members.



Recio-Garcia et al. [47] presented an innovative method
of generating recommendations to groups based on CF and
group personality composition. Similarly, through the uti-
lization of personality and trust, Recio-Garcia et al. [48]
proposed a Decision Support System for groups of people,
where each user entrusts an agent that represents his/her
interests. In order to generate personality group recom-
mendations, Prada et al. [49] introduced diversity in the
behaviour of social agents through a computational model of
personality based on the Five-Factor Model (FFM).

In comparison with the existing TV program recom-
mendation methods described above, our proposed ROP-
PSA method exhibits novelty and advantage of integrating
social and personality awareness through the respective
computations of tie strengths and personality similarities of
TV users (TTV and other TV viewers) in order to establish
strong ties and highly similar personalities between them for
effective TV program recommendations.

Our method paves the way for TV users with strong ties
(social relationships) and similar personalities to be grouped
so that similar TV viewer groups are recommended similar
TV programs as a result of their relationships and corre-
spondences with one another. Consequently, personalized
TV program recommendations are possible with the similar
TV user groups related to social and personality awareness.

The fundamental recommendation process of ROPPSA
is illustrated in Figure 2. Figure 2 involves TV viewers,
various recommendation entities, and personality and social
group recommendations of TV programs. The integration of
individual user profiles represents a possible solution for
recommending TV programs to multiple viewers. This
process is referred to as group modeling or group recom-
mendation [31].

To the best of our knowledge and with reference to the
literature above, this is the first time tie strength and per-
sonality traits are being utilized to generate group recom-
mendations for TV viewers.

In the next section, we present details on the design of
our proposed ROPPSA recommendation method for TV
viewers/users. Specifically, personality traits for TV rec-
ommendation are not available in the literature. This reason
further corroborates our innovative objectives for proposing
ROPPSA as a recommendation method for TV viewers in
our society.

3. Algorithmic Design of ROPPSA

In this section, we present the fundamental concept and
architecture of ROPPSA. Figure 3 illustrates that our
ROPPSA recommendation model generates both social
group and personality group TV program recommendations
through initial computations of tie strengths and personality
similarities among mobile TV viewers, respectively.
Referring to Figure 3, the TV Viewer Crawler (TVC)
collects and sends personality trait ratings of individual TV
viewers to the Group Profile Organizer (GPO). The GPO is
responsible for creating group profiles in accordance with
personality trait ratings and interests of participants using a
normalization procedure. The Similarity Profiler (SP)
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FiGUre 3: ROPPSA recommendation model.

computes similarities of personality trait ratings between the
Target TV Viewer (TTV) and the created personality group
profiles (pgp,) in order to generate reliable and efficient
personality group recommendations of TV programs based
on the interests of the TTV.

The Tie Strength Manager (TSM) computes the contact
frequencies and durations between the TTV and other TV
viewers so that in accordance with their tie strengths, the
Folksonomy Group Profiler (FGP) allocates groups for wider
coverages of reliable and efficient social group recommen-
dations based on program interests of the TTV.

The program interests of smart and mobile TV viewers
can vary at any time as a result of modifications in TV
schedules of a particular broadcasting station. Due to such
variations, the recommendation process in ROPPSA de-
pends on both mobile and smart TV viewer profiles in the
current viewer situation. Due to the fact that ROPPSA
operates on smart and mobile TVs, ROPPSA requires
standard mobile and smart TVs with integrated operating
systems, Internet, and web 2.0 features which use a web
browser as a client supported by a programming language.
We elaborate further on our ROPPSA recommendation
framework below.
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3.1. Capturing TV Program Preferences in ROPPSA. As stated
earlier, in order to determine TV program preferences of TV
viewers, ROPPSA initially utilizes and computes similar
personalities between a TTV and other (grouped) TV
viewers for its personality group recommendation service.
Consequently, ROPPSA employs an explicit approach that
allows TV viewers to input specific personality trait ratings
from 1 to 5 using the Big Five Personality Traits (BFPT) [25].
BFPT consists of the following:

(i) Extraversion: talkative, outgoing, energetic asser-
tive, etc.

(ii) Agreeableness: trusting, sympathetic, forgiving,
generous, kind, appreciative, etc.

(iii) Openness: wide interests, innovative insightful,
imaginative, curious, artistic, etc.

(iv) Conscientiousness: responsible, thorough, reliable,
planful, organized, efficient, etc.

(v) Neuroticism (emotional stability): worrying, unsta-
ble, touchy, tense, self-pitying, anxious, etc.

ROPPSA further employs and computes tie strengths
between a TTV and other (grouped) TV viewers (using their
contact durations and frequencies) for its social group
recommendation service.

3.2. Personality Group Profiling. Recommendation to groups
usually involves the application of precise and appropriate
characteristics in order to develop a compromise for dif-
ferent group semantics that validate disagreements and
agreements among users [31, 44]. We organize our per-
sonality group profiling process illustrated in Figure 4 by
adopting the arrangement of group recommendation in CF
presented by Bobadilla et al. [7] and Asabere et al. [17].
Figure 4 demonstrates how our recommendation method
combines TV viewer data and obtains data involving groups
of TV viewers in four different steps.

The personality profiles of users (TV viewers) define
their interests in terms of TV programs. Consequently,
group profiles define common features used by individual
TV viewers. We conformed to group profiling of individual
TV viewers, by adopting the socially aware TV program
recommender method used in [34]. As a consequence, we
initially combine TV viewer profiles based on their per-
sonality trait ratings. The personality trait ratings of TV
viewers are further arranged into groups by the GPO due to
the fact that they have different traits and ratings.

As shown in Figure 4, the rating matrix of personality
trait ratings by TV viewers is verified by TV, in step 1. In
steps 2 and 3, GPO generates neighbourhood intersections
and group prediction phase (normalization), based on
similar personality traits rated by TV viewers using (1). In
the last step, SP decides which TV programs to recommend
and generates a personality group recommendation based
on the personality similarity between a TTV and the created
personality group profiles (pgpy,).

Consequently, it is imperative to compute the weighted
average associated with each personality trait rating using
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FIGURE 4: Personality group profiling and organization of TV
viewers.

(2). This computation describes the program preferences of
the TV viewers in order for the GPO to create a preference
model for generating each group profile. As shown in
Figure 4, GPO utilizes the K-nearest neighbour methodology
by identifying unique personality trait ratings of TV viewers
and categorizing them as a group [17, 31, 34]. Therefore, TV
viewers with similar personality trait ratings are classified as
nearest neighbours and grouped together.

Personality trait ratings of TV viewers are done on a scale
of 1-5, where 1 and 5 are the lowest and the highest
preference ratings, respectively. Let the TV program pref-
erences of each group profile be PGP = {pgp1, pgp>, pgps» - -»
pgpp}- The normalization process by GPO interconnects
common neighbours and predicts different groups of TV
viewers [17, 18]:

(TVmax — TVmin) x TVb

norm TV, =TV PR PR
max min

(1)

min T

We employ (1) to compute the normalized (1) values of
personality trait ratings which have been rated differently by
different TV viewers. In (1), TV, ;, denotes individual per-
sonality trait ratings of the TV viewers, for a particular
personality trait, where a is the notation for a particular TV
viewer and b is his/her rating for a particular personality
trait. The precise maximum and minimum ratings of the TV
viewers for a particular personality trait are, respectively,
represented as TV, ., and TV,;,. In addition, PR, and
PR,in represent the overall highest and lowest personality
trait ratings in the experimental dataset. It must be em-
phasized that, in (1), PR, and PR;,, are, respectively, equal
to 5 and 1, representing the highest and lowest possible
personality trait ratings in the dataset [17, 18]:

a=1

NTV

TV
paps = > norm_TVa)b. )



In (2), the values attained from (1) are totaled and di-
vided by the number of TV viewers (NTV) who allotted
ratings to a particular personality trait. Consequently,
through (2), we compute and attain an average normalized
value which designates the creation and allocation of a group
profile for particular TV viewers. The TV viewers are al-
located into their respective group profiles if their rating for
a particular personality trait is greater than or equal to the
corresponding average normalized value (pgp,) of their
group [17, 18].

With reference to Table 2, we demonstrate an example of
our group profiling and normalization technique. In Table 2,
there are four TV viewers with different personality trait
ratings. For instance, in order to generate a group profile for
the personality trait “Openness,” the first step of our pro-
posed recommender algorithm is to count the number of
available ratings related to “Openness.” Table 2 shows that
there are four different ratings associated with “Openness”
rated by each of the four TV viewers.

The normalized value of TV,’s annotation on “Open-
ness” with a rating of 3 is computed as follows:

(4-2)x3 6
- =

24—=35. (3)

AV,3=2
norm_TV _; s 1

Similarly, the normalized value of TV,’s annotation on
“Openness” with a rating of 2 is computed as follows:
(4-2)x2 _ 4

+-=23. (4)

norm_TV,, =2+
’ 5-1 4

Furthermore, the normalized value of TV_’s annotation
on Openness to experience with a rating of 4 is computed as
follows:

(4-2)x4 8

24+-—=4. (5

norm_TV , =2+
’ 5-1 4

Additionally, the normalized value of TV,’s annotation
on Openness to experience with a rating of 2 is computed as
follows:

4-2)x2 4
“-2x2_,

+-=3. (6)

norm TV ,, =2+
a2 5-1 4

Consequently, the creation of a personality group profile
(pgpy) for the personality trait “Openness” in Table 2 is
computed as follows:

Yy norm-TV,, 35+3+4+3

a=1

NTV 4

pgpy = 34, (1)

The above normalization and personality group profiling
approach in our proposed ROPPSA recommendation model
illustrates that allocation of TV viewers to a personality
group profile associated with “Openness” ratings should be
assigned to TV viewers with ratings of 3.4 or above. This
implies that, as per the data on Table 2, only two TV viewers,
namely, TV, and TV,, can be assigned to that particular
personality group profile for personality group recom-
mendation of TV programs.

We employ equation (8) to determine the Personality
Similarity (PSim) Score between TTV and pgpy, i.e., PSim
(TTV, pgpp). In (3), TTV and pgp,, are represented by a and b,
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TaBLE 2: Normalization and personality group profiling process.

TV viewers Personality traits Ratings (1-5)

vl

Extroversion
Agreeableness
TV, Openness
Conscientiousness
Neuroticism

Extroversion
Agreeableness
TV, Openness
Conscientiousness
Neuroticism

Extroversion
Agreeableness
TV, Openness
Conscientiousness
Neuroticism

Extroversion
Agreeableness
TV, Openness
Conscientiousness
Neuroticism

NN R U= = RN WU W NN NN W W

respectively. The average of all personality trait ratings of a
and b is symbolized by P,and P,, respectively. Additionally,
the personality trait ratings of a and b with one of the
personality traits x are denoted by P, , and P, ,, respectively
[15, 16, 26]:

erX(Pa,x - Fa)(Pb,x - Fb)
\/ZxéX(Pa,x - Pa)\/erX(Pb,x - pb)

Our algorithm utilizes and returns a PSim Score between
-1 and 1, where 1 indicates that TTV and pgp,, have pre-
cisely the same or quite similar ratings and —1 denotes
otherwise [15, 16, 26]. As a result of the fact that our rec-
ommender algorithm generates multiple personality group
profiles for recommendation of TV programs, it loops
through different TTV and pgp, transactions in accordance
with the dataset using (8). Furthermore, with reference to the
range for PSim Scores during experimentation, we set a
threshold « in (9) for PSim computations between TTV and
pgpy as follows:

PSim(a,b) =

(8)

PSim(TTV, pgp,) = a. (9)

3.3. Tie Strength. In a social network, tie strength is defined
as the extent to which users are close to each other in terms
of social/collaborative relations. A high tie strength normally
depicts strong social relations such as friendship and fa-
miliarities among users in a social network. Users in a social
network with low tie strengths have weaker relationships in
terms of closeness. In order to acquire essential and im-
portant information from users in a social network, the
concept of ties represents a major channel for collaboration
and communication. Ties establish communication links in
a social network, thereby improving and providing key
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elements for social cooperation and collaboration among
users [15-21].

The concept of social ties/tie strength has been applied in
different socially aware recommender algorithms and
techniques [15-21]. Available evidence in the literature
shows that these algorithms have performed considerably
well in the alleviation of issues regarding cold-start and data
sparsity as well as improved social recommendation accu-
racy [15-21]. Using the following equation, we measure and
evaluate the tie strength between TTV and another TV
viewer, TV,

frrvav, ; dTTV,TVa. (10)

Tie_Strength ¢y 1y (£) =

In (10), frrv.Tva is the social contact frequency between
TTV and TV, in the time frame Tand d7rv v, is their social
contact duration within the same time frame T.

3.4. Social Group-Tie Profile Generation. The expansion of
different social network communities substantiates inno-
vative procedures and arrangements regarding the impor-
tant role of self-organization principles. In the scope of this
paper, we are interested in an algorithm which involves
sharing of social resources, through the usage of a knowledge
demonstration process called folksonomy [17, 50].

In order to generate social tie-group profiles in our
ROPPSA recommendation model, we initially utilize the
concept of folksonomies by connecting a TTV to other TV
viewers in the dataset. In this paper, a folksonomy can
turther be described as a hypergraph G=[TTV, TV, H],
where TTV represents Target TV Viewers, TV represents
other TV viewers, and H = [hy, hy, hs, - - -, h,,] denotes the set
of hyperedges which only exist among the nodes (TV
viewers) in different sets [17, 50].

With reference to Figure 5, a TTV is connected to dif-
terent TV viewers through hyperedges h; and h,, respec-
tively. TV viewers TV, TV,, TV,, and TV, are connected to
the TTV through hyperedge h;. Furthermore, TV viewers
TV, TV TV ;, and TV}, are connected to the TTV through
hyperedge h,. We employ (10) to compute the tie strengths
between TTV and all other TV viewers connected to
hyperedges h; and h,. After computing the tie strengths, we
utilize (11) to compute a threshold for the social tie-group
profile (stgp;,) which is connected through hyperedge h;:

sum of Tie_Strengths (11)

9P = umber of Tie_Strengths’

Using a time frame (T) of 660 minutes, we present an
example of our social tie-group profile generation process in
Table 3 and further explain how (10) and (11) are applied to
generate social group recommendations for TV viewers.

Table 3 depicts the computation of tie strengths between
TTV and other TV viewers using (10) which applies re-
spective contact durations and frequencies. A close view of
Table 3 depicts the tie strength for each computation of the
TTV and other TV viewers. We employ (11) to compute the
threshold of the social tie-group profile for the tie strength
displayed in Table 3 as follows:

7
TV, v, TV, o TV,
TTV
h strZ;egth ha &
e v, b TV,

Group predictions via
tie strength threshold

TV, by

Social tie-group profile

B

TV,
TV, TV,

FIGURE 5: Social tie-group profiling and organization of TV
viewers.
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Stgptv =
(12)

The above social tie-group profiling approach in our
proposed ROPPSA recommendation model demonstrates
that the allocation of TV viewers to a social tie-group profile
based on tie strength should be allotted to TV viewers who
have a tie strength of 0.3 or above with a TTV. This implies
that, as per the data on Table 3, only four TV viewers,
namely, TV, TV,, TV, and TV, can be assigned in that
particular social tie-group profile to generate a social group
recommendation of TV programs. This is depicted in the
connections of hyperedge h; in Figure 5.

3.5. ROPPSA Recommender Algorithm. Our proposed
ROPPSA recommender algorithm (Algorithm 1) displays
the required inputs and outputs for personality and social
group recommendation procedures. Variables in our rec-
ommender algorithm are declared in steps 2-4. In step 5,
unique personality groups are identified. Steps 6-12 com-
pute normalized personality groups using (1) and (2) and
allocate TV viewers to their corresponding groups. Using
(8), steps 13-16 compute the personality trait similarity
between TTV’s and personality group profiles (pgp,,) in order
to recommend TV programs to personality group profiles
based on personality trait similarity threshold utilized
through (9).

Similarly, steps 18-22 compute the tie strength between
TTVs and TV viewers using (10) and allocate TV viewers
into social tie-group profiles using (11) as a threshold for
social group recommendation of TV programs.

4. ROPPSA Experimentation Procedure

This section demonstrates our experimentation procedure
for the evaluation of ROPPSA. Using an extended version of
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TaBLE 3: Social tie-group profiling process.
Target TV Viewer TV viewers Contact duration Contact frequency Tie strength
TV, 5 7 0.6
TV, 3 6 0.6
TV, 3 5 0.3
TV, 2 4 0.1
v TV, 2 3 0.2
TV, 2 4 0.2
TVg 2 6 0.3
TV, 2 5 0.2
the ATU dataset utilized in [21], we present our experi- 1400 1246
mental results in comparison with other existing and rele- » 1200 -
vant methods. g
£ 1000 -
> 800 6.
&
4.1. Experimental Dataset. In order to substantiate the o 600F 477
procedure of our proposed recommender algorithm B 400 b 53 291 4y3
(ROPPSA), it was imperative that we utilize precise and Z 200 - 108
relevant data for our experimentation process. Therefore, as 0
stated above, we utilized and extended version of the Accra 1 2 3 4 5 6 7
Technical University (ATU) dataset published in [21]. The Contact frequency for tie strength
ATU dataset in [21] needed to be extended because it did not
. . . . . . FIGURE 6: ATU dataset—contact frequency trends.
contain personality trait ratings required for the experi-
mentation in this paper. Consequently, we gathered more
user, tie strength, and personality trait data from ATU 500 - 471
students which we represented as TV viewers. Data were 450 |-
gathered from students in Higher National Diploma (HND) L, 400 - 370 405
Marketing (n=2864), HND Computer Science (n=720), § 350 L
and HND Building Technology (n=812). £ 300 L 299 301
Therefore, the ATU dataset utilized in this paper con- & 250 1 229 254
tains a total of 4396 TV viewers (2421 males representing K 500 181
55.07% and 1975 females representing 44.93%). Tie strength é i 165 145
details of the ATU dataset utilized in this paper are illus- > 150 126 124 104
trated in Figures 6 and 7. 100 61 61
The personality data gathered in our ATU dataset in- 0 1
volved personality trait ratings by the ATU students (des- 0
ignated as TV viewers) in the dataset. Among the BFPT, > 1011520 25 30 3,5 40 4? 5055 60 6.5 7075 80
students rated each personality traits using a scale of 1 to 5. Contact duration for tie strength (mins.)
The total number of personality ratings for all the traits FIGURE 7: ATU dataset—contact duration trends.
combined in the ATU dataset is 22,541. Figure 8 illustrates
the personality trait data utilized in our ATU dataset for
experimentation.
Additionally, in order to ensure and substantiate rec- 2000
ommendation accuracy in our experimentation procedure, 2
we gathered TV program interests of TV viewers in ac- 5 1500
cordance with the following: movie/TV series—Horror, ;
Action, Comedy, Adventure, and Drama; sports/game- ; 1000
s—Football, Basketball, Hockey, Boxing, and Athletics. Ta- B
bles 4 and 5 illustrate data regarding TV program interests of g 00
TV viewers in the ATU dataset in accordance with their 2
0

ratings.

In relation to the ATU dataset, the total time frame (T)
which is 1140 minutes utilized in [21] remained the same.
Consequently, using (10), we computed Tie_Strengthyry 1v,(f) =
(80x 7)/1440 and achieved a result of 0.5 as the maximum
(highest) Social Contact Score (SCS) between a TTV and other
TV viewers for positive and effective social recommendations

1 2 3 4 5
Personality trait ratings (1-5)
m Extraversion B Agreeableness
m Conscientiousness B Neuroticism
m Openness

FiGure 8: ATU dataset—personality data.
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Input:

Target TV Viewer (TTV)

TV viewers (TV;)

Personality trait ratings of TTV and TV;

Tie strengths of TTV and TV,

Output:

TTV personality and social group recommendations for TV
(1) procedure Personality and Social (Group) Recommendation of TV programs
(2) //Declare and Initialize Variables
(3) a and b //integer variables
(4)  personality_group_threshold, PSim_threshold and tie_strength_group_thresh; //floating variables
(5) Identify unique personality trait ratings and classify as group
(6) //Compute normalized values of personality groups using (1) and (2)

(7) //Allocate TV viewers to respective groups
(8) for every TV viewer do

(10) Allocate TV viewer[a] in pgp[b];
(11) end if
(12)  end for

(23) end procedure

9) if (TV viewer[a].Rating > personality_group_threshold) then

(13) //Compute PSim of TTV and pgp,, using (8) and (9)

(14) if (PSsim (TTV, pgpy) > PSim_threshold then
5) recommend TTV’s TV programs to pgpy;
(16) end if
(17) for every TV viewer do
(18) Compute tie_strength between TTV and TV, using (10) and (11)
(19)  if (Tie_Strength (TTV, TV,) >tie_strength_group_thresh) then
(20) Allocate TV viewer[a] in stgp[b] and recommend
TTV’s TV programs to stgpy;
(21) end if
(22)  end for

ALGORITHM 1: ROPPSA pseudocode for personality and social group recommendations.

TaBLE 4: ATU dataset—movie/TV series program ratings.

Ratings (1-5)

Category ) 5 3 4 s
Horror 1890 2139 85 170 112
Comedy 167 1941 2039 146 1941
Action 114 108 1951 148 2075
Adventure 120 1477 525 1702 572
Drama 164 1805 129 2007 291
Total ratings 2456 7472 4732 4177 4996

[15-21]. In ROPSAA, the quality of social group recommen-
dations for TV viewers is determined through the corresponding
level of tie strength computation a TTV has with a social tie
group.

Through the utilization of (11) in accordance with the
ATU dataset, more effective social group recommendations
in terms of quality and accuracy were generated with SCSs
between 0.3 and 0.5. Therefore, the priority TV program
recommendation list for a particular social contact group
was established based on computed recommendation values
that fell within this threshold. However, SCSs which fell out
of the above threshold were considered as unsuccessful TV
program recommendations. Consequently, we experimen-
tally established 0.1 < SCS < 0.5 as the range for TV program

recommendation based on social contact (relations) and
assigned a social group recommendation threshold of
0.3-0.5 in accordance with the dataset.

Typically, the computation of Rating Similarity Scores
(RSSs) between two users/products is between —1 and 1. A
value of 0 indicates that there is no association between two
users or variables [51]. Consequently, using (8), we exper-
imentally established 0.6 <RSS<1 as the range for TV
program recommendation based on personality traits and
assigned a personality group recommendation threshold of
0.8-1 using (9) according to the ATU dataset for successful
recommendations in terms of prediction accuracy. Con-
versely, computed RSSs which fell out of the above
threshold were considered as unsuccessful TV program
recommendations.

4.2. Experimentation Setup and Evaluation Metrics. In our
experimentation setup, we utilize a cross-validation tech-
nique to evaluate ROPPSA by initially partitioning our ATU
dataset in training (80%) and test (20%) sets. The evaluation
metrics employed in our experimentation of ROPPSA in the
case of personality group recommendations focused on
prediction accuracy. Therefore, we utilized root mean square
error (RMSE), mean absolute error (MAE), and normalized
mean absolute error (NMAE) in this regard. Lower values of
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RMSE, MAE, and NMAE corroborate better performance.

RSME is defined as follows [7]:

\/ZPRMJE},R(“((FRW - ﬁu,i)z. (13)
PR

RMSE =

test l

Additionally, MAE is defined as follows:

MAE = ZPRW» PRu,i - ﬁu,i|
|PRtest|

) (14)

where | PR, | denotes the number of personality trait ratings
in the test set. PR, ; and PR,,;, respectively, represent the real
and prediction values of the personality rating in |PR,.|. As
a result of the fact that different recommender systems/al-
gorithms may use different numerical scales, we employed
NMAE in our experiments to ensure that experimental
errors can be fully expressed on a normalized scale. We
therefore used (15) to compute NMAE. In (15), PR, and
PR, are denoted as the upper and lower limits of user
personality trait ratings in our ATU dataset, respectively.
Consequently, in accordance with our ATU dataset,
PR,.x=5 and PR, =1 [7]:
NMAE MAE (15)
P Rmax -P Rmin
In relation to social group recommendations, we focused
on recommendation quality and therefore employed accu-
racy, recall, and f-measure (F1). Higher values of accuracy
(A), recall (R), and F1 substantiate better performance. We
employed (16) to compute the preciseness of a recommender
algorithm by utilizing the accuracy metric as follows [7]:

_ Num(N,tv)

Num(TV) (16)

Additionally, we utilized the recall metric to measure
coverage of all good and successful TV programs using the
following equation [7]:

_ Num (N, tv)

Num (tv) (17)

In (16) and (17), Num (N, tv) represents the number of
relevant TV programs in the TV recommendation list for
social group recommendation, Num (TV) in (16) denotes
the number of all TV program recommendations and Num
(tv) in (17) denotes TV programs that are relevant to a
particular social group. Furthermore, in order to substan-
tiate the results obtained through (16) and (17), we com-
puted F1 using the following equation [7]:

pp = 2XAXR (18)
A+R

4.2.1. Baseline Methods for Comparison. As a result of the
fact that ROPPSA generates two main types of recom-
mendations, namely, personality and social group recom-
mendations, it was imperative to employ relevant methods
for experimental comparison. Consequently, in order to
validate our recommendation results in this paper, we

Mathematical Problems in Engineering

compare ROPPSA to the following relevant methods de-
scribed below.

In relation to personality group recommendations for
TV programs, we utilized the work done by Kim et al. [30]
and Chaudhry et al. [31] and represented them as T1 and 72,
respectively, for comparison in our experiments. Both T1
and T2 are relevant personalized group TV recommendation
methods which involved similar approaches of combining/
merging individual user profiles/models to select TV pro-
grams to suit groups of TV viewers.

Furthermore, in relation to social group recommenda-
tions for TV programs, we exploited the work presented by
Shin and Woo [34] and Wang et al. [33]. We represented
them as T3 and T4, respectively, for comparison in our
experiments. Both T3 and T4 are relevant social group TV
recommendation methods which involved similar ap-
proaches regarding the establishment of group preference
profiles/models from individual TV viewer profiles which
relate to common social similarity and interests in terms of
TV programs. The main goal of our experimentation pro-
cedure was to verify the effectiveness of ROPPSA and im-
prove recommendation accuracy by alleviating issues of data
sparsity and cold-start in TV program recommendation. The
experimental results below present evidence on how the
above goals were achieved.

4.3. Experimental Results and Analysis. In order to evaluate
the experimental results effectively, we validated our ex-
perimentation procedure by answering the following
questions:

(i) In comparison with T1, T2, T3, and T4, what was the
overall assessment of ROPPSA in terms of TV
program recommendation?

(ii) During our experimentation procedure, was there a
reduction of cold-start and data sparsity in ROPPSA,
compared to T1 and T2 for personality TV program
group recommendations and 73 and T4 for social
TV program group recommendations?

In terms of personality group recommendations, we
utilized RMSE, MAE, and NMAE to evaluate ROPPSA based
on the computations and measurements of similar per-
sonalities between a TTV and groups of TV viewers as
described above.

As shown in Figure 9, at the maximum Rating Similarity
Score (RSS) of 1.0, ROPPSA attained the lowest MAE (0.763)
in comparison with that of T2 (0.824) and T1 (0.937).
Similarly, in Figure 10, at the maximum RSS of 1.0, ROPPSA
achieved the lowest NMAE (0.190) in comparison with T2
(0.205) and T1 (0.234). Furthermore, the RMSE value of
ROPPSA in Figure 11 is 0.759 at an RSS of 1.0, in comparison
with T2 (0.820) and T1 (0.933). Subsequent results of MAE,
MMAE, and RMSE in Figures 9-11 corroborate the effec-
tiveness of ROPPSA.

Table 6 summarizes the performance comparisons of the
above recommendation methods on the ATU dataset in
terms of MAE and RMSE, respectively. The experimental
results show that ROPPSA outperforms T1 and T2 in terms
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FIGURE 9: MAE performance on the ATU dataset.
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FiGure 10: NMAE performance on the ATU dataset.
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FIGURE 11: RSME performance on the ATU dataset.

TaBLE 5: ATU dataset—sports TV program ratings.

Rati 1-5
Category atings (1-5)

1 2 3 4 5
Football 1975 0 0 0 2421
Basketball 1381 594 2421 0 594
Hockey 2978 108 570 148 592
Boxing 1381 0 594 1483 938
Athletics 1381 2077 0 938 0

Total ratings 9097 2781 3588 2573 4550

of MAE and RMSE. This is because the use of personality
trait information improves recommendation accuracy and
performance by compelling TV viewers to be more similar in
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terms of personality. It can also be observed that T2 and
ROPPSA outperform T1 in terms of RMSE and MAE due to
the same utilization of personality information. This further
proves and substantiates the necessity and effectiveness of
integrating personality information into TV program rec-
ommendation methods for performance improvement.

The experimental results in Table 6 and Figures 9-11
reveal that the use of personality as a TV program rec-
ommendation entity for TV viewers can help to further
improve prediction accuracy by determining more similar
group TV viewers because direct personality information
expresses similarities between TV viewers’ program interests
to some extent.

In our experimentation analysis, Figure 12 shows that at
the maximum threshold value for social contact (0.5),
ROPPSA achieved the highest accuracy value (0.237) when
compared with T3 (0.177) and T4 (0.062). ROPPSA therefore
generated more effective and successful TV program rec-
ommendations (high accuracy) than T3 and T4.

Higher recall specifies that a recommender algorithm
returned the most relevant and effective results (TV rec-
ommendations) and exhibited minimal false-negative er-
rors. According to Figure 13, the recall values of ROPPSA are
higher than those of T3 and T4. Specifically, at the highest
Social Contact Score of 0.5, ROPPSA achieved a higher recall
(0.778) than T3 (0.569) and T4 (0.515). Therefore, ROPPSA
outperformed T3 and T4 in terms of recall and hence
generated more relevant and successful social group rec-
ommendation of TV programs (high recall).

In order to verify the transparency and authenticity of
our experimental results for accuracy and recall in Fig-
ures 12 and 13, we computed F1 using (18). A critical view
of Figure 14 shows that ROPPSA attained higher results
(0.363) in terms of F1 in comparison with T3 (0.269) and
T4 (0.112). This correspondence is due to the efficacy of
information retrieval with respect to how ROPPSA devoted
more importance to both accuracy and recall in terms of
social group TV program recommendation. Furthermore,
the positive transparency of F1 in social group recom-
mendations is due to the outperformance of ROPPSA in
accuracy and recall evaluation metrics in comparison with
T3 and T4.

Additionally, in relation to the arithmetic mean (AM)
results of accuracy and recall using (19), ROPPSA achieved
higher results in comparison with T3 and T4. As shown in
Table 7 and Figure 15, in terms of social group recom-
mendation, at the highest tie strength (0.5), we attained AM
results of 0.507, 0.373, and 0.289 for ROPPSA, T3, and T4,
respectively:

AM:%X(A+R). (19)

Our approach proves that the AM results attained for
ROPPSA were the highest in comparison with the F1
(harmonic mean) results, which accordingly corroborates
that AM should always be higher than harmonic mean
regarding the retrieval effectiveness of a recommender
system/algorithm [52].
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FIGURE 12: Performance evaluation for accuracy on the ATU
dataset.
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FI1GURE 13: Performance evaluation for recall on the ATU dataset.
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FIGURE 14: Performance evaluation for f-measure (F1) on the ATU
dataset.

TaBLE 6: RSME and MAE performance on the ATU dataset.

MAE performance RMSE performance

PSim

12 ROPPSA T1 12 ROPPSA T1
0.8 0.696 0.669 0.830  0.690 0.665 0.826
0.9 0.823 0.745 0.953  0.819 0.741 0.949
1.0 0.824 0.763 0.937  0.820 0.759 0.933

4.4. Summary of Experimental Results. In summary, it can be
verified from Figures 9-15, as well as Tables 6 and 7, that
ROPPSA reliably attained more favourable results in all the
utilized evaluation metrics. This observation indicates that
our approach is more suitable and robust due to its capability
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TaBLE 7: Experimental comparison of AM and FI.

Method Highest SCS  Accuracy Recall AM F1

T3 0.5 0.177 0.569  0.373  0.269
ROPPSA 0.5 0.237 0.778 0.507 0.363
T4 0.5 0.062 0.515 0.289 0.112

s
=
=1
B
=
2
k3t
g
k=
i=
<
0.1 0.2 0.3 0.4 0.5
Social contact score
m ROPPSA
m 73
m T4

FiGUre 15: Performance evaluation for arithmetic mean (AM) on
the ATU dataset.

to make use of tie strengths and personality trait ratings of
TV viewers. Consequently, in comparison with the baseline
methods, ROPPSA alleviated the challenges of cold-start and
data sparsity due to the unlimited utilization of both per-
sonality and social features of TV viewers.

Our proposed ROPPSA recommender algorithm out-
performed both T1 and T2 as well as 73 and T4 in terms of
personality and social group recommendations, respectively.
This exemplifies the importance of personality group profile
normalization and social group relationships/influences in
generating effective and efficient TV program recommen-
dations for TV viewers.

5. Discussion and Concluding Remarks

With reference to our research findings and our proposed
recommendation method (ROPPSA), it is extremely im-
portant and vital to note that, globally, the data protection
law of every nation has an objective to protect individuals’
fundamental rights to privacy and the protection of their
personal data [53, 54]. Ghiglieri et al. [54] undertook an
online survey which involved 200 participants to determine
whether consumers were aware of smart TV-related privacy
risks. The main findings in Ghiglieri et al. [54] depicted that
generally participants are unwilling to disconnect the In-
ternet from their smart TVs because they value the smart
TV’s Internet functionality more than their privacy [54].
In Germany, a sectoral investigation was upgraded into a
concrete policy guidance for smart TV stakeholder/users in
relation to privacy/data issues of television services in the
nation’s ecosystem. Additionally, the Netherlands has re-
cently witnessed the implementation/enactment of three
enforcement actions by the Dutch Data Protection Au-
thority against leading providers of interactive television
services [53]. These examples corroborate that the effective
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implementation of our proposed ROPPSA method should be
done in cognizance with the Data Protection Act/law of
respective nations and such acts/laws should have content
relating to privacy/personal data of smart TV stakeholder/
users [53, 54].

Most existing TV program recommendation methods
disregard the fact that people often exhibit similar personality
traits and tie strengths in terms of different program interests or
preferences. In this paper, we proposed an innovative recom-
mendation method called ROPPSA for TV recommendation in
social and personality groups. ROPPSA generates similar per-
sonalities and tie strengths among TTVs and TV viewers for
improving group recommendation accuracy using two different
procedures. We carried out an extensive experimentation
procedure using a relevant ATU dataset. Experimental results
show that our proposed ROPPSA method outperformed other
relevant TV program recommendation methods in terms of
recommendation accuracy and other utilized metrics.

In future, it is our aim to explore more social-based
patterns pertaining to TV program recommendation by
applying other social property features involving network
centrality measures. Consequently, relevant TV viewers in
such a method will be determined by analyzing their in-
formation pertaining to network centrality.
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Supplementary Materials

The dataset utilized in this research article involves relevant
data collected from students in Accra Technical University
(ATU), Ghana, and is an extension from a dataset used
in [1]. Data were gathered from students in Higher National
Diploma (HND) Marketing (n=2864), HND Computer
Science n=720), and HND Building Technology (n=2812).
Therefore, the ATU dataset utilized in this paper contains a
total of 4,396 TV viewers (2,421 males representing 55.07%
and 1,975 females representing 44.93%). The ATU dataset in
this research article contains tie strength data which com-
prises computations of contact frequencies (Figure 1) and
contact duration (Figure 2) of ATU students (users desig-
nated as TV viewers). The ATU dataset also comprises
personality trait ratings (scale of 1 to 5) of all users (TV
viewers) in accordance with the Big Five Personality Traits
(BFPT). The total number of personality ratings for all the
traits combined in the ATU dataset is 22,541. Figure 3 il-
lustrates the personality trait data utilized in our ATU
dataset for experimentation. Additionally, in order to ensure
and substantiate recommendation accuracy in our experi-
mentation procedure, we gathered TV program interest of
TV viewers in accordance with the following: movie/TV
series-horror, action, comedy, adventure, and drama; sports/
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games-football, basketball, hockey, boxing, and athletics.
Tables 1 and 2 illustrate data regarding TV program interest
of TV viewers in the ATU dataset in accordance with their
ratings. Figure 1: ATU dataset—contact frequency trends.
Figure 2: ATU dataset—contact duration trends. Figure 3:
ATU datasetl—personality data. Table 1: ATU dataset—
sports TV program ratings. Table 2: ATU dataset—movie/
TV series program ratings. (Supplementary Materials)
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Characterized by large scale, variety, fast generation, and extremely high value but low density, big data can be used to mine
effective information, provide users with auxiliary decision-making, and realize its own value. Based on the nonoriented SBM and
the network DEA model, this paper systematically and objectively evaluates the technological innovation efficiency of strategic
emerging industries in all provinces of China in 2002-2013. The study found the following. (1) The overall technological efficiency
of China’s strategic emerging industries is low. The average of comprehensive efficiency is 0.278; of 26 provinces, only 8 are above
the average level. (2) The efficiency in the commercialization stage of scientific and technological achievements of strategic
emerging industries in the whole country and most of the provinces is higher than that in the stage of knowledge innovation. The
inefficiency of the knowledge innovation stage restricts the efficiency promotion of China’s strategic emerging industries. (3) The
overall innovation efficiency of strategic emerging industries has been increasing from 2002 to 2013. In comparison, the growth
rate of pure technical efficiency is larger than that of scale efficiency. (4) The overall efficiency, the efficiency in the knowledge
innovation stage, and the efficiency in the commercialization stage of scientific and technological achievements of the eastern
region are higher than those of the central and western regions.

1. Introduction

After the international financial crisis in 2008, the world’s
major developed countries rerecognized the strategic sig-
nificance of the real economy with the manufacturing in-
dustry as a mainstay, implemented the reindustrialization
strategy, and pushed forward the development of strategic
emerging industries with high technology, high risk, low
carbon, and high research and development level to promote
economic growth and achieve economic recovery. The
strategic emerging industries have been regarded as the core
industries to seize the commanding heights of the economy
and the dominant force of a new round of international
competition, and developing strategic emerging industries
will certainly become the breakthrough for China’s

industrial structure optimization and upgrading and eco-
nomic sustainable development. In recent years, the Chinese
government has been attaching great importance to the
development of strategic emerging industries. On October
18, 2010, the State Council issued the Decision of the State
Council on Accelerating the Fostering and Development of
Strategic Emerging Industries, formulated and proposed a
series of plans to nurture and promote the development of
strategic emerging industries, and defined seven major in-
dustrial areas: energy conservation and environmental
protection, a new generation of information technology,
new materials, new energy, biomedicine, high-end equip-
ment manufacturing, and new energy automobiles. Made in
China 2025 issued by the State Council on May 20, 2015,
clearly pointed out that through the government guidance
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and integration of resources, five major projects including
establishing a manufacturing innovation center, boosting
intelligent manufacturing, strengthening industrial devel-
opment at the grass-roots level, green manufacturing, and
high-end equipment innovation, technological break-
throughs that constrains the development of manufacturing
industries to enhance overall competitiveness of China’s
manufacturing and strategic emerging industries can be
achieved. On December 19, 2016, the State Council pub-
lished a Guideline on Emerging Sectors of Strategic Impor-
tance During the 13th Five-Year Plan Period, which adopted
a comprehensive plan for development goals, key tasks, and
policy measures of China’s strategic emerging industries
during the 13th five-year plan period. According to the
guideline, by 2030, emerging sectors of strategic importance
will become a leading force driving the sustained and healthy
development of China’s economy, China will become the
world’s important manufacturing center and innovation
center of strategic emerging industries, and a number of
innovative enterprises with global influence and leading role
will spring up.

At present, China is the largest manufacturing economy
in the world, and its manufacturing industry occupies a key
position in the global manufacturing sector. Three economic
regions, Yangtze River Delta, the Pearl River Delta, and
Beijing-Tianjin-Hebei, have become competitive with in-
dustrial characteristics and the potential of becoming the
world’s leading industrial development base. However, the
existing problem is that, in the labor system of international
manufacturing sector, we have been lagging behind the
global value chain controlled by the developed countries and
in the low end of the global value chain for a long time [1, 2].
According to statistics, the average annual growth rate of
R&D expenditure, full-time equivalent of research person-
nel, number of patent applications, and number of valid
patents were 23.54%, 14.9%, 34.18%, and 40.13%, respec-
tively, in 2012-2013, and the growth rate was the highest in
the world, while the annual growth rate of sales of new
products over the same period was 20.82%. This shows that
China’s patent application quantity and number of patents
granted increased greatly, but at the same time many patents
did not translate into the actual product sales. Therefore,
compared with developed countries, the innovation effi-
ciency of China’s strategic emerging industries needs to be
improved, especially the efficiency of transformation of
scientific and technological achievements. Therefore, accu-
rate and systematic assessment of the innovation efficiency
of strategic innovation industries has important implications
for optimizing the allocation of innovation resources,
promoting strategic emerging industries to enhance the
capacity of independent innovation and global value chain
transitions, elevating domestic technical content of export
products, and breaking the low-end lock of global value
chain dilemma.

2. Literature Review

At present, there are two kinds of methods for evaluating the
innovation efficiency of industries at home and abroad: one
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is the parametric method, which is mainly represented by
stochastic frontier analysis (SFA); the other is nonpara-
metric method, mainly represented by data envelopment
analysis (DEA). In the study of innovation efficiency of
strategic emerging industries, most scholars use DEA
method. Raab et al. [3] used the input-oriented CCR model
to evaluate the efficiency of high-tech industries in 50 states
of the United States in 2002. Chen et al. [4] used the input-
oriented CCR model to evaluate the comprehensive effi-
ciency of six high-tech industries in Hsinchu Science Park,
Taiwan, in 1991-1996. Lu et al. [5] used the DEA-Tobit
model to evaluate the efficiency of 194 high-tech enterprises
in Taiwan. Xiao and Xie [6] analyzed the influence of in-
dependent innovation, technology introduction, techno-
logical transformation, and digestive absorption on the
innovation efficiency of China’s strategic emerging indus-
tries and found that the independent innovation and
technology introduction had significant impact on the in-
novation efficiency, and the impact of technological inno-
vation and digestive absorption on innovation efficiency was
not significant. Liu and Xia [7] estimated the innovation
efficiency of 89 listed companies in 2007-2010 based on the
SFA method and analyzed the influencing factors of inno-
vation efficiency using the Tobit model. Li and Li [8]
established stochastic frontier model (SFA) by using panel
data of 10 Chinese LED listed companies in 2008-2010 as
samples to calculate the innovation efficiency of LED stra-
tegic emerging industries and then put forward corre-
sponding measures to improve innovation efficiency of
China’s emerging sectors. Lv and Sun [9] analyzed the
technical efficiency and its influencing factors of the 19
categories of industries in China using SFA model. The
results show that there are industrial heterogeneity and
regional heterogeneity in the development of China’s
emerging industries. Huang and Zhang [10] adopted the
Malmquist index decomposition method based on DEA
model and estimated the Malmquist index of technical in-
novation in 28 provincial administrative regions and three
major regions (eastern, central, and western regions) by
using the provincial panel data of China in 2005-2012. Based
on the index system in the Oslo manual, Zhang et al. [11]
evaluated the innovation capacity of strategic emerging
industries of 21 sample cities and explored the inherent
evolution law and its application in the strategic emerging
industries using gray fuzzy evaluation method and kernel
density analysis. Liu et al. [12] adopted the DEA model to
study the comprehensive efficiency, pure technical effi-
ciency, and scale efficiency of China’s strategic emerging
industries using the panel data of 28 provinces and mu-
nicipalities in China from 2007 to 2012. The results show that
the pure technological efficiency of China’s strategic
emerging industries is at a low level, showing the process of
rising first and then declining. Chen [13] used a three-stage
DEA model to conduct a comparative study of its financing
efficiency. The study found that the low financing efficiency
of SMEs on the New Third Board was mainly affected by the
low-scale efliciency caused by unreasonable input and
output. Liu [14] measured the short-term and long-term
innovation efficiency of five subsectors of strategic emerging
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industries in Liaoning Province from 2000 to 2011 and
discussed the impact of imitative innovation and inde-
pendent innovation on innovation efficiency using DEA.
Guo et al. [15] used the DEA model and the Malmquist
index decomposition method to measure the technological
efficiency, technological progress, and all factors in the
process of high-tech industry innovation in 30 provincial
administrative regions and three major regions (east, cen-
tral, and western regions) of China’s Productivity Growth
and cluster analysis of regional high-tech innovation effi-
ciency levels. It is found that, since 2009, the efficiency of
technological innovation in China’s regional high-tech in-
dustries has generally shown an upward trend, but it has
been subject to large fluctuations. Zhang et al. [16] analyzed
the achievements and efliciency of scientific and techno-
logical innovation in 31 provinces and cities of China and
used the improved two-stage dynamic network DEA model
to divide the innovation behavior of each region after the
release of scientific and technological innovation policy into
two stages. The first stage is from innovation input to in-
termediate innovation output stage, and the second stage is
from intermediate output to achievement transformation
stage, obtaining two-stage efficiency scores. Sun et al. [17]
believed that there is a significant spatial correlation in the
process of upgrading the urban industrial structure in
China; the “U-shaped” relationship between the ration-
alization of the industrial structure and the urban total
factor productivity; the performance between the advanced
industrial structure and the urban total factor productivity
out of the “inverted U” relationship. Han et al. [18] con-
structed a two-stage input-output index system of high-tech
enterprise technology innovation based on the character-
istics of high-tech enterprise technology innovation and
considering the time lag effect, applied the dynamic two-
stage DEA model to evaluate the performance of the two
stages, and comprehensively analyzed the efficiency of high-
tech enterprises in each province in the two stages of
technology R&D and technology transformation. Zeng et al.
[19] used the data envelopment analysis CCR model to
calculate the comprehensive efficiency value under the
condition of constant scale returns, and the BCC model
calculates the pure technical efficiency value and the scale
efficiency value under the conditions of variable scale
returns. The efficiency is analyzed, and the trend of pro-
duction efficiency is analyzed through the Malmquist model.
Li et al. [20] used DEA model and Malmquist index de-
composition method to measure the technological effi-
ciency, technological progress, and total factor productivity
growth in the process of high-tech industry innovation in 30
provincial administrative regions and three major regions of
China by using the interprovincial R&D panel data of
China’s high-tech industry from 2009 to 2016 and made
cluster analysis on the efficiency level of regional high-tech
innovation. Guo and Li’s [21] research believed that en-
terprise independent innovation and technology credit can
have a significant positive impact on manufacturing inno-
vation efficiency, and there are significant regional differ-
ences in the impact of technology finance on manufacturing
innovation efliciency.

Based on research results of innovation efficiency of
strategic emerging industries by domestic and foreign
scholars, this paper argues that there are two shortcomings
in the following two aspects. First, it focuses on the eval-
uation of single-stage innovation efliciency and the influ-
encing factors. Most literatures mainly consider the
innovation process of strategic emerging industries as a
black box, regardless of internal structure and internal
operating mechanism of the industrial innovation system.
Second, when using DEA method to evaluate the innovation
efficiency of strategic emerging industries, the traditional
input- or output-oriented CCR and BCC models are mainly
adopted, which ignore the information of slack variable; that
is, the improvement is not reflected in the measurement of
innovation efficiency value, which may cause a deviation in
the efficiency measure. At the same time, the overall com-
parison of the efficiency of decision-making unit becomes
more difficult when the input factor is increased and the
slack output is considered. In order to make up for the
shortcomings of the existing literature, this study divides the
innovation system into the stage of knowledge innovation
and the stage of commercialization of scientific and tech-
nological achievements. The regional differences and vari-
ation trends of innovation efficiency of China’s strategic
emerging industries are investigated using provincial panel
data with network DEA (NDEA) model proposed by Tone
et al. [22] and SBM model to accurately study innovation of
strategic emerging industries and to provide references for
regional innovation policy adjustment.

3. Two-Stage NDEA Model of Strategic
Emerging Industries Based on SBM

3.1. Two-Stage Chain Process Division of Technological In-
novation of Strategic Emerging Industries. The process of
technological innovation is a process of transforming
knowledge, skills, and materials into customer-satisfaction
products. It is the evolution of knowledge generation, cre-
ation, and application. From the perspective of value chain,
the process of enterprise technological innovation involves a
series of value-added processes such as innovation resource
input, innovation idea generation, research and develop-
ment, technical management and organization, engineering
design and manufacturing, user participation, and mar-
keting. In the process of innovation, these value-added
activities are interrelated and sometimes are operated in
parallel. The entire technical innovation system is a com-
munity of the interaction between technology and economic
activities. Specifically, in the process of technological in-
novation, once the new technology or technique is invented,
new products and new more advanced production mode will
be created through new technology, new process applica-
tions, and industrialization process to meet customer needs,
so that the innovation resources are value-added. In the
application of new technology, new technique, and indus-
trialization process, the innovation system will timely
transfer the customer’s expectations, changes in demand,
technical trends, and others to the development and ap-
plication of new technologies and techniques through its



own feedback mechanism, thus promoting continuous
improvement of technological innovation system.

Based on the above analysis, innovation output includes
scientific and technological achievements and economic
benefits based on the industry level. Scientific and techno-
logical achievements (technological output), as an inter-
mediate output, are both the result of upfront innovation
resource investment and the premise of later-stage new
product development and technology improvement.
Therefore, the process of technological innovation forms two
innovative stages linked by technological output and input.
The first stage is the stage of knowledge innovation from
resource input to technological output, which produces
intellectual output mainly through R&D funds and per-
sonnel input, etc., such as patented technology and non-
patented  technology; the second stage is the
commercialization stage of scientific and technological
achievements from the technical output to the economic
benefits, which improve business sales income, especially the
sales of new products, and then the economic benefits
mainly through new product development and new tech-
nological transformation. The process of the two stages is
shown in Figure 1.

3.2. Two-Stage DEA Model considering Slack Variables.
Data envelopment analysis (DEA) is a method of empirically
measuring productive efficiency of decision-making units
(or DMUs) of multiple inputs and outputs introduced by
Charnes et al. in [23]. SBM model is the DEA model based
on the slack variable measurement proposed by Tone [24]. It
belongs to the nonradial DEA model. Compared with the
traditional radial DEA models, CCR and BCC models, SBM
model also considers the slackness of input and output. The
noneffective degree of DMUs is measured by the average
proportion of input (output) reduction (increase). The
DMUs in the model do not have to follow the ray direction
proportionately, so SBM model can improve the input and
output to the maximum extent, but SBM model still con-
siders the DMUs as a black-box system in the process of
efficiency evaluation, and the estimated efficiency value does
not reflect the internal structure and operation mechanism
of the evaluation object system. Fare and Grosskopf [25]
have laid the foundation for the development of the network
DEA model and constructed the network DEA framework
model. The model shows two basic characteristics of the
chain network system: first, it contains two or more sub-
systems; second, the subsystems are linked by intermediate
variables. Since then, many scholars such as Lewis et al. [26],
Kao and Hwang [27], and Tone and Tsutsui [22] improved
models on the basis of the model. Among them, Tone and
Tsutsui [22] proposed the network DEA model taking slacks
into account, that is, SBM-NDEA (Slacks-Based Measure
Network DEA) model, which effectively combines SBM
model and the traditional network DEA model, ensuring the
accuracy of the efficiency measurement. The SBM-NDEA
model is expressed as follows.

Given n decision-making units DMUj (j=1, 2, ..., n),
each decision-making unit consists of K nodes, and m,, and

Mathematical Problems in Engineering

1, refer to the numbers of input 1nd1cators and output in-
dicators, respectively; Xk (xk., xk ) represents

12225
the 1nput vector of the DMU1 "at  node k,
Yk = (Yk Y5 ;) represents the output vector of

the DMUi at node P z}kh = (z{, Z8P, .z J)T
represents the middle vector of the DMU1 from node
node h, (k, h) indicates from node k to node h, t (k, h)
represents the intermediate index number of (k, /), L stands
for a collection of intermediate indicators, and the pro-
duction possibility set of {(Xk,Yk,Z(k’h))} under CRS is
expressed as

Xk Yy Xk (k=1,...,K),
=1
kN okqk
Y < ZlyjA] (k=1,...,K),
=
) (1
VAR Z VA h))t](-k’h) (as the output of k)
=
JASCES Z ZJ(-k’h))tJ(-k’h) (asthe input of h).
=1
For VRS, add constraint condition
Zjl)tk—l(/tk>0 k=1,...,K).
DMU; (j0=1,2,....m), (X Y,) ko= sk sk kh)T

represents the 1nput slack vector of DMU;j, at node k, s;
(Sk+ k+

S s ) corresponding input- output meets
k_ Nk k-

X, = Zx]/\]+s (k=1,...,K),

=1
2

=Y k=1,..,K, @)
=1

20,8200 20 (k=1,...,K).

The intermediate index under slack network DEA model
satisfies the following formula:

n
kh :
g0 =N NS k=1, LK), 3)
=1

where Y, z; kh)/\k PRWES kh)/\h indicates that the in-
termediate variable satls es the output of the previous node
%1%21;1 to i kgle f(kh nput f0£ - the next node.
= (277,257, Ztkh]) (k=1,...,K)
stands for free 1ntermed1ate index, f (k, h) stands for free
1ntermed1ate 1ndex number, and s, = (s {0( h),
s{o(k’h),---, s, kh ) indicates the slack vector of (k, h) free
intermed1ate 1ndex and is unrestraint.

Definition 1. 0" refers to overall efficiency of DM U j,. When
0" =1, DM U, is valid; when 6" <1, DM U, is invalid. The
overall efficiency of DM U, under d1fferent orientations is
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FIGURE 1: Value chain process of technical innovation activities in two stages.
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where 1 — 1/m; (Y4 s /x£ ) indicates the average reduction
T,

rate of the DMU at node k; [1+ l/rk(zril‘s’r”/yfo)] rep-

resents the average increase rate of node k, w* JJ refers to the

weight of node k, and Y;_, w* = 1.

Output-oriented,

Non-oriented,

Definition 2. sk* and s¥** are slacks of input and output,
respectively, when the optimum efficiency is assigned for
DMU ;, under different orientations, and 6* refers to the
efficiency of node k. Under different orientations, the effi-
ciency of DM U, at node k is

I 1 Ul 5’,(_*
Input-oriented, 6" =1-— Z lk i
My \ i3 Xio
K 1

(5)

Output-oriented, = 7 )
1+ l/rk (Zrk:l (S’rﬁ*/yl;o))

k1= 1m (3% (s /xk))
L+ Ur (5, (6 /yk,))

When 6 = 1, DM U, is valid at node k; when g <1,
DMU , is invalid at node k.

As defined by Definitions 1 and 2, the necessary and
sufficient conditions for the overall effectiveness of DM U,
are that all nodes are valid.

Nonoriented,

3.3. Setting of Input and Output Indicators

3.3.1. Input and Output Indicators of Knowledge Innovation
Stage. As the first stage of technological innovation activ-
ities, knowledge innovation refers to new knowledge and
new technology developed mainly through R&D activities.
From the perspective of input indicators, scholars usually
choose R&D investment and R&D personnel investment.
The R&D funds are expressed by R&D internal fund ex-
penditure and development costs of new products; and R&D

personnel are expressed by full-time equivalent of research
personnel. Specifically, we use the R&D capital stock and the
new product development capital stock index to replace the
indicator. For the measurement of R&D capital stock, the
perpetual inventory method is used. 2002 is intended to be
the base period, the 2002 R&D stock is R&D internal ex-
penditure of strategic emerging industries in 2002 divided by
the depreciation rate and average growth rate of several years
after the base period, that s, k,qy, = I50,/ (8 + ¢), where I,
is traffic data of R&D internal expenditure of China’s
strategic emerging industries, and J refers to the depreci-
ation rate. Referring to the results of most of the researches,
the depreciation rate is set to be 15%; { refers to average
growth rate of R&D internal expenditure of China’s strategic
emerging industries. Based on this, it is calculated using
perpetual inventory method, that is, R&D stock in t
year =R&D stock in t-1 year X (1-15%) + R&D traffic in ¢
year.

In terms of output index, the output of knowledge in-
novation stage mainly presents as patent and nonpatented
technology. Because the nonpatented technology is enter-
prise business secret and is difficult to be accurately mea-
sured, the patented technology is major consideration. The
patent application quantity and effective patents are taken as
two indicators to measure the output of the knowledge
innovation phase, which is consistent with most of the
studies.

3.3.2. Input and Output Indicators of Commercialization
Stage of Scientific and Technological Achievements. The
commercialization stage of scientific and technological
achievements is the second stage of technological innova-
tion. The main purpose of this stage is to transform the first-
stage intellectual output into economic benefit. In terms of
input indicators, we take technology, capital, and personnel
into consideration. As the two stages of technological in-
novation are closely related, the technical input mainly
comes from the first stage of output; the number of patent
applications and the number of valid invention patents are
both output of the first stage and input of the second stage, so
they are the common intermediate variables of the two stages
of technological innovation. In terms of capital, the capital
expenditure of technological transformation is taken as the
capital investment in the commercialization of scientific and
technological achievements. In terms of personnel invest-
ment, in consideration of important role of scientific and



technical personnel in the application and popularization of
new technologies, scientific and technical personnel are
taken as personnel investment at this stage. In terms of
output indicators, the output at this stage is mainly reflected
in the economic benefits. Learning from the practice of Peng
et al. [28], the new product sales revenue and exports are
selected to reflect the results of technological innovation. See
Table 1 for input-output assessment indicator system.

3.4. Sample and Data Selection. According to the China
National Economy Classification Codes (GB/T4754-2012),
strategic emerging sectors are divided into the following
industries: chemical manufacturing; traditional Chinese
medicinal materials, and Chinese patent medicine pro-
cessing industry; biological products manufacturing; aircraft
manufacturing and services; spacecraft manufacturing;
communication equipment manufacturing; radar and cor-
ollary equipment manufacturing; radio and television
equipment  manufacturing;  electronic = components
manufacturing; electronic device manufacturing; home
audio-visual equipment manufacturing; other electronic
equipment manufacturing; electronic computer
manufacturing; office equipment manufacturing; medical
equipment and device manufacturing; and instrumentation
manufacturing industry.

This paper is based on the data of strategic emerging
industries of 26 provinces (municipalities and autonomous
regions in China), and data in Tibet, Xinjiang, Hainan, Inner
Mongolia, Qinghai, Hong Kong, Macao, and Taiwan are
missing and eliminated. During the period from 2002 to
2013, due to the hysteretic nature of the two stages of
technological innovation, referring to the research results of
Guan and Liu [29], the final lag period of R&D investment is
set to be 2 years; that is, there are a one-year lag period
between innovation resources investment and scientific and
technological achievements and a one-year lag period of the
commercialization of scientific and technological achieve-
ments. Therefore, a lag of one year is adopted. The first-stage
innovation resource investment, intermediate output and
input, the final output use data of year t, year t+1, and year
t+2, respectively, that is, input and output data of techno-
logical innovation of the first stage, are from 2002-2011 and
2003-2012, and the input and output data of the second
stage are from 2003-2012 and 2004-2013, respectively. All
data are derived from the 2002-2014 China Statistical
Yearbook on Science and Technology, China Statistical
Yearbook on High Technology Industry, China Statistical
Yearbook, and provincial statistical yearbook.

4. Analysis and Discussion of Empirical Results

Based on the SBM-NDEA model of Variable Return to Scale
(VRS), this paper uses the software MaxDEA6.4 to analyze
the technological innovation efficiency of the strategic
emerging industries in 26 provinces in China in 2002-2003.
The results are shown in Tables 2 and 3. Based on the results
of innovation efficiency, this paper will analyze the overall
technical efficiency characteristics of strategic emerging
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industries, the regional differences of innovation efficiency
and the convergence analysis, and the two-stage techno-
logical innovation efficiency.

4.1. Feature Analysis of Technological Innovation Efficiency.
Nationwide, the overall technological efficiency of China’s
strategic emerging industries is low, the average overall
efficiency is 0.278, and the minimum is 0.041 (Heilongjiang).
The top three provinces are Tianjin (0.878), Beijing (0.778),
and Shanghai (0.716) successively. Of 26 provinces in the
study, only 8 are better than average, accounting for 30.76%;
most of the provinces’ overall efficiency of innovation is
lower than the national average, indicating that most of
provinces’ innovation-driven development level is still low
and resource utilization in the process of innovation is low,
and the phenomenon of wasting resources is very serious.
Further research shows that the pure technical efficiency
value of most provinces is smaller than the scale efficiency
value; the former is 0.488, and the latter is 0.576, which
shows that the improvement of technological innovation
efficiency of China’s strategic growth industries is mainly
dependent on scale economic effects, and the contribution of
pure technical efficiency is relatively small.

In terms of the efficiency of the two-stage innovation,
the average overall efficiency value of the 26 provinces in
the knowledge innovation stage is 0.247, and the efficiency
value of 18 provinces is below the average efficiency value,
accounting for 69.24%. The top three are Tianjin (0.757),
Beijing (0.677), and Guangdong (0.588), and the efficiency
value of 17 provinces of knowledge innovation is less than
0.2. This shows that, in the period of knowledge innovation,
the overall efficiency of China strategic emerging industries
is low, the waste of innovation resources is serious, and the
gap between innovation resource allocation and cultivation
of innovative talents is increasing. It has restricted the
improvement of overall innovation efficiency of China’s
strategic innovation industries. At the commercialization
stage of scientific and technological achievements, the
average overall efficiency value of the 26 provinces in China
is 0.435, 11 provinces of which are higher than the national
average. The top three provinces are Tianjin (1), Jiangsu
(0.934), and Shanghai (0.897); Heilongjiang (0.129) is the
lowest. It is noteworthy that the efficiency of scientific and
technological achievements of Tianjin in 2002-2013 is ef-
fective, much higher than other provinces. In general, the
efficiency of the commercialization state of scientific and
technological achievements is higher than the efficiency of
the knowledge innovation stage. This may be due to the fact
that the Chinese government has made a substantial in-
vestment in the innovation resources in recent years, and
the number of patent applications increased significantly,
but the number of effective invention patents is lower than
the number of patent applications. In addition, with the
implementation of China’s innovation-driven strategy,
some provinces, especially in the eastern region, have
established specialized agencies serving transformation of
sci-tech achievements drawing on the advanced experience
of developed countries, which effectively promoted the
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TaBLE 1: Assessment indicator system of two-stage technological innovation efficiency of strategic emerging industries.

Initial innovation input (X) Fund input

Personnel input

Technological output (MY) Knowledge innovation
Innovation resource input (MX)

Final output (Y) Economic benefits

Technological commercialization

R&D internal expenditure: billion yuan (X})

New product development expenditure: billion yuan (X})
Full-time equivalent of R&D personnel: (X3})
Patent application quantity: (Y} or X?)

Effective patent application: (Y} or X3)
Expenditure on technological transformation: yuan (X3)
Number of scientific and technical personnel (X2)
Sales of new products: yuan (Y?)

Exports: yuan (Y3)

X} and Y] refer to input and output indicators of knowledge innovation at note 1; similarly, X? and Y? refer to input and output indicators of com-
mercialization of scientific and technological achievements at node 2. At the same time, because technological output is both the output index of the first stage

and the input index of the second stage, it has two marks.

TaBLE 2: Comparative analysis of average efficiency value of different regions in 2002-2013.

Overall efficiency

Regions Pure

Knowledge innovation stage

Commercialization stage of scientific
and technological achievements

Pure Pure

Technical . Scale Technical . Scale Technical . Scale
efficiency technical efficiency  efliciency technical efficiency  efficiency technical efficiency
efficiency efficiency efficiency

Anhui 0.141 0.239 0.508 0.155 0.233 0.556 0.327 0.592 0.597
Beijing 0.778 0.822 0.944 0.677 0.762 0.876 0.895 0.899 0.992
Chongging 0.346 0.417 0.664 0.309 0.377 0.677 0.527 0.683 0.710
Fujian 0.451 0.516 0.882 0.395 0.486 0.824 0.862 0.878 0.977
Gansu 0.081 0.632 0.128 0.081 0.647 0.128 0.208 0.929 0.249
Guangdong 0.644 1.000 0.644 0.588 1.000 0.588 0.735 1.000 0.735
Guangxi 0.162 0.618 0.225 0.146 0.612 0.198 0.241 0.814 0.279
Guizhou 0.077 0.267 0.295 0.065 0.259 0.349 0.141 0.337 0.392
Hebei 0.096 0.179 0.485 0.091 0.154 0.506 0.205 0.425 0.529
Henan 0.201 0.272 0.636 0.191 0.277 0.624 0.327 0.440 0.676
Heilongjiang 0.041 0.127 0.296 0.033 0.087 0.355 0.129 0.419 0.345
Hubei 0.143 0.191 0.674 0.128 0.159 0.704 0.256 0.335 0.729
Hunan 0.173 0.273 0.563 0.172 0.248 0.595 0.283 0.481 0.612
Jilin 0.129 0.338 0.329 0.133 0.323 0.376 0.204 0.492 0.381
Jiangsu 0.527 0.894 0.604 0.418 0.804 0.563 0.934 1.000 0.934
Jiangxi 0.108 0.174 0.553 0.108 0.162 0.583 0.295 0.482 0.605
Liaoning 0.197 0.244 0.793 0.154 0.175 0.862 0.469 0.541 0.855
Ningxia 0.114 0.990 0.114 0.115 0.988 0.115 0.318 1.000 0.318
Shangdong 0.261 0.294 0.902 0.239 0.285 0.834 0.495 0.528 0.952
Shanxi 0.389 0.991 0.394 0.389 1.000 0.389 0.465 0.991 0.470
Shaanxi 0.058 0.082 0.685 0.057 0.067 0.762 0.201 0.248 0.794
Shanghai 0.716 0.907 0.791 0.547 0.815 0.689 0.897 1.000 0.897
Sichuan 0.176 0.208 0.847 0.155 0.195 0.818 0.442 0.465 0.948
Tianjin 0.878 0.912 0.963 0.757 0.825 0.912 1.000 1.000 1.000
Yunnan 0.165 0.895 0.186 0.176 0.889 0.197 0.156 0.877 0.181
Zhejiang 0.168 0.194 0.868 0.150 0.183 0.816 0.298 0.308 0.972
Average 0.278 0.488 0.576 0.247 0.462 0.573 0.435 0.660 0.659
commercialization of scientific and technological  gradually evolved from the traditional low-end development

achievements.

Table 3 shows the results of technological innovation
efficiency of the strategic growth industries in 2002-2003. It
can be seen from Table 3 that the overall innovation effi-
ciency of strategic emerging industries has been on the rise
from 2002 to 2013, increasing from 0.194 in 2002 to 0.311 in
2011, and reached the highest value of 0.436 in 2010. In
contrast, the growth rate of pure technical efficiency is
greater than that of scale efficiency, which shows that the
development of China’s strategic emerging industries has

relying on scale advantages to integrate into global value
chain, and then embed in global value chain, ultimately
leading to the development of global value chain, and the
technical level of strategic emerging industries has been
greatly improved. The overall efficiency of the knowledge
innovation phase is greater than the commercialization stage
of scientific and technological achievements, which depends
largely on the rapid growth of pure technical efficiency in the
knowledge innovation phase. The efficiency value of the
overall efficiency, the knowledge innovation stage, or the
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TaBLE 3: Comparative analysis of average innovation efficiency in 2002-2013.
Overall efficiency Knowledge innovation stage Commeraahzaugn stage of scientific
and technological achievements
Year Technical PurF: Scale Technical Pu{e Scale Technical Pur.e Scale
. technical : . technical : . technical .
efficiency . efficiency  efficiency . efficiency  efficiency - efficiency
efficiency efficiency efficiency
2002-2004 0.194 0.394 0.510 0.168 0.379 0.515 0.405 0.660 0.584
2003-2005 0.179 0.417 0.452 0.151 0.387 0.428 0.374 0.620 0.633
2004-2006 0.191 0.417 0.458 0.131 0.375 0.409 0.337 0.573 0.564
2005-2007 0.172 0.416 0.453 0.163 0.424 0.461 0.296 0.652 0.458
2006-2008 0.248 0.457 0.543 0.185 0.417 0.430 0.384 0.734 0.526
2007-2009 0.314 0.523 0.614 0.312 0.480 0.732 0.507 0.698 0.738
2008-2010 0.313 0.512 0.660 0.327 0.525 0.724 0.460 0.627 0.762
2009-2011 0.419 0.585 0.736 0.389 0.562 0.739 0.613 0.715 0.853
2010-2012 0.436 0.602 0.746 0.393 0.569 0.743 0.594 0.738 0.804
2011-2013 0.311 0.553 0.586 0.252 0.500 0.547 0.380 0.584 0.664

commercialization stage of scientific and technological
achievements decreased sharply after 2011. It may be related
to the sluggish recovery of world economy after interna-
tional financial crisis and implementation of the “reindus-
trialization” strategy by the developed countries.

4.2. Regional Difference and Convergence Analysis of Tech-
nological Innovation Efficiency. In order to examine the
differences in innovation efficiency among regions, 26
provinces in China are divided into three regions: the eastern
provinces include Beijing, Tianjin, Hebei, Liaoning,
Shanghai, Jiangsu, Zhejiang, Fujian, Shandong, and
Guangdong; the central region includes 8 provinces: Shanxi,
Jilin, Heilongjiang, Anhui, Jiangxi, Henan, Hubei, Hubei,
and Hunan provinces; and the western region includes
Guangxi, Chonggqing, Sichuan, Guizhou, Yunnan, Shaanxi,
Gansu, and Ningxia. From the results of innovation effi-
ciency in subregions of Table 4, there is a large gap among
the overall efficiency and efficiency in the knowledge in-
novation stage and the commercialization stage of scientific
and technological achievements in the eastern, central, and
western regions. The overall efficiency and efficiency in the
knowledge innovation stage and the commercialization
stage of scientific and technological achievements in the
eastern region are higher than those of the central and
western regions, indicating that the eastern region occupies
the high-end segments of the domestic value chain, while the
central and western regions are still in the low-end position.
In both stages of knowledge innovation and the transfor-
mation of scientific and technological achievements, the
pure technical efficiency in the western region is higher than
that in the central region, which mainly benefited from
continuous advancement of the western development
strategy. The strategic emerging industries in the eastern
region have been transferred to the western region, which
has driven up the technological level of the entire western
region. However, the scale efficiency of the western region in
the stages of knowledge innovation and the transformation
of scientific and technological achievements is lower than
those in the eastern and central regions, which indicates that

the scale effect of the strategic emerging industries in the
western region has not yet appeared and the scale of in-
dustrial development should be further expanded. Chinese
government should increase input in strategic emerging
industries and constantly enhance the status of the industries
in the domestic value chain. The central region should in-
crease the use of innovation resources to reduce the waste of
innovation resources, integrate more into the domestic value
chain and the global value chain, and continuously upgrade
the level of technological development of industrial sectors.

In order to further examine the variation trend of in-
novation efliciency gap, a convergence test is carried out.
According to Barro et al. [30], convergence includes
o-convergence and f-convergence, and f-convergence in-
cludes absolute f-convergence and conditional f-conver-
gence. o-convergence means that the dispersion of real per
capita income tends to decline over time, and 3-convergence
means that poor economies grow faster than rich economies.
If the per capita income or output of each economy can
achieve exactly the same steady-state level, it is absolute
p-convergence, but if each economy approaches different
steady-state level, it should be conditional -convergence.
We only take o-convergence as an example in this paper.
o-convergence generally reflects the variation trend of the
gap through the standard deviation or variable coefficient of
national or regional level. Figure 2 gives variable coeflicients
of SBM innovation efficiency. It can be seen from Figure 2
that the variable coefficient of the innovation efficiency of
strategic emerging industries among the provinces shows a
significant downward trend, whether it is the overall effi-
ciency, efficiency value of the knowledge innovation stage, or
efficiency value of the transformation stage of the scientific
and technological achievements. It indicates that o-con-
vergence exists and the gap of innovation efficiency among
provinces is gradually narrowing. This also reflects the fact
that, with the acceleration of international economic inte-
gration and regional economic integration, strategic
emerging industries of the world and eastern regions have
shifted to the central and western regions, and interregional
economic activities and innovation activities have been more
closely linked. The positive overflow effect of innovation
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TaBLE 4: Comparison of technological innovation efficiency value of strategic emerging industries in different regions.

Overall efficiency

Knowledge innovation stage

Commercialization stage of scientific
and technological achievements

Regions
g Technical Pur.e Scale Technical Pur.e Scale Technical Pur.e Scale
. technical . . technical . . technical .
efficiency . efficiency  efficiency - efficiency  efficiency . efficiency
efficiency efficiency efficiency
Central 0.472 0.596 0.788 0.402 0.549 0.747 0.679 0.758 0.884
region
Fastern 0.166 0.326 0.494 0.164 0.311 0.523 0.286 0.529 0.552
region
Western 0.147 0.514 0.393 0138 0.504 0.406 0.279 0.669 0.484
region
National 0.278 0.488 0.576 0.247 0.462 0.573 0.435 0.660 0.659
average
1.8 A
o
1.6 g Tianjing, Beijing, Guangdong,
2 Shanghai, Jiangsu, Fujian,
[ Shanxi, Chonggqing.
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FIGURE 2: Variable coefficient trend of innovation efficiency of
strategic emerging industries in 2002-2011.

activities among provinces is becoming more and more
obvious. The central and western regions are improving
technical level of strategic emerging industries by opening
wider to the outside world, optimizing the industrial in-
novation environment, and introducing and absorbing
advanced technologies.

4.3. Analysis of Technological Innovation Efficiency in Two
Stages. In terms of innovation performance of strategic
emerging industries in different stages, 26 provinces can be
divided into four areas based on average efficiency. Class A
area is an area of highly efficient and intensive technological
innovation, which is mainly characterized by high efficiency
of knowledge innovation and transformation of high-tech
achievements. Such area boasts high level of economic
development with good innovation environment and certain
policy advantages and thus attracts high-end innovation

I
o
=
=

Henan, Yunnan, Hunan, Anhui,

Zhejiang, Guangxi, Jilin, Hubei, Shangdong, Sichuan,

Ningxia, Jiangxi, Hebei, Gansu, Liaoning.
Guizhou, Shaanxi, Heilongjiang.
0.435 Second stage "

FiGure 3: Distribution diagram of technical efficiency in two stages
of provinces and cities in 2002-2013.

resources and elements. Industries in this area are at me-
dium and high positions of the domestic value chain or
global value chain. Class B area is characterized by high
efficiency of knowledge innovation and low efficiency of
transformation of high-tech achievements. This region has
abundant innovative talents, but lacks effective industrial
base and market environment. Class C area is characterized
by low innovation efficiency and high efficiency of trans-
formation of high-tech achievements, which is difficult to
attract high-end innovation elements due to restricts of
innovation environment, innovation policies, and industrial
base, leading to inefficient knowledge innovation. Class D
area is featured by extensive growth and ineflicient tech-
nological innovation, which is characterized by low
knowledge innovation efficiency and inefficient transfor-
mation of scientific and technological achievements. The
innovation resource allocation is inefficient, and it also lacks
good environment for innovation and commercialization of
scientific and technological achievements in this area. Its
industries are also at the lowermost position of domestic
value chain and the global value chain. As shown in Figure 3,
Class A area mainly consists of Tianjin, Beijing, Guangdong,
Shanghai, Jiangsu, Fujian, Shanxi, and Chongqing, and most
of these areas belong to the eastern developed regions; and
no provinces belong to the Class B area, which demonstrates
that basic research and innovation ability of China’s strategic
emerging industries is weak but also shows a more serious
polarization phenomenon; area C consists of Shandong,
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Sichuan, and Liaoning provinces, and the remaining
provinces belong to Class D area. It indicates that the
strategic emerging industries of the majority of China’s
provinces are still at the low end of the domestic value chain
and global value chain with extensive industrial develop-
ment model, and the competitiveness needs to be improved.

5. Conclusions and Suggestions

This paper divides the technological innovation process of
strategic emerging industries into knowledge innovation
stage and commercialization stage of scientific and tech-
nological achievements. Based on the nonoriented SBM
model and the network DEA model, this paper systemati-
cally and objectively evaluates the technological innovation
efficiency of strategic emerging industries in all provinces of
China in 2002-2013. The study found the following. (1) The
overall technological efficiency of China’s strategic emerging
industries is low. The average of comprehensive efficiency is
0.278 and the minimum is 0.041 (Heilongjiang). The top
three provinces are Tianjin, Beijing, and Shanghai. Of 26
provinces in the study, only 8 are better than average, ac-
counting for 30.76%. (2) From the efficiency estimation
results of the two-stage innovation, the efficiency in the
commercialization stage of scientific and technological
achievements of strategic emerging industries in the whole
country and most of the provinces is higher than that in the
stage of knowledge innovation. This shows that, in the
period of knowledge innovation, the overall efficiency of
China strategic emerging industries is low, the waste of
innovation resources is serious, and the gap between in-
novation resource allocation and cultivation of innovative
talents is increasing. It has restricted the improvement of
overall innovation efficiency of China’s strategic innovation
industries. (3) By stages, the overall innovation efficiency of
strategic emerging industries has been increasing from 2002
to 2013. In comparison, the growth rate of pure technical
efficiency is larger than that of scale efficiency. (4)
Throughout the region, the overall efficiency, the efficiency
in the knowledge innovation stage, and the efficiency in the
commercialization stage of scientific and technological
achievements of the eastern region are higher than those of
the central and western regions. The variable coeflicient of
the innovation efficiency of strategic emerging industries
among the provinces shows a significant downward trend.

Based on the above research conclusions, this article puts
forward the following policy recommendations. (1) To
improve the efficiency of technological innovation in stra-
tegic emerging industries, we should focus on advantageous
resources. From the perspective of the cost-benefit ratio of
resources, we should rationally design resource allocation,
improve resource use efficiency, and comprehensively
promote diffusion and transformation of technological in-
novations. (2) Strengthening cross-provincial horizontal
communication and cooperation and the establishment of
interprovincial information and resource exchange and
interoperability platforms all contribute to the promotion of
innovative activities and innovative exchanges between
provinces and cities, which is fundamental to solve the
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problem of insufficient intermediate output sexual measures.
(3) Focus on the promotion of superior experience and
promote balanced development between regions. Compre-
hensively promote the experience of policy support, de-
velopment concepts, technology development, and
production models in advantageous regions. Through
technical cooperation, experience dissemination, industrial
alliances, personnel training, etc., promote the development
of regions with low technological innovation efficiency and
comprehensively enhance China’s high technology. (4) The
succession among policies should be strengthened, so that
the latter policies become the booster of the previous pol-
icies, and then the performance of China’s regional science
and technology innovation policies should be improved.
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With the emergence and tremendous growth of text mining, a computer-assisted approach for capturing sentiment viewpoints
from textual data is gradually becoming a promising field, particularly when researchers are increasingly facing the problem of
filtering bunches of useless information without capturing the essence in the big data era. This study aims at observing and
classifying the sentiment orientation in CEO letters, digging the main corporate social responsibility (CSR) themes, and ex-
amining the effectiveness of CEO letters’ sentiment on forecasting financial performance. A specific sentiment dictionary has been
proposed to identify and classify the sentiment orientation in CEO letters by utilizing the appraisal theory. Additionally, the
qualitative data analysis software NVivo is applied to explore the CSR topics. Furthermore, a modified Altman’s Z-score model
and machine-learning approach are employed to predict financial performance. The results of preliminary evaluations validate
that approximately 62.14% of the texts represent positive polarity even when companies are not in a promising economic
situation. The CSR themes mainly focus on business ethical responsibility, particularly ethical activities. Among various machine-
learning approaches, the logistic regression approach is appropriate for predicting financial performance with the state-of-the-art
accuracy of 70.46 %. The encouraging results indicate that the sentiment information inCEO letters is a vital factor for anticipating
financial performance. This work not only offers a new analytic framework for associating linguistic theory with computer science

and economic models but will also improve stakeholders” decision-making.

1. Introduction

Due to researchers’ unrivalled and explosive expansion in
data mining, big data, and artificial intelligence, natural
language processing (NLP) in handling bunches of textual
data becomes an explosive and prevalent field with great
future prospects. The high-tech novel technique of senti-
ment analysis offers a more efficient and accurate way for
text processing, and its amazing pace of innovation, low
costs, and scalability make it a highly attractive and alter-
native approach.

Sentiment analysis, also known as “opinion/sentiment
mining” or “subjectivity analysis,” uncovers a prominent
interdisciplinary field of mixing computational linguistics
and computer science, which attempts to extract subjective
opinions, feelings, and attitudes contained in the text and

analyzes how to use language to deliver subjectivity and
viewpoints on a particular topic [1].

Correspondingly, corporate social responsibility report
(CSRR), containing abundant sentiments, is crucial for
reflecting companies’ sustainable standpoints on its oper-
ating ideas, strategies, and methods. For this reason, CSRR
can be a valuable source for investors’ decision-making. For
instance, CEO letter contains the ideas that corporations
credibly desire to convey some information about them-
selves to their potential stakeholders, and these ideas may be
important in determining investment and lending decisions
because they cover valuable background information about
interpreting and explaining financial performance, which
may not be covered in companies’ financial statements [2].
This obviously boosts the requirements of sentiment analysis
and turns into extremely precious resources for
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stakeholders’ decision-making [3]. China, as one of the
biggest developing countries in the world, has developed
CSR rapidly, especially the Chinese government has paid
much more attention to sustainable development. However,
fewer researchers have exerted empirical evidence on the
sentiment analysis of CSR in China, particularly in the case
of information asymmetry.

To our knowledge, prior studies have proposed manifold
sentiment analysis techniques towards extracting useful
content from massive social media [4, 5]; some scholars have
categorized sentences into positive/negative [4], while other
researchers have divided sentences into critical/emotional-
based on researchers’ intuition. The taxonomy results,
however, are inconsistent and incomparable as various self-
designed frameworks have been applied in diverse studies.
Although sentiment analysis of CSR or nonfinancial infor-
mation appears to be a possible trend for predicting financial
performance and assisting investors to make future invest-
ment decisions, little research has been done in this field.

As an attempt to make up the deficiency in the above
research field, this paper is divided into three dimensions:
firstly, in the microlevel analysis, it determines the sentiment
polarity and sentiment attributes in letters to shareholders
by utilizing appraisal theory; secondly, in the mesolevel
analysis, it identifies the prominent CSR themes by
employing NVivo 12 plus software; thirdly, in the macrolevel
analysis, it explores the sentiment elements so as to antic-
ipate financial performance by using the expression of
Z-score.

The following parts of the paper are organized as follows:
in the part of literature review, the related CSR, CEO letters,
primary sentiment analysis approaches, appraisal theory,
and forecasting financial performance through textual in-
formation will be reviewed; the part of research method-
ology will introduce the annotation study and the
experimental procedures; in the part of experimental results
and analysis, the experimental results will be stated and
analyzed; in the conclusion part, the research results, con-
tribution, limitations, and suggestions will be provided.

2. Literature Review

2.1. CEO Letters in CSR Report. The CEO letter (hereafter,
shareholders’ letter or letter to shareholders) is the most
widely read part of the CSRR and a valuable communication
source for stakeholders’ decision-making. Generally, letter
to shareholders is widely regarded as a promotional genre,
which tries to provide companies’ subjective sentiment
standpoints and aims to portray a positive image [6] such as
what stakeholders desired to know about identifying the last
year’s performance, tracking important events, displaying
corporate social responsibility, and predicting the future
vision of the companies. Thus, the letter stands in a vital
important position to deliver company’s competitive ad-
vantage [7]. Although a number of scholars recognized the
significance of CEO letters, for instance, Kohut and Segars
[7] characterize the effectiveness of letter to shareholders and
how this information can benefit the company. Patelli and
Pedrini [8] indicate that, even under the tough economic
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conditions, companies still sincerely disclose nonfinancial
information with stakeholders. Surprisingly, little research
has focused on how companies try to construct their images
and showed to readers through sentiment analysis.

2.2. Sentiment Analysis. In artificial intelligence (AI), text
mining is an effective and efficient way to process a large
number of textual contents through extracting the sentiment
polarity based on natural language processing. In particular,
sentiment analysis has gradually become a popular tech-
nique. A considerable amount of literature has concentrated
on analyzing documents’ sentiment polarity [9]. Automatic
sentiment classification has been extensively applied to re-
views of products [10], movies [11], books [12], shopping
[13], social networks [14], and students’ course evaluation
comments [15, 16], which is a common application of
classifying positive or negative reviews. Most recent work
has involved in extracting the textual information in the
financial reports, as the text may contain more information
than the numerical part in an annual report [17, 18]. The
final results indicate that sentiment analysis is an important
technique for forecasting financial performance and, thus,
can be used to support the decision-making process of
potential stakeholders [19, 20]. Researchers, therefore, have
realized the potential value of the textual information
analysis of financial reports for predicting financial per-
formance and managing risks.

In fact, the challenge of detecting sentiment from text
has been tackled from various perspectives. Nonetheless,
previous approaches to spot affect have been categorized
into two main approaches: lexicon-based approach and
machine-learning approach [21], which are explicitly
depicted in Figure 1.

2.2.1. Lexicon-Based Approach. Lexicon-based methods are
rule-based, requiring a predefined word list and polarity to
identify viewpoints and sentiments [4, 22], containing
computing orientation for a text from the semantic orien-
tation of words or phrases [23]. In other words, when a new
text has been selected, the words inside the text have to
match with the words in the sentiment dictionary and then
various algorithms have been employed to aggregate values.
The total aggregation of positive and negative values of the
words assembles the sentiment orientation of the whole text.
An idealized operating mechanism is specified in Figure 2.

Table 1 enumerates some related work in the lexicon-
based approach for sentiment analysis and illustrates the
various types of objectives along with the associated models
used and the experimental results produced. We employed
precision, recall, and F-measure as evaluation metrics; they
are common in information retrieval and document clas-
sification research. Precision measures the number of cor-
rectly classified items out of the total classified by a
classification technique, and recall measures the amount of
correctly classified items of those manually classified as the
gold standard. The F-measure is the harmonic mean of
precision and recall, which offers a better measure than the
arithmetic mean of precision and recall.



Mathematical Problems in Engineering

Sentiment analysis
approaches

Y

Lexicon-based
approach

Y

Machine-learning
approach

] Y Y Y
Corpus-based Dictionary-based Unsupervised learning- Supervised learning- Semisupervised learning-
approach approach based approach based approach based approach
‘ Naive Bayes Support Yector Maximum ’
machine entropy
FIGURE 1: Sentiment classification methods.
Lexicon-based Machine learning regression (LR), and maximum entropy (ME), to assess the
- . contents’ positive or negative orientations based on an initial
Word Training Training X R K i
1'0t Rules dataset dataset coding ten test upon the dataset to see if the sentiment is
18 . .

) G indeed captured [30]. To put it another way, human an-

vy

vy v

Characteristics

<

Extract Various
words and apply algorithms
rules D
Semantic \Q
orientation
New Semantic
text :> orientation

FIGURE 2: Machine-learning and lexicon-based approaches of
sentiment analysis.

The merits of employing lexicon-based approach are
that, across diverse domains, lexicon-based methods do not
require to alter dictionaries [4]. Similarly, Brooke, Tofiloski,
and Taboada [29] claimed that, compared with machine-
learning, rule-based approach is not a cumbersome task
because scholars do not need to take a large amount of time
and effort to annotate the training data in a specific domain.

The lexicon-based approach, however, has its own limi-
tations. Sometimes, the individual word extraction may miss
important meanings in the text. Since the existing sentiment
dictionary cannot meet the specific context of letter to
shareholders, for example, in the dictionary, words like lower
and decrease simply do not have a negative meaning in the
CSR. Hence, in order to alleviate the dispute, sentiment
identification requires a more comprehensive and proprietary
sentiment dictionary for the specific CSR domain.

2.2.2. Machine-Learning Approach. The machine-learning
approaches are presented with training classifiers, such as
support vector machine (SVM), Naive-Bayes (NB), logistic

notators code a small sample of dataset and then the ma-
chine takes over once it “learns” what kinds of words
resemble these positive and negative sentiments [31]. A
detailed operating mechanism is specified in Figure 2.

Generally speaking, the machine-learning approach can
be further divided into supervised, unsupervised, and
semisupervised [32]. Normally, the training objective is to be
able to classify or distinguish instances. The main difference
is that the supervised machine learning-based approach
selects labeled instances to construct the model. The un-
supervised approach is used for data mining to spot what is
inside the unlabeled data. Semisupervised technique is
halfway between supervised and unsupervised learning. This
technique is about to use unlabeled data to learn a function
improving the classification performance.

Table 2 summarizes a great diversity of relevant literature
on machine-learning approach for sentiment identification,
illustrating that most existing studies analyze text by creating
a large dataset to measure subjectivity.

The advantages of the machine-learning approach are
that, once the trained dataset is available, the classifier can
rapidly determine the text’s polarity. For instance, Yang et al.
[35] applied a naive Bayes classifier and class association
rules to identify the sentiment of consumer reviews and
proved to achieve a satisfactory result. Additionally,
Troussas et al. [36] classified the people’s feelings and at-
titudes about certain topics and stated how sentiment
analysis using naive Bayes can efficiently assist language
learning. Specifically, Yuan et al. [39] manifested that the
classification accuracy has been improved extremely based
on the sentiment analysis of CSR in financial reports through
the SVM approach. This provides the inspiration and basis
for the further research of this study.

While the machine-learning approach has long been used
in topical text classification with good results because of the
efficiency and accuracy, it sometimes encounters with
shortcomings as a result of high-level human manual inter-
vention. That is to say, the classifiers necessitate sizable human
annotated datasets for training and testing, especially amid the
big data era, which is extremely costly and time-consuming
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TaBLE 1: Related work of lexicon-based approach in sentiment analysis.
Authors Objectives Models Data source Evaluation Data set Accuracy - Precision Recall F,
method (percent)  (percent)
Hatzivassiloglou . . . .
and Mckeown Asm’gn Nonhlerar'chlcal WS]J corpus N/A 657 ad! (+) 679 78.1-92.4 N/A N/A N/A
[24] adjective + clustering adj (-)
. Automobile,
Assign bank, movie
Turney [23] docs PMI-IR t;avel ’ N/A 240 (+) 170 (=) 65.8-84 N/A N/A N/A
sentiments .
reviews
AV-ENG
Assign corpus AV-
Eﬁiﬁfznaads] docs PMILSA  CA corpus N/A tol4 Ei; 982 43895 N/A NA N/A
sentiments TASA
corpus
Taboada et al Assign
[26] ’ adjectives SO-PMI Reviews N/A 521 adj 49.5-56.75  N/A N/A N/A
+
Opinion Macroaveragl.ng N/A o1 90 90
Observer (macroaveraging
No context means glven. a set N/A 9 83 87
dependency of confusion
Ass1gn Wlthout.usmg 445 gustomer tables, a set of N/A 9 85 g7
adjectives, equation reviews of values are
Ding et al. [27] adverbs, products generated, and N/A
verbs, and from each value
nouns + amazon.com  represents the
FBS precision or recall N/A 92 74 82
of an automatic
classifier for each
category)
Assign
adjectives, Across various
Taboada et al. [4] verbs, SO-CAL Reviews . N/A 80 N/A N/A N/A
domains
adverbs,
nouns +
Movie, Books 68 66 76 71
books, cars, Cars 84 76 100 86
Assion cookware, Computers 80 73 96 83
Dey et al. [28] docgs SO-CAL, Senti- phones, 3-fold cross Cookware 74 68 92 78
Y ’ sentiments N-Gram hotels, validation Hotels 74 67 96 79
music, and Movies 66 64 72 68
computers Music 64 62 72 67
reviews Phones 86 85 88 86

[31]. Moreover, sometimes, the training datasets are un-
available. Previous attempts at categorizing movie reviews and
book reviews used the machine-learning approach with
limited success. Because the technique may not suitable for
various texts, facing the obstacle of domain specificity, the
accuracy of analysis has reduced greatly because the thorough
custom-made training dataset may not generalize well to texts
from other domains [40, 41]. Consequently, in this study, the
particular characteristics should be captured to perfectly satisfy
the specific domain of letters to shareholders.

2.3. Forecasting Financial Performance by Using Text
Information. Recently, sentiment analysis has been widely
explored in understanding the relationship between text

information and corporate financial performance. Through
evaluating authors’ opinions, attitudes, and sentiment po-
larity, the future financial performance could be predicted. A
great number of scholars have recently engaged in analyzing
textual information in annual reports, newspapers, and
other documents to forecast stock return or financial per-
formance. Table 3 lists some literature to indicate that the
sentiment of documents can significantly correlate with fi-
nancial performance.

From the above literature, our study will try to use letters
to shareholders in CSRR to test whether the sentiment in the
letter can predict the financial performance or not by
employing various kinds of machine-learning methods.
Furthermore, in order to have a better comparison of the
sentiment attribute categorization and construct a suitable
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TaBLE 2: Related work of machine-learning approach in sentiment analysis.
Authors Objectives Models Data source Evaluation method Data set Accuracy - Precision Recall F,
(percent)  (percent)
Assign 14 articles in 486
Bruce and  sentences Wall Street subjective
Wiebe subjectivity LCA Journal 10-fold cross validation 151 5 ’ 7217 N/A N/A N/A
[33] using 1 to 4 Treebank -
objective
scale Corpus
Pang etal. - Assign docs gyny g vp MOVIE 5 fo1d cross validation 200 () 77809 N/A N/A N/A
[30] sentiments reviews 700 (<)
Boand  Assign docs gy g Movie 10 fold cross validation 109 ) g64.870  NA NA N/A
Lee [1] sentiments reviews 1000 (-)
Gamon Assign docs 10-fold cross validation N/A 77.5 N/A N/A  N/A
and sentiments SVM Customer
Michael  using 4-point feedback  10-fold cross validation N/A 69.5 N/A N/A  N/A
[34] scale
Macroaveraged N/A 67.64 77.5 72.26
Microaveraged
(microaveraging means
given a set of confusion
Class tables, a new two-by-
Yangetal. Assign topic association Consumer two contingency table. N N/A 67.47 744  72.26
> rules . generated, each cell in N/A
[35] sentiments reviews
the new table represents
the sum of the number
of documents from
within the set of tables)
NB Macroaveraged N/A 73.96 66.79 70.19
Microaveraged N/A 68.3 66.11 67.19
Facebook 1131 (+)
Troussas  Assign docs 7000 status -
etal [36]  sentiments NB updates from 3-fold cross validation 131 (4) N/A 77 68 72
90 users
NB Product 45.6 83.1 N/A  81.2
Singh Assign docs J-48 . - 96.7 87.7 N/A 917
et al. [37]  sentiments BFTree mozr?en:vx;iew 4-fold cross validation N/A 89.2 88.3 N/A 721
OneR 90 91.3 N/A 97
. 267 (+)
Rathi (35 _ Assien - SVMEKRN o, N/A 264 (<) 7617 N/A  N/A N/A
adjectives + hybrid
168 (0)
TaBLE 3: Related work of forecasting financial performance using textual information.
Authors Material Period Methods Key findings
Textual analysis can contribute to the ability to
Loughran and Sentiment understand the impact of information on stock returns.
Mcdonald Annual report 1994-2008 dictiona Most importantly, researchers should be cautious when
[42] Y relying on word classification scheme derived outside
the domain of business usage.
The financial news article prediction system can predict
Schumaker etal. _. . . . . L : . L
[43] Financial news articles 2005 Machine learning price increase or decrease in sentiment analysis with the
accuracy of approximately 50%.
Héjek and Olej 520 U.S. companies’ 2010 Machine learnin Sentiment information in annual reports can
[44] annual report 8 significantly improve the accuracy of the used classifiers.
Xin et al. U.S. manufacturing _ . Using machme—learr.nng approa}ch employec’l with -the
. 1997-2003  Machine learning results of text analysis can predict next year’s earnings
[45] industry annual report
per share.
Hiéjek et al. 448 U.S. companies’ 2008 Machine learning; Sentiment information is an important determinant for
[46] annual report neural networks forecasting financial performance.
Tong et al. Microblogs in China  20162-2016.9 Machine learning There is a strong correlation b§tween chat room
[47] postsentiment and stock price movement.




sentiment classification dictionary for the specific context,
appraisal theory will be applied and the seed dictionary will
be manually annotated for the domain of CEO letters.

2.4. Appraisal Theory. Although machine-learning methods
show a better performance, the results of each experiment
are not comparable because of various kinds of categori-
zations. A detailed theoretical framework is highly required
to handle this difficulty. Researchers are asked to address
more challenging tasks and attempt to perform more so-
phisticated sentiment analyses based on systematic and well-
grounded sentiment theories and frameworks. These
frameworks will become common theoretical platforms for
comparing results across different studies.

To date, the existing sentiment techniques may not be
sufficient for sentiment classification. Linguistic framework,
therefore, has been employed as a theoretical platform for
sentiment analysis. By far, computational linguists have
projected several sentiment frameworks. Wiebe et al. [48]
disclosed a sentiment framework based on private states
with three types of expressions, that is, explicit mentions of
private states, speech events expressing private states, and
expressive subjective elements. The framework is designed to
expand attitude types to include intention, warning, un-
certainty, and evaluation. Asher, Benamara, and Mathieu
[49] further denoted an annotation framework involving
four categories, that is, reporting expressions, judgement
expressions, advice expressions, and sentiment expressions
to express various kinds of feelings and opinions. The most
comprehensive linguistic theory of sentiment, however, is
the appraisal framework [50], also known as interpersonal
semantics, developed within the tradition of Systemic
Functional Linguistics [51]. Appraisal theory is a framework
employed in conveying the language of evaluation in text
[52] and also an approach to linguistics that focuses on the
semantics of text rather than its grammar [53].

The framework portrayed a taxonomy of the language to
convey attitude, engagement, and graduation with respect to
the evaluations of other people. The detailed taxonomy is
depicted in Figure 3. Attitude considers how people conduct
interpersonal interaction to express his or her opinions and
emotions; engagement assesses the evaluation with respect
to others’ opinions; and graduation denotes how to
strengthen or weaken the attitude through language
functions.

Attitude, engagement, and graduation can be further
divided into several subtypes, which are explained more in-
depth in the following paragraphs.

Attitude can be further divided into three distinct
subsystems: affect, appreciation, and judgement. Affect
identifies the feelings and emotions of the author (happy
and sad), which can be a behavioral process or an internal
mental state. Appreciation represents the reaction that a
person talks about (beautiful and ugly), such as impact,
quality, composition, complexity, or valuation. Judge-
ment considers the author’s attitude towards the behavior
of somebody (heroic and idiotic) and the evaluation may
concern social sanctions or social esteem; social sanctions
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Attitude H

Appraisal Judgement

Appreciation

" Force
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F1GURE 3: Outline of Martin and White’s [52] appraisal framework
(first two levels).

may involve veracity or propriety; and social esteem may
involve the assessment of how normally someone be-
haves, how capable the person is, or how tenacious the
person is.

Engagement contains two subcategories: monoglossic
and heteroglossic. Monoglossic has no recognition of dia-
logistic alternatives; that is, the writer/speaker directly
expressed the appraisal. Heteroglossic has the recognition of
dialogistic alternative positions and voices, which means
that the writer/speaker has either attributed to other
methods or sources to make it credible.

Graduation also include two subclasses: force and focus.
Force assesses the degree of intensity; focus covers to
sharpen or soften the specification.

The main advantage of utilizing appraisal theory in
sentiment identification is that it enables us to take a look
deeper inside the thoughts of authors or publishers, re-
vealing their real sensations by employing linguistic and
psychological analysis of their texts. In our study, we want to
extract the sentiment inside in the shareholders’ letters and
may possibly draw some statistical conclusions about the
types of sentiment that companies of shareholders’ letters
express via the texts they write. At last, the analysis can help
potential investors to make better decision-makings.

So far, scholars have made a great number of useful
attempts at the level of sentiment analysis. Table 4 sums up
the relevant sentiment analysis literature employing the
appraisal framework. From the table, the research inte-
grating the appraisal theory into the analysis of sentiment
orientation is relatively scare. Korenek and Simko [60]
established the method of manually creating an emotional
dictionary, utilizing the appraisal theory to evaluate emo-
tional posts on Weibo posts; Taboada and Grieve [54]
turther made some improvements on how to aggregate the
value of adjectives based on appraisal theory. In addition,
Khoo et al. [50] extended the appraisal framework for an-
alyzing long news reports, compared with microposts, and
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TaBLE 4: Related work of appraisal theory in sentiment analysis.
Authors Models Data source Method Attributes type Accuracy
(percent)
Taboada and Taking into account text
. Lexicon-based Reviews structure and adjectives Attitude N/A
Grieve [54]
frequency
Whitelaw Lexicon-based Movie reviews Analyzing appra1§a1 adjectives Att1tudeT orientation, 90.2
et al. [55] and modifiers graduation, polarity
Read and . . Measuring interannotator Attitude,
Lexicon-based Book reviews engagement, N/A
Carroll [56] agreement . .
graduation, polarity
Automatic determining . . .
Argamon NB, SVM Documents complex sentiment-related Attitude; orientation; N/A
et al. [57] . force
attributes
EmotiNet (EmotiNet defines to Actor, action, object
Robert Plutchik’s store action chains and their
wheel of emotion; corresponding emotional labels
Balahur et al. , o . .
[58] Parrot’s tree- ISEAR Corpus from several situations; in such a Emotion N/A
structured list of way, authors could be able to
emotions extract general patterns of
appraisal)
MPQA 2.0 Corpus; UIC
Review Corpus; Darmstadt Functional local appraisal
Bloom [59] Lexicon-based Service Review Corpus; ammar extralzlt)or Attitude 44.6
JDPA Sentiment Corpus; 8
IIT Sentiment Corpus
Khoo et al. . -, . . . Actor, attitude,
[50] Lexicon-based Political news article Analyzing appraisal groups engagement, polarity N/A
Korenek and . Structuring sentiment analysis Attltu.de, gr.aduatllon,
.. SVM Microblog posts . polarity, orientation, 87.57
Simko [60] based on appraisal theory
engagement
Discovering the lexical Attitude
Cui and Self-constructed corpus of . & . ; Peripheral sentiment
. . . syntactic, and semantic features .
Shibamoto- Lexicon-based Chinese newspapers and of different tvpes of sentiment parameters (topic, N/A
Smith [61] websites tyP source, field, process,

t
parameters degree)

assessed the framework’s utility and possible problems,
which is definitely a good attempt for our current study.
As indicated in Table 4, the aforementioned work has
improved that appraisal framework is a highly useful tool for
analyzing sentiment classification [50, 60]. This paper, thus,
intends to augment the sentiment classification of president’s
letter by employing the appraisal theory. The appraisal theory
proves to be useful in uncovering various aspects of sentiment
that should be valuable to researchers and assists researchers
to understand the feelings of shareholders’ letters better. By
following the doctor dissertation of Bloom [59], who laid the
basis for sentiment classification by utilizing appraisal theory,
a more systematic and well-grounded approach of sentiment
analysis utilizing Martin and White’s appraisal theory has
been heuristically employed, which can successfully assist
potential investors to understand corporations’ attitudes
accurately and make investment decisions more efficiently.

3. Research Methodology

As mentioned earlier, in order to achieve our goals in this
study, a three-dimensional research framework has been

established to enable us to systematically test different
perspectives of text mining strategies with both quantitative
and qualitative methods (see Figure 4).

The specific research questions that we address are the
following:

RQ1: what are the prominent sentiment attributes in
CEO’s letters that can actively promote companies’
images and avoid negative views?

RQ2: what are the main sentimental themes in CEO’s
letters? And which one can best encourage other
companies’ investment?

RQ3: how can the sentiment attributes of CEO’s letters
anticipate corporate financial performance that would
be useful for stakeholders’ decision-making?

The above questions in three dimensions evaluate CEO
letters. In the microlevel of identifying sentiment attributes,
appraisal theory and lexicon-based sentiment method have
been applied to classify various sentiment attributes pre-
cisely. In the mesolevel analysis, we utilize NVivo qualitative
data analysis software to do the thematic analysis of CEO
letters. In the macrolevel, machine-learning approach was
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FIGURE 4: An overview of the workflow of the research framework.

selected to assess the power of CEO letters in predicting
corporate financial performance in terms of the Z-score
model.

3.1. Data Collection and Description. To date, various
methods have been developed and introduced to measure
sentiment. A suitable method to adopt for this study is to
propose a specific sentiment dictionary based on the prin-
ciples of appraisal theory. The advantage of utilizing the
appraisal theory is that it allows researchers to categorize and
compare sentiment attributes based on a systematic lin-
guistic theory and also enables them to explore authors’
thoughts more thoroughly. The major difference from the
previous works which use the appraisal theory is that the
whole basic appraisal tree has been selected and share-
holders’ letter specifics have been assessed.

In terms of the variety of genres, such as political news,
movie reviews, and product reviews, the analysis results will
significantly differ depending on distinct syntactic structure
and lexical choices [56]. Therefore, in order to maintain
consistency, the same genre has to been examined based on
the appraisal framework. In this study, shareholders’ letters
are good candidates for this study because they are likely to
contain similar languages in the same genre of writing; also,
examples of appraisal’s attributes can be easily detected.
Most importantly, identifying valuable information from
shareholders’ letters is a sufficient way to help companies to
improve the quality of released information and facilitate
stakeholders’ to make investment decisions.

All CSR reports with English version were downloaded
from GRI’s Sustainability Disclosure Database (https://
database.globalreporting.org). This database can access to
all types of sustainability reports from various industries
relating to the reporting organizations. For the sake of
preventing problems with both industry-specific attributes
and different financial performance evaluation, the financial
industries were excluded. Furthermore, in order to ensure
accurate comparable information, all selected reports must

have official English version and should be listed in the Hong
Kong publicly regulated markets.

Finally, 41 Chinese companies’ English version CSR
reports from year 2016 had been collected. Then, 41
shareholders’ letters were retrieved from the CSR reports in
China in 2016. The corpus contains 35,670 tokens in total,
named SLC. In addition, all the statistical data for calculating
Z-score are gathered from the Wind financial database.

The year 2016 was selected because the United Nations
General Assembly unanimously adopted the Resolution 70/
1, Transforming our World: the 2030 Agenda for Sustainable
Development. This historic document lays out 17 sustainable
development goals, which aim to integrate and balance the
three dimensions of sustainable development: economic,
social, and environmental. The new goals and targets will
come into effect on 1 January 2016 and will guide for the next
fifteen years.

3.2. Data Preprocessing. Most CEO letters were released in
PDF format. Firstly, letters were manually trans-
formed.pdf documents to the essential.txt groups and
texts were sorted to have only one sentence in each line.
Then, the text documents were linguistically preprocessed
using tokenization, part of speech tagging, and
lemmatization:

Tokenisation—splitting texts into sentences and words

Part of speech tagging—adding a POS tag to each word
in a sentence

Lemmatisation—converting a word into its basic
lemma form

Deletion of stop words and company name

To control for bias in the analysis, in particular,
shareholders’ letters have a specific content that differs from
other texts, which has to be coped with. For instance, the
abbreviation of company’s name is Best Buy, including the
positive word of “Best”, which may significantly convert the


https://database.globalreporting.org
https://database.globalreporting.org

Mathematical Problems in Engineering

polarity of the text. As a result, the pretreatments were a
combination of tokenization, lemmatization, part-of-
speech-tagging, and deletion of stop words and named
entities, which gave the best result.

3.3. Specific Dictionary Construction and Classification.
The main issue with the sentiment analysis of textual doc-
uments is the right choice of positive terms. Obviously, the
categorization of words is not always unambiguous and
requires context knowledge. This is due to the various
meanings of words and domain specific tone of the words,
respectively. Therefore, the appraisal theory has been
employed in this study.

To evaluate the appraisal theory, a dictionary tagged
with attributes from Martin and White’s categorization
(2005) has to be constructed. In terms of the work of
Korenek and Simko [60], they built a dictionary based on
appraisal theory specializing in microblogs. By following
their work, we accumulated approximately five hundred
and fifty words from Martin and White’s classification. In
order to broaden the dictionary, WordNet database, Col-
lins Thesaurus, and Merriam-Webster Thesaurus have been
utilized to find synonyms to words identified in the pre-
vious step, and this formed the basic sentiment lexicons.
The next step is to be aimed at extracting candidate sen-
timent word lists from the self-constructed SLC corpus,
employing the statistical approach based on the amount of
pointwise mutual information (PMI) ratio, which can be
used to compare candidate words with the existing basic
sentiment lexicons. PMI calculation has been defined as
follows:

p(word,, word,)
p(word,)p(word,)’

In light of the PMI ratio, whether the word should be
identified as a target or not must be decided. On completion
of selecting targets, the target candidate words merged with
the basic sentiment lexicons to construct a new dictionary
specializing in shareholders’ letter content, with approxi-
mately six hundred words in total.

Due to the specifics of shareholders’ letters, the tradi-
tional lexicon-based approach cannot identify the complex
context. So the statistical method of PMI ratio may not be
accurate all the time. Manual screening is highly needed in
this step.

To further categorize the new dictionary, each word is
manually classified according to the attributes based on
appraisal theory and in line with the research of [60], who
assigned a 10-point Likert scale, from —5 to +5. The same
scaling scope has been considered in this research. For the
purpose of manual coding with participants’ subjective
judgement, eight human annotators, a to h, were invited
to assign polarity independently. The annotators were all
well-versed in the appraisal framework. They were asked
to specify the type of attitude, engagement, or graduation
present and assign a scaling and polarity to candidate

PMI (word,, word,) = log (1)

words. In order to address the concern of inconsistent
understanding regarding some ambiguous words, the
annotation was executed over two rounds, punctuated by
an intermediary analysis of agreement and disagreement
among all annotators until a consensus has been
achieved.

A partial example of entries is presented in Table 5. Each
entry contains a word, a part-of-speech tag, a category, and
subcategories according to the appraisal theory and ap-
praisal value.

Based on the newly established sentiment dictionary for
a specific corpus, we can further precisely analyze the
sentiment characteristics of CEO letters from micro-, meso-,
and macrolevel analysis.

3.4. Data Analysis

3.4.1. Microlevel Analysis. Regarding RQ1, we categorized
CEO letters based on the specific established sentiment
classification dictionary considering the following eleven
categories of terms:

A. Positive attitude affect (e.g., happy, convinced, and
satisfied)

B. Negative attitude affect (e.g., sorry and sad)

C. Positive attitude judgement (e.g., lucky, fortunate,
and famous)

D. Negative attitude judgement (e.g., imperfect, un-
known, and severe)

E. Positive attitude appreciation (e.g., exciting, dra-
matic, and excellent)

F. Negative attitude appreciation (e.g., imbalanced,
disharmonious, and conflicting)

G. Positive engagement (e.g., certainly, obviously,
naturally, and evidently)

H. Negative engagement (e.g., falsely and compellingly)

L. Positive graduation force (e.g., greatly, slightly, and
somewhat)

J. Negative graduation force (e.g., small and remote)

K. Positive graduation focus (e.g., true and genuinely)

We assumed that well-performing corporations are
being more positive, optimistic tones. Conversely, we ex-
pected a more active language in the case of poorly per-
forming companies that need to take positive actions to
improve their image and attract more investors.

3.4.2. Mesolevel Analysis. With the popularity of computer
technology, a range of software packages emerged to assist
with the analysis of qualitative data. It is generally accepted
that computer-assisted qualitative data analysis software
(CAQDAS) can enhance the data handling/analysis process
if used appropriately and resolve analysts from complicated
data analysis.
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TaBLE 5: A partial example of appraisal dictionary entries.
Word Part of speech Main category Second level category Other level categories Appraisal value
Good Adj. Attitude Judgement Praise, propriety 3
Harmonious Adj. Attitude Appreciation Composition, balance 2
Advanced Adj. Attitude Appreciation Valuation 5
Clear Adj. Attitude Appreciation Composition, complexity 1
Never Adv. Engagement N/A N/A -5
Incredible Adj. Attitude Judgement Admiration, normality 3
Largest Adj. Graduation Force Maximization 1

The software package NVivo (now update to version 12)

Z;= 12X, + L4X,, + 3.3X;, + 0.6X,; + 1.0X5;,  (2)

is one of the most distinguished CAQDAS, which can help
the analysis to work more efficiently and rigorously back up
findings with grounded data [62].

In this study, NVivo has been prompted to do a thematic
analysis for identifying the broad CSR topics existing in the
shareholders’ letters. Thematic analysis is a way of catego-
rizing data from qualitative research through analyzing
similar themes and interpreting the research findings [63].
In this study, thematic analysis can be employed to detect the
main ideas existing in the CEO letters and through NVivo
software to label or code different types of CSR.

NVivo allows nodes to have more than one dimension
(tree branch). Therefore, we were able to identify where
concepts may have more than one dimension or group them
within a more general concept. This is a revolution in finding
connections because it prompts the analyst to think about
their concepts in more detail, facilitating conceptual clarity,
and early discourse analysis [64]. Figure 5 reveals a sample of
the tree node structure of CSR.

Coding stripes function is a useful function for re-
searchers to annotate various segments in the whole doc-
uments, which may facilitate the comparison of categories.
Figure 6 depicts an example of data coded at the ethical
responsibility node.

Generally speaking, NVivo offers us a valuable tool to
explore the complexities of potential relationships without
forcing the data to fit specific categories. In this way, when
we identified a possible relationship with CSR, we defined
this in NVivo using the free code to represent it first and later
created tree node to identify the internal relationship.

3.4.3. Macrolevel Analysis. The Altman’s model of financial
health (Altman’s Z-score) was selected for the quantitative
evaluation of the assessed companies. The reason of the
selection was that this model was created for assessing
company financial health in industrial branch with shares
tradable on the Hong Kong publicly regulated markets and
exactly such companies were selected for the study.

The scope of this so-called bankruptcy model is to
predict the probability of survival or bankruptcy of the
analyzed company. The nearer to the bankruptcy a company
is, the better Altman’s index works as a predictor of financial
health. It predicts bankruptcy reliably about one to two years
in advance. Altman’s Z-score model uses the following
relation to define the value of a company in industrial branch
with shares publicly tradable on the stock market:

where i denotes the i-th company, X is the working capital/
total assets, X, is the retained earnings/total assets, X3 is the
earnings before interest and tax/total assets, X, is the market
value of equity/total liabilities, and X5 is the sales/total assets.
Detailed variable definition can be found in Table 6.

The Z; value is in range —4 to +8. The higher the value,
the higher the financial health of a company. It holds true
that if (1) Z;>2.99, the company is in the “safe zone” (a
company with high probability to survive—financially
strong company); (2) 1.80 < Z;<2.99 “grey zone” (the future
of the company cannot be determined clearly—a company
with certain financial difficulties); and (3) Z; < 1.80 “distress
zone” (the company has serious financial problems—the
company is endangered by bankruptcy).

Due to the special historical conditions of China’s stock
market formation, the types of stocks formed in China are
different from those in foreign countries. In the stocks of
listed companies, they can generally be divided into two
categories: tradable shares and nontradable shares. In view
of the fact that there is no market price for nontradable
shares in the Hong Kong stock market, the model has made a
slight change: X, = (share price * tradable shares + net asset
value per share * nontradable shares)/total liabilities, and X
is the prime operating revenue/total assets.

The outputs of the forecasting models were represented
by the classes of financial performance obtained using the
Z-score bankruptcy model, namely, classes “safe zone,” “grey
zone,” and “distress zone.” In addition, we obtained addi-
tional output classes (increase, no change, and decrease).
Given the fact that the classes were imbalanced in the
dataset, we use the Synthetic Minority Oversampling
Technique (SMOTE) algorithm [65] to modify the training
dataset. The algorithm oversamples the minority classes so
that all classes are presented equally in the training dataset.

The set of eleven sentiment attributes presented in the
previous section was drawn from shareholders’ letter. Fol-
lowing previous studies [46, 66], the input attributes were
collected for Chinese companies in the year 2016, while the
output financial performance (Z-score) was evaluated for the
year 2017, and the change in the financial performance was
measured as Z-score in 2017 related to its value in 2016. For
the sake of preventing problems with both industry-specific
attributes and different financial performance evaluation,
the financial industry was excluded. As a result, among 41
Chinese companies, 9 companies were classified into “grey
zone” and 32 companies were classified into “distress zone;”
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FiGure 5: Tree node structure of CSR in China.

after making a comparison of financial situation between
2016 and 2017, only 2 companies were improved and the
remaining 39 companies were unchanged.

In sum, the Z-score of Chinese companies in 2016 and
2017 could be spotted in Table 7.

Next, a various number of forecasting machine-learning
methods have been explored, i.e., logistic regression, support
vector machine, and naive Bayes. Apart from logistic re-
gression, the other two methods can process nonlinear data.

The logistic regression (LR) model has been used with a
ridge estimator defined by Cessie and Houwelingen [67]. The
classification performance of the logistic regression depends
on the number of iterations and ridge factor, respectively.

Support vector machines (SVMs) are a set of related
supervised learning methods, which are popular for per-
forming classification and regression analysis using data
analysis and pattern recognition.

Naive Bayes (NB) is a simple multiclass classification
algorithm with the assumption of independence between
every pair of features. Naive Bayes can be trained very ef-
ficiently. Within a single pass on the training data, it
computes the conditional probability distribution of each
feature given label, and then it applies Bayes’ theorem to
compute the conditional probability distribution of the label
given observation and use it for prediction.

In sum, logistic regression, support vector machine,
naive Bayes are three methods designed to forecast the
accuracy of financial performance.

4. Experimental Results and Discussion

In the data filtering, we select 41 CEO letters in Chinese
companies CSR report and try to do in-depth analysis at
microlevel, mesolevel, and macrolevel, respectively.

4.1. Sentiment Attributes. Regarding the eleven sentiment
attributes, the detailed statistical data can be found in Ta-
ble 8. Among all the categories, positive attitude, judgement,
appreciation, and positive graduation force are the top three
most frequent sentiment attributes.

From the previous data collection part, we know that
among 41 Chinese companies, 9 companies were classified
into “grey zone” and 32 companies were classified into
“distress zone.” None of the companies were classified into
the safe zone. Combing the eleven categorizations with our
2016 financial performance, interestingly, we found that
poorly performing companies are expected to use a more
active language to describe and evaluate their CSR. This
phenomenon can be explained further by the impression
management effect. Impression management refers to the
process by which people try to manage and control the
impression others make about themselves [68]. For cor-
porations, the correct impression management can help
companies to communicate with stakeholders smoothly.
Companies try to use impression management to actively
promote their images and avoid negative views. This is
probably the reason why companies may encounter with a
gloomy economic situation but still concentrate on shaping
positive and optimistic images.

4.2. Sentimental Themes. The next segment is about to
identify the sentimental themes in CEO letters through
NVivo software. NVivo’s coding stripes functions enable us
to examine all the relevant text and identify the sentences
which contributed to that relationship and also to find out
which node the sentences belong to. After coding all the
relevant text, we gathered comprehensive sentimental
themes existing in CEO letters (see Table 9).
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TABLE 6: Financial variable definition.
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Variable name

Definition

Working capital
Total assets

Retained earnings

Earnings before interest and tax
(EBIT)

Market value of equity

Total liabilities

Sales

Current assets minus current liabilities
The final amount of all gross investments, cash and equivalents, receivables, and other assets as they are
presented on the balance sheet
The amount of net income left over for the business after it has paid out dividends to its shareholders

Revenue minus expenses, excluding tax and interest

The total dollar value of a company’s equity
The combined debts and obligations that an individual or company owes to outside parties
Total dollar amount collected for goods and services provided

According to Table 9, the most popular sentimental
theme in CEO letters is the ethical responsibility. Business
ethical responsibility for companies means a system of moral
and ethical beliefs that guide companies’ behaviors, values,
and decisions and minimizing unjustified harm, suffering,
waste, or destruction to people and the environment [69].

This result reveals that a large amount of companies (32
among 41 companies) have put great efforts into business
ethics. The concept of business ethics began in the 1960s as
corporations became more aware of a rising consumer-
based society that showed concerns regarding the envi-
ronment, social causes, and corporate responsibility. In fact,
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TABLE 7: Z-score of Chinese companies in 2016 and 2017.

Stock code Country 2016 Z-score 2016 2017 Z-score 2017
1958.hk CN 1.260515439 Distress zone 1.482271118 Distress zone
0606.hk CN 1.838183342 Grey zone 2.216679937 Grey zone
1800.hk CN 0.867078825 Distress zone 0.864201511 Distress zone
1829.hk CN 1.357941592 Distress zone 1.427298576 Distress zone
0941.hk CN 2.936618457 Grey zone 2.789570355 Grey zone
3323.hk CN 0.337950565 Distress zone 0.497012524 Distress zone
0390.hk CN 1.192247784 Distress zone 1.15640714 Distress zone
3320.hk CN 2.201481901 Grey zone 2.007730795 Grey zone
1055.hk CN 0.551047016 Distress zone 0.659758361 Distress zone
0728.hk CN 1.062436514 Distress zone 1.190768229 Distress zone
0688.hk CN 1.961825278 Grey zone 1.972625832 Grey zone
2196.hk CN 1.215563686 Distress zone 1.074862508 Distress zone
1618.hk CN 0.89432166 Distress zone 0.879602037 Distress zone
0857.hk CN 1.181842765 Distress zone 1.329173357 Distress zone
3377.hk CN 1.083233034 Distress zone 1.142850174 Distress zone
0347.hk CN 0.71319999 Distress zone 1.340165363 Distress zone
0992.hk CN 1.775439241 Distress zone 1.686162129 Distress zone
0753.hk CN 0.740145558 Distress zone 0.812868908 Distress zone
0883.hk CN 1.927734935 Grey zone 2.336603263 Grey zone
0232.hk CN 0.975494042 Distress zone 1.838159662 Grey zone
1186.hk CN 1.251163858 Distress zone 1.239974657 Distress zone
2607.hk CN 2.345340814 Grey zone 2.234627565 Grey zone
0763.hk CN 1.059868156 Distress zone 1.363358965 Distress zone
0670.hk CN 0.482355283 Distress zone 0.455072698 Distress zone
2202.hk CN 0.807062775 Distress zone 0.687163013 Distress zone
0489.hk CN 2.294304149 Grey zone 2.115933926 Grey zone
0836.hk CN 0.99429478 Distress zone 0.843126034 Distress zone
0392.hk CN 1.105575201 Distress zone 1.11398028 Distress zone
0604.hk CN 1.226738962 Distress zone 0.889164039 Distress zone
2380.hk CN 0.53081341 Distress zone 0.310240584 Distress zone
0257.hk CN 1.719616264 Distress zone 1.540477349 Distress zone
0103.hk CN 0.669137242 Distress zone 0.689465751 Distress zone
1211.hk CN 1.261617869 Distress zone 1.124410212 Distress zone
0916.hk CN 0.406631641 Distress zone 0.557081816 Distress zone
0175.hk CN 2.405647254 Grey zone 4.48691365 Safe zone
1088.hk CN 1.243041938 Distress zone 1.543226046 Distress zone
0123.hk CN 0.919420683 Distress zone 1.015226322 Distress zone
2128.hk CN 2.456387186 Grey zone 2.308100735 Grey zone
2866.hk CN 0.125023125 Distress zone 0.230025232 Distress zone
3360.hk CN 0.346809818 Distress zone 0.355677289 Distress zone
6166.hk CN 1.678887209 Distress zone 1.73679922 Distress zone

TaBLE 8: The frequency of eleven sentiment attributes.

Positive graduation focus 15
Negative graduation force 15
Positive graduation force 274
Negative engagement 7

Positive engagement 223
Negative attitude appreciation 6

Positive attitude appreciation 345
Negative attitude judgement 11
Positive attitude judgement 378
Negative attitude affect 2

Positive attitude affect 87

the importance of business ethics reaches far beyond the
strength of a management tea bond or employee loyalty.
As with all business initiatives, the ethical operation of a
company is directly related to companies’ short-term or

long-term profitability. The reputation of a business in the
surrounding community, other businesses, and individual
investors is paramount in determining whether a com-
pany is a worthwhile investment. If a company is per-
ceived to be unethical, investors are less inclined to
support its operation.

In addition, in this study, we have divided the ethical
responsibility into three parts: ethical accomplishment,
ethical activity, and ethical ability. Ethical accomplishment
means some awards that have been achieved by companies.
Ethical ability expresses companies’ core competence and
organizational identity. Ethical activity makes investors to
know about the activities and functions taking place in the
company. Detailed samples are scheduled below:

(a) We implemented new energy efliciency projects
worldwide, including the implementation of the ISO
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TABLE 9: Main sentimental themes in CEO letters.

Responsibility type Detailed categories References Sources
Ethical ability 34 23
Ethical responsibility Ethical activity 113 32
Ethical accomplishments 37 20
Technical ability 8 6
Technical responsibility Technical activity 33 13
Technical accomplishments 18 13
Economic ability 5 5
Economic responsibility Economic activity 12 9
Economic accomplishments 39 23
Philanthropic ability 2 2
Philanthropic responsibility Philanthropic activity 47 26
Philanthropic accomplishments 4 3
Administrative ability 3 3
Administrative responsibility Administrative activity 20 15
Administrative accomplishments 2 2
Political ability 12 10
Political responsibility Political activity 11 6
Political accomplishments 0 0
Legal ability 1 1
Legal responsibility Legal activity 2 1
Legal accomplishments 0 0

50001 Energy Management System in all our European
Union locations (Ethical activity, Lenovo 2016).

(b) In 2016, we have achieved safe flight hours of 2.38
million, transported 115 million passengers, elimi-
nated incidents by human errors, continued to
maintain the best safety record in China’s civil
aviation (Ethical accomplishments, China Southern
Airlines 2016).

(c) Consequently, China Telecom is among the first
batch of the national demonstration bases for en-
trepreneurship and innovation (Ethical ability,
China Telecom 2016).

From the coding results, ethical activity occupies the
largest proportion, which means that firms would prefer to
demonstrate their actions and practices to the society.
Corporations have more incentives to be ethical as the area
of socially responsible and ethical investing keeps growing.
An increasing number of investors are seeking ethically
operating companies to invest, which drives more firms to
take this issue seriously. With the consistent ethical be-
havior, an increasingly positive public image can be estab-
lished, and to retain a positive image, companies must be
committed to operating on an ethical foundation as it relates
to the treatment of employees, respecting the surrounding
environment and fair market practices in terms of price and
consumer treatment.

4.3. Machine-Learning Approach Forecasting Financial
Performance. We tested many machine-learning ap-
proaches and selected only the best outcomes. The measures
of classification performance were, in addition to Acc,
represented by the averages of standard statistics applied in
classification tasks [70]: true-positive rate (TP), false-posi-
tive rate (FP), precision (Pre), recall (Re), F-measure (F-m),

TaBLE 10: Average accuracy of the analyzed methods and weighted
average TP, FP, Pre, Re, F-m, and ROC for classification of financial
performance (safe zone, grey zone, and distress zone).

Model ¢ Tp  pp

(%) Precision Recall F-m ROC

NB 0.6925 0.1187 0.3333
SVM  0.7022 0.1183 0.3333
LR 0.7046 0.1183 0.3333

0.3097
0.3130
0.3138

0.1187 0.0451 0.3358
0.1183 0.0442 0.3298
0.1183 0.0442 0.3324

and ROC curve. F-m is the weighted harmonic mean of
precision and recall. ROC is a plot of the true-positive rate
against the false-positive rate for the different cutpoints of a
diagnostic test. In order to validate the accuracy, the ex-
periments were realized using 10-fold cross validation. The
best results in terms of the accuracy of correctly classified
instances Acc (%) are presented in Table 10 (for the financial
performance classes).

The results obtained by modeling point out that the
logistic regression is more suitable for forecasting financial
performance, reaching the highest accuracy of 70.46%. This
evidence suggests that there exists a linear relationship
between the sentiment and financial performance.

5. Conclusions

CEO letter contains information about corporate social
responsibility performance in CSRR, which is designated for
stakeholders to make their investment decisions. In this
study, sentiment analysis has been applied to the evaluation
of CEO letters from three perspectives: sentiment dictionary
(microlevel), sentimental themes (mesolevel), and machine
learning (macrolevel). In the microlevel analysis, a desig-
nated sentiment dictionary has been constructed for clas-
sifying sentiment attributes. The results denote that no
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matter the companies are in an active or passive economic
situation, they are focusing on using a great proportion of
positive words to establish a company image and attract
investors. In the mesolevel analysis, a comprehensive tree
node structure was identified to discover the sentimental
topics relevant to CSR. In terms of outcome, the CEO letters
contain a large quantity of ethical-related information, es-
pecially concentrating on the ethical activities that firms
have organized. In the macrolevel, the logistic regression
approach achieves the best result in forecasting future fi-
nancial performance, which proves that there is a linear
relationship between the sentiment and economic perfor-
mance. In other words, sentiment information in CEO
letters can be regarded as a vital determinant for forecasting
financial performance.

The distinct contribution of this paper is threefold.
Firstly, an advanced technique of sentiment analysis utilizing
appraisal theory has been conducted, which is potentially
useful for detecting the “concealed” information in letters.
Secondly, a sentiment dictionary has been constructed
successfully and specifically for shareholders’ letters, which
can significantly upgrade the accuracy of sentiment classi-
fication. Lastly, this research can guide companies to further
enhance the technique of releasing nonfinancial information
and display fundamental causes for diverse texts.

The current research has its own limitations. Utilizing
Z-score, the quantitative assessment to define companies’
economic situation may not be adequate. In the Z-score
model, the stock market value is only a static value at some
point in time, which cannot reflect a dynamic fluctuation. In
fact, the need to interpret the firms’ released information is
to predict its future performance, it is insignificant which
economic model was selected, and the critical point is the
influence of sentiment on the perception of the company by
its stakeholders.

In the future research, it is possible to apply other
economic models for predicting financial performance.
Especially with the popularity and high development of
sentiment analysis, a great number of new approaches would
be probed by text mining to detect more concealed infor-
mation for investors’ decision-making and to be applied to
other languages as well.
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The problem of click-through rate (CTR) prediction in mobile advertising is one of the most informative metrics used in mobile
business activities, such as profit evaluation and resource management. In mobile advertising, CTR prediction is essential but
challenging due to data sparsity. Moreover, existing methods often have difficulty in capturing the different orders of feature
interactions simultaneously. In this study, a method was developed to obtain accurate CTR prediction by incorporating contextual
features and feature interactions. We initially use extreme gradient boosting (XGBoost) as a feature engineering phase to select
highly significant features. The selected features are mobile contextual attributes including time contextual, geography contextual,
and other contextual attributes (e.g., weather condition) in actual mobile advertising situations. Our model, XGBoost deep
factorization machine- (FM-) supported neutral network (XGBDeepFM), combines the power of XGBoost for feature selection,
FM for two-order cross feature interaction, and the deep neural network for high-order feature learning in a united architecture.
In a mobile advertising condition, our methods lead to significantly accurate CTR prediction in “wide and deep” type of model. In
comparison with existing models, many experiments on commercial datasets show that the XGBDeepFM model has better value

of area under curve and improves the effectiveness and efficiency of CTR prediction for mobile advertising.

1. Introduction

The task of click-through rate (CTR) prediction is crucial in
advertising and recommendation areas; its main goal is to
maximize the clicks to improve advertising revenue or user
satisfaction [1-3]. In advertising area, CTR is an important
indicator for measuring the effectiveness of advertising
displays [4]. Advertiser’s revenue relies heavily on the ca-
pability of CTR prediction. In recommendation area, the
recommended items returned to users can be ranked by the
predicted CTR [5]. This predicted probability helps rec-
ommendation systems know the users’ interest on specific
items such as news [6, 7], movies [8], tags [9], or commercial
items [10], which influence the subsequent decision-making
[10]. Recommendation solutions can be classified in terms of
collaborative, content-based, knowledge-based, demo-
graphic, and hybrid [11]. Each strategy can benefit from the
task of CTR prediction [12].

One of the core problems that mobile advertising strives
to solve is providing the right ads to the right people at the
right time and in the right context. Users’ attention time has
been greatly reduced; thus, no one has the time to watch
useless and intrusive advertisements. Nevertheless, the an-
swer may be in the hands of marketers, especially in a
dynamic mobile world. Mobile contextual advertising is not
only about finding the right users in the right context, in-
cluding time, geography, and weather, but is also about
connecting the advertisement with the user in ad context and
providing a pleasant experience. Accurate CTR prediction is
vital to marketers based on contextual features. Another key
challenge for CTR prediction is learning low- and high-
order feature interactions behind user behavior in a certain
context. Some feature interactions are easy to capture. Low-
order feature interactions (less than two orders) can be
designed by experts’ prior experience. However, high-order
feature interactions can be difficult to understand. These
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deep-feature interactions can be learned by deep neural
networks (DNNs).

At present, researchers have proposed different methods
of CTR prediction. Some ideas attempt to solve the two-
order feature interactions. For example, a logistic regression
(LR) model has been used to predict the CTR on Google Ads
[13]. Factorization machines (FMs) have been used to
consider two-order feature interactions [14]. In recent years,
DNNSs have been popular because of their capability to learn
high-order feature interactions. For example, Zhang et al.
studied feature representations and proposed the FM-sup-
ported neutral network (FNN) [15]. Qu et al. proposed the
product-based neutral network (PNN), which learns high-
order feature interactions by introducing a product layer
[16]. Cheng et al. combined “wide” and “deep” (W&D)
components in a W&D model for low- and high-order
feature interactions [2].

The remainder of this paper is organized as follows. In
Section 2, the extreme gradient boosting (XGBoost) deep
FM-supported neutral network (XGBDeepFM) is proposed,
considering the problems in contemporary research and the
characteristics in the mobile advertising dataset. In Section 3,
the experiment is designed, a comparison experiment is
performed for CTR prediction, and the effectiveness and
efficiency of the XGBDeepFM model are analyzed. Finally,
Section 4 concludes the study.

2. Materials and Methods

According to the core challenge of computational adver-
tising proposed by Border [3], the best match between a
given user in a given context and a suitable advertisement
should be determined. ((a;,u;,c;), ¥;) denotes the instance i
of the dataset, where a; denotes the advertisement, u; rep-
resents the user, c; denotes the context, and y; € {0, 1} is the
label of the clicking label.

We propose a united approach, namely, the
XGBDeepFM model, which benefits from prior information
from context and high-order feature interactions, as shown
in Figure 1.

Our approach consists of three components, namely, the
XGBoost, FM, and deep components. By using these three
components, the proposed XGBDeepFM model can realize
the full interactive combination modeling of the bilateral
features (i.e., ad and user features) and contextual features.

¥ = sigmoid (¥xgpoost + Yim + YDNN)- (1)

7 denotes the predicted CTR, and yyxgpoos> Vem> and
ypnn are the outputs of the XGBoost, FM, and deep
components, respectively.

2.1. XGBoost Component. The XGBoost component is a
scalable machine learning system for tree boosting [2]. In
XGBoost, feature selection and combination are automati-
cally performed to generate new discrete feature vectors as the
input of the LR model. The depth of a decision tree deter-
mines the dimension of the feature intersection. For example,
if the depth of the decision tree is four, then the final number
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of the leaf node is the number of orders (three order) of
feature interactions. We use XGBoost to capture three-order
feature interaction and perform feature selection among
features. The objective function of the XGBoost is as follows:

Obj = Zl(?i’%‘) + Z Q(fr) (2)
P

i=1

XGBoost uses the following forward distribution
algorithm:

;T’i(t) = Z Jr(x;) = JA’i(t_l) + f(x),
k;l (3)
Obj(t) = z l(yﬂj)i(t_l) + fi (xi)) +Q(f,) +C,
i=1

where j‘/i(t) is the predicted value of the time t of the iteration,
that is, the predicted result of sample x; by  trees and j/i(H)is
the predicted value of the current (¢ — 1)th iteration. Thus,
when the model is initialized, the model has no tree, and the
predicted result is a constant. Each iteration adds a new tree
to the model, and the loss function then changes corre-
spondingly. In addition, the training of (¢ — 1)th trees is
completed when the (#)th tree is added.

2.2. FM Component. The FM component is used to learn
feature interactions [1]. FM models can capture two-order
feature interactions as the inner product of respective feature
latent vectors.

P(x) =w, + Z w;x; + Z z (Vs Vj>xixj’ (4)
i=1

i=1 j=it1

where v;,v; denotes the latent vector. Each cross-term pa-
rameter w;; is expressed by the inner product <v;,v;) of the
latent vector. The objective function of FM is as follows:

N
0bj =3 (3,3 + fu(x) +Q(f)+C. (5)

i=1

2.3. Deep Component. The deep component is used to learn
high-order (more than three orders) feature interactions.
The original features are initially embedded such that the
features of different fields are mapped to the same dimension
of the embedding space. Similarly, the dimension of the
implicit vectors is k. Here, we set two layers for the deep
component, and the entire DNN component is then com-
puted as follows:

(0)

a”’ =lepey. ...,

a® = o(Wa® 1 p®),
(6)
a® = o(Wa® 1 p®),

T = WPa® 4 b,

where e,, denotes the embedding of discrete features and
Ppnn 18 the prediction of DNN for the CTR of mobile
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FiGure 1: XGBDeepFM model.

advertising. After the feature selection of the XGBoost, the
FM and deep components share the same feature
embedding.

3. Experiment

3.1. Datasets. The dataset used in this study contains the
020 mobile ad data from a mobile Internet platform, which
provides users with local life service information. The dataset
covers offline scenes, such as catering, supermarkets, con-
venience stores, takeout, beauty salons, and cinemas. The
platform not only provides rich ad information but also
offers users’ explicit and implicit behavior information. Such
abundance of data brings great convenience in CTR pre-
diction. The original experimental dataset contains attri-
butes such as shop information, users’ payment log, and
users’ browsing log in 2016 (see Tables 1 and 2).

Mobile contextual ad CTR has a significant relationship
with weather. Thus, we also crawl weather information from
a weather platform named http://WunderGround.com. The
platform is a reliable source of historical weather forecast
information on a global scale. In this study, 4,369,918 precise
historical weather data of 122 cities on day and hour levels
are crawled, as shown in Tables 3 and 4, respectively.

3.2. Evaluation Metrics. We use the area under the ROC
curve (AUCQC) as our evaluation metric because it is not bias
on the size of test or evaluation data. AUC measures the
likelihood that given two random points, one from the

positive and one from the negative class, the classifier will

rank the point from the positive class higher than the one

from the negative one. The larger the AUC is, the more

accurate the CTR prediction of mobile advertising will be.
(TPR, + TPR,,)(FPR, - FPR,_,)

AUC= ) 5 SN
ic (P+N)

3.3. Feature Selection by XGBoost. A benefit of using
XGBoost is that, after the boosted trees are constructed,
importance scores that indicate how useful or valuable each
feature is in the construction of the boosted decision trees
within the model can be easily obtained. Thus, we choose
XGBoost because this model is easily interpretable by human
experts. Moreover, the depth of the decision tree can decide
the order of feature interaction, which can make up for the
FM and DNN components. We plot the feature importance
calculated by the XGBoost model, as shown in Figure 2.
The ranking results of the feature importance show that
contextual features are of high importance. For example,
from the perspective of temporal features, the week ranks
fourth in the importance of the model; from the perspective
of geographical features, geographical location features rank
ten; and from the perspective of temperature contextual
features, pressure and body temperature, which are im-
portant features, rank second. This feature selection focuses
on the integration of mobile ad bilateral factors (i.e., ad and
user factors) and contextual factors, as shown in Table 5.
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TaBLE 1: Mobile ad shop information.

Field Sample Description

shop_id 000001 Shop id

city_name Shenzhen City name

location_id 001 Neighbour shops have the same location id

per_pay 3 Average pay

Score 1 Shop score

comment_cnt 2 Users’ comment number

shop_level 1 Shop level

cate_1_name Food Category name

cate_2_name Snack Category name

cate_3_name Other Category name

TaBLE 2: User payment behavior/browsing behavior.

Field Sample Description

user_id 0000000001 User id

shop_id 000001 Shop id

time_stamp 2016-10-10 11:00:00 Payment/browsing timestamp

TaBLE 3: Weather data (day level).

Field Sample Description

city_name Shenzhen City name

Date 2016-01-01 Date

d_weather Cloud Weather

d_temp 11°C/4°C Highest/lowest temperature

d_wind SE Wind direction
TaBLE 4: Weather data (half-hour level).

Field Sample Description

city_name Shenzhen City name

Date 2016-01-01 Date

Time 12:30 AM Time

h_temp 26.0 Temperature

h_bodytemp 24.0 Body temp

h_dew 24.0 Dew

h_humidity 89% Humidity

h_pressure 1011 Pressure

h_visibility 10.0 Visibility

h_wind_dir South Wind direction

h_wind_speed 18.5 Wind speed

h_gust_speed 19 Gust speed

h_condition Clouds Weather condition

3.4. Model Comparison. We initially compare the perfor-
mance of each component of the model (i.e., first-order
linear, second-order FM, DNN, and XGB components) and
its combination under the optimal settings. Then, we
compare our proposed method with other models, namely,
W&D, FNN, PNN, and XDeepFM.

Figure 3 presents the AUC results of in-model com-
parisons. We compare the predictive performance of dif-
ferent models and observe the following. First, the models
with the FM component are better than those without it. The
linear model, linear + DNN model, linear + XGB model, and
linear + DNN + XGB model are improved by 0.1121, 0.0018,

0.0587, and 0.0003, respectively, after adding the FM
component. Second, the models with the DNN component
are better than those without it. The linear model, line-
ar + FM model, linear + XGB model, and linear + FM + XGB
model are improved by 0.2199, 0.1086, 0.1157, and 0.0573,
respectively, after adding the DNN component. Third, the
models with the XGB component are better than those
without it. The linear model, linear + DNN model, line-
ar + FM model, and linear + FM + DNN improved by 0.1049,
0.0007, 0.0515 and 0.0003, respectively, after adding the XGB
component. The experimental results show that the FM part,
DNN part, and XGB part have significant gains on the
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FIGURE 2: Feature importance ranking.
TaBLE 5: Feature selection.
Category Dimension Description
Bilateral Ad Including price level, sales volume, ratings, categories, click-through rate
User Including user’s category preference, price preference, location preference
Time Including seasonal characteristics, weekends, holidays, hour peak
Contextual Geography Including the user’s active geographic location, location

Weather Including weather conditions, temperature, humidity, wind speed
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FIGURE 3: Prediction performance comparison of subcomponents.

0.9947 0.9950

AUC

Linear

Linear + DNN |
Linear + XGB |
I
Linear + EM + XG5 | N
N
Linear + DNN + XGB | N
XGBDeepFM

0.9955 :
0.995
09949
0.995 0.9947 0.9947
0.9945 —_— e
S 0994 S .
< 0.9935
0.9935 . . e
0.993 I . e
0.9925
W&D FNN PNN XDeepFM  XGBDeepFM

FIGURE 4: Prediction performance comparison.
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FiGure 5: Convergence time comparison of XGBDeepFM with the
deep learning model.

model, which are expected. The XGBDeepFM model has a
strong information capacity for the CTR prediction of
mobile advertising by integrating bilateral and contextual
factors. Therefore, the prediction performance of the eight
models is the best.

From the experimental results shown in Figure 4,
XGBDeepFM is superior to all depth CTR models in terms

Mathematical Problems in Engineering

of the AUC index. XGBDeepFM is 0.0015, 0.0003, 0.0003,
and 0.0001 higher than W&D, FNN, PNN, and XDeepFM,
respectively. Overall, the following results are obtained
(Figures 3 and 4):

(1) Learning feature interactions instead of learning only
linear features improves the performance of CTR
prediction

(2) Learning low- and high-order feature interactions
simultaneously contributes to CTR prediction

(3) Learning more important features based on the
XGBoost model can improve the performance of a
CTR prediction model

Figure 5 shows the comparison results of the conver-
gence time of different models. The results show that the
convergence speed of the XGBDeepFM algorithm is faster
than that of PNN and FNN, only next to XDeepFM,; the loss
is the lowest after the 10th round of training.

4. Conclusions

In CTR prediction, the contextual features and interactions
among ad, user, and contextual features are key factors that
can affect the prediction performance. In this study, we
propose the XGBDeepFM model. We initially include in-
formation on contextual features to improve the prediction
accuracy from the perspective of time, geography, and
weather. Then, a feature selection process is conducted to
obtain important features. Low- and high-order features are
obtained using the proposed XGBDeepFM model. We
conduct extensive experiments to compare the effectiveness
and efficiency of XGBDeepFM with other methods. Our
experiment results demonstrate that (1) XGBDeepFM
outperforms the state-of-art models in terms of AUC, and
(2) the efficiency of XGBDeepFM outperforms most deep
neural network models.
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