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Hybrid communication systems, where millimeter-wave (mmWave) links coexist with microwave links, have been an essential
component in the fifth-generation (5G) wireless networks. Nevertheless, the open feature of the wireless medium makes hybrid
systems vulnerable to eavesdropping attacks. Eavesdroppers in hybrid communication systems can enhance their attack perfor-
mance by opportunistically eavesdropping on mmWave or microwave links. This paper, therefore, aims to answer a natural
question: in which region do eavesdroppers prefer the mmWave links? To this end, we first formulate this question as an
eavesdropping region characterization problem from the physical layer security perspective, where eavesdroppers select the link
to eavesdrop based on the ratio between the security performances of the mmWave and microwave links. To model the security
performances of both the mmWave and microwave links, we derive closed-form expressions for the secrecy outage probabilities
and lower bounds/exact expressions for the secrecy rates of both links. Finally, we provide numerical results to validate our
theoretical analysis and also illustrate the mmWave eavesdropping region under various network parameter settings.

1. Introduction

In the past decade, the number of wireless devices is increas-
ing exponentially, leading to a critical spectrum scarcity issue
in current wireless communication systems. One of the prom-
ising solutions is to transmit information over themuchwider
millimeter-wave (mmWave) frequency band for significantly
improved capacity and increased data rate in the fifth-
generation (5G) wireless networks [1, 2]. Despite the great
capacity and high data rate, mmWave communication suffers
from high signal attenuation when mmWave signals encoun-
ter obstacles [3]. In this case, users may choose to transmit
over conventional microwave links. Therefore, hybrid wire-
less communication systems, where the mmWave links coex-
ist with microwave links, are expected to be a typical
component in the ongoing 5G era [4].

However, due to the open nature of the wireless medium,
hybrid communication systems are also vulnerable to eaves-
dropping attacks like other wireless systems [5–7]. Recent
research has shown that the emerging physical layer security

(PLS) technology can achieve a stronger form of security
with less computational cost [8, 9]. The key idea of the
PLS technology is to exploit physical layer characteristics
of wireless channels (e.g., fading and noise) to ensure that
almost no information is leaked to eavesdroppers [10].
Moreover, the PLS technology can be combined with existing
cryptographic methods to provide a critical security solution
that can combat eavesdropping attacks [11, 12].

Motivated by the benefits of the PLS technology, extensive
research efforts have been devoted to the PLS performance
analysis and/or PLS scheme design in wireless communica-
tion systems [13–23]. For instance, Zhu et al. [15] explored
the potential of PLS in mmWave ad hoc networks. Zhang
et al. [16] proposed a sight-based cooperative jamming
scheme to improve the PLS performance of mmWave ad
hoc networks. Zhang et al. [17] examined the problem of
mode selection and spectrum partition in cellular networks
with inband device-to-device communication. Some authors
analyzed the PLS performance of nonorthogonal multiple
access networks [18]. In addition, some researchers discussed
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the joint resource allocation of artificial noise-assisted multi-
user wiretap orthogonal frequency division multiplexing chan-
nel [20]. The optimization problem of wireless communication
systems with intelligent reflecting surfaces was addressed by
Chen et al. [21], Makarfi et al. [22], Shen et al. [23].

Recently, the PLS performance analysis of hybrid wireless
communication systems has also attracted considerable atten-
tion [24–29]. Tokgoz et al. [24] investigated the hybrid free-
space optical (FSO) and mmWave wireless system from the
perspective of PLS, and different fading channels were consid-
ered for FSO and mmWave links, respectively. Vuppala et al.
[25, 26] analyzed the performance of mmWave-overlaid
microwave cellular networks. They developed a mathematical
framework to analyze the connection outage probability,
secrecy outage probability (SOP), and achievable secrecy rate
of the hybrid mmWave network. Umer et al. [27] proposed a
tractable method using stochastic geometry to analyze the SOP
and secrecy energy efficiency of a hybrid heterogeneous net-
work (HetNet). They also explored the PLS performance of the
hybrid HetNet, where mmWave links coexist with sub-6 GHz
(microwave) links. Wang et al. [28] first proposed a secure
mobile association policy based on an access threshold and
then investigated the connection probability and security prob-
ability of a randomly located user based on the proposed policy.
The results showed that introducing an appropriate access
threshold can significantly improve the security throughput
performance of heterogeneous cellular networks. Wang et al.
[29] studied the PLS of two-tier HetNets with sub-6 GHz mas-
sive multi-input multioutput macrocells and mmWave small
cells. In contrast to previous studies, the eavesdroppers of this
paper sent pilot signals during the channel training phase to
improve the quality of the intercepted signals.

The previous studies investigated the security performance
of legitimate transmitters but did not consider the possible
behavior of eavesdroppers. Eavesdroppers in hybrid systems
behave differently than eavesdroppers in systems with only
one link type (i.e., mmWave link or microwave link). They
can improve their eavesdropping performance by opportunis-
tically selecting the wave (i.e., mmWave or microwave) to
eavesdrop on. For example, eavesdroppers may prefer to eaves-
drop on mmWave links when they have better connections to
mmWave transmitters than microwave transmitters.

Motivated by the above finding, this paper aims to
answer a natural question in hybrid communication systems:
in which region do eavesdroppers prefer the mmWave links?
Specifically, this paper considers a hybrid communication
system with a mmWave communication pair, a microwave
communication pair, and an eavesdropper. We focus on
characterizing the region where the eavesdropper prefers to
eavesdrop on the mmWave link. We first formulate an eaves-
dropping region characterization problem, where the eaves-
dropper selects the link to eavesdrop based on the ratio
between the security performance of the mmWave and
microwave links. To model the security performance of
mmWave and microwave links, we derive a closed-form
expression for the SOP and lower bound/exact expressions
for the secrecy rate of both links. Finally, we provide numeri-
cal results to validate our theoretical analysis and also

illustrate the millimeter-wave eavesdropping region under
various network parameter settings. A preliminary version
of this paper can be found by Qu et al. [30], which only
focuses on the SOP performance.

The rest of the paper is structured as follows. Section 2
presents the preliminaries, including the system model and
wave selection scheme. In Section 3, we derive the SOPs
and secrecy rates of the mmWave link and microwave link
and characterize the mmWave eavesdropping regions. We
formulate the optimization problem to find the optimal eaves-
dropping locations in Section 4. Section 5 presents numerical
results to validate our theoretical analysis and reveal our find-
ings. Finally, we conclude the paper in Section 6.

2. Preliminaries

In this section, we introduce the preliminaries of this paper,
including the system model, antenna model, and blockage
and propagation models. In addition, we present the metrics
used in this paper and the wave selection scheme of the
eavesdropper.

2.1. System Model. Figure 1 shows the system model of this
paper, and we consider a square network model with the side
length D, which consists of one mmWave transmission pair
T1 À! R1, one microwave transmission pair T2 À! R2, and
one eavesdropper E which can wiretap on mmWave or
microwave link, respectively. We assume the distance
between T1 and T2 is 2l and construct a coordinate system
with the origin at the middle point between them. Thus, the
coordinate of T1 and T2 are −l;ð 0Þ and l;ð 0Þ, respectively. In
addition, we define the coordinate of R1 by x1;ð y1Þ, the coor-
dinate of R2 by x2;ð y2Þ, the coordinate of E by x;ð yÞ. As
shown in Figure 1, the angle between T1R1

��!
and the x-axis

Main lobe

E (x, y)

T1 (–l, 0) T2 (l, 0)

x

D

R2

O

R1

y

2
ϕ

θ

FIGURE 1: Systemmodel: one mmWave transmission pair T1 −l;ð 0Þ À!
R1 x1;ð y1Þ, one microwave transmission pair T2 l;ð 0Þ À! R2 x2;ð y2Þ,
and one eavesdropper E x;ð yÞ.
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is defined by θ. Note that we use di; j to denote the distance
between nodes i and j.

2.2. Antenna Model. To approximate the antenna patterns of
mmWave transmitter T1, we adopt the sectored antenna
model by Bai and Heath [31] and Thornburg et al. [32],
where the antenna of T1 consists of a main lobe and a
back lobe. We use ϕ, Am, and am (Am>am) to define the
beam width of the main lobe, the main lobe gain, and back
lobe gain, respectively. We assume that to obtain the maxi-
mum antenna gain, T1 and T2 have guided their antennas

correctly so that T1R1
��!

coincides with the aperture of the
antenna. Unlike T1, the microwave transmitter T2 uses an
omnidirectional antenna with an antenna gain of Au.

To simplify the analysis, we assume that the eavesdrop-
per E uses an omnidirectional antenna with antenna gain of
AE. Note that the effective channel gain G between T1 and E
depends on the location of E. When E is within the main
lobe of the antenna of T , G is AmAE. Otherwise, G is amAE.

We need to compare the angle of T1R1
��!

with x-axis and the

angle between x-axis and T1E
��!

to determine whether E is
inside the main lobe of T1’s antenna.

Based on the locations of T1 and E as well as the angle θ,
we have T1E

��! ¼ x þ ℓ;ð yÞ and T1R1
��! ¼ r0 cos θ;ð r0 sin θÞ,

where r0 denotes the distance between T1 and R1. Thus,
the angle between T1R1

��!
and T1E

��!
can given by the following:

ϑ x; yð Þ ¼ arccos
x þ ℓð Þcos θ þ y sin θffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x þ ℓð Þ2 þ y2
p

 !
: ð1Þ

If and only if ϑ x;ð yÞ is smaller than or equal to half of the
beamwidth of the main lobe, i.e., ϕ=2, E is inside the main
lobe of T ’s antenna. Formally, we can give the effective chan-
nel gain G between T1 and E by the following:

G x; yð Þ ¼
AmAE; ϑðx; yÞ ≤ ϕ=2;

amAE; otherwise:

(
ð2Þ

2.3. Blockage and Propagation Model. To describe the block-
age effect, we use an exponential line-of-sight (LoS) model,
where a mmWave link of length r is LoS with a probability

pL rð Þ ¼ e−βr; ð3Þ

and is NLoS with probability

pN rð Þ ¼ 1 − pL rð Þ; ð4Þ

where β represents the blockage density [33]. The blockage
effect results in different path losses for LoS and NLoS links,
where the exponents are denoted by αL and αN , respectively.

In addition, mmWave links are subject to multipath fad-
ing, which we characterize with the Nakagami-m fading
model. Note that in this paper, we only consider the case
where the link T1 À! R1 of the mmWave link transmits

information only when the link is LoS. Thus the channel
gain of the legitimate channel follows a gamma distribution
Γ NL;ð NLÞ with shape NL and rate NL. In contrast, two cases
exist for the eavesdropping channel T1 À! E. When the link
is LoS, it follows a gamma distribution Γ NL;ð NLÞ with shape
NL and rate NL, and when the link is NLoS, it follows a
gamma distribution Γ NN ;ð NNÞ with shape NN and rate
NN . Typically, NL>NN holds. We use hT1;R1

to denote the
channel gain of the T1 À! R1 link, and hLT1;E

(resp. hNT1;E
) to

denote the channel gain of the T1 À! E link under LoS (resp.
NLoS). Thus, the probability density function (PDF) of hT1;R1

is given by the following:

fhT1 ;R1 xð Þ ¼ NNL
L xNL−1e−NLx

Γ NLð Þ ; ð5Þ

and the PDF of hbT1;E
(b ¼ L;N) is given by the following:

fhbT1 ;E
xð Þ ¼ NNb

b xNb−1e−Nbx

Γ Nbð Þ ; ð6Þ

where Γ ⋅ð Þ is the gamma function.
To describe the fading effect of microwave links, we use a

quasi-static Rayleigh fading model. Thus, the legitimate
channel gain hT2;R2

of the link T2 À! R2 and the eavesdrop-
ping channel gain hT2; E of the link T2 À! E follow the expo-
nential distribution with unit mean, e.g., hT2; E ∼ Exp 1ð Þ. In
addition, the links of T2 À! R2 and T2 À! E are also
impaired by the large-scale path loss. We use αu to denote
the path loss of microwave links.

2.4. Metrics. To measure the secrecy performance of the
network, we adopt the commonly-used SOP and secrecy
rate as the metrics. Note that SOP represents the probability
that E succeeds in decoding the transmitted signals. The
secrecy rate denotes the difference between the rate of the
main communication channel and the rate of the eavesdrop-
ping channel.

We use εm and εu to denote the minimum required sig-
nal-to-noise ratios (SNRs) for decoding the signals from T1
and T2, respectively. Formally, the SOP when E eavesdropps
on the mmWave (i.e., transmitter T1) is formulated as fol-
lows:

pmso ¼ P SNRT1;E>εm
À Á

; ð7Þ

and that when E eavesdropps on the microwave (i.e., trans-
mitter T2) is formulated as follows:

puso ¼ P SNRT2;E>εu
À Á

: ð8Þ

According to Barros and Rodrigues [34], Bloch et al. [35],
Geraci et al. [36], Ozan Koyluoglu et al. [37], the secrecy rate
of mmWave link is formulated as follows:
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Rs ¼ log2 1þ SNRT1;R1

À Á
− log2 1þ SNRT1;E

À ÁÂ Ãþ; ð9Þ

and the secrecy rate of the microwave link is formulated as
follows:

Ru
s ¼ log2 1þ SNRT2;R2

À Á
− log2 1þ SNRT2;E

À ÁÂ Ãþ;
ð10Þ

where x½ �þ ¼ max x;f 0g.
2.5. Eavesdropping Wave Selection. Based on the SOPs, E
chooses between eavesdropping on the mmWave and eaves-
dropping on the microwave wave. We assume that E uses the
ratio between Equations (7) and (8) as the selection criterion
and conducts the selection according to the following rule:

(i) If pmso=puso ≥ ρsop, E eavesdrops on the mmWave;
(ii) Otherwise, E eavesdrops on the microwave.

Similarly, E chooses to eavesdrop on mmWave links or
microwave links, depending on the secrecy rate. We propose
to utilize the ratio between Equations (9) and (10) as the
selection criterion and develop the selection scheme of eaves-
droppers according to the following rules:

(i) If Ru
s =Rs ≥ ρsr , E eavesdrops on the mmWave link;

(ii) Otherwise, E eavesdrops on the microwave link.

Here, the parameter ρsop and ρsr represent the preference
of E. If ρsop resp: ρsrð Þ ¼ 1, E treats eavesdropping on the
mmWave links and eavesdropping on microwave links as
equally important. If ρsop resp: ρsrð Þ<1, E prefers to eaves-
drop on the mmWave links rather than the microwave links,
and vice versa.

3. Eavesdropping Region
Characterization Modeling

In this section, we characterize the mmWave eavesdropping
regions of the eavesdropper, for which we formulate the
eavesdropping regions in Section 3.1, derive the SOP pmso
and puso in Section 3.2, and derive the average achievable
secrecy rate Rs and Ru

s in Section 3.3, respectively.

3.1. Problem Formulation. In this section, we will formulate
the eavesdropping regions characterized by SOPs and
secrecy rates, respectively.

3.1.1. Eavesdropping Region Characterized by SOP. Note that
both pmso and puso vary with the location of E. Thus, the eaves-
dropping wave of E, i.e., the wave on which E eavesdrops,
varies with its location. Therefore, this paper aims to charac-
terize the eavesdropping region, i.e., themmWave eavesdrop-
ping region where E eavesdrops on the mmWave based on
the proposed wave selection scheme in Section 2.5. We use
Rm to denote the mmWave eavesdropping regions charac-
terized by SOPs, which can be given by the following:

Rm ¼ x; yð Þ : pmso x; yð Þ=puso x; yð Þ ≥ ρsop
È É

: ð11Þ

We can see that, to determine the mmWave eavesdrop-
ping region Rm, we need to derive the SOPs pmso x;ð yÞ and
puso x;ð yÞ when E is located in an arbitrary location x;ð yÞ.
3.1.2. Eavesdropping Region Characterized by Secrecy Rate.
Similar to SOPs, both Rs and Ru

s vary with the location of E.
Therefore, the wave that E chooses to eavesdrop on varies
with its location. Thus, we also use the secrecy rates to char-
acterize the mmWave eavesdropping region. We use Mm to
denote the mmWave eavesdropping regions characterized by
secrecy rates, which can be given by the following:

Mm ¼ x; yð Þ :Ru
s x; yð Þ=Rs x; yð Þ ≥ ρsrf g: ð12Þ

It is easy to see that we need to derive the secrecy rate
Rs and Ru

s to determine the mmWave eavesdropping
region Mm.

3.2. SOP Analysis. In this section, we derive the expression of
the SOPs pmso x;ð yÞ and puso x;ð yÞ to determine the regionsRm.
With the help of the SOPs, we show the mmWave eavesdrop-
ping regions characterized by SOPs in Section 5.

3.2.1. SOP of mmWave Link. According to Equation (7), to
derive the SOP, we first need to determine the SNRT1;E. Note
that SNRT1;E varies depending on whether the link T1 À! E
is LoS or NLoS. We use SNRL

T1;E
(resp. SNRN

T1;E
) to denote

the SNR when the link is LoS (resp. NLoS). SNRL
T1;E

and
SNRN

T1;E
can be given by the followings:

SNRL
T1;E

¼ PmG x; yð ÞhLT1;E
d−αLT1;E

σ2
; ð13Þ

and

SNRN
T1;E

¼ PmG x; yð ÞhNT1;E
d−αNT1;E

σ2
; ð14Þ

where Pm represents the transmit power of T1, dT1;E denotes
the distance between T1 and E, and σ2 is the noise power.

Theorem 1. The SOP pmso x;ð yÞ when E eavesdrops on the
mmWave link is as follows:

pmso x; yð Þ ¼ 1− e−βdT1 ;E
γ NL;

NLεmd
αL
T1 ;E

σ2

PmG x;yð Þ

� �
Γ NLð Þ

− 1 − e−βdT1 ;E
À Á γ NN ;

NNεmd
αN
T1 ;E

σ2

PmG x;yð Þ

� �
Γ NNð Þ ;

ð15Þ

where dT1;E ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x þ ℓð Þ2 þ y2

p
and γ ⋅;ð ⋅Þ is the lower incom-

plete gamma function.
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Proof. Applying the law of total probability, we have the
following:

pmso ¼ pL dT1;E

À Á
P SNRL

T1;E
> εm

� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

QL

þ pN dT1;E

À Á
P SNRN

T1;E
> εm

� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

QN

:

ð16Þ

Next, we derive QL and QN . Applying the PDF of gamma
random variables, we have the following:

QL ¼ P
PmG x; yð ÞhLT1;E

d−αLT1;E

σ2
> εm

 !

¼ P hLT1;E
>

εmd
αL
T1;E

σ2

PmG x; yð Þ

 !

¼ 1 −
γ NL;

NLεmd
αL
T1 ;E

σ2

PmG x;yð Þ

� �
Γ NLð Þ :

ð17Þ

Similarly, we have the following:

QN ¼ 1 −
γ NN ;

NNεmd
αN
T1 ;E

σ2

PmG x;yð Þ

� �
Γ NNð Þ :

ð18Þ

Substituting pL dT1;E

À Á ¼ e−βdT1 ;E , Equations (17) and (18)
into Equation (16) completes the proof. □

3.2.2. SOP of Microwave Link. Likewise, to derive the SOP in
this case, we need to determine the SNR SNRT2;E, which is
given by the following:

SNRT2;E ¼ PuAuAEhT2;Ed
−αu
T2;E

σ2
; ð19Þ

where dT2; E is the distance between T2 and E. Based on
SNRT2;E , we derive the SOP in the following theorem.

Theorem 2. The SOP puso x;ð yÞ when E eavesdrops on the
microwave link is as follows:

puso x; yð Þ ¼ exp −
εu x − ℓð Þ2 þ y2ð Þαu2 σ2

PuAuAE

� �
: ð20Þ

Proof. Following the definition of SOP, we have the following:

puso x; yð Þ¼ P SNRT2;E > εu
À Á

¼ P
PuAuAEhT2;Ed

−αu
T2;E

σ2
> εu

 !

¼ P hT2;E >
εud

αu
T2;E

σ2

PuAuAE

 !

¼ e−
εud

αu
T2 ;E

σ2

PuAuAE :

ð21Þ

Substituting dT2;E ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x − ℓð Þ2 þ y2

p
in Equation (21)

completes the proof. □

Using the SOPs in Theorems 1 and 2, we can determine
the mmWave eavesdropping regionRm based on the defini-
tion in Equation (11).

3.3. Secrecy Rate Analysis. In this section, we show the deri-
vation steps of the secrecy rates of the mmWave link and
microwave link, respectively. With the help of these two
rates, we determine the mmWave eavesdropping region
characterized by secrecy rates.

3.3.1. Secrecy Rate of mmWave Link.We analyze the average
achievable secrecy rate of mmWave communication net-
works. Based on Equation (9) and [38–40], the average
secrecy rate can be lower bounded by the following:

Rs ¼ R − Re

Â Ãþ; ð22Þ

where R ¼ E log2 1þ SNRT1;R1

À ÁÂ Ã
is the average achievable

secrecy rate of the channel between the transmitter T1 and its
receiver R1, and Re ¼ E log2 1þ SNRT1;E

À ÁÂ Ã
is the average

achievable rate of the channel between transmitter T1 and
eavesdropper E.

According to Equation (9), to derive the secrecy rate, we
first need to determine the SNRT1;R1

and SNRT1;E. As men-
tioned above, the link T1 À! R1 transmits information only
when the link is LoS. Thus, the SNRT1;R1

is as follows:

SNRT1;R1
¼ PmG x1; y1ð Þd−αLT1;R1

σ2|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
C1

hT1;R1
; ð23Þ

where x1;ð y1Þ denotes the coordinate of R1 and dT1;R1

denotes the distance between T1 and R1.
The SNRT1;E varies depending on whether the link

T1 À! E is LoS or NLoS. We use SNRL
T1;E

(resp. SNRN
T1;E

)
to denote the SNR when the link is LoS (resp. NLoS). Thus,
the SNRb

T1;E
b ¼ L;ð NÞ is given by the following:
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SNRb
T1;E

¼ PmG x; yð Þd−αbT1;E

σ2|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
Cb
2

hbT1;E
: ð24Þ

Next, we first derive R, then show the derivation of Re,
and finally derive Rs based on Equation (22).

Lemma 1. The average rate of the channel between the trans-
mitter T1 and its receiver R1 is as follows:

R ¼
ln C1

NL
þ ψ0 NLð Þ
ln 2

; ð25Þ

where C1 ¼ PmG xR;yRð ÞdT1 ;R1
σ2 and ψ0 xð Þ is Polygamma function.

Proof. To simplify the calculation, we ignore the 1 in
log2 1þ SNRT1;R1

À Á
. The reason is that we focus on the high

SNR regime, i.e., SNR≫ 1. Then, we have the following:

R ¼ E log2 1þ SNRT1;R1

À ÁÂ Ã ¼ E log2 C1 hT1;R1|ffl{zffl}
u

0
B@

1
CA

2
64

3
75:
ð26Þ

Applying the PDF of gamma random variables, we have
the following:

R¼ 1
ln 2

Z 1

0
ln C1uð Þ d γ NL;NLuð Þ

Γ NLð Þ

¼að Þ ln C1uð Þ γ NL;NLuð Þ
Γ NLð Þ

ln 2
−

Z 1

0
∑1

k¼0 −1ð Þk NLuð ÞNLþk

k! NLþkð Þ
1
u du

Γ NLð Þln 2

¼

ln C1uð Þγ NL;NLuð Þ − ∑1
k¼0

−1ð Þk NLuð ÞNLþk

k! NLþkð Þ2
h i�������

1

0

Γ NLð Þln 2 ;

ð27Þ

where (a) follows the series expansions of the incomplete
gamma function by Olver et al. [41]. Let

D uð Þ ¼ ln C1uð Þγ NL;NLuð Þ − ∑
1

k¼0

−1ð Þk NLuð ÞNLþk

k! NL þ kð Þ2 : ð28Þ

Then, R can be rewritten as follows:

R ¼ 1
Γ NLð Þln 2 lim

uÀ!1D uð Þ − lim
uÀ!0

D uð Þ
� �

: ð29Þ

Next, we derive the limit limuÀ!1 D uð Þ, which is given
by the following:

lim
uÀ!1D uð Þ ¼ lim

uÀ!1 lnC1γ NL;NLuð Þ þ ln uγ NL;NLuð Þð Þ

− lim
uÀ!1 ∑

1

k¼0

−1ð Þk NLuð ÞNLþk

k! NL þ kð Þ2 :

ð30Þ

Based on the series expansions of lower incomplete
gamma function by Olver et al. [41], we have the following:

lim
uÀ!1D uð Þ ¼ lim

uÀ!1 ∑
1

k¼0

−1ð Þk NLuð ÞNLþk ln u NL þ kð Þ − 1ð Þ
k! NL þ kð Þ2

þ lim
uÀ!1 lnC1γ NL;NLuð Þð Þ:

ð31Þ

Letting ln u ¼ ln NLu
NL

¼ lnNLu − ln u, we have the
following:

lim
uÀ!1D uð Þ ¼ lim

uÀ!1 ∑
1

k¼0

−1ð Þk NLuð ÞNLþk lnNLu NL þ kð Þ − 1ð Þ
k! NL þ kð Þ2 þ lim

uÀ!1 γ NL;NLuð Þln C1

NL

� �� �

¼bð Þ
lim

uÀ!1 ln C1ð Þ − ln NLð Þð Þγ NL;NLuð Þð Þ þ lim
uÀ!1

∂γ NLu;NLð Þ
∂NL

¼cð Þ
ln C1ð ÞΓ NLð Þ − ln NLð ÞΓ NLð Þ þ Γ0 NLð Þ

¼ Γ NLð Þ ln C1ð Þ − ln NLð Þ þ ψ0 NLð Þð Þ;

ð32Þ
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where step (b) follows from Equation (33) and step (c) fol-
lows the Equation (8.8.13) by Olver et al. [41],

∂ γ s; xð Þð Þ
∂s

¼ ∑
1

k¼0

−1ð Þk
k!

xsþk ln x sþ kð Þ − xsþk

sþ kð Þ2

¼ ∑
1

k¼0

−1ð Þkxsþk

k! sþ kð Þ ln x −
1

sþ k

� �
:

ð33Þ

Then, we derive the limuÀ!0 D uð Þ, which is given by the
following:

lim
uÀ!0

D uð Þ ¼ lim
uÀ!0

ln C1uð Þγ NL;NLuð Þ

− lim
uÀ!0

∑
1

k¼0

−1ð Þk NLuð ÞNLþk

k! NL þ kð Þ2

¼dð Þ
lim
uÀ!0

∑
1

k¼0

−1ð ÞkNL
NLþk

k! NL þ kð Þ
ln C1uð Þ
uð Þ− NLþkð Þ

� �

¼eð Þ
∑
1

k¼0
lim
uÀ!0

−1ð ÞkNL
NLþk

k! NL þ kð Þ
uNLþk

− NL þ kð Þ
� �

;

ð34Þ

where step (d) follows from the series expansion of the lower
incomplete gamma function by Olver et al. [41] and step (e)
due to the L’Hospital’s rule. When uÀ! 0, Equation (34) is
equal to 0. Substituting Equations (32) and (34) into Equa-
tion (29) completes the proof. □

Lemma 2. The average rate of the channel between the trans-
mitter T1 and the eavesdropper E is as follows:

Re ¼ 1
ln 2

pL dT1;E

À Á
ln

CL
2

NL
þ ψ0 NLð Þ

� � 

þpN dT1;E

À Á
ln

CN
2

NN
þ ψ0 NNð Þ

� ��
;

ð35Þ

where Cb
2 ¼

PmG x;yð Þd−αbT1 ;E

σ2 b ¼ L;ð NÞ.

Proof. To simplify the calculation, we ignore the 1 in
log2 1þ SNRT1;E

À Á
. Following the definition of SNRT1;E ,

Equations (3) and (4), and the law of total probability, we
have the following:

Re ¼ E log2 1þ SNRT1;E

À ÁÂ Ã
¼ pL dLT1;E

� �
E log2 C2

L hLT1;E|ffl{zffl}
uL

0
B@

1
CA

2
64

3
75

þ pN dNT1;E

� �
E log2 CN

2 hNT1;E|ffl{zffl}
uN

0
B@

1
CA

2
64

3
75:

ð36Þ

Applying the PDF of gamma random variables, we have
the following:

Re ¼ pL dLT1;E

� � Z 1

0
log2 CL

2uLð Þf uLð ÞduL|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
IL

þ pN dNT1;E

� �Z 1

0
log2 CN

2 uNð Þf uNð ÞduN|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
IN

: ð37Þ

Next, we derive IL and IN ,

IL ¼

ln CL
2uLð Þγ NL;NLuLð Þ − ∑1

k¼0
−1ð Þk NLuLð ÞNLþk

k! NLþkð Þ2

�������
1

0

Γ NLð Þln 2 :

ð38Þ

Then, we let

D uLð Þ ¼ ln CL
2uLð Þγ NL;NLuLð Þ − ∑

1

k¼0

−1ð Þk NLuLð ÞNLþk

k! NL þ kð Þ2 :

ð39Þ

Thus, the IL can be rewritten as follows:

IL ¼
1

Γ NLð Þln2 lim
uLÀ!1D uLð Þ − lim

uLÀ!0
D uLð Þ

� �

¼fð Þ ln CL
2ð Þ − ln NLð Þ þ ψ0 NLð Þ

ln2
;

ð40Þ

where step (f ) follows after substituting Equations (32) and
(34) into Re. Similarly, we have the following:

IN ¼ ln CN
2ð Þ − ln NNð Þ þ ψ0 NNð Þ

ln 2
: ð41Þ
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Substituting Equations (40) and (41) to Equation (37),
we complete the proof. □

Theorem 3. Based on Equation (18), Lemma 1 and 2, the
average secrecy rate of mmWave link can be lower bounded by
the following:

Rs ¼
1
ln 2

ln C1NN
NLCN

2
þ ψ0 NLð Þ − ψ0 NNð Þ − pL dT1;E

À Áh
ln CL

2NN

NLCN
2
þ ψ0 NLð Þ − ψ0 NNð Þ

� �iþ
:

ð42Þ

Proof. Substituting Equations (3) and (4) to Equation (9) and
Equation (4) to Equation (4), we complete the proof. □

3.3.2. Secrecy Rate of Microwave Link. The average achievable
secrecy rate of the microwave link is given by the following:

Ru
s ¼ E Ru − Ru

e½ �þ; ð43Þ

where Ru ¼ log2 1þ SNRT2;R2

À Á
is the secrecy rate of the

channel between the transmitter T2 and its receiver R2, and
Ru
e ¼ log2 1þ SNRT2;E

À Á
is the secrecy rate of the channel

between transmitter T2 and eavesdropper E.
According to Equation (10), to derive the secrecy rate of

the microwave link, we first need to determine the SNRT2;R2

and SNRT2;E. Therefore, the SNRT2;R2
is as follows:

SNRT2;R2
¼ PuAuAud

−αu
T2;R2

σ2|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
C3

hT2;R2
; ð44Þ

and the SNRT2;E is as follows:

SNRT2;E ¼ PuAuAEd
−αu
T2;E

σ2|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
C4

hT2;E; ð45Þ

where dT2;R2
denotes the distance between T2 and R2, and

dT2;E denotes the distance between T2 and E.
We then derive the average achievable secrecy rate of the

microwave link, which is given by the following theorem.

Theorem 4. The average secrecy rate of the microwave link is
as follows:

Ru
s ¼ ln 1þ Aud

−αu
T2;R2

AEd
−αu
T2;E

 !
: ð46Þ

Proof. Using Equations (10), (44), and (45), we have the
following:

Ru
s ¼ E log2 C3 hT2;R2|ffl{zffl}

u3

0
B@

1
CA − log2 C4 hT2;E|ffl{zffl}

u4

0
B@

1
CA

2
64

3
75

¼ 1
ln 2

E ln
C3u3
C4u4

� �� �

¼ið Þ 1
ln 2

E ln C
u3
u4

� �� �
;

ð47Þ

where step (i) follows after letting C ¼ C3
C4
. Then, applying the

PDF of exponential distribution, we have the following:

Ru
s ¼

Z 1

0

Z 1
u4
C

ln C
u3
u4

� �
e−u3e−u4 du3 du4

¼
Z 1

0

Z 1
u4
C

ln C
u3
u4

� �
e−u3 du3|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

A

e−u4 du4:
ð48Þ

We derive A first,

A¼
Z 1

u4
C

ln C
u3
u4

� �
e−u3 du3

¼−ln C
u3
u4

� �
e−u3

�������
u3À!1

u3¼
u4
C

þ
Z 1

u4
C

e−u3

u3
du3

¼ ln 1ð Þe−u4
C − lim

xÀ!1 ln C
u3
u4

� �
e−u3 þ

Z 1
u4
C

e−u3

u3
du3

¼ 0 − 0 − Ei −
u4
C

� �
¼ −Ei −

u4
C

� �
;

ð49Þ
where Ei −tð Þ ¼ −

R1
t

e−x
x dx denotes the Exponential Integral

Function [42]. Hence,

Ru
s ¼ −

Z 1

0
Ei −

u4
C

� �
e−u4 du4

¼ − lim
tÀ!0

Z 1

t
Ei −

u4
C

� �
e−u4 du4:

ð50Þ

Applying the rule of integral by parts yields,

Ru
s ¼ lim

tÀ!0
Ei − 1þ 1

C

� �
t

� �
− e−tEi −

t
C

� �
¼ lim

tÀ!0
Ei − 1þ 1

C

� �
t

� �
− Ei −

t
C

� �
:

ð51Þ

To calculate the above limit, we can use the following
expansion of the exponential integral function [42],
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Ei tð Þ ¼ γ∗ þ ln tð Þ þ ∑
1

n¼1

tn

nn!
; ð52Þ

where γ∗ is the Euler constant. Therefore, Equation (51) can
be expressed as follows:

Ru
s ¼ lim

tÀ!0
ln − 1þ 1

C

� �
t

� �
− ln −

t
C

� �

þ ∑
1

n¼1

− 1þ 1
C

À Á
t

À Á
n
− −

t
C

À Á
n

nn!

¼ ln 1þ Cð Þ þ lim
tÀ!0

∑
1

n¼1

− 1þ 1
C

À ÁÀ Á
n
− −

1
C

À Á
n

nn!
tn|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

¼0

¼ ln 1þ Cð Þ:
ð53Þ

Substituting Equations (44) and (45) into Equation (53)
completes the proof. Using the secrecy rates in Theorems 3
and 4, we can determine the mmWave eavesdropping region
Mm characterized by secrecy rates based on the definition in
Equation (12). □

4. Optimal Eavesdropping Location Modeling

4.1. Problem Formulation. To better observe the eavesdrop-
ping behavior of eavesdroppers, we propose the optimal
eavesdropping location problem to investigate the optimal
eavesdropping location in the given network. We formulate
the optimization problem as follows:

x∗; y∗ð Þ ¼ argmax
x;y2 −

D
2
;
D
2

� � ⁡WmPm
so x; yð Þ þ 1 −Wmð ÞPu

so x; yð Þ: ð54Þ

Due to the complexity of the optimization problem, it is
difficult to obtain closed-form solutions. Thus, we use the
Argmax function inMathematica to calculate the numerical
results [43]. Lastly, we present the numerical results of the
optimization problem in the next section.

5. Numerical Results

In this section, we first provide simulation results to validate
the expressions of SOPs and secrecy rates for the mmWave
link and microwave link, respectively. We then provide the
mmWave eavesdropping regions results characterized by dif-
ferent metrics, i.e., SOPs and secrecy rates, and demonstrate
the selection behavior of the eavesdropper in the considered
hybrid communication scenario under different parameter
settings. Finally, we show the numerical results of the opti-
mal eavesdropping location. Table 1 summarizes the param-
eter settings used in this section.

5.1. Model Validation

5.1.1. SOP Validation. To validate our theoretical analysis, we
compare the simulation and theoretical values of the SOPs in

mmWave and microwave, respectively. We set the angle
between T1R1

��!
and the x-axis as θ ¼ 2π=3, the blockage den-

sity as β ¼ 0:1 and the beam width of the main lobe of T1’s
antenna as ϕ ¼ π=6.

We first show in Figure 2 the simulation results and the
theoretical values of the SOP of the mmWave transmission
pair for three different locations of the eavesdropper E, i.e.,
−20;ð 20Þ, −30;ð 20Þ, and −40;ð 20Þ. We can see from Figure 2
that the simulation results are consistent with the theoretical
ones under all three eavesdropper locations. This indicates the
correctness of the SOP expression of the mmWave transmis-
sion. We can also see from Figure 2 that the SOP of mmWave
decreases as the decoding threshold εm increases.

TABLE 1: Parameter settings.

Parameter Value

Beamwidth φ of main lobe of T1 π=6
Main (back) lobe gain Am (am) of T1 10 (0.1)
Antenna gain Au of T2 1
Antenna gain Ar of T1 10
Antenna gain AE of E 5
Path loss exponent αL (αN , αu) 2 (4, 3)
Nakagami-m fading parameter NL (NN ) 3 (2)
Transmit power Pm (Pu) of T1 (T2) 1 (1) (w)
Noise power σ2 10−5 (w)
Distance 2ℓ between T1 and T2 80 (m)
The coordinates of mmWave receiver
R1 x1;ð y1Þ 40;ð 20

ffiffiffi
3

p Þ
The coordinates of microwave receiver
R2 x2;ð y2Þ 60;ð −40Þ
Minimum required SNR εm for decoding
the signals from T1

0.03

Minimum required SNR εu for decoding
the signals from T2

0.1

Simulation
Teoretical

Decoding threshold of E for mmWave, εm
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FIGURE 2: SOP validation of mmWave transmission pair.
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We next show in Figure 3 the simulation results vs. theoret-
ical ones for the SOP of the microwave transmission. We also
consider three different locations of E, which are −90;ð 0Þ,
−60;ð 40Þ, and 80;ð 80Þ. The results in Figure 3 show that the
theoretical results match nicely with the simulation ones,
demonstrating the correctness of the SOP expression of the
microwave transmission. Similar to the SOP of the mmWave
transmission, the results show that the SOP of the microwave
also decreases as the decoding threshold εu increases.

5.1.2. Secrecy Rate Validation. To validate the theoretical
analysis in Section 3, we summarize the simulation and the-
oretical values of the secrecy rate for the mmWave link and
microwave link in Figures 4 and 5, respectively. In both
figures, we consider three different locations of the eavesdrop-
per E, i.e., −40;ð 20Þ, −30;ð 25Þ, and −40;ð 30Þ in Figure 4, and
−20;ð 20Þ, 0;ð 40Þ, and 20;ð −40Þ in Figure 5. We set the
antenna gain of E as AE ¼ 5, the coordinates of mmWave
receiver R1 x1;ð y1Þ and that of microwave receiver as
40;ð 20

ffiffiffi
3

p Þ and 60;ð −40Þ, respectively.
The results in Figure 4 show that the theoretical results

match the simulation results very well, indicating that the
lower bound on the secrecy rate of the mmWave link is tight
enough to be used as an approximation. Figure 4 also indi-
cates that the secrecy rate of the mmWave link increases as
the blockage density β increases. Figure 5 demonstrates the
validation of secrecy rate Ru

s for various target antenna gain
Au of microwave transmitter T1. Notice that the simulation
results match nicely with theoretical values, indicating the
correctness of the expression of the secrecy rate of the micro-
wave link. The results in Figure 5 also show that the secrecy
rate of the microwave transmission increases as the micro-
wave transmitter T1’s antenna gain Au increases.

5.2. Performance Evaluation. We investigate the impacts of
several important parameters on the mmWave eavesdropping

region Rm characterized by the SOPs and that on the
mmWave eavesdropping region Mm characterized by the
secrecy rates.

5.2.1. Eavesdropping RegionRm. To understand the impact of
the selection parameter ρsop on the mmWave eavesdropping
region Rm, we summarize in Figure 6 the mmWave eaves-
dropping region Rm under three different values of ρsop.
Figure 6 shows that Rm enlarges as the selection parameter
ρsop decreases. Recall that ρsop represents the selection prefer-
ence of E. The smaller ρsop is, themore E prefers themmWave
over the microwave. Thus, for a fixed location, the SOP of the
microwave remains unchanged, and as ρsop decreases, this
location is more likely to be included in the mmWave
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FIGURE 4: Secrecy rate validation of mmWave link.
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FIGURE 3: SOP validation of microwave transmission pair.
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eavesdropping region Rm. As a result, the size of the
mmWave eavesdropping region Rm increases.

Figure 7 shows the impact of the blockage density β on
the mmWave eavesdropping region Rm. It can be observed
that the size of Rm decreases as β increases. The major

reason for this phenomenon is that the larger β is, the
more blockage exists in the network. As a result, the link
from T1 to E is more likely to be NLoS, leading to a smaller
SOP. Thus, the possibility of a fixed location being included
in Rm is reduced, resulting in a smaller Rm.

Finally, we explore the impact of the angle θ between
T1R1
��!

and the x-axis (i.e., the boresight of the mmWave
transmitter’s antenna) on the mmWave eavesdropping
region Rm. As Figure 8 shows, the size of Rm changes as
the angle θ changes. In general, the region size is minimized
when the mmWave transmitter’s antenna points toward the
microwave transmitter (i.e., the case of θ ¼ 0 in Figure 8),
while it is maximized when the mmWave transmitter’s
antenna points towards the opposite direction of the micro-
wave transmitter (i.e., the case of θ ¼ π in Figure 8). This is
intuitive since the closer E is to the microwave transmitter,
the larger the SOP under the microwave and, thus, the less
likely E prefers the mmWave.

5.2.2. Eavesdropping Region Mm. Figure 9 illustrates the
impact of the blocking density β on the mmWave eavesdrop-
ping region Mm. We can observe that the size of Mm
decreases as β increases. A larger β means that more
blockages exist in the network. Consequently, the link from
T1 À! E is more likely to be NLoS, which leads to a larger
secrecy rate of the mmWave link. Therefore, the likelihood of
any location being included in the mmWave eavesdropping
region decreases, which leads to a smaller mmWave eaves-
dropping region Mm.

We then demonstrate the impact of the selection param-
eter ρsr on the mmWave eavesdropping region Mm in
Figure 10. It shows that as the selection parameter ρsr
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FIGURE 7: Impact of blockage density β on mmWave eavesdropping
region (SOP).
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increases, the size of Mm decreases. Note that we use ρsr to
represent the selection preference of E in this paper, and a
smaller ρsr means that E prefers mmWave. Since the secrecy
rate of the microwave link remains constant, as ρsr increases,

it is more difficult for any fixed location to be included in the
mmWave eavesdropping region. Therefore, the mmWave
eavesdropping region Mm becomes smaller.

An interesting phenomenon can be observed from
Figure 10, when ρsr ¼ 0:5 or 1, the change of the mmWave
eavesdropping region is extremely small. This is because, in
this paper, we assume that the eavesdropper E treats eaves-
dropping on the mmWave link and the microwave link as
equally important when ρsr ¼ 1. Also, the transmit power of
the mmWave link is much smaller than that of the micro-
wave link. Therefore, when ρsr is large (i.e., 0:5<ρsr<1),
although the eavesdropper E is in the vicinity of the
mmWave transmitter T1, it still prefers to eavesdrop on
the microwave link with stronger transmit power in order
to improve their eavesdropping performance.

5.2.3. Optimal Eavesdropping Location. We demonstrate the
numerical result of the optimization eavesdropping locations
in Section 4. We set the beam width ϕ of the main lobe of T1

as ϕ ¼ π=6, the blockage density as β ¼ 0:1 and the antenna
gain AE of E as 5. Moreover, we set the minimum required
SNRs εm and εu as 0:03 and 0:1, respectively.

We illustrate the optimal eavesdropping locations by con-
sidering three different angles of θ (the angle between T1R1

��!
and x-axis), i.e., π=6, π=8, and π=10. Figure 11 shows the
optimal eavesdropping locations of the eavesdropper accord-
ing to the objective function that we proposed when the angle
θ is at three different angles. Note that the sectors represent
the main lobe of the mmWave transmitter T1 −40;ð 0Þ,
T2 40;ð 0Þ represent the microwave transmitter, the three dif-
ferent colors represent three different angles θ, and the con-
tinuous dots on the borders denote the optimal eavesdropping
locations.

According to Figure 11, we can observe that the optimal
eavesdropping location changes as the angle θ changes.
Moreover, it is easily seen that the optimal eavesdropping
location is always on the lower border of the main lobe of the
mmWave transmitter’s antenna. As Wm increases, the opti-
mal location is close to mmWave transmitter T1.
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FIGURE 9: Impact of blockage density β on mmWave eavesdropping
region (secrecy rate).
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6. Conclusion

This paper investigates the millimeter-wave (mmWave)
eavesdropping region characterization problem in hybrid
wireless communication systems where mmWave links and
microwave links coexist. We first derived the secrecy outage
probabilities and secrecy rates of both the mmWave link and
microwave link, respectively, based on which we identify the
eavesdropping region, where eavesdroppers prefer the
mmWave links. We then demonstrate the numerical results
of optimization eavesdropping locations. The results in this
paper showed that the mmWave eavesdropping region
decreases as the selection parameter ρsop and ρsr increases.
In addition, the eavesdropping region decreases when there
are more blockages in the network (i.e., when blockage den-
sity β becomes larger).
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The wireless key generation using wireless channel reciprocity has attracted considerable attention in the past two decades.
However, there are many challenges for the key generation in quasistatic wireless environments. The key generation rate
(KGR) in a quasistatic environment is low, and the randomness of the key is insufficient, which is difficult to meet the secure
communication requirements. To tackle these issues, a random permutation and perturbation-based wireless key generation
(RPP-WKG) scheme is proposed to improve the KGR and randomness in quasistatic environments. Unlike existing key
generation schemes, the RPP-WKG scheme allows the two legitimate users to generate the same secret key based on their
random permuted channel measurements. Besides, the perturbed key sequence will be obtained by combining the initial key
generated after quantization and the permutation order sequence through the XOR operation. Simulation results show that the
proposed RPP-WKG scheme can generate secret keys with a high generation rate, sufficient randomness, a low mismatch rate,
and a low correlation coefficient in quasistatic environments.

1. Introduction

With the rapid development of wireless communication
techniques and the wide use of the Internet of Things
(IoT) devices, establishing an encrypted and secure commu-
nication link between two IoT devices has become an urgent
need [1–5]. The traditional encryption methods widely used
at present are symmetric or asymmetric cryptographic algo-
rithms. Symmetric cryptographic algorithms usually rely on
preshared secret keys, which are not suitable for distributed
IoT devices [6]. Asymmetric cryptography requires complex
mathematical algorithms. However, due to the limited com-
puting power of IoT devices and the difficulty in establishing
a public key infrastructure between devices, these asymmet-
ric cryptographic algorithms are not suitable for secure com-
munication between lightweight IoT devices. In recent years,
wireless key generation schemes based on physical layer
channel characteristics have received extensive attention
due to their low computational complexity and high secu-
rity. Traditional cryptographic mechanisms can be supple-
mented and enhanced by taking advantage of the inherent

physical properties of wireless channels [7]. Wireless key
generation based on physical layer channel reciprocity is a
promising solution for secure communication between IoT
devices [8–10].

Generally, a wireless key generation scheme contains
four steps: channel sampling, quantization, information rec-
onciliation, and privacy amplification [11]. Among the four
steps, quantization converts channel measurements into
binary bit sequences, which is the core function of the wire-
less key generation scheme. Various channel characteristics
can be used for quantization, such as received signal strength
(RSS), channel state information (CSI), time delay ampli-
tude, phase, and angle-of-arrive (AoA) [12–15].

However, unsynchronized channel sampling in time-
division duplex systems and environmental noise will impair
channel reciprocity in the real system. The nonreciprocity in
the channel measurements can be further amplified by
ambient noise, adversely causing the inconsistent quantiza-
tion result between two users. To mitigate the nonreciprocity
of a wireless channel, many researchers have proposed solu-
tions. For example, Li et al. [16] designed a mean-value
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quantization scheme for RSS to improve the key generation
rate (KGR). Zhao et al. [17] proposed performing group
quantization and adaptive quantization on the collected
RSS measurements. Margelis et al. [18] used discrete cosine
transform (DCT) on channel observations to reduce the
mismatches caused by quantization. Liu et al. [19] designed
a bipartite graph matching-based wireless key generation
method to avoid quantization.

In some IoT application scenarios, such as environmen-
tal monitoring and smart home, the IoT devices are fixed
and the surrounding wireless environment changes very
slowly [20, 21]. In these scenarios, wireless channels between
the communication users are quasistatic. The KGR based on
the characteristics of this quasistatic wireless channel is very
low, which is difficult to meet the secure communication
requirements. The reason for low KGR is due to the long
channel coherence time in the quasistatic channel, and the
secret keys are generated within the coherence time, so the
similarity of the secret keys is high. At the same time, ambi-
ent noise will also cause key inconsistency. Therefore, an
efficient and robust solution is required to achieve a low
key mismatch rate (KMR) in a quasistatic environment.
Various schemes have been proposed to overcome the chal-
lenges of wireless key generation in quasistatic environ-
ments. [22, 23] proposed key generation protocols with the
aid of a reconfigurable intelligent surface (RIS) to boost
KGR in quasistatic environments. [24] used singular value
decomposition techniques to reconstitute the wireless chan-
nels to improve the randomness of the wireless channels. In
[25], the two legitimate users independently generated local
randomness to be used together with the uniqueness of the
wireless channel coefficients in order to enable high-rate
secret key generation.

To mitigate the effect of channel nonreciprocity, we use
principal component analysis- (PCA-) based processing on
the sampled channel measurements. Li et al. [26] proposed
two realization algorithms of PCA for preprocessing: PCA
algorithm with interaction and PCA algorithm without inter-
action. The corresponding eigenvalues and eigenvectors of the
two legitimate users, Alice and Bob, are different due to the
deviation. Alice can send her eigenvectors to Bob via a public
channel and both of them use it for signal reconstruction,
which is named as the PCA algorithm with interaction. Alice
and Bob can also calculate their own eigenvectors and eigen-
values and use their eigenvectors for signal reconstruction
without any interaction, which is called the PCA algorithm
without interaction. Although the PCA algorithm with inter-
action can obtain a relatively higher key agreement than the
PCA algorithm without interaction, information leakage will
be caused by the transmission on an insecure public channel.
When the eavesdropper, Eve, obtains enough information
such as eigenvalue and eigenvector, he/she can find the secret
key by a brute-force search. Li et al. [26] assume Eve can only
obtain eigenvectors instead of the covariance matrix, resulting
in a low information leakage ratio. In this paper, since broad-
casting eigenvectors on a public channel still has security risks,
we recommend the two legitimate users perform a processing
algorithm based on PCA without interaction on their original
channel measurements after channel sampling.

In a quasistatic channel, the secret keys extracted from
channel measurements not only have a relatively low KGR
but also have poor randomness. The use of PCA processing
on the CSI matrices of legitimate users can only obtain good
feature amplification and deredundancy effects, but the KGR
cannot be improved by PCA processing. In order to solve
the problems of the low KGR and the poor randomness of
the secret keys, we focus on the preprocessing algorithm of
channel measurements and propose a random permutation
and perturbation-based wireless key generation (RPP-WKG)
scheme, which provides high randomness and low correlation
for secret keys. Based on the RPP-WKG scheme, we develop a
secret key generation method that is aimed at extracting secret
keys from channel measurements at a low KMR and high
speed. CSI is chosen as the channel measurement in this paper
because the existing work has shown that CSI could provide
more channel characteristics than RSS does. The main contri-
butions of this paper are summarized as follows:

(1) A new and practical RPP-WKG scheme is proposed.
Based on the scheme, we can mitigate the impact of
the quasistatic channel and generate secret keys with
high randomness and low correlation

(2) We propose an efficient and secure permutation
method, which can help legitimate users perform
the same random permutation on their respective
CSI to acquire new random sources with high ran-
domness and great fluctuations. In addition, the
length of the permutation order can be adjusted by
the number of CSI segments. The random sources
can be used as the new channel measurements to
generate secret keys

(3) A minimum weight-based matching method is pro-
posed to reduce KMR in the RPP-WKG scheme.
Legitimate users can obtain an agreement on the
permutation order of CSI without revealing it. The
permutation order will be obtained by finding the
correspondence between the users’ CSI, and it can
be used as a source of the secret keys

(4) We propose a random perturbation generation
method based on the permutation order agreed by
the two legitimate users. The correlation between
the secret keys is reduced by performing an XOR
operation on the random perturbation sequence
and the initial key, and the randomness and KGR
are further improved

1.1. Notation and Outline. Unless otherwise specified, we use
the following notations throughout the manuscript: Upper
bold-face letters denote matrices and lower bold-face letters
denote vectors. Light-face letters denote scalars. Numeral
subscripts of matrices and vectors, if needed, represent their
sizes. I denotes the identity matrix. Matrix superscript ð·ÞH
denotes conjugate-transpose. The Ef·g denotes ensemble
expectation. The vecf∙g is the straightening operation by
row.
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The remainder of this paper is organized as follows: In
Section 2, the system model and the related formulations
are presented. The basic key generation steps are also intro-
duced in this section. In Section 3, we describe the proposed
RPP-WKG scheme in detail. The performance results are
evaluated extensively in Section 4. In Section 5, we summa-
rize the paper.

2. System Model

2.1. Channel Estimation. Figure 1 illustrates the system
model of a wireless key generation system in the smart
home: In an orthogonal frequency division multiplexing
(OFDM) communication system, Alice and Bob establish
secret keys in the time division duplex (TDD). They take
advantage of the reciprocity and time variability of wireless
channels to generate consistent security keys at both ends
and update them continuously. Eve has a potential security
threat to the communication between Alice and Bob.

During the channel sampling process, Alice and Bob
alternately transmit pilots to each other. Alice sends a chan-
nel probing signal at time slot 1, and Bob receives the signal
and stores it locally. Bob sends a channel probing signal at
time slot 2, and Alice receives the signal and stores it. Mean-
while, Eve eavesdrops on the signals from Alice and Bob in
two-time slots and tries to decrypt the message.

In this paper, we use the CSI as the channel measure-
ments. We assume that the difference in measured values
caused by delay and hardware fingerprints has been
removed by methods such as interpolation transformation
and hardware calibration. The matrices HA and HB of size
N × K are defined as the channel measurement matrices of
Alice and Bob after channel sampling, where N is the num-
ber of subcarriers and K is the number of samples. The rela-
tionship between HA and HB can be expressed as
HB =HA +W , where W represents the observation devia-
tion caused by the measurement noise and the noise remain-
ing in the calibration process. W is independent of HA and
considered to follow a complex Gaussian distribution.

2.2. Problem Formulation. According to the principle of
channel reciprocity, the channel response of Alice and Bob
should be highly correlated in practice. Since the ambient
noises are usually considered to follow complex Gaussian
distribution, the received channel measurements HA and
HB should also be highly correlated. Based on the above the-
ories, traditional wireless key generation methods allow
Alice and Bob to extract the same secret keys by quantizing
each channel measurement in HA and HB, respectively.
However, HA and HB could be easily affected by random
ambient noise and nonsimultaneous channel probing,
resulting in inconsistent quantization results and mis-
matched secret keys between two users.

Besides, the wireless environments between two legiti-
mate devices change slowly in the smart home application
scenario, which will result in the two adjacent channel sam-
ples in a coherence time being very similar. Figure 2 shows
the CSI sampled under the quasistatic environments, which

is in an OFDM model with 56 subcarriers. The SNR in the
scenario is 40 dB, and the sampling interval is 0.5ms. The
x-axis and y-axis of Figure 2 represent the real and imagi-
nary parts of the CSI parameter. It can be seen that the
CSI measured from two adjacent samples are very similar.
This will result in the two generated keys being very similar
or even identical. Overall, the above challenges demonstrate
the need for a new key generation scheme to achieve efficient
key generation in a quasistatic environment.

2.3. Basic Steps of Wireless Key Generation. Generally, the
generation of secret keys based on channel measurements
between two legitimate users includes four steps.

2.3.1. Channel Sampling. To initiate the key generation, Alice
and Bob sample the channel through multiple rounds of
probe packet exchanges [27, 28], each controlled within a
coherence time to ensure channel reciprocity. After each
user receives the probe packets, the channel measurements
are extracted from the probe packets to construct reciprocal
channel matrices HA and HB for Alice and Bob, respectively.
The channel sampling process is completed after a sufficient
number of probe packets are collected.

2.3.2. Quantization. After channel sampling, Alice and Bob
need to adopt the same quantization scheme on channel
measurements to obtain the initial keys. The quantization
process is an analog-to-digital conversion process, which
converts the CSI estimated by the legitimate communication
parties into a sequence of key bits [29].

2.3.3. Information Reconciliation. Due to the interference,
estimation error, and other facts, the initial keys quantized
by Alice and Bob may have inconsistent bits. The main pur-
pose of information reconciliation is to correct the inconsis-
tent bits in the secret keys of the two legitimate users without
divulging the key information as much as possible [30, 31].
After information reconciliation, inconsistent bits are elimi-
nated and both Alice and Bob will obtain the consistent ini-
tial keys.

2.3.4. Privacy Amplification. Eve can eavesdrop on the infor-
mation about the secret keys during the communication
between Alice and Bob. Privacy amplification needs to be

Alice Bob

h
AB

h
BA

Eve

hAE hBE

Figure 1: Channel estimation in a smart home.
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performed to eliminate the information eavesdropped on by
Eve [32–34]. After privacy amplification, Alice and Bob will
obtain the final secret keys to encrypt their messages.

3. The Proposed RPP-WKG Scheme

3.1. RPP-Based Key Generation. The basic idea of the RPP-
based wireless key generation algorithm is to permute chan-
nel measurements randomly and match the sorted channel
measurement values between pairs of reciprocal users. Then
the two reciprocal users perform the wireless key generation
scheme according to the channel measurements after per-
mutation and the agreed permutation order. As shown in
Figure 3, Alice and Bob collect their respective channel mea-
surement matrices HA and HB of size N × K in the channel
sampling stage. Alice and Bob then perform PCA processing
without interaction on their respective channel measure-
ment matrices; the channel measurement matrices after
PCA processing are YA and YB of size P × K and consist
of P groups of samples. For the accuracy of statistical infor-
mation, the number of sample groups and dimensions
should satisfy K ≥ P.

YA = yA1 , yA2 ,⋯,yAP
Â ÃH ,

YB = yB1 , yB2 ,⋯,yBP
Â ÃH

:
ð1Þ

After PCA processing, Alice applies random permuta-
tion to her channel measurement matrix YA. The channel

measurement matrix after permutation is Ŷ
A
. The permuta-

tion order PO is determined by Alice according to the size of

the matrix YA. After the straightening transformation of Ŷ
A
,

Alice then sends the permutated channel measurements to
Bob via a public channel without revealing the permutation
order. Once receiving the permutated channel measure-
ments, Bob can infer the permutation order by finding the

correspondence between Ŷ
A
and his own channel measure-

ment matrix YB through channel reciprocity. Bob then per-
forms the same permutation on YB and gets the new channel

measurement matrix Ŷ
B
.

Meanwhile, Alice and Bob use their respective recon-

structed signal matrices after random permutation Ŷ
A
and

Ŷ
B
to perform the quantization operation. The permutation

order PO participates in key generation as a source of ran-
domness perturbation. Last, Alice and Bob perform the
information reconciliation and privacy amplification on the
origin secret keys to further eliminate occasional errors
and generate secret keys with high randomness. The details
of these components are elaborated as follows.

Some notions and their descriptions used in the follow-
ing sections are listed in Table 1.

3.2. Sampling and Preprocessing Model. In the channel sam-
pling phase, Alice and Bob each send pilots to each other
and estimate CSI. A vector of length N for the k-th channel
estimate can be written as

huk = hk + nuk , ð2Þ

where u = fa, bg, a and b denote Alice and Bob, respectively,
hk follows complex Gaussian distribution, and nu is inde-
pendent and identically distributed zero-mean complex
Gaussian noise with variance EfnukðnukÞHg = σ2nIN . After K
channel samplings, Alice and Bob can construct the channel
measurement matrix Hu as

Hu = hu1 , hu2 ,⋯,huK½ �, ð3Þ

where huk and hul are assumed to be independent and identi-
cally distributed, k, l ∈ ½1, 2,⋯,K�. The subscript is omitted
for simplicity, and we define the channel signal-to-noise
ratio (SNR) as

SNR = E hHh
È É

Nσ2
n

: ð4Þ

After channel sampling, Alice and Bob will get their
respective channel measurement matrices HA and HB for
further preprocessing. The signal preprocessing process is
divided into two steps: PCA processing without interaction,
random segmentation, and permutation.

3.2.1. PCA Processing without Interaction. Figure 4 shows
the process of PCA. In PCA processing without interaction,
Alice and Bob calculate the transformation matrices accord-
ing to the following steps:

(1) Alice and Bob perform eigenvalue decomposition of
their covariance matrices RA and RB, respectively,
where ΛA,ΛB are eigenvalue matrices and UA,UB
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Figure 2: The results of two adjacent channel sampling.
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are eigenvector matrices. RA and RB are given by

RA =UAΛA UAÀ ÁH ,

RB =UBΛB UBÀ ÁH
:

ð5Þ

(2) Alice and Bob sort their eigenvalue matrices and
eigenvector matrices in descending order of eigen-

values, respectively. The eigenvalue matrices after

sorting are ~Λ
A, ~ΛB

, and the eigenvector matrices

after sorting are ~U
A, ~UB

.

(3) Alice and Bob select the first P eigenvectors of their
eigenvector matrices to construct the transformation
matrices TA and TB, where P is the number of eigen-
vectors agreed upon by Alice and Bob in advance

Alice and Bob transform their channel measurement
matrices HA and HB by using the transformation matrices;
the matrices after signal reconstruction are YA, YB, which
are given by

YA = TAÀ ÁH
HA,

YB = TBÀ ÁH
HB,

ð6Þ

where YA = ½yA1 , yA2 ,⋯,yAK � and YB = ½yB1 , yB2 ,⋯,yBK � are the
reconstructed signal matrices.

3.2.2. Random Segmentation and Permutation. To further
increase the complexity and randomness of the collected
channel measurements, we perform a random permutation
on the channel measurement matrices YA and YB. Figure 5
shows the effect of permutation on the CSI measurements.
For ease of calculation and matching, Alice and Bob
straighten YA and YB by row to make them two 1 × S, ðS

Quantization

[ ]

Coherent time

Alice

Channel sampling

PCA processing

Random permutation

Initial key ⊕ PO

PO = [2 1 4 3]

Key consistency check

Secret key

Bob

Channel sampling

PCA processing

Initial key ⊕ PO'

Receive episodes

PO' = [2 1 4 3]

Matching & infer
permutation order

Key consistency check

Secret key

Information
reconciliation

Privacy
amplification

Figure 3: System flow chart.

Table 1: Notion list.

Notation Descriptions

H Channel measurement matrix

W Observation deviation

Y Channel measurement matrix after PCA processing

R Covariance matrix

U Eigenvector matrix

Λ Eigenvalue matrix

T Transformation matrix

P Segmented channel measurement sequence

PO Permutation order

RS Random perturbation sequence

IK Initial key

PK Perturbed key
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= P × KÞ dimensional vectors vA and vB

vA = vec YAÈ É
,

vB = vec YBÈ É
,

ð7Þ

where vecf∙g is the straightening operation by row.
Alice and Bob segment their vectors vA and vB into M

episodes of the same length, PA = ½pA1 , pA2 ,⋯,pAM� and PB = ½
pB1 , pB2 ,⋯,pBM�, where pAm and pBm are the mth episode with
length L = S/M. Given the segmented channel measurement
sequence PA, Alice comes up with a permutation order PO
= ½k1, k2,∙∙∙,kM� and applies permutation to PA to create a

new channel measurement sequence P̂
A = ½pAk1 , pAk2 ,⋯,pAkM �,

where km ∈ ½1,M� is the original index of the episode pAkm in

PA. Alice then sends P̂
A
to Bob without revealing the permu-

tation order via the public channel, which potential attackers
listen to. Each pBk in PB can always find the reciprocal pAkm in

P̂
A
even permutated due to channel reciprocity. Bob can

infer the permutation order PO = ½k1, k2,∙∙∙,kM� of P̂
A
by

finding the perfect match between the episodes in P̂
A
and

PB with the minimum discrepancy and use PO as part of
the secret key. Bob performs the same permutation on PB

and obtains the new sequence P̂
B
after inferring the PO.

Since the original channel measurement sequence PA was
not made public, the permutation order PO = ½k1, k2,∙∙∙,kM
� is a secret between Alice and Bob and is unknown to the
potential attackers. Determining the permutation order is
also equal to achieving a key agreement between Alice and
Bob.

Then, Alice and Bob restore the vectors P̂
A
and P̂

B
to

matrices Ŷ
A
and Ŷ

B
according to the initial segment length,

where Ŷ
A
and Ŷ

B
can be seen as being randomly permu-

tated. As the example shown in Figure 6, the channel mea-
surement matrix after random permutation will have lower
regularity and more complexity.

3.3. Matching Algorithm. In order to reduce the time cost of
inferring the permutation order, we use the minimum
weight bipartite graph matching to find the perfect match.

Episodes in P̂
A

and PB are considered as vertices of a

Alice

Caculate covariance matrix, RA

Decomposite eigenvalue, UA

Construct transformation matrix, TA

Reconstruct signal,  = (

Bob

Construct CSI matrix, HA

Caculate covariance matrix, RB

Decomposite eigenvalue, UB

Construct transformation matrix, TB

Reconstruct signal, 

Construct CSI matrix, HB

Figure 4: PCA processing steps of CSI.

3 1 4 2

Random permutation

Figure 5: Random permutation on CSI.
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weighted undirect graph G, and vertices are connected by

edges. The edges only exist between the vertices of P̂
A
and

PB in G (i.e., no edge connects the vertices within P̂
A
or PB

). The weight of the edges can be denoted as wA,Bðkm, kÞ =
kpAkm − pBkk, where km, k ∈ ½1,M� and k∙k represents taking
the absolute value. A perfect match in G consists of a set of
vertex-disjoint edges with every vertex of G. A perfect match
can be always found in G to satisfy the reciprocal mapping
between the channel measurement matrices of Alice and
Bob due to the channel reciprocity. The sum of weights of
the match between Alice and Bob can be denoted as WA,B
=∑M

km ,kwA,Bðkm, kÞ, where km, k ∈ ½1,M�. The minimum
weight matching problem is to find the match with the smal-
lest sum of weights. The minimum weight matching can be
transformed into the maximum weight matching problem
after converting the weight wA,Bðkm, kÞ to ŵA,Bðkm, kÞ = C
−wA,Bðkm, kÞ, where C ≥max ðwA,Bðkm, kÞÞ. We use the
Kuhn-Munkres algorithm to solve the maximum weight
matching problem. To minimize the summation of its asso-

ciated weights, the following linear programming with inte-
ger constraints relaxation is formulated:

min   〠
M

km ,k
wA,B km, kð Þ − lA kmð Þ − lB kð Þð Þ,

s:t:  lA kmð Þ ≥ 0, lB kð Þ ≥ 0,
km, k ∈ 1,M½ �,

ð8Þ

where lAðkmÞ, lBðkÞ are the feasible label with the value equal
to the weight of the perfect match output by the algorithm as
follows:

max   〠
km∈ 1,M½ �

lA kmð Þ + 〠
k∈ 1,M½ �

lB kð Þ,

s:t:  lA kmð Þ + lB kð Þ ≤wA,B km, kð Þ, ∀ km, kð Þ ∈ E,
ð9Þ

where E denotes all the edges in G. Any feasible prime label
in a perfect match has a weight as large as the value of any
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feasible dual-labeling. If lAðkmÞ + lBðkÞ =wA,Bðkm, kÞ, the
edge ðkm, kÞ is tight. A match is optimal if it only uses tight
edges when given any dual feasible label.

To find the perfect match, a random feasible dual label l
is used to find a maximum-cardinality matching that uses
tight edges. The process is over if the match is perfect. If
not, the dual label is updated and the process continues until
an optimal match is found. After the graph matching, Bob
infers the permutation order PO′ = ½k1 ′, k2 ′, ∙∙∙, kM ′�, where
PO = PO′.

3.4. Wireless Key Generation Based on Random Perturbation.
The wireless key generation process based on permutation
and matching is divided into the following three steps:
obtaining the initial secret key, generating and splicing the
random perturbation sequence, and performing the XOR
operation.

In this paper, after the preprocessing, different compo-
nents of channel measurements have different SNRs, which
can be expressed as

SNRi =
λi

2

σ2n
: ð10Þ

SNRi represents the SNRs of different components. As
the index of components increases, the SNR decreases. To
make full use of the high SNR of dominant components,
we employ flexible quantization levels in the quantization
algorithm to quantify the initial keys.

The first step is to obtain the initial keys. Alice and Bob
get their respective initial keys IKA and IKB after the quanti-

zation process on their channel measurement matrices Ŷ
A

and Ŷ
B
. The length of the initial keys is L1.

The second step is to generate the random perturbation
sequence through the negotiated permutation order PO = ½
k1, k2,∙∙∙,kM�. First, convert PO into a binary bit sequence
RS, and the length of the converted bit sequence RS is L2
= c ×M, where c is the length of each binary bit sequence
converted by km, km ∈ ½1,M� in PO. RS then needs to be
spliced into RS′. Repeatedly splicing the stochastic perturba-
tion sequence until it is equal to the key length L1, that is,

L1 = k × L2 + k′, ð11Þ

where k is a positive integer and 0 < L2 < L1.
The last step is to XOR the random perturbation

sequence RS′ and the initial secret keys. Alice and Bob per-
form XOR operation between their initial key IKA, IKB and
the perturbation sequence RS′ to get the perturbed key
PKA and PKB, which are given by

PKA = IKA ⊕ RS′,
PKB = IKB ⊕ RS′:

ð12Þ

Compared with the key sequence before random pertur-
bation, the number of secret keys does not increase. How-
ever, the method based on random perturbation reduces

the correlation between the two adjacent sets of secret keys,
so it can effectively increase the KGR.

Then Alice and Bob perform information reconciliation
on their perturbed keys PKA and PKB. The main purpose
of information reconciliation is to correct the inconsistent
bits in the key bit sequences without divulging the key infor-
mation as much as possible. After information reconcilia-
tion, Alice and Bob will agree on an error-free secret key.

4. Performance Evaluation

To evaluate the performance of our proposed scheme, we
conduct numerical simulations. We build the simulation
model based on a Matlab implementation of the TGn multi-
path fading channel. The detailed parameters are summa-
rized in Table 2. Alice and Bob are randomly distributed,
and the distance between them is greater than or equal to
five meters. We focus on the non-line-of-sight (NLOS) sce-
nario. An OFDM model with 56 subcarriers is utilized. We
sample 400 independent channel vectors to perform the
key generation process.

In this section, we evaluate the performance of the RPP-
WKG scheme and compare it with the wireless key genera-
tion without processing (named as “Initial”), and with the
wireless key generation scheme based on PCA and without
random permutation and perturbation (named as “PCA-
WKG”). We evaluate the key performance from 4 aspects:
the KGR, the KMR, the correlation between the secret keys,
and the randomness of the keys.

4.1. Key Generation Rate. The KGR reflects the speed of the
wireless key generation. The actual wireless key generation
system has high requirements on the KGR. If the KGR is
too low, the time cost required for wireless key generation
will be too high, which is not suitable for practical applica-
tions. In this section, we test the KGR of the RPP-WKG
scheme in the case of different SNRs. The test results are
shown in Figure 7. As the SNR increases, the KGR gradually
increases. The KGR can reach 480 bits/packet when the SNR
is 45 dB. We also compare the KGR performance of the
RPP-WKG scheme with the PCA scheme without random
permutation and perturbation. The comparison results show

Table 2: Simulation parameters.

Parameter Value

Channel model TGn

Scenario NLOS

SNR 40 dB

Bandwidth 20MHz

PSDU length 20 bytes

Carrier number 56

RMS delay spread 15 ns

Channel coding BCC

Maximum delay 80 ns

Sampling interval 0.5ms
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that the KGR can be further improved by the random per-
mutation and perturbation scheme.

In addition, we compare the performance of our pro-
posed RPP-WKG scheme with the scheme based on RSS
permutation. Based on the comparison results shown in
Figure 8, our RPP-WKG scheme will achieve a higher
KGR by using CSI as the channel measurements than the
traditional RSS permutation-based scheme.

4.2. Key Mismatch Rate. The KMR reflects the inconsistency
rate of the secret keys quantified, respectively, by Alice and
Bob. Due to the influence of ambient noise and other factors,

there will be certain errors in the bit sequences quantized by
Alice and Bob according to their respective CSI. Figure 9
shows the KMR performance of the initially generated secret
keys and the secret keys after the RPP-WKG scheme. As the
SNR increases, the KMR gradually decreases. According to
the comparison results, the RPP-WKG scheme achieves a
lower KMR. Figure 10 shows the KMR performance of
secret keys generated by the RPP-WKG scheme under the
impact of different episode numbers. As the number of per-
mutation episodes increases, the KMR of the secret keys will
increase significantly.

4.3. Correlation between the Secret Keys. The correlation
between the secret keys represents the degree of linear corre-
lation between adjacent sets of keys. We use the Pearson cor-
relation coefficient [35–37] to calculate the correlation
between keys. The Pearson correlation coefficient is defined
as

ρXY = E XYð Þ − E Xð ÞE Yð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E X2ð Þ − E2 Xð Þ

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E Y2ð Þ − E2 Yð Þ

p , ð13Þ

where X and Y are the two sets of secret key sequences.
The correlation coefficient between two sets of secret

keys is a value between -1 and 1. The stronger the correlation
between the two sets of secret keys, the closer the absolute
value of the correlation coefficient is to 1. If the correlation
coefficient is equal to 0, it indicates that there is no linear
correlation between the two sets of secret keys.

In this section, we first calculate the correlation coeffi-
cient between the secret keys of the three schemes. We dis-
play the calculation results in the form of heat maps. The
horizontal and vertical coordinates represent the index num-
ber of the keys, and the colour of each dot represents the
correlation between the secret keys. The yellower the colour,
the higher the correlation between the secret keys. The bluer
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the colour, the lower the correlation between the secret keys.
We test the correlation between the initial secret keys, the
secret keys after PCA processing, and the secret keys after
random permutation and perturbation. According to the test
results, the correlation between initial secret keys is the high-
est in Figure 11, and the correlation between secret keys after
random permutation and perturbation is the lowest.
Figure 12 shows that the secret keys quantized by the CSI
after PCA processing can obtain a lower correlation than
the initial secret keys. Figure 13 shows the advantage of the
random permutation and perturbation scheme in the pro-
cess of key generation. The test results reflect the RPP-
WKG scheme has an obvious effect on reducing the correla-
tion between secret keys.

We also calculate how the correlation coefficient changes
as the number of episodes increases. As shown in Figure 14,
once the CSI is randomly permuted and perturbed, the cor-

relation coefficient between secret keys will drop signifi-
cantly. As the number of permutation episodes increases,
the correlation coefficient between secret keys will slowly
decrease. When the number of permutation episodes is
greater than 10, a good correlation reduction effect can be
obtained. Considering that as the number of permutation
episodes increases, the time cost to find the correct permuta-
tion order using the matching algorithm will also increase,
and the number of permutation episodes should not be set
too large.

4.4. Randomness of Secret Keys. The randomness of the key
is an important standard to measure the performance of
the secret keys. The definition of key randomness is the uni-
formity of the distribution of 0 and 1 in the generated secret
keys. The higher the randomness of the key, the more diffi-
cult it is for the eavesdropper to guess the key. To ensure
that the secret keys generated are substantially random, the
standard randomness test suite from NIST is employed to

0.07

0.06

0.05

0.04

0.03KM
R

0.02

0.01

0
10 15 20

Number of episodes

25

SNR 40 dB
SNR 45 dB

Figure 10: KMR performance of RPP-WKG scheme under the
impact of different episode numbers.

1

2

3

4

5

6

7

8

1 2 3 4 5

Secret key index

Se
cr

et
 k

ey
 in

de
x

6 7 8

1

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

Figure 11: Correlation between initial secret keys.

1

2

3

4

5

6

7

8

1 2 3 4 5

Secret key index

Se
cr

et
 k

ey
 in

de
x

6

1

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2
7 8

Figure 12: Correlation between secret keys after PCA processing.

1

2

3

4

5

6

7

8

1 2 3 4 5

Secret key index

Se
cr

et
 k

ey
 in

de
x

6

1

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

7 8

0.1

Figure 13: Correlation between secret keys of RPP-WKG scheme.

10 Wireless Communications and Mobile Computing



verify the effectiveness of the secret keys extracted after the
wireless key generation scheme based on permutation and
perturbation [38, 39]. The output result of each test is an
indicator called the p value. A tested secret key sequence
passes a test when the p value is greater than the threshold,
usually chosen as 0.01. We run 10 NIST tests on the secret

keys generated on the RPP-WKG scheme, as listed in
Table 3. All the results pass the tests, indicating the random-
ness of the generated secret keys is sufficient for practical key
generation. In addition, in this section, we also compare the
randomness of the initial secret keys, the secret keys quanti-
fied after PCA processing, the secret keys generated by RSS,
and the secret keys generated by the RPP-WKG scheme.
Table 4 shows the comparison results: the secret key gener-
ation scheme based on random permutation and perturba-
tion has obvious advantages in the tests.

5. Conclusions

In this paper, we propose an efficient wireless key generation
scheme based on random permutation and perturbation,
which achieves high randomness and a high KGR between
the legitimate users, Alice and Bob, in a quasistatic environ-
ment. In the proposed RPP-WKG scheme, we can mitigate
the impact of the quasistatic channel and achieve secret keys
with high randomness and low correlation. The efficient and
secure permutation method allows legitimate users to per-
form the same random permutation on their respective
CSI to acquire new random sources with random and great
fluctuations. The minimum weight-based matching method
helps legitimate users to obtain an agreement on the permu-
tation order of CSI without revealing it. The random pertur-
bation generation method based on the permutation order
improves the randomness and reduces the correlation of
secret keys. Simulation results show that the proposed
RPP-WKG scheme can efficiently improve the randomness
and KGR of the generated secret keys in a quasistatic
environment.
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In recent years, the continuous increase in wireless data services and users’ traffic demand has been imposing great challenges on
traditional multiple access control (MAC) methods. Some existing MAC techniques improve the communication system’s spectral
efficiency (SE) via signal processing based cochannel interference (CCI) management. However, no interference management
(IM) is free, i.e., its realization is based on the consumption of some communication resources, such as power and degree-of-
freedom (DoF), which can also be used for the user’s desired data transmission. To lessen the resource cost for IM-based
MAC, we exploit interactions among multiple wireless signals to propose a new MAC method, namely, Differentiated
Reception Modes based Multiple Access (DRM-MA), in this paper. Under DRM-MA, a central control unit (CCU) is adopted
to manage and pair multiple transmitting antennas with their serving receivers (Rxs). The CCU first calculates the phase
difference of signals sent from each candidate antenna and perceived by the two receiving antennas of an Rx based on the
locations of the transmitting antenna and Rx. Then, the CCU selects and pairs a proper transmitting antenna with each Rx, so
that various Rxs can adopt either additive or subtractive reception mode to postprocess the signals received by its two antennas
to realize in-phase desired signal construction and inverse-phase interference destruction. DRM-MA can avoid transmission
performance loss incurred by signal processing-based IM. Our theoretical analysis and simulation results have shown that
DRM-MA can enable concurrent data transmissions of multiple antenna-receiver pairs and output a high system’s SE.

1. Introduction

With the continuous growth of users’ demand for mobile
data services, wireless communication technology has been
developing rapidly. Compared to previous communication
systems, 5G (the fifth generation) is expected to provide a
larger system capacity, higher data rate, lower latency, and
more transmission reliability [1]. The Internet of Things
(IoT) is a typical application scenario in the 5G era and
has been under fast development in recent years, yielding
explosive growth of various IoT terminals. It is estimated
that by the year 2025 there will be more than 41.6 billion
IoT devices connected to the network [2]. The increase of
IoT devices and the massive connections of IoT networks
impose higher requirements on future wireless communica-
tion systems. Due to limited communication resources, effi-
ciently supporting more users with high data transmission

quality simultaneously has become a hot topic that is worthy
of a thorough investigation.

Traditional orthogonal multiple access (OMA) technolo-
gies, including frequency division multiple access (FDMA),
time division multiple access (TDMA), code division multi-
ple access (CDMA), and space division multiple access
(SDMA), allocate various types of communication resources,
such as frequencies, time slots, code-words, and spatial sub-
channels, to multiple users in an orthogonal way to avoid
cochannel interference (CCI) among concurrent data trans-
missions, hence, realizing resource sharing among multiple
users [3]. However, the above OMA methods are featured
as fixed resource allocation and have low resource utiliza-
tion. Therefore, due to the limitation of communication
resources (especially the spectrum resource) and the rapid
increase in the number of wireless users, OMA is facing a
great challenge. By dynamically sharing frequency resources
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to multiple users, ALOHA, carrier sense multiple access
(CSMA) [4, 5], and cognitive radio (CR) [6] have been pro-
posed successively, with which the spectrum utilization can
be effectively improved. However, such random/opportunis-
tic MACs have collision and transmission failure problems,
hence incurring resource waste, to remedy this deficiency,
additional cost, and resource consumption (e.g., retransmis-
sion and reservation overhead) result.

In recent years, nonorthogonal multiple access
(NOMA), which is regarded as a promising MAC method
that can be applied in 5G, has been invented and attracted
a lot of attention. Uplink NOMA [7] allows multiple trans-
mitters (Txs) to transmit to their common receiver (Rx)
via the same frequency channel in a non-orthogonal way.
The Rx can employ successive interference cancellation
(SIC) [8] to mitigate CCI. However, SIC has an error prop-
agation problem [9] which incurs a high bit-error rate (BER)
of the subsequently decoded user data, thus limiting its
application. By noting that increasing the number of receiv-
ing antennas can strengthen Rx’s spatial signal processing
capability, and the data carried in multiple concurrent sig-
nals can be distinguished and recovered in the spatial
domain [10], some researchers incorporate multiantenna
with SIC to balance the complexity and BER performance
of communication systems [11, 12]. However, due to equip-
ment constraints such as hardware size and complexity, it is
impractical to increase the number of receiving antennas
without limit, especially for mobile devices. Therefore, some
researchers exploit interactions among multiple wireless sig-
nals to design multiuser communication schemes. The
authors of [13, 14] proposed interference neutralization
(IN) in which the desired Tx constructs and sends a neutral-
izing signal of the same amplitude and opposite phase with
respect to the interference perceived by its serving Rx so that
the neutralizing signal can counteract the interference at the
Rx. Since the power cost for generating the neutralizing sig-
nal is high, [15] designed interference steering (IS). By con-
structing a steering signal at the serving Tx, only the
projection of the interference on the desired transmission
at the interfered Rx is mitigated, hence, yielding the steered
disturbance to be orthogonal to the desired signal.

Based on the above discussion, we will propose a novel
MAC method, called Differentiated Reception Modes based
Multiple Access (DRM-MA) in this paper. By exploiting
interactions among wireless signals, DRM-MA lets mobile
users adopt either additive or subtractive reception mode
based on the phase difference of the signals sent from their
serving and interfering antennas and perceived by their
two receiving antennas so that the desired signals and the
interferences can be constructively and destructively com-
bined at each Rx. In this way, concurrent data transmissions
of multiple antenna-receiver pairs are realized. Compared to
traditional signal processing-based MAC methods discussed
in the previous paragraph, our method does not incur a sig-
nal processing burden at either side of the communication
link. However, to realize the method, the central control unit
(CCU) needs to determine the serving antenna for each Rx,
hence incurring some computational complexity.

The main contributions of this paper are two-fold:

(i) Proposal of DRM-MA. By exploiting interactions
among two wireless signals, an Rx can select the
appropriate reception mode according to the phase
difference of the signals sent from the antennas of
serving Tx and interfering Tx and observed by its
receiving antennas, respectively. Then, the desired
signal components can be constructively combined
while the interferences are neutralized with each
other at the Rx

(ii) Development of Antenna Selection Criterion. Aiming
at strengthening the desired signal and suppressing
the CCI as much as possible, various candidate
transmitting antenna sets are calculated, from which
the serving antenna for each Rx is then selected, and
accordingly, each Rx determines its reception mode

The rest of the paper is organized as follows. Section 2
describes the system model while Section 3 details the design
of DRM-MA. In Section 4, we evaluate the performance of
DRM-MA. Finally, we conclude the paper in Section 5.

Throughout this paper, we use the following notations.
Let j·j denote the absolute value of a scalar. argmaxf·g indi-
cates an operation finding the argument that gives the max-
imum value from a target function.

2. System Model

We consider a downlink communication scenario consist-
ing of a central control unit (CCU) and multiple distribut-
edly located transmitting antennas under CCU’s control.
The antennas are uniformly deployed in the area of V ×
H. As Figure 1 shows, the antenna whose y- and x-coor-
dinates are v and h, respectively, is denoted as Txvh
(v ∈ f1, 2,⋯,Vg, h ∈ f1, 2,⋯,Hg). Txvh can also be regarded
as a single-antenna transmitter. The transmit power of each
antenna is PT . For simplicity, we plot two Rxs, say Rxm and
Rxk, in the communication environment. Each Rx is
equipped with NR = 2 antennas. The two antennas of Rxm
are denoted as m1 and m2, while Rxk’s antennas are k1 and
k2. Let g

vh
m1

and gvhm2
represent the channel fading coefficients

between Txvh and Rxm’s two antennas. Similarly, gvhk1 and gvhk2
are the fading coefficients between Txvh and Rxk’s antennas,
respectively. We adopt free-space propagation model [16],
hence, the power of received signal at antenna κ

(κ ∈ fm1,m2, k1, k2g) from Txvh can be computed as Pvh
κ =

PTGvhGκλ
2/Γð4πlvhκ Þ2 where λ represents the signal’s wave-

length. Gvh and Gκ are the gains of the transmitting antenna
Txvh and receiving antenna κ. Γ is the path-loss factor. lvhκ
denotes the distance from Txvh to κ. We assume that CCU
can accurately obtain the channel coefficients from all trans-
mitting antennas to each receiving antenna of an Rx. By
exploiting channel reciprocity [17], the uplink and downlink
can have the same channel coefficients.

We employ φvh
κ to represent the phase of the signal sent

from Txvh and perceived by receiving antenna κ. To reduce
signaling overhead, we let Rxℓ (ℓ ∈ fm, kg) only feed back to
CCU the midpoint coordinate, i.e., Cℓ, of the line segment
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�ℓ1ℓ2 between Rxℓ’s two receiving antennas, and the phase
angle θ of �ℓ1ℓ2 with respect to the horizontal axis. In
Figure 2, taking Rxm as an example, CCU can calculate the
coordinates of Rxm’s two receiving antennas, i.e., m1 and
m2, according to Cm, θ, and antenna spacing d (we assume
the distance between Rx’s two antennas is available to
CCU). As Figure 2 shows, we denote the coordinate of the
midpoint of line segment �m1m2 as Cmðαm, βmÞ, then, the x
- and y-coordinates of m1 can be calculated as αm1

= αm + 1
/2d cos θ and βm1

= βm + 1/2d sin θ, respectively. Similarly,
the coordinates of receiving antenna m2 are αm2

= αm − 1/2
d cos θ and βm2

= βm − 1/2d sin θ.

3. Design of DRM-MA

This section details the design of Differentiated Receive
Mode-based Multiple Access (DRM-MA). We will first pres-
ent the basic principle of DRM-MA and then give the crite-
rion based on which the transmitting antennas serving

multiple Rxs are selected and paired with the Rxs; accord-
ingly, and each Rx determines its reception mode.

3.1. Basic Design of DRM-MA. For clarity, we take two Rxs as
an example to present the principle of DRM-MA. As
Figure 1 shows, we assume that the serving antennas for R
xm and Rxk have been determined (the antenna selection
method will be given in the next subsection). Without loss
of generality, we let antennas Txvmhm and Txvkhk send desired
signals to Rxm and Rxk, respectively. It should be noticed
that Txvmhm causes interference to Rxk and vice versa. There-
fore, we also call Txvmhm and Txvkhk permissive interfering
antennas of Rxk and Rxm, respectively.

We use xm and xk to denote the desired data symbols of
Rxm and Rxk. Both Txvmhm and Txvkhk send one desired sig-
nal to their intended Rx. Then, the mixed signals perceived
by antennas m1 and m2 of Rxm, denoted as ym1

and ym2
,

respectively, can be expressed as

ym1
= gvmhm

m1
xm + gvkhkm1

xk + nm1
,

ym2
= gvmhm

m2
xm + gvkhkm2

xk + nm2
,

8<
: ð1Þ

where gτκ (τ ∈ fvmhm, vkhkg and κ ∈ fm1,m2g) denote the
fading coefficient of the channel from Txτ to Rxm’s antenna
κ. The first term on the right-hand side (RHS) of each sub-
equation in Eq. (1) represents for the desired signal from T
xvmhm , while the second term denotes the interference from
Txvkhk . The third term is Additive White Gaussian Noise
(AWGN) whose element has zero-mean and variance σ2n.
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Figure 1: System model.
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Figure 2: Geometrical illustration of Rxm’s two receiving antennas,
and �m1m2’s midpoint Cm and phase angle θ.
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The complex channel coefficient gτκ can be expressed as
[18]

gτ
κ = gτκj jejφτ

κ , ð2Þ

where jgτκj denotes the amplitude fading, and φτ
κ ∈ ½0, 2π�

is the phase offset yielded by the channel.
Substituting Eq. (2) into Eq. (1), we can get

ym1
= gvmhm

m1

��� ���xmejφvmhm
m1 + gvkhkm1

��� ���xkejφvkhk
m1 + nm1

,

ym2
= gvmhm

m2

��� ���xmejφvmhm
m2 + gvkhkm2

��� ���xkejφvkhk
m2 + nm2

:

8><
>: ð3Þ

From Eq. (3), we can obtain the phase difference of the
desired signal components perceived by Rxm’s two anten-
nas as Δφvmhm

m = jφvmhm
m1

− φvmhm
m2

j. If ðΔφvmhm
m Þ mod ð2πÞ = π

(mod ð·Þ represents modulo operation) holds, Rxm can sim-
ply subtract one antenna’s received signal from the other,
so that the in-phase superposition of the desired signal is
realized. Otherwise, if ðΔφvmhm

m Þ mod ð2πÞ = 0 holds, Rxm
can add the received signals of its two antennas to achieve
the in-phase desired signal combination. Meanwhile, m1
and m2 also receive interference from Txvkhk (see the second
terms on the RHS of Eq. (3)). If the phase difference of the
two interfering components satisfies ðΔφvkhk

m Þ mod ð2πÞ = π
, Rxm should add up the two interferences to mitigate their
influence. Otherwise, if ðΔφvkhk

m Þ mod ð2πÞ = 0 holds, Rxm
should subtract one disturbance from the other to realize
interference cancellation. Likewise, Rxk can realize desired
signal construction and interference destruction based on
the phase difference of two desired/interfering signal compo-
nents at its antennas. Therefore, in the use of DRM-MA,
CCU first calculates the phase difference of signals sent from
each candidate antenna and perceived by the two receiving
antennas of an Rx based on the locations of the transmitting
antenna and Rx, then determines the Rx’s reception mode
according to the phase difference.

Upon employing various reception modes, i.e., additive or
subtractive, each Rx realizes both desired signal strengthening
and interference cancellation. Without loss of generality, we
take ðΔφvmhm

m Þ mod ð2πÞ = π and ðΔφvkhk
m Þ mod ð2πÞ = 0 as

an example, then, Rxm can adopt subtractive mode to get the
following equation.

ym = gvmhm
m1

��� ���ejφvmhm
m1 − gvmhm

m2

��� ���ejφvmhm
m2

� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

In−phase desired signal construction:

xm

+ gvkhk
m1

��� ���ejφvkhk
m1 − gvkhkm2

��� ���ejφvkhk
m2

� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Inverse−phase interference destruction:

xk + nm:
ð4Þ

Since jgvmhm
m1

jejφvmhm
m1 and jgvmhmm2

jejφvmhm
m2 are known to Rxm,

Rxm can adopt coefficient ðjgvmhmm1
jejφvmhm

m1 − jgvmhmm2
jejφvmhm

m2 Þ−1

to postprocess ym to obtain the estimated desired signal as

ŷm = gvmhmm1

��� ���ejφvmhm
m1 − gvmhmm2

��� ���ejφvmhm
m2

� �−1
ym: ð5Þ

Meanwhile, the phase difference of the desired and inter-
fering signal sent from Txvmhm and Txvkhk , respectively, and

received by Rxk’s two antennas k1 and k2 should satisfy ðΔ
φvkhk
k Þ mod ð2πÞ = 0 and ðΔφvmhm

k Þ mod ð2πÞ = π. In such a
case, Rxk can employ additive mode to get the following equa-
tion.

yk = gvkhkk1

��� ���ejφvkhkk1 + gvkhk
k2

��� ���ejφvkhk
k2

� �

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
In−phase desired signal construction:

xk

+ gvmhmk1

��� ���ejφvmhm
k1 + gvmhmk2

��� ���ejφvmhm
k2

� �

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Inverse−phase interference destruction:

xm + nk:
ð6Þ

Then, by adopting ðjgvkhkk1
jejφ

vkhk
k1 + jgvkhk

k2
jejφ

vkhk
k2 Þ

−1
to post-

process yk, Rxk can get the estimated signal as

ŷk = gvkhkk1

��� ���ejφvkhk
k1 + gvkhkk2

��� ���ejφvkhk
k2

� �−1
yk: ð7Þ

We can see from Eqs. (4) and (6) that employing additive
and subtractive mode, respectively, Rxm and Rxk can postpro-
cess the received signals of their antennas. In this way, the
desired signal is strengthened while the disturbance is sup-
pressed, thus realizing DRM-MA.

3.2. Design of Antenna Selection Criterion. In the previous
subsection, we have presented the basic idea of DRM-MA
under the assumption that serving antennas for Rxs have
been determined. In this subsection, we will still take two
Rxs as an example to design the serving antenna selection
criterion.

To select the proper antenna to serve an Rx, say Rxm,
CCU needs to calculate the coordinates of m1 and m2 based
on the information of Cm, d, and θ and then compute the
phase of the signal sent from each candidate antenna Txvh
(v ∈ f1, 2,⋯,Vg, h ∈ f1, 2,⋯,Hg) and perceived by Rxm’s
receiving antenna κ (κ ∈ fm1,m2g) as

φvh
κ = 2lvhκ π

λ
= 2lvhκ πf

c
, ð8Þ

where f denotes the frequency of the transmitted signal and
λ is the signal’s wavelength. c represents the speed of light.
lvhκ is the distance from Txvh to Rxm’s antenna κ.
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Then, we can get the phase difference Δφvh
m of the signals

sent from Txvh and received by Rxm’s two antennas as

Δφvh
m = φvh

m1
− φvh

m2

��� ��� = 2πf lvhm1
− lvhm2

��� ���
c

: ð9Þ

Since we employ the free-space propagation model, in
what follows, we only consider the influence of the signal’s
propagation on φvh

κ and Δφvh
m . Without loss of generality,

we take Rxm as an example. If ðΔφvh
m Þ mod ð2πÞ = π holds,

we store Txvh in a transmitting antenna set Ωm
o . Otherwise,

if ðΔφvh
m Þ mod ð2πÞ = 0 holds, Txvh is added to transmitting

antenna set Ωm
e . When an antenna in sets Ωm

o and Ωm
e is

selected to serve Rxm, Rxm needs to adopt additive and sub-
tractive reception modes accordingly. Similarly, transmitting
antenna sets Ωk

o and Ωk
e for Rxk can be obtained.

Next, we calculate intersections of Rxm’s sets Ω
m
o and Ωm

e

and Rxk’s Ω
k
o and Ωk

e , respectively, to obtain four candidate
transmitting antenna sets, i.e., Rmk

oo =Ωm
o
T

Ωk
o, R

mk
oe =Ωm

oT
Ωk

e , R
mk
eo =Ωm

e
T

Ωk
o, and Rmk

ee =Ωm
e
T

Ωk
e , as given in

Table 1. Accordingly, four differentiated reception modes
of the two Rxs can be determined. Taking candidate antenna
set Rmk

oo as an example, the subscript oo indicates that the
phase difference of signals sent from each antenna in set
Rmk

oo and perceived by the two receiving antennas of both
Rxm and Rxk is odd times of π. That is, when an antenna
in Rmk

oo serves Rxm or Rxk, either Rxm or Rxk should adopt
the subtractive reception mode to strengthen its desired sig-
nal. As for Rmk

eo , its subscript eo indicates that the phase dif-
ference of the signals sent from Rmk

eo ’s antenna and observed
by Rxm’s and Rxk’s two antennas is even and odd times of π,
respectively. Therefore, when an antenna in Rmk

eo is selected
to serve Rxm or Rxk, Rxm should adopt additive mode, while
Rxk should use subtractive, to strengthen their desired sig-
nal. As Table 1 shows, Rxm and Rxk can adopt either identi-
cal reception modes (cases II and III) or different modes
(cases I and IV) in terms of their serving transmitting
antenna sets.

In practice, when selecting a serving antenna for an Rx,
not only does the desired signal at the intended Rx need to
be strong but also the interference to other unintended Rxs
should be as small as possible. In what follows, we will present
the serving antenna selection criterion on the premise that the
candidate serving antenna sets have been determined.

Without loss of generality, we take the case I in Table 1
as an example. When a candidate Txvh ∈R

mk
oo serves Rxm

and interferes with Rxk, Rxm adopts subtractive mode to
subtract the desired signal perceived by one antenna from
the other. Then, we can have•

ΔAvh
m = gvhm1

��� ���ejφvh
m1 − gvhm2

��� ���ejφvh
m2 : ð10Þ

As for Rxk, it employs additive reception mode to allevi-
ate the interference sent from Txvh and received by its two
antennas. We can get

ΣAvh
k = gvhk1

��� ���ejφvh
k1 + gvhk2

��� ���ejφvh
k2 : ð11Þ

Then, we should select the Txvh that can maximize ΔAvh
m ,

denoted as Txvmhm , as Rxm’s serving antenna; that is, ð

Txvmhm = arg max
Txvh∈R

mk
oo

fΔAvh
m gÞ. However, by taking the interfer-

ence from Txvh to Rxk into account, we should employ

ðΣAvh
k Þ−1 as another factor affecting Rxm’s serving antenna

selection. That is, since ΣAvh
k indicates residual interference

at Rxk, we should use an antenna yielding as small ΣAvh
k as

possible to serve Rxm. Based on the above discussion, to take
both desired signal strengthening at Rxm and interference
cancellation at Rxk into consideration, an antenna output-

ting the largest μvhmk = ξΔAvh
m + ð1 − ξÞðΣAvh

k Þ−1 where ξ ∈ ½0,
1� is a weight coefficient and should be selected to serve R
xm. Specifically, in this example, we determine Rxm’s serving
antenna according to ðTxvmhm = arg max

Txvh∈R
mk
oo

fμvhmkgÞ. If one pre-

fers a better performance of Rxm, a larger ξ should be
adopted; otherwise, if one wants the interference at Rxk to
be small, a smaller ξ should be used.

In the previous design, we simply assume that the phase
difference of signal components perceived by an Rx’s two
antennas is either odd or even times of π, based on which
the candidate serving antenna sets can be determined. How-
ever, in practice, the phase difference is usually not exactly
the odd or even times of π. In such a situation, we need to
introduce a tolerance coefficient ε to relax the requirement
of the phase difference of signals at Rx’s two antennas. Oth-
erwise, too strict a phase difference requirement may yield
an empty candidate serving antenna set, hence incurring
the unavailability of DRM-MA.

Based on the above discussion, we adopt ðΔφvh
m Þ mod

ð2πÞ = π ± ε and ðΔφvh
m Þ mod ð2πÞ = ±ε instead of ðΔφvh

m Þ
mod ð2πÞ = π and ðΔφvh

m Þ mod ð2πÞ = 0, respectively, as
the criterion to determine the candidate serving antenna sets.
In this way, we can ensure that the candidate serving antenna
set is not empty by using a proper ε. However, this will incur
nonideal in-phase construction of desired signal and inverse-
phase interference destruction at Rx. To solve this problem,
Rx can perform phase compensation according to the phase
difference of the signals perceived by its two antennas [19],

Table 1: Determining candidate serving antenna set (SAS) and Rx
’s reception mode (RM) under K = 2.

Case SAS for Rxm SAS for Rxk Rxm’s RM Rxk’s RM

I Rmk
oo Rmk

ee Subtractive Additive

II Rmk
oe Rmk

eo Subtractive Subtractive

III Rmk
eo Rmk

oe Additive Additive

IV Rmk
ee Rmk

oo Additive Subtractive
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and then accurate in-phase desired signal superposition and
inverse-phase interference cancellation can be realized. The
stronger the phase compensation capability of the Rx is, the
larger ε can be used.

It should be noticed that although phase compensation
can yield the phase difference of the signal components per-
ceived by Rx’s two antennas to be exactly odd times or even
times of π, the signal components’ amplitudes may not be
the same, hence incurring residual interference at Rx. Fortu-
nately, since the size of Rx and its antenna spacing are small,
the difference in propagation distance from the interfering
antenna to Rx’s two receiving antennas is limited. Therefore,
the influence of residual interference is negligible. For space
limit, we omit the detailed discussion about the residual
interference in this paper.

3.3. Extended Design of DRM-MA. In previous subsections,
we simply assume two Rxs for clarity. In this subsection,
we will extend DRM-MA to a multi-Rx situation to show
its scalability.

We let the number of Rxs be three, i.e., Rxm, Rxk, and
Rxs are in the communication scenario. First, CCU calcu-
lates the phase difference of the signals sent from each T
xvh and perceived by the Rxs’ receiving antennas. Then, an
antenna set suitable for serving each Rx under additive and
subtractive reception modes can be obtained. We denote
the set of serving antennas for Rxϖ under additive and sub-
tractive modes as Ωϖ

e and Ωϖ
o , respectively, where ϖ ∈ fm, k

, sg. Then, we select one set from the serving antenna sets
of Rxm, Rxk, and Rxs in turn and calculate the intersection
of the three selected sets, so that eight cases of candidate
serving antenna sets can be obtained as Rmks

ooo =Ωm
o
T

Ωk
oT

Ωs
o, Rmks

ooe =Ωm
o
T

Ωk
o
T

Ωs
e, Rmks

oeo =Ωm
o
T

Ωk
e
T

Ωs
o,

Rmks
oee =Ωm

o
T

Ωk
e
T

Ωs
e, Rmks

eoo =Ωm
e
T

Ωk
o
T

Ωs
o, Rmks

eoe =Ωm
eT

Ωk
o
T

Ωs
e, R

mks
eeo =Ωm

e
T

Ωk
e
T

Ωs
o, and Rmks

eee =Ωm
e
T

Ωk
eT

Ωs
e. As Table 2 shows, the above eight sets correspond

to eight combinations of the three Rxs’ reception modes.
TakingRmks

eee as an example, its subscript is eee, this indicates
that when an antenna in set Rmks

eee serves Rxϖ (ϖ ∈ fm, k, sg),
the phase difference of the signals perceived by Rxϖ’s two
antennas is even times of π, thus Rxϖ should adopt subtrac-
tive reception mode.

Based on the various combinations of the serving
antenna sets, the reception modes of multiple Rxs can be
determined. Since there is always no cooperation among
multiple Rxs, Rxs’ reception modes should be determined
by the CCU and then informed to each Rx. We further pres-
ent the extension of DRM-MA to the case of K (K > 2) Rx.
First, we index all Rxs from 1 to K . For simplicity, we replace
the subscripts o and e of the candidate serving antenna sets
with binary numbers 0 and 1, respectively. In this way, the
string composed of o and e can be equivalent to a binary
code. Provided with K Rxs, DRM-MA first calculates Ωϖ

e
and Ωϖ

o where ϖ ∈ f1, 2,⋯,Kg for each Rx, based on which
2K cases of candidate serving antenna sets, denoted as
R1⋯K

b1⋯bK
where b1 ⋯ bK can be either oð0Þ or eð1Þ, can be

obtained. Next, we can select any one of the 2K candidate

antenna sets (e.g., case I in Table 2) and mark it as the serv-
ing antenna set for Rx1 (e.g., as for case I in Table 2, Rmks

ooo
whose subscript is 000 serves Rxm). Then, we select the serv-
ing antenna set for Rx2 (e.g., as for case I in Table 2, Rmks

eeo

whose subscript is 110 serves Rxk); the 1st and 2nd bits of R
x2’s serving antenna set’s subscript should be opposite to
those of Rx1’s, while the rest bits of the two Rxs’ serving
antenna sets’ subscripts are the same. As for Rx3 (under K
= 3, according to Table 2, Rmks

eoe whose subscript is 101
serves Rxs); the 1st and 3rd bits of Rx3’s serving antenna set’s
subscript should be opposite to those of Rx1’s, while the
remaining bits of the two Rxs’ sets’ subscripts are the same.
As for RxK , the 1st and K th bits of its serving antenna set
need to be opposite to those Rx1’s, while the remaining bits
of the two Rxs’s sets’ subscripts are the same.

Based on the above process, 2K combinations of serving
antenna sets for K Rxs can be obtained. Then, an Rx, say Rxk̂
(k̂ ∈ f1,⋯,Kg) can determine its reception mode in terms of

the k̂
th
bit of its serving antenna set’s subscript. Specifically,

if the k̂
th
bit is oð0Þ, Rxk̂ should adopt subtractive mode; oth-

erwise, for eð1Þ, additive reception mode should be used. We
take case I in Table 2 as an example, the first user Rxm
adopts subtractive mode according to the 1st bit of Rmks

ooo ’s
subscript. Similarly, the second user Rxk employs additive
mode based on the 2nd bit ofRmks

eeo ’s subscript. As for the last
user Rxs, its uses additive mode according to the 3rd bit of
Rmks

eoe )’s subscript.
Based on the above descriptions, DRM-MA can be

applied to the communication scenario with K Rxs.

4. Evaluations

In this section, we use MATLAB to evaluate the perfor-
mance of the proposed DRM-MA. We consider a communi-
cation scenario of 10m × 10m, in which multiple antennas,
denoted as Txvh (v ∈ f1, 2,⋯,Vg, h ∈ f1, 2,⋯,Hg), are uni-
formly distributed. The transmit power of Txvh is PT . The

Table 2: Determining candidate serving antenna set (SAS) and Rx
’s reception mode (RM) under K = 3.

Case
SAS
for R
xm

SAS
for R
xk

SAS
for R
xs

Rxm’s RM Rxk’s RM Rxs’s RM

I Rmks
ooo Rmks

eeo Rmks
eoe Subtractive Additive Additive

II Rmks
ooe Rmks

eee Rmks
eoo Subtractive Additive Subtractive

III Rmks
oeo Rmks

eoo Rmks
eee Subtractive Subtractive Additive

IV Rmks
oee Rmks

eoe Rmks
eeo Subtractive Subtractive Subtractive

V Rmks
eoo Rmks

oeo Rmks
ooe Additive Additive Additive

VI Rmks
eoe Rmks

oee Rmks
ooo Additive Additive Subtractive

VII Rmks
eeo Rmks

ooo Rmks
oee Additive Subtractive Additive

VIII Rmks
eee Rmks

ooo Rmks
oeo Additive Subtractive Subtractive
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carrier frequency is 2.4GHz. Two Rxs, denoted as Rxm
and Rxk, are arbitrarily located in the communication area
and equipped with two antennas. The distance between
Rx’s two receiving antennas, d, is 0.2m. We employ the
free space propagation model as given in Section 2. The
signal power sent from Txvh and received by antenna κ

(κ ∈ fm1,m2, k1, k2g) is Pvh
κ = PTGvhGκλ

2/Γð4πlvhκ Þ2 where
Gvh = 1, Gκ = 1, and Γ = 1. lvhκ (measured in meter) is the
distance from Txvh to antenna κ. We adopt the serving
antenna selection weight ξ ∈ ½0, 1� and define the signal-to-
noise ratio (SNR) as �γ = 10 lg ðγÞdB where γ = PT /σ2

n and
σ2n represents for the noise power. In determining transmit-
ting antenna sets Ωm

o and Ωm
e , we take Txvh in the range of

±ε near odd and even times of π into account. To be specific,
we define two phase intervals, ℤo = ½π − ε, π + ε� and ℤe =
½0, ε�S ½2π − ε, 2π�. Then, for example, if ðΔφvh

m Þ mod ð2πÞ
∈ℤe (or ðΔφvh

m Þ mod ð2πÞ ∈ℤo) holds, Txvh can serve Rxm
and Rxm should employ additive (or subtractive) reception
mode.

Figure 3 simulates the distribution of candidate serving
antennas for Rxm and Rxk in the communication scenario
under various εs. As the figure shows, the coordinates of
the midpoints of �m1m2 and �k1k2 are set to be Cmð4:9,4:5Þ
and Ckð6, 6Þ; and accordingly, the antennas’ coordinates
are m1ð4:8,4:5Þ, m2ð5,4:5Þ, k1ð6 −

ffiffiffi
3

p
/20,6:05Þ, and k2ð6 +ffiffiffi

3
p

/20,5:95Þ, respectively. As for Txvh in the red area, on
one hand, it yields signals’ phase difference at Rxm satisfying
ðΔφvh

m Þ mod ð2πÞ ∈ℤe, thus is added to set Ωm
e ; on the other

hand, the signals’ phase difference at Rxk satisfies ðΔφvh
k Þ

mod ð2πÞ ∈ℤo, and hence Txvh belongs to set Ωk
o. There-

fore, we add Txvh to the candidate serving antenna set
Rmk

eo =Ωm
e
T

Ωk
o. Then, if Txvh in Rmk

eo transmits to Rxm, R
xm should employ additive reception mode; if Txvh in Rmk

eo
serves Rxk, Rxk should adopt subtractive mode. Similarly,
as for Txvh in the dark blue area, on one hand, it yields sig-
nals’ phase difference at Rxm satisfying ðΔφvh

m Þ mod ð2πÞ ∈
ℤo, thus is added to set Ωm

o ; on the other hand, the signals’
phase difference at Rxk satisfies ðΔφvh

k Þ mod ð2πÞ ∈ℤe, and
hence, Txvh belongs to set Ωk

e . Therefore, we add Txvh to
the candidate serving antenna set Rmk

oe =Ωm
o
T

Ωk
e . Accord-

ingly, if Txvh in Rmk
oe transmits to Rxm, Rxm should employ

subtractive reception mode; if Txvh in Rmk
oe serves Rxk, Rxk

should adopt additive mode.
As for Txvh in the light blue area, it yields signals’ phase

difference at Rxm’s and Rxk’s two receiving antennas
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Figure 3: Distribution of candidate serving antennas for Rxm and Rxk under various εs.
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satisfying ðΔφvh
m Þ mod ð2πÞ ∈ℤe and ðΔφvh

k Þ mod ð2πÞ ∈ℤe
, respectively. Thus, Txvh belongs to Ωm

e and Ωk
e , yielding

candidate serving antenna set Rmk
ee =Ωm

e
T

Ωk
e . Accordingly,

if Txvh in Rmk
ee serves Rxm or Rxk, either Rx should employ

additive reception mode. Similarly, as for Txvh in the
magenta area, it yields signals’ phase difference at Rxm’s
and Rxk’s two receiving antennas satisfying ðΔφvh

m Þ mod ð2
πÞ ∈ℤo and ðΔφvh

k Þ mod ð2πÞ ∈ℤo, respectively. Thus, T
xvh belongs to Ωm

o and Ωk
o, yielding candidate serving

antenna set Rmk
oo =Ωm

o
T

Ωk
o. Accordingly, if Txvh in Rmk

oo
serves Rxm or Rxk, either Rx should employ subtractive
reception mode.

As Figure 3 shows, under a small ε, the ranges of phase
intervals ℤo and ℤe become small too, hence yielding
reduced areas and decreased the number of candidate serv-
ing antennas for Rxm and Rxk. Given the strong enough
phase compensation capability of the Rx, a large ε can be
adopted, then, the ranges of phase intervals ℤo and ℤe are
enlarged, yielding more candidate serving antennas for R
xm and Rxk. In what follows, we will evaluate DRM-MA’s
SE performance and compare it with zero-forcing (ZF)
reception. Since DRM-MA employs a single transmitting
antenna for each Rx’s data transmission, Tx-side array signal
processing methods cannot be used in our communication
scenario. However, as the Rx is equipped with 2 antennas,
the Rx-side array processing such as ZF is taken into
account. In the following simulation, we assume 2 Rxs in
the communication area and 16 candidate serving antennas
are involved in sets Rmk

oo and Rmk
ee , respectively. We let T

xvmhm inRmk
oo and Txvkhk inRmk

ee serve Rxm and Rxk. Accord-
ingly, Rxm and Rxk adopt subtractive and additive reception
mode, respectively. Without loss of generality, we assume
that Txvmhm in Rmk

oo serves Rxm, and Txvkhk in Rmk
ee serves

Rxk. Then, according to Eqs. (10) and (11), we can com-

pute SE of Rxm and Rxk as rm = log2ð1 + k ffiffiffiffiffiffi
PT

p
ΔAvmhm

m k2/
k ffiffiffiffiffiffi

PT
p

ΔAvkhk
m k2 + σ2

nÞ and rk = log2ð1 + k ffiffiffiffiffiffi
PT

p
ΣAvkhk

k k2/
k ffiffiffiffiffiffi

PT
p

ΣAvmhm
k k2 + σ2nÞ, respectively.

Figure 4 plots the variation of two Rxs’ sum SE with �γ

under card ðRmk
oo Þ = card ðRmk

ee Þ = 16 where card ð·Þ denotes
the number of elements in a set, and ξ ∈ f0:1,0:4,0:7,1:0g.
As the figure shows, the system’s average SE grows with
the increase of �γ. Under fixed �γ, DRM-MA’s system SE
increases as ξ grows. This is because when ξ is large, a serv-
ing transmitting antenna that can yield a high desired data
transmission rate is preferred (see Section 3.2). Moreover,
since the residual interference is negligible in our system set-
tings when applying DRM-MA, it is better to focus on select-
ing a good serving antenna for each Rx rather than avoiding
residual interference to unintended Rxs. Therefore, we can
see from the figure that under ξ = 1, DRM-MA outputs the
highest system’s SE.

Figure 5 plots the variation of two Rxs’ sum SE with �γ

under DRM-MA and ZF reception. We set card ðRmk
oo Þ =

card ðRmk
ee Þ = 16 and ξ = 1. To make the simulation results

more convincing, both DRM-MA and ZF are divided into
two versions for comparison. The method that employs
antenna selection given in Section 3.2 is called optimal selec-
tion. As its counterpart, method that randomly chooses a
serving antenna from Rmk

oo and Rmk
ee for Rxm and Rxk is

called random selection.
As Figure 5 shows, the SE of DRM-MA (Optimal selec-

tion) outputs the highest system’s SE. DRM-MA (random
selection) ranks second. Then comes ZF (optimal selection).
ZF (random selection) yields the lowest system’s SE. This is
because the optimal selection chooses the best serving
antenna that yields the strongest desired signal at its
intended Rx; as a comparison, random selection randomly
selects an antenna from sets Rmk

oo and Rmk
ee to serve Rxm

and Rxk, respectively. Moreover, as abovementioned, the
residual interference is so small that can be neglected. There-
fore, optimal selection excels random selection in the sys-
tem’s SE. Given the fixed antenna selection strategy, DRM-
MA outputs higher SE than ZF. This is because, under
DRM-MA, each Rx can realize desired signal construction
and interference destruction simultaneously via serving
antenna selection and reception mode adaptation; and there
is no desired signal power loss in the use of DRM-MA. How-
ever, as a comparison, ZF causes desired signal’s power loss
while suppressing the interference [24]. Therefore, DRM-
MA is advantageous over ZF in SE.

5. Conclusion

In this paper, we have proposed a novel MAC method called
DRM-MA. Based on the phase difference of signals sent
from each candidate transmitting antenna and perceived
by the two receiving antennas of multiple Rxs, proper serv-
ing antennas are selected and paired with the Rxs. Then,
each Rx adopts either additive or subtractive reception mode
to postprocess the signals received by its two antennas, to
realize in-phase desired signal construction and inverse-
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Figure 5: Comparison of DRM-MA and ZF reception.
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phase interference destruction simultaneously. In this way,
multiple concurrent data transmissions are realized. Our
simulation results have shown that DRM-MA can effectively
strengthen the desired signal and suppress CCI among coex-
isting antenna-receiver pairs, hence outputting a high sys-
tem’s SE.
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The massive heterogeneous devices and open channels of the Internet of Things (IoT) lead to low efficiency and privacy leakage in
the authentication process, which brings great challenges to identity authentication. This paper focuses on the anonymous
authentication between the IoT edge device and the cloud server. In this work, we first propose a novel lightweight anonymous
authentication protocol (LAAP) to meet security and efficiency requirements. Especially, the proposed protocol uses dynamic
pseudonyms to prevent the traceable attacks caused by fixed identity identification and also uses symmetric encryption to
optimize the server’s search for anonymous device information, and the time complexity is reduced from OðnÞ to Oð1Þ. Then,
the formal security analysis and informal security analysis are provided to prove the security of the proposed protocol. Finally,
extensive numerical results indicate that the proposed LAAP protocol is superior to the benchmarks in terms of computing
overhead and communication overhead, while the storage overhead is consistent with the lowest level among other protocols.

1. Introduction

The Internet of Things (IoT) aims to connect massive sens-
ing devices through wireless networks to realize information
interaction between the physical world and the virtual world.
With the wide application of IoT, it has been involved in all
walks of life, such as the Internet of Vehicles, Internet of
Medical Things, and Smart City. According to GSMA fore-
cast, the number of IoT devices worldwide will reach about
23:3 billion in 2025 [1]. Due to the limited storage, comput-
ing, communication, and power capabilities of IoT sensing
devices, combining edge-embedded devices with cloud com-
puting creates a new paradigm called CloudIoT [2]. Under
this paradigm, embedded devices can rely on the processing
power of cloud computing and use various services provided
by cloud computing. However, when an embedded device

establishes a communication connection with a cloud server,
security is the primary concern.

In recent years, privacy and data security issues caused
by IoT terminal devices have frequently occurred. On June
8, 2020, security experts disclosed a new UPnP vulnerability
named “Call Stranger” [3], which affects the security of bil-
lions of devices, including the TV and network equipment
of ASUS, Belkin, Dell, Samsung, TP-Link, and other compa-
nies. The vulnerability could be exploited by a remote,
unauthenticated attacker. In September 2021, researchers
discovered a high-level security vulnerability CVE-2021-
36260 in Hikvision IP camera/NVR device firmware. The
attack can fully control the device through the shell and
obtain any information of the owner and further laterally
attack the internal network without leaving any daily login
information [4]. The report released by the Unit 42 team
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[5] shows that 98% of IoT devices leak user privacy due to
unencrypted traffic, 57% of devices are vulnerable to moder-
ate or severe attacks, and devices have become the preferred
target for attackers.

Authentication can guarantee the identity legitimacy of
communication parties in the IoT and is a key technology
to solve security problems. The authentication process usu-
ally involves two parts, i.e., identity authentication and key
negotiation. Identity authentication is to ensure the legiti-
macy of the identities of both communication parties. Key
negotiation is used to establish a session key for subsequent
security access and secure data transmission. Note that secu-
rity authentication protocols need to consider the following
principles: (1) for lightweight, most IoT devices cannot sup-
port complex authentication protocols because of their lim-
ited computing resource [6]; (2) for privacy protection,
during the interaction of the device, the advanced techniques
(e.g., anonymity and blockchain) need to be adopted to pre-
vent malicious attackers from obtaining the private informa-
tion of the devices and users [7].

1.1. Related Work. To implement the security authentication
of IoT devices, various protocols and methods were studied.
Kalra and Sood in [8] proposed a two-way authentication
scheme to realize mutual authentication and meet essential
security requirements. Considering the security defects and
structural problems of the protocol [8], the improved proto-
cols in [9, 10] were proposed to defend against server emu-
lation attacks. Rostampour et al. then proposed a privacy-
preserving anonymous authentication protocol named ECC-
bAP in [11]; the results indicated that the proposed protocol
can achieve the untraceable purpose by traversing the regis-
try. Then, the authors in [12] proposed an authentication
protocol based on bilinear pairing to solve the problems of
privacy protection and authentication table theft. Subse-
quently, the enhanced IoT mutual authentication protocol
and improved ECC-based authentication protocol were pro-
posed in [13, 14], respectively. To defend against more types
of attacks including known temporary information attacks,
DoS attacks, Panda and Chattopadhyay proposed an anony-
mous authentication scheme integrating a password valida-
tor in [15]. Further, Bhuarya et al. in [16] proposed an
enhanced authentication scheme to defend known session-
specific temporary information attack, where the hypertext
transfer protocol (HTTP) cookies were used to authenticate
clients. However, the large exponential powers employed by
these protocols leads to a large amount of computation.

The dynamic pseudonym is an effective method to solve
traceable problems. A pseudonym ID is used to conduct
authentication between client and server and is dynamically
updated after completion of authentication. Das et al. first
proposed an authentication protocol [17] where dynamic
ID technology was used to avoid the risk of ID theft. How-
ever, the protocol suffers from smart card theft attacks.
Then, Jiang and Das et al. devoted to solving the problem
in [18, 19], respectively. Notice when the above schemes
are attacked asynchronously, i.e., the attacker blocks the
exchange messages of the authentication protocol, and the
interaction between the authentication parties is out of sync,

such that the protocol cannot work. Thus, Gope et al. in
[20–23] studied the authentication scheme based on emer-
gency ID and secret key technology to solve the problem of
asynchronous attack. In such schemes, clients and servers
share a set of emergency IDs and keys in addition to
dynamic pseudonyms. Once the dynamic pseudonyms are
out of sync, emergency IDs and keys are used to interact.
However, the emergency IDs and keys occupy a large
amount of storage space, and once the emergency ID and
emergency key are used up, the device must be reregistered.
Recently, some researchers devoted to designing grant-free
access scheme for M2M communications [24] and used
the advanced methods to realize the authentication, e.g.,
deep learning [25, 26] and blockchain [27, 28]. However,
they are not suitable for IoT devices with limited computing
overhead.

1.2. Motivation and Contribution. To sum up, it can be
found that the mentioned authentication protocols based
on identity and pseudonym do not consider the privacy pro-
tection and cannot resist traceable attacks. For example, if
the long-term key is leaked, the attacker can simulate the
session key negotiation between the terminal and the server
and occupy the position of the legitimate device. As a result,
the legitimate device cannot carry out normal session key
negotiation. Furthermore, during authentication process,
the server needs to traverse the password verifier table to
find the relevant registration information, and the search
time increases linearly with the number of devices. The pro-
tocols with privacy protection cannot take into account both
authentication efficiency and security while realizing ano-
nymity. Dynamic pseudonym schemes are vulnerable to
asynchronous attacks. Therefore, this paper focuses on the
authentication between the edge server and device in the
IoT and designs a new authentication protocol to realize
the privacy protection and improve the efficiency of authen-
tication. Our main contributions can be summarized as
follows:

(i) We propose a lightweight anonymous authentica-
tion protocol (LAAP) based on elliptic curve cryp-
tography (ECC) to implement security
authentication between the servers and devices.
Dynamic pseudonym is used to defend against
traceable attacks caused by fixed identity identifica-
tion. Besides, symmetric encryption is used to opti-
mize the server’s search for anonymous device
information, and the time complexity is reduced
from OðnÞ to Oð1Þ

(ii) We provide the formal analysis and informal analy-
sis to validate the security of the proposed protocol.
The analysis shows that the proposed protocol can
satisfy the anonymity and defend against asynchro-
nous attacks. We also perform random oracle
models and AVISPA Tool to prove the security of
the certification process

(iii) We provide extensive simulation results to testify
the authentication efficiency of the proposed
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protocol. The results indicate that the proposed
scheme outperforms the benchmarks in terms of
computation overhead, communication overhead,
and storage overhead

Organization of this paper is as follows: In Section 2, we
introduce the preliminaries. In Section 3, we present details
of our proposed authentication protocol. Security analysis
and performance evaluation are given in Sections 4 and 5,
respectively. At last, Section 6 offers our conclusions and
potential future works.

2. Preliminaries

In this section, we first introduce the system model and then
introduce the related elliptic curve cryptography and the
corresponding mathematical problems.

2.1. System Model. In this work, we focus on the authentica-
tion between cloud server (S) and embedded devices (D) in
the IoT shown as Figure 1. The embedded device can be
small devices (e.g., environmental sensors, cameras, and
smart meters) or large-scale devices (e.g., intelligent vehicles
and smart charging piles). The cloud server has powerful
computing resources and storage resources, so that it can
provide various services for embedded devices. For example,
in mobile edge computing networks [29], the device first
uploads data to the cloud server and then uses the comput-
ing resources to process its data. The cloud server also pro-
vides a bootstrap program for the system, enabling
authentication to be performed smoothly. Before providing
these services, they authenticate between the device and
server to ensure legitimate access via wireless channels.

2.2. Elliptic Curve Cryptography. The security properties of
ECC are mainly based on the intractable problem of discrete
logarithms in elliptic curves. Given a prime field Fp, the ellip-
tic curve point is set Epða, bÞ on the finite field can be
expressed as

Ey a, bð Þ: a, bð Þ y2�� = x3 + ax + b mod p, x, y ∈ Fy, 4a3 + 27b2 mod p ≠ 0
� �

∪ Of g,

ð1Þ

where a, b ∈ Fp, the prime number pðp > 3Þ is the order of the
finite field, and O represents the infinity point. The Ellipse
Curve Discrete Logarithm Problem (ECDLP) can be
described as follows:

Definition 1. ECDLP: let G denote the cyclic group generated
by the base point G and the operation rules of Abelian
groups on the elliptic curve Eyða, bÞ. For a given P,Q ∈G,
if Q = kP, where k ∈ Z∗

p , k cannot be solved in polynomial
time, which is usually used as the private key.

Based on the ellipse curve and the ECDLP, the security if
the ECC can be described as the Ellipse Curve Computation
Diffie-Hellman Problem (ECCDHP), which is defined as
follows.

Definition 2. ECCDHP: let G be the cyclic group generated
by the base point G and the operation rules of Abelian
groups on the elliptic curve Eyða, bÞ. For P,Q, R ∈G, if Q =
xP and R = yP, where x, y ∈ Z, we have that computing xyP
in polynomial time is a hard problem.

2.3. Random Oracle Model. Random oracle model (ROM) is
proposed by Bellare and Rogaway [30], which made the
provable security methodology that was purely theoretical
research in the past make significant progress in practical
applications. When applying the ROM, the necessary work
is to establish a security model that treats different subjects
as random oracles (RO). The RO has the following three
characteristics: (1) consistency: for the same query, RO will
always return the same output; (2) computability: for differ-
ent queries, RO can obtain results and return them in poly-
nomial time; and (3) uniform distribution: for different
queries, the output of RO is evenly distributed in the value
space without collision that the output obtained by different
queries is always different.

To prove the security of the model, it is necessary to
establish an attacker A for the model and to provide the
attacker with a simulated environment indistinguishable
from the actual environment. For A , the complexity and
safety of the model boil down to mathematical computa-
tional difficulties (e.g., large factorization, ECDLP, and
ECCDHP). In ROM, the convention judgement appears as

(1) Formally define the security of the scheme, assuming
that the attacker can destroy the security of the pro-
tocol with a nonnegligible probability in polynomial
time

(2) The attacker simulates the real environment by que-
rying different random oracles

(3) The way of attacking the attacker and the result boils
down to solving a mathematical problem

Although the ROM methodology cannot be used as
absolute proof that the actual solution is safe, it can still be
a necessary basic safety test. Thus, this paper adopts it to val-
idate the security of the proposed protocol.

3. Design of the Authentication Protocol

In this section, we introduce the proposed LAAP protocol
including three phases, i.e., initialization phase, registration
phase, and authentication phase. A summary of the nota-
tions used in this article is provided in Table 1.

1. Register

2. Authentication

Embedded device Cloud server

Figure 1: System model.
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3.1. Initialization Phase. Before authentication, the server
needs to perform necessary parameter initialization opera-
tions. Initialization parameters are divided into public
parameters and private parameters. The server selects an
elliptic curve E based on the finite prime field Fp and selects
the additive group of curve E of the order q. Then, the public
key of the server PKS can be calculated as PKS = K × G,
where KðK ∈ Z∗

q Þ is the private key and G is the generator
of the group G. The server also needs to select a suitable
one-way hash function h : f0, 1g∗ ⟶ f0, 1glh , where the
input is any length binary string and the output is a binary
string of fixed length lh. The server generates a random key
x as a symmetric encryption key and selects an appropriate
symmetric encryption algorithm as the basic algorithm for
device identification update. The server publishes the
parameters hG, PKS,G, hi as public parameters and stores h
x, Ki as private parameters.

3.2. Registration Phase. Before starting key negotiation, the
device first needs to complete the registration. The LAAP
protocol can ensure that the registration is completed by
the public channel, and check whether the message
responded by the server is legal. The registration process
can be divided into three steps described as Figure 2. In
the following, we will detail the three steps.

Step 1. The device D first selects an unique ID, which is only
known by the device. Then, the device generates a random
number N1 to randomize its ID and calculates PID, Z1, Z2
and PPID as PID = hðIDkN1Þ, Z1 =N1 ×G, Z2 =N1 × PKS
and PPID = PID ⊕ Z2, respectively. Finally, the device sends
the message hZ1, PPIDi to the server through the public
channel.

Step 2. After receiving the registration information hZ1, PPI
Di from D, server S uses the key K to restore the data, where
Z∗
2 and PID are calculated according to Z∗

2 = Z1 × K , PID =
PPID ⊕ Z∗

2 , respectively. After restoring PID, Ti is generated
based on the device registration identity as Ti = hðRikPIDk
hðKÞÞ, which is used to calculate the identity information
for each authentication of the device. Otherwise, the server
also generates a new identity PIDnew = hðPIDkRiÞ for the
device as the identity of the authentication stage. The server
will save two IDs for each device, i.e., PIDnew and PIDold,
where PIDnew is the new device ID and PIDold is the old
ID of the previous session. Then, the hash value of PID is
used as the initial value of the hash chain, which will be
updated during each session key negotiation process.

Subsequently, the server uses the hash value of the key K
to encrypt Ti and Si and stores the results in its database.
After that, the server calculates the message of the response
device as Z3 = ðNIDkPIDÞ ⊕ Si and Z4 = ðTikPIDÞ ⊕ Si.
Finally, the server sends hZ3, Z4i to the device through the
public channel and stores hPIDnew, PIDold,Ui, Xi, Synci as
the registration information corresponding to the device.

Step 3. After receiving the message hZ3, Z4i from the server,
the device uses the initial value of the hash chain to restore
and verify the data as ðNIDkPID′Þ = Z3 ⊕ Si, ðTikPID′Þ =
Z4 ⊕ Si. By splitting the data, the device verifies whether
the decrypted PID′ is the same as the PID saved by itself.
If they are the same, the device confirms that the message
was sent by the server and stores hNID, Tii as the registra-
tion information for subsequent identity authentication
and key negotiation.

3.3. Authentication Phase. When the device wants to upload
data or access the server, the device and server need to com-
plete identity authentication and key negotiation. The
authentication process can be divided into four steps
described as Figure 3. In the following, we will introduce
the four steps for details.

Step 1. Device D first generates a random number N1 and
calculates P1 =N1 ×G, CKi′= hðTikSiÞ × G, and Ai = CKi′×
N1, where CKi′ and Ai are temporary values generated by
the synchronization hash chain and the identity information
in the registration phase. Then, the verification message P2 is
generated as P2 = hðAikSikP1Þ. On the one hand, it can pre-
vent message tampering, and on the other hand, it can verify
whether the identity is legitimate. Finally, the device sends
the message hP1, P2,NIDi to the server for authentication.

Step 2. After receiving the message hP1, P2,NIDi, S restores
the identity information DID based on the symmetric key
x. If the recovery is successful, S can judge the recovery based
on the matching information of the database; otherwise, ter-
minate the session. When DID = PIDnew, the server updates
the synchronization hash value as Sii = hðSiikSyncÞ and
reconstructs the authentication temporary value for this ses-
sion as CKi = hðTikSiiÞ, Ai′= CKi × P1. Then, S calculates the
verification message P2′ as P2′ = hðAi′kSiikP1Þ. If P2 ≠ P2′, it

Table 1: List of the related notations.

Notation Description

Di, IDi The i device and its device ID

S Cloud server

x Cloud server symmetric key

PKS, K Server public key, private key

NID Device pseudonym identification

NID′ Updated pseudonym identification

DID Device real identity

DID′ Device updated real identity

Sync Server sync value

N1,N2, Ri Random number

G Cyclic additive group of order q

Si Device-side hash chain value

Sii Server-side hash chain value

hðÞ One-way hash function

k Connect operation

SK Session key
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means that the message has been tampered with and the ses-
sion is terminated. Otherwise, S generates a random number
N2 and a new identity for D as DID′ = hðDIDkN2Þ. Finally,
S calculates the verification messages as P3 =NID′ ⊕ Sii, P4
= hðNID′kSiikAi′Þ and sends them to D:

Step 3. After receiving the message hP3, P4i, D decrypts and
verifies the new ID P4′ = hðNID′kSikAiÞ where NID′ = Si ⊕
P3. If P4 ≠ P4′, the message verification fails, and the session
is terminated; otherwise, D calculates the negotiated session
key and the verification message as SK = hðAikNID′kNIDÞ
, P5 = hðSKkNID′kNIDÞ. Finally, the device sends the mes-
sage hP5i to the server.

Step 4. After receiving the message hP5i, S can calculate the
negotiated session key and verify the message as SK = hðAi′
kPIDnewkPIDoldÞ and P5′ = hðSKkPIDnewkPIDoldÞ, respec-
tively. If P5 ≠ P5′,the server terminate the session, otherwise,
the session key negotiation is successful.

4. Security Analysis

In this section, we provide the formal analysis and informal
analysis to validate the security of the proposed protocol.

4.1. Formal Security Proof. For the formal analysis, we first
adopts the widely accepted ROM [30] to verify the security
of the proposed protocol.

4.1.1. Formal Security Proof with ROM. The extended RO is
described as follows: TestIDðDi,NIDi,OIDiÞ is used to
query the real identity information of the device, where NI
Di and OIDi represent the identity after session key negotia-
tion and the identity before session key negotiation, respec-
tively. CorruptðDi, aÞ is used to query the secret
information of the device and simulate the attack of the
device being stolen.

There are two participants Π in this work, i.e., server S
and the embedded device D. Each participant has multiple
instances (i.e., ROs). Let Di and Si represent the i-th instance
of them, respectively; DIDi and SIDi represent the identity of
Di and Si that are used to negotiate the session key, respec-
tively; NIDi and OIDi indicate the updated ID and the pre-
updated ID of D, respectively; Hi

D and Hi
S, respectively,

represent the hash chain status of D and S; SK j
i represents

the negotiated key for the j-th time.
If the instance Si receives all the expected messages

according to the predetermined steps, the instance enters
the accepting state denoted as AcciΠ = 1. In this protocol,
the parties negotiating the secure session key should meet
the following conditions: (1) both S and D enter the

Embedded Device Cloud Server

Z1

Restore data

verify PID
if same,confirm the message
secure storage NID

(NID || PID) = Z3 ⊕ Si
(Ti || PID) = Z4 ⊕ Si

Registration phase

Select unique ID
Generate random number N1

Calculate PPID = h(ID || N1)

Restore device information
with the server key

Generate random number Ri

Generate new identification

Sync =⊥

PID=PPID ⊕ Z2
⁎

DID=h(PID || Ri)

NID=EX (DID)

Server secure storage PIDnew

Encrypt Ti, Si

Z3

Z1 = N1 × G
Z2 = N1 × PKS

PPID = PID ⊕ Z2

Si = h(PID)

Z⁎
2 =Z1 × K

Ti = h(Ri || PID || h(K))
Si = h(PID)

Ui = h(K) ⊕ Ti, Xi = h(K) ⊕ Si

Z3 = (NID || PID) ⊕ Si

Z4 = (Ti || PID) ⊕ Si

PIDold Ui Xi Sync

Let PIDnew =DID, PIDold = ⊥

PPID

Ti

Z4

Figure 2: Illustration of registration phase of LAAP.
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receiving state, i.e., AcciD = AcciS = 1; (2) D updates the iden-
tity, DIDi =NIDi; (3) the identities of S and D are not empty,
i.e., DIDi ≠ null, SIDi ≠ null

In the ROM, an attacker can simulate the attack by que-
rying the RO. The included query is defined as follows:

Passive attack ExecuteðDi, SiÞ: the attacker can query the
oracle to obtain the messages exchanged between Di and Si,
giving the attacker the ability to eavesdrop on the channel.

Active attack SendðΠ,mÞ: the attacker can interact with
any participant by querying the oracle machine, and the ora-
cle machine processes the message. If the message is valid,
the oracle machine returns the processing result of message
m; if the message is invalid, the oracle machine ignores the
message.

RevealðΠÞ: the attacker can obtain the session key of any
participant by querying the oracle, and this query will only
return the held key if the participant actually holds the ses-
sion key. When an attacker queries the random oracle, the
correct session key will be returned only if Π is accepted;
otherwise, a random element in the state space will be
returned.

CorruptðDi, aÞ: when a = 1, the hash chain value of Di is
fed back during the query. If the hash chain value is invalid,
the random element in the state space is returned. When a

= 2, the query information is the registration information
Ti of Di. If the registration information Ti is invalid, the ran-
dom element in the state space is returned.

TestIDðDi,NIDi,OIDiÞ: the attacker can obtain the real
identity of the device by querying the oracle. If the sent mes-
sage Di is accepted, it will return the real identity of the
device; otherwise, it will return a random element in the
state space. This oracle is used to test the anonymity of the
protocol.

TestSKðΠÞ: when the attacker queries the oracle, the RO
throws an unbiased coin b, and the result is used to deter-
mine whether the query returns the correct result. If b = 0,
it returns a random element in the state space; if b = 1, and
the participant holds the session key, return the correct ses-
sion key; otherwise return it. The oracle tests the security of
the negotiated session key, where the query can only be exe-
cuted once.

Semantic security for session keys. In the defined ROM,
attacker A can query the session key through RevealðΠÞ or
TestSKðΠÞ, and random elements in the state space will be
returned during the query process; query through TestIDð
Di,NIDi,OIDiÞ The real identity of the device. A needs to
distinguish between random elements and real information.
The goal of A is to guess the real information. At the end of

Embedded device

Authentication phase

generate random number N1
P1=N1 × G
calculate CK' = h(Ti ‖ Si ) × G
Ai = CK' × N1
P2 = h(Ai ‖ Si ‖ P1)

i

i

P5

SK = h (Ai ‖ NID' ‖ NID)

calculate SK=h(A' ‖ PIDnew ‖ PIDold )
P' = h(SK ‖ PIDnew ‖ PIDold )
if P' ≠ P5, terminates the session

5

5

i

P3 P4

P1 P2 NID

DID=Dx (NID)
find information related to DID
if DID=PIDnew , let Sii = h(Sii‖Sync)
restore CKi = h(Ti ‖ Sii)

A' = CKi × P1
calculate P' =h(Ai' ‖ Sii ‖ P1)

if P2 ≠ P2, terminates the session
generate random number N2
generate new identity DID'=h(DID ‖N2)

NID' = Ex (DID')
P3 = NID' ⊕ Sii
P4 = h(NID' ‖ Sii ‖ A' )
update PIDold = PIDnew
Sync = h(A')

i

i

i

2
'

4

4

calculate NID' = Si ⊕ P3
P' = h(NID' ‖ Si ‖ Ai)
if P4 ≠ P' , terminates the session
SK = h (Ai ‖NID' ‖ NID)
P5 = h(SK ‖NID' ‖ NID)
update NID=NID', Si = h(Si‖NID)

Cloud server

PIDnew = DID'

Figure 3: Illustration of authentication phase of LAAP.
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the experiment, the attacker returns a guess bit c∗. If c∗ = c,
then A wins the game event, which destroys the security of
the protocol. Succi denotes that A wins the ith experiment,
and P denotes the constructed LAAP protocol. More pre-
cisely, the advantage of A overcoming the semantic security
of the protocol is Advp = j2 · Pr½Succ0�j − 1, if the experiment
ends, the probability of obtaining A attack success is negligi-
ble, indicating that the protocol is semantically secure.

Based on the above definitions, we have the following
theorem which proves the security of the proposed protocol.

Theorem 3. Let AdvP denote the advantage of an adversary
A to break through the semantic security of the proposed pro-
tocol P, and let AdvSEEx

denote the advantage of A in cracking
the ciphertext symmetric encrypted with the server key pair
within a probability polynomial, and let AdvECDLPEp

denote

the advantage of solving the ECDLP problem of Ep in any
polynomial time

AdvP ≤
2 qs + qeð Þ2 + 2q2t

2lh
+ 2AdvECDLPEp

tð Þ + 2AdvSEEx
tð Þ, ð2Þ

where Ep and Ex are the elliptic curve group and the symmet-
ric encryption algorithm, respectively, and qs, qe, and qt
denote the times that attacker A executes the queries Sendð
Π,mÞ, ExecuteðDi, SiÞ, and TestIDðDi, aÞ, respectively

Proof. Let Pr½Succi� denote the probability that A wins in the
i-th experiment. The contribution of the ði + 1Þ-th experi-
ment to the probability of A winning can be expressed jPr½
Succi� − Pr½Succi+1�j. The proof process can be described as
the following five different experiments.

Experiment 1. This experiment corresponds to a real
attack in the ROM. When A implements a real attack on
the protocol P under the ROM model, we have

AdvP = 2 · Pr Succ0½ �j j − 1: ð3Þ

Experiment 2. This experiment is used to simulate an
eavesdropping attack of an adversary A . We know SK = hð
AikNID′kNIDÞ in the protocol, where Ai is calculated by
the embedded device through CKi and random number N1
, and NID′ is encrypted by the server with the secret key x
. Even if intercepting all parameters transmitted during the
authentication phase, A still cannot get it any information.
Therefore implementing an eavesdropping attack cannot
increase the probability of A winning, and we can obtain

Pr Succ0½ � = Pr Succ1½ �: ð4Þ

Experiment 3. This experiment is used to simulate all
possible hash collisions in the authentication phase based
on Experiment 2. A tries to find hash collisions, and if the
same output is produced for different inputs, the game ends.
According to the birthday paradox (the number of collision
tests for a hash table of N bit length is not 2N but only N),

we have

Pr Succ2½ � − Pr Succ1½ �j j ≤ qs + qeð Þ2
2lh

, ð5Þ

where qs and qe represent the times that attacker A queries
SendðΠ,mÞ and ExecuteðDi, SiÞ, respectively.

Experiment 4. Based on Experiment 3, attacker A

queries the device’s secret information Ti and hash chain
value Si by adding TestIDðDi,NIDi,OIDiÞ. If A successfully
obtains the information, the probability that A wins the
experiment is

Pr Succ2½ � − Pr Succ1½ �j j ≤ q2t
2lh

, ð6Þ

where qt represents the times that the attacker A queries T
estIDðDi, aÞ.

Experiment 5. Based on Experiment 4, the experiment
adds that A can tamper with the authentication informa-
tion and make legitimate participants believe the tampered
message, i.e., A can eavesdrop on the message and can
make Hash collision. The following two cases will occur:
(1) A tampers with message P1, and (2) A tampers with
message P3.

Case 1. In this case, after tampering with P1, the adver-
sary needs to solve how to correspond to the verification
message P2. For this reason, the adversary needs to solve
the ECDLP problem, and guess N1 and CKi, (i.e., 2Ad
vECDLPP ðtÞ), so that it can guess CKi. Besides, A still needs
to solve a symmetric key problem to generate legal P5, i.e.,
ADVSE

Ex
ðtÞ. Overall, we have

Pr Succ4 Case1j½ � ≤ 2AdvECDLPEp
tð Þ + AdvSEEx

tð Þ: ð7Þ

Case 2. In this case, A tampers with P3 to impersonate
the server. Assuming that A has obtained the synchroniza-
tion value Si shared by the device and the server, A still
needs to solve the symmetric key decryption problem, i.e.,

AdvSEðtÞEx
. Similarly, ifA has decrypted the current symmetric

key problem, A still needs to solve the ECDLP problem to
obtain the legal Ai, i.e., AdvECDLPEp

ðtÞ. Thus, we have

Pr Succ4 Case2j½ � ≤AdvECDLPEp
tð Þ + AdvSEEx

tð Þ: ð8Þ

In summary, the probability that the adversary A wins
in Experiment 5 is

Pr Succ4½ � − Pr Succ3½ �j j ≤AdvECDLPFp
tð Þ + AdvSEEx

tð Þ: ð9Þ

All random predictions are simulated in the above four
experiments. The results indicate that A has no advantage
in guessing the bit c, and the only way to pass the test is to
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perform TestSKðΠÞ query guessing, i.e.,

Pr Succ4½ � = 1
2 : ð10Þ

Using the triangle inequality, we can obtain

1
2AdvP = Pr Succ0½ � − Pr Succ4½ �j j: ð11Þ

Based on (3)–(8), we have

Pr Succ0½ � − Pr Succ4½ �j j ≤ qs + qeð Þ2
2lh

+ q2t
2lh

+ AdvECDLPP tð Þ + AdvSEEx tð Þ:
ð12Þ

Submitting (12) into (11), we can obtain (2).

Remark 4. This result indicates that the adversary A has no
extra advantage to win the experiment and the proposed
scheme is secure.

4.1.2. Formal Security Proof with AVISPA Tool. In this part,
the AVISPA verification tool is used to verify the security of
the LAAP protocol. The experimental environment is Oracle
VM VirtualBox, SPAN-Ubuntu10.10-light. The HLPSL lan-
guage description of the protocol is divided into the follow-
ing five dimensions.

Role attributes: D and S are two agents, Hash and Mutli
are two hash functions, Kab is a symmetric key, and Snd and
RCV are the communication channels between the client
and the outside world. The local variables defined are the
same as the protocol description, as shown in Figure 4(a).
The modeling of the server is similar to that of the client,
as shown in Figure 4(b).

Role conversion process: the conversion process of D in
LAAP is divided into three stages: register1 means that D
starts to register and sends registration information to S; reg-
ister2 means that D receives the response from S, conducts
authentication calculation, and initiates an authentication
request; authentication1 indicates that D receives the
response from S and completes the final authentication pro-
cess, as shown in Figure 5(a). Similarly, the conversion pro-
cess of S is also divided into three stages: register indicates
that S requests the registration information of D; authentica-
tion1 means that S receives the authentication request of D
and performs verification and response; authentication2
means that S receives the response of D and completes the
final authentication process, as shown in Figure 5(b).

Session attributes: the modeling of LAAP session attri-
butes defines the rules that the communicating entities fol-
low. The definition of basic attributes includes the role
agents D and S, hash functions Hash and Multi, symmetric
key Qi, and communication channels SND and RCV as
shown in Figure 5(c).

Environmental attributes: the definition content of
LAAP environment includes the communication channel
of the communication entity, communication entity (includ-

ing d, s, and i), security target constant, and session combi-
nation, as shown in Figure 5(d).

Safety goals: the security goal describes the secret infor-
mation “secrecy_of” and the authentication quantity
“authentication_o” of the communication entity defined in
the protocol shown in Figure 6.

The OFMC simulation results are shown in Figure 6, and
the ATSE simulation results are shown in Figure 6. From
Figure 7, we can see that the LAAP realizes two-way authen-
tication while resisting man-in-the-middle attacks and
replay attacks, which proves the security of the protocol.

4.2. Informal Security Analysis. Informal security analysis
mainly consists of two parts, i.e., basic function security
and common attack defense. Basic functional security
includes mutual authentication and device anonymity. Com-
mon attacks resistance mainly includes traceable attack
defense, asynchronous attack defense, DoS attack defense,
replay attack defense, and simulation attack defense.

Mutual authentication. In the LAAP protocol, server S
authenticates the legal identity of device D based on the mes-
sage hP1, P2,NIDi and then restores the identity of the
device with NID. This precess is performed through sym-
metric encryption. If S gets a string of garbled characters
after decrypting NID or cannot find matching information
in the verification table, S will discard the authentication
message. After successfully decrypting NID and obtaining
the device’s identity DID, S verifies the authenticity of the
device with CKi = hðTikSiiÞ, P2′ = hðAi′kSiikP1Þ. If P2 = P2′,
the verification is passed. In the response message hP3, P4i,
P3 contains the new identity of the device, which is
encrypted by the hash chain value synchronized by both
parties, and P4 contains the authentication information Ai.
Notice that only valid S can calculate Ai′. Thus, if the P4′ cal-
culated by the device is the same as the received P4, D can
confirm the legal identity of S

Device anonymity. Device anonymity means that
attacker A cannot obtain any identifying information about
the participants by listening to the messages in the channel.
In the LAAP, the method of dynamic pseudonym and syn-
chronous hash chain are used to solve the anonymity of
the device. Notice that the identity identification NID is
dynamically updated in the second phase of device authenti-
cation so that the identity identifications are different at dif-
ferent session stages. Under the Deolv-Yao attack model
[31], A is completely unable to distinguish the attribution
of different sessions. Therefore, the proposed protocol sat-
isfies the anonymity requirement of the device.

Traceable attack defense. Traceable attack means that
attacker A can identify the belonging of messages by listen-
ing to the information in the channel, so as to carry out spe-
cific analysis to undermine the security of the protocol.
Recall that the LAAP protocol used the dynamic pseudo-
nym. Thus, after each successful session key negotiation,
the device identity is updated. That is, the NIDi sent in the
i-th session is completely different from the NIDi+1 sent in
the ði + 1Þ-th session. Therefore, A cannot determine which
communication entity the session message belongs to and
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also cannot track the session information of specific
equipment.

Asynchronous attack defense. An asynchronous attack
intercepts message transmission to make protocol partici-
pants lose synchronization. As a result, the protocol cannot
be executed correctly, thus destroying the protocol. Accord-
ing to the LAAP, the messages transmitted on the public
channel includes hP1, P2,NIDi, hP3, P4i, and hP5i. There
are two messages related to synchronization information,
i.e., the initial authentication message hP1, P2,NIDi and
the response message hP3, P4i sent by S and D, respectively.
For attacker A , intercepting message hP1, P2,NIDi has no

role client(
D, S: agent,
Hash, Multi:hash_func,
Kab : symmetric_key,
SND,RCA : channels(dy))

played_by D def=
local

State : nat,
PID, DID, Ga,N1, PIDi : text,
Si, Ti, Ck, Ui, Vi, Cki : message,
SK, Viii, P1, Ai : message,
P2, Vii, Yi, NID, Yii: message

init
State := 0

transition

end role
…

(a) Role attribute of D

D, S: agent,
Hash, Multi: hash_func,
Kab : symmetric_key,
SND,RCA : channels(dy))

played_by D def=
local

State : nat,

init
State := 1

transition

end role
…

role server(

PID, Xs, Ra, DID, SS, Ga : text,
Sii, PKs,PIDi, PPID, N2 : text,
Ti, Ui, VI,P1, P2, Vii, Yi, Cki, Ckii: message,
P22, NID, Viii, Sk, SViii, Ai : message

(b) Role attribute of S

Figure 4: Role attributes of the client D and the serve S:

/\ request(D, S, auth_s2d_pid, PID)
/\ SND(Viii) /\ witness(S, D, auth_d2s_nid, NID′)
/\ SK′ := Hash(Ai.NID′) /\ Viii′ := Hash(SK′.NID′)

State′ := 6 /\ NID′ := xor(Vii′, Si) /\ Yii′ := Hash(NIS′.Si.Ai)
authentication1. State = 4 /\ RCV(Vii′.Yi′)=|>

/\ secret(Ai′, secrecy_of_ai, D, S) /\ secret(N1′, secrecy_of_n1, D)
/\ secret(Cki′, secret_of_cki, D) /\ secret(DID′, secret_of_did, D)
/\SND(exp(Ga, N1′).Hash(Ai′.Si). xor(PID, Si))
/\SND(exp(Ga, N1′).Hash(Ai′.Si). xor(PID, Si))

/\ Ck′ := exp(Ga, Ck′) /\ N1′ := new()

/\ P2′ := Hash(Ai′.Si) /\ PIDi′:= xor(PID, Si)
/\ P1′ := exp(Ga, N1′) /\ Ai′ := exp(Cki′, N1′)

/\ Ti′ := xor(Ui′, PID) /\ Ck′ := Hash(Ti′.Si) /\ Cki′ := exp(Ga, Ck′)
State′ := 4 /\ DID′ := xor(Vi′, PID)

/\secret(PID,secret_of_pid, D, S)/\ secret(Si′, secret_of_si, D)
State′ := 2 /\ Si′ := Hash(PID)/\ SND(PID_Kab)

register2. State = 2 /\ RCV(Ui′.Vi′_Kab)=|>

register1. State = 0 /\ RCV(start) =|>

(a) Role change process of D (b) Role change process of S

role session(
D, S : agent,
Hash, Multi: hash_func,
Qi: symmetric_key,
SND, RCV: channel(dy))

def=
local

SA,SB:channel(dy),
RA,RB:channel(dy)

composition
device(D, S, Hash, Multi, Qi, SA, RA)
/\ server(D, S, Hash, Multi, Oi, SB, RB)

end role

(c) Session attributes

⁄ \ session(d, i, h1, mu1, di, SND, RCV)

end role
⁄ \ session(i, s, h1, mu1, is, SND, RCV)

⁄ \ session(d, s, h1, mu1, ds, SND, RCV)
session(d, s, h1, mu1, ds, SND, RCV)

composition

intruder_knowledge = {d, s, h1, mul}
auth_s2d_pid, auth_d2s_nid : protocol_id
secrecy_of_n2, secrecy_of_nid : protocol_id,
secrecy_of_ai, secrecy_of_n1: protocol_id,
secret_of_vi, secret_of_ti : protocol_id,
secret_of_sii,secret_of_ui : protocol_id,
secret_of_cki, secret_of_did : protocol_id,
secret_of_pid,secret_of_si : protocol_id,
ds, di, is: symmetric_key,
h1, mu1: hash_func,
d, s, i: agent,

const
SND, RCV: channel(dy)

role environment() def=
local

(d) Environmental attributes

Figure 5: Role change process, session attributes, and environmental attributes.

goal
% device register

% device register

secrecy_of secret_of_pid,secret_of_si

secrecy_of secret_of_sii,secret_of_ui
secrecy_of secret_of_vi,secret_of_ti
secrecy_of secret_of_n2,secret_of_nid
secrecy_of secret_of_ai,secret_of_n1

secrecy_of secret_of_cki,secret_of_did

authentication_on auth_s2d_pid
authentication_on auth_d2s_nid

end goal

Figure 6: Description of the safety goals.
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effect on the synchronization of the protocol. Thus, we only
consider the following two cases.

Case 1 (A intercepts the message). S has updated the device
ID as PIDnew =DIDi+1, PIDold =DIDi because S has already
processed the message i. At this time, due to the information
interception, the identity identifier DIDi of D is the corre-
sponding NIDi. When the timer of D expires, D will regen-
erate the random number to reauthenticate and send the
message hPi

1, Pi
2,NIDii to S. We can see that PIDold =DIDi

, and S will determine that D is out of synchronization,
and the current hash value is directly used for
authentication.

Case 2 (A intercepts the message hP5i). The system status is
that S updated the device ID, and D updated the device ID
and hash chain value. After hP5i is intercepted, the hash
chain value of the protocol participant S is synchronously
behind D. When the timer of device D expires, D resends
the authentication message hPi+1

1 , Pi+1
2 ,NIDi+1i, and PIDnew

=DIDi+1. the hash chain value will be updated, and Sync
will be used in the update process. Therefore, D and S will
resume synchronization.

DoS attacks defense. DoS attack means that attacker A
sends a large amount of invalid authentication information
to the server, which consumes the computing resources of
the server and makes the server unable to provide services
normally. In the protocols in [11, 15], there is a way to find
information about related devices by traversing the pass-
word check table or the local registry. Thus, their time com-
plexity is OðnÞ. When there are enough registrations, even if
most of the devices are offline, the server will go through all
the devices during the authentication process. The proposed
LAAP protocol combine the dynamic pseudonym with sym-
metric encryption, and the time complexity is reduced from
OðnÞ to Oð1Þ. So, the proposed protocol has a high authen-
tication efficiency and can resist DoS attacks.

Replay attacks defense. Replay attack means that the
attacker resends the message sent in the history negotiation
stage to the server, thus achieving the purpose of spoofing.
In LAAP, the messages transmitted by the public channel
consist hP1, P2,NIDi,hP3, P4i, and hP5i. Let the message sent
by the device in the i-th session be hPi

1, Pi
2,NIDii, the mes-

sage sent by the server be hPi
3, Pi

4i, and the response message
from the device be hPi

5i. Thus, there would be the following
three cases.

Case 1 (A replays the message hPi
1, Pi

2,NIDii). We will ana-
lyze it from two subcases. In subcase 1, the attacker launches
a replay attack in the middle of the i-th and ði + 1Þ-th key
negotiation at the device side. Note that the device has not
performed the ði + 1Þ-th key negotiation. Because the server
will store the ith device identity, the server will find PIDold
=DxðNIDiÞ in the authentication table and will consider
that device is out of asynchrony. So in the next step of mes-
sage verification, the server will calculate Sync = hðAi′Þ and
classify the message as a replay attack and discard the ses-
sion. In subcase 2, A uses the device history negotiation
information hPi−n

1 , Pi−n
2 ,NIDi−ni, where n ∈ ½0, i − 1Þ): After

receiving hPi−n
1 , Pi−n

2 ,NIDi−ni, the server uses key symmetric
decryption to get the ði − n − 1Þ-th device identity based on
NIDi−n. But the server cannot find the relevant information
in the database, and it will discard the session.

Case 2 (A replay the message hPi
3, Pi

4i). Similarly, we will
analyze it from two subcases. Subcase 1 is similar to the
above subcase. After receiving hPi

3, Pi
4i, the device will

decrypt Pi
3 to obtain the new device identifier NIDi′. At this

time, the hash chain value at the device has been updated,
and Pi′

4 computed by the device is different from the received
P4. So, the device will terminate the session. For subcase 2,
after receiving the history information hPi−n

3 , Pi−n
4 i (where n

∈ ½0, i − 1Þ), the device will decrypt Pi−n
3 to get the identity

NIDi−n+1. However, because the hash chain value has been
updated several times, NIDi−n+1′ obtained by decrypting

(a) OFMC backend simulation results (b) ATSE backend simulation results

Figure 7: Verification results of security with AVISPA.
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Pi−n′
4 is different from Pi−n

4 . Thus, the device will terminate
the session.

Case 3 (A replay the historical message hPi
5i). The server will

use the new authentication information and message to cal-
culate as follows:

SK = h Ai new′ NIDnew′
�� ��NIDnew

� �
,

P5 new′ = h SKnewkSKnewð Þ:
ð13Þ

We can find that P5 new′ is different from Pi
5. Thus, the

session key negotiation cannot be successful, and the server
will discard the session.

Based on the analysis of the above three cases, we proof
that the proposed protocol can resist the replay attacks.

Simulation attack defense. An emulation attack means
that the attacker tampers authentication information to
establish session keys on the simulated device or server. An
attacker A can tamper with or send historical authentication
messages to spoof the device or the server based on the inter-
cepted authentication messages.

For messages hP1, P2,NIDi, A has no access to the reg-
istration information Ti and the synchronization hash value
of the device, so it cannot obtain the legitimate P2 to spoof S.
If A replays the historical messages, see the above analysis
for details. For messages hP3, P4i, A cannot know symmetric
encryption key x of S and the authentication message Ai′gen-
erated in this session, so it cannot compute the legitimate P3
and P4. If A replays the historical message, the session is ter-
minated due to authentication failure. For message hP5i, A
cannot know the authentication message Ai′ of this session,
so that it cannot compute P5. If A replays the history mes-
sage, the authentication will fail, and S terminates the ses-
sion. In summary, the proposed protocol can resist the
simulation attacks.

We provide Table 2 to show the comparison of security
performance between LAAP and the benchmarks. The
dimension of comparison is based on the basic functional
security and common attack resistance described in the
above. In Table 2, where “Yes” (resp. “No”) indicate that
the protocol can (cannot) support the security feature, and
“—” indicates that the protocol does not involve this security
feature. From Table 2, we can see that the proposed LAAP
protocol can resist more security attacks.

5. Performance Evaluation

In this section, we provide the performance comparisons
between the prosed LAAP protocol with several related pro-
tocols [9–11, 15] in terms of computational overhead, stor-
age overhead, and communication overhead. For a fair
comparison, all experiments use the http://golang.org/x/
crypto/bn256 curve and the hash function SHA-256.

5.1. Computational Cost Analysis. We first provide the com-
parison of a computational overhead between the proposed
protocol and the benchmarks. The computational cost is

divided into the time-consuming of the device in the regis-
tration phase and the authentication phase. The calculation
overhead is shown in Table 3. From Table 3, we can see that
in the registration stage, the proposed protocol increases the
computational overhead of the device but reduces the over-
head of the server. We also can observe that in the authenti-
cation stage, we reduce the computational overhead of both
the device and server. Finally, the results of total overhead
indicate that the proposed scheme outperforms the
benchmarks.

In order to show the total computation cost under differ-
ent numbers of devices, we plot Figure 8. We can observe
that compared with the benchmarks, the proposed protocol
can bring a lower computation cost. Furthermore, as the
number of devices increases, the performance improvement
of our protocol becomes more obvious. Therefore, the pro-
posed protocol is more suitable for deployment in the IoT
with a large number of devices.

5.2. Storage Cost Analysis. Here, we provide the comparison
of the store overhead between the proposed protocol and the
benchmarks. The store cost consists the space-consuming of
the device in the registration phase and the authentication
phase. In the analysis process, SHA-256 and bn256 are used
as the hash function and elliptic curve, respectively.

According to Figure 2, the storage information at the
device includes NIDi, Ti, and Si. So the storage space
required at the device side is 256 + 256 + 256 = 768bits in
the registration phase. As Figure 3 shown, the storage space
required by the server is 256 + 256 + 256 + 256 + 256 = 1280
bits in the authentication phase. The storage overhead of the
benchmarks is calculated in the same way, and the detailed
data is shown in Table 4. To show the comparison results
more visually, we provide Figure 9. We can observe that
the storage space required by the LAAP protocol at the
device is consistent with the minimum storage required by
the benchmarks, and the store overhead at the server only
be higher than the protocol in [11]. Thus, our protocol
requires higher storage overhead than the protocol in [11]
but lower than other protocols in [9, 10, 15].

5.3. Communication Cost Analysis. Finally, we provide the
comparison of the communication cost between the pro-
posed protocol and the benchmarks. Similarly, the

Table 2: Comparison of security performance.

Index
S1 S2 S3 S4 S5 S6 S7

Bench

Cws No No No No Yes No —

Wang Yes No Yes No Yes No —

Panda Yes Yes Yes Yes Yes No —

Rostampour Yes Yes Yes Yes No Yes —

Bhuarya Yes Yes Yes Yes Yes No —

LAAP Yes Yes Yes Yes Yes Yes Yes

S1-S7 are the index of the mutual authentication, device anonymity,
traceable attack defense, asynchronous attack defense, DoS attacks
defense, replay attacks defense, and simulation attack defense, respectively.
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communication cost consists the consumption of the device
in the registration phase and the authentication phase.

According to Figure 2, the information transmitted by
the device includes Z1, PPIDi, Z3, and P4. So the communi-
cation cost in the registration phase is 256 + 512 + 256 +
256 = 1280 bits. As Figure 3 shown for the proposed proto-
col, the communication overhead at the server is 512 + 256
+ 256 + 256 + 256 + 256 = 1792 bits in the authentication
phase. The communication overhead of the benchmarks is
calculated in the same way and the detailed data is shown
in Table 5..

We further provide Figure 10 to show the detailed com-
parison. We can see from Figure 10 that the communication
overhead of the proposed protocol in the registration phase
is slightly higher than the benchmarks. That is due to the
fact that the proposed protocol takes necessary encryption
measures to ensure public channel registration. However,
the proposed protocol takes the lowest communication over-
head. Considering that in practical applications, the number
of registration stages is much less than the number of
authentication stages, it is acceptable to increase the over-
head of registration stage slightly. We can also find that
the proposed protocol has the lowest total communication
overhead and an average of 12:73% reduction in terms of
communication overhead compared to other protocols.

5.4. Performance Analysis under Different Number of
Devices. To verify the performance of the proposed protocol
under a large number of devices, the stress testing tool GO-
WRK and custom scripts are used in this subsection to ana-
lyze the performance of the device registration module,
server registration module, and identity authentication mod-
ule of the system.

We first analyze the average response time for different
numbers of the devices in the registration phase in Table 6.
We can see that when the number of registered devices is
less than 1400, the server has a relatively fast response rate,
and the average response time is 48:57 ms. When the num-
ber of registered devices is greater than 1400, the response
time increases proportionally as the number of devices
increases. It indicates that when the number of registrations
is higher than 1400, the system performance is saturated and
all resources are fully utilized.

Then, we provide Table 7 to show the average cost under
the different number of devices in the certificate phase. As
shown in Table 7, under the LAAP protocol, the average
time consumption of the devices is 58:15 ms, and as the
number of concurrent devices increases, the device time
consumption is basically stable. When the server does not
reach saturation, the server takes an average of 64:1 ms.
After the server reaches saturation, the response time of

Table 3: The comparison of calculation overhead (ms).

Regist. Authen. Total

[9]
Device 0 71.0163

206.4185
Server 53.4174 81.9848

[10]
Device 0 66.0148

183.1098
Server 54.8872 62.2078

[11]
Device 9.8241 93.9545

318.3577
Server 52.4631 162.116

[15]
Device 0.5751 94.8175

328.901
Server 12.0247 221.4837

LAAP
Device 45.1705 46.3724

149.3163
Server 12.998 44.7754
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Figure 8: Total computation cost vs. various number of devices.

Table 4: The comparison of store overhead (bits).

Registration Authentication Total

[9] 1024 1280 2304

[10] 768 1280 2048

[11] 768 768 1536

[15] 1536 1793 3329

LAAP 768 1280 2048
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Figure 9: Storage cost comparison.
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the server increases with the number of concurrent authen-
tication devices. The saturation threshold of the server is
1200 devices. In the case of a single server, the server can

quickly complete the authentication and key negotiation of
1200 devices.

6. Conclusion

In this work, we proposed a lightweight anonymous authen-
tication protocol named LAAP against asynchronous attacks
to realize the anonymous authentication between device and
server in the IoT. Through informal security analysis and
formal security analysis, we found that the proposed proto-
col has the following advantages: (1) it can solve the problem
that the device identification is fixed and easy to be tracked
by dynamically updating the identification; (2) the hashing
chain value of communication devices can be adaptively
synchronized to resist asynchronization attack; (3) the time
complexity of finding the registration information of the
device through the anonymous identity of the device is Oð
1Þ. Besides, extensive results were provided to indicate that
the total overhead is lower than the benchmarks.

Note that this work only considers identity authentica-
tion within a single network domain. Therefore, the light-
weight anonymous authentication of the IoT across
network domains will be the future research direction. In
addition, using the intelligent algorithms [32] to optimize
our methods and solve the authentication of large-scale het-
erogeneous devices are also the future research.
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Physical layer identification is an emerging technique that exploits physical layer features to identify wireless devices. The
identification accuracy and the device quantity that can be identified at most are significant for the identification scheme.
Existing works primarily focus on the feature correlation analysis for multifeature selection without investigating the least
upper bound (supremum) of the performance of a single feature. The supremum indicates the limit of the performance, which
is another sight for evaluating the quality of features and improving the performance of the identification scheme. Therefore,
this paper first investigates the supremum of the performance of the most commonly used physical layer feature, i.e., carrier
frequency offset (CFO). Specifically, we offer a rigorous mathematical analysis and derive the closed-form expression of the
supremum of identification accuracy based on the max-min distance analysis (MMDA) criterion. And then, the supremum of
the number of distinguishable devices is also analyzed. Finally, we conducted a simulation study to verify the theoretical
analysis result.

1. Introduction

Device identification plays a vital role in wireless networks,
conventionally realized with pre-distributed information such
as IP addresses, MAC addresses, and international mobile sta-
tion equipment identity (IMEI) numbers. With this informa-
tion, basic access control [1] and location tracking [2] can be
implemented. However, the mentioned addresses and num-
bers can easily be spoofed, exposing wireless devices and infra-
structures to security threats [3]. Furthermore, it is often
restricted to collect identity information due to business, pri-
vacy, and legal reasons, while identity is necessary for some

applications. Therefore, there is an urgent need to find a more
reliable or complementary way to identify devices.

Recently, the rich characteristics of the physical layer
have been intensively investigated to implement device iden-
tification in wireless networks [4–6], also known as physical
layer identification. Various physical layer features can be
extracted and performed as the device’s identity. These fea-
tures stem from the small-scale hardware impairment in
the transceivers or the location-specific characteristics of
the wireless channel between the transmitter and receiver.
According to the signal types collected for feature extraction,
there are two categories of identification schemes, i.e.,
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transient and steady-state signal-based ones [7]. Since the
steady-state signal is easier to capture than the transient
one and has attracted more attention from researchers, we
concentrate on this type. Two approaches are reported in
the literature for physical layer identification based on
steady-state signals according to different classifier types.

The first approach, called shallow classifier-based device
identification, implements the identification with hand-crafted
features calculated from the received signals by carefully
designed feature extraction algorithms. These features, usually
relying on expert feature knowledge, will then be exploited with
traditional shallow classifiers such as support vector machine
(SVM) and K-nearest neighbor (KNN) or binary hypothesis
testing to identify and authenticate transmitters [7–11].

The second approach takes advantage of the powerful
learning ability of deep learning to identify wireless devices
with the collected raw in-phase and quadrature (IQ) signal
or its transformed information [6, 12–19]. Hence, it is
known as deep learning-based physical layer identification.
In this approach, hidden features can be automatically
extracted from wireless frames with the aid of the represen-
tation learning ability of deep learning methods without
using explicit feature calculation algorithms.

Both approaches are regarded as multiclass classification
problems when using machine learning classifiers to dis-
criminate multiple devices. It is intuitive that the identifica-
tion accuracy will decrease as the quantity of devices
increases. In other words, if we want to achieve the desired
accuracy, the quantity of devices that can be identified will
be limited. Recent work supports such a claim from the view
of experiments, where the accuracies drop for both WiFi and
ADS-B datasets using two deep learning models when the
quantity of devices increases to 10,000 from 100 [19]. And
there exist works focusing on the combination of multiple
features to improve identification performance [8]. Their
work is based on the view that a single feature leads to lim-
ited identification accuracy or limited number of distin-
guishable devices. User capacity of the physical layer
identification system is investigated in [20, 21], where the
authors consider the frequency characteristics from fast Fou-
rier transform (FFT) as the radio frequency fingerprints.

Except for the mentioned related works, we still lack
detailed analysis on the supremum of the identification
accuracy and distinguishable devices for specific hand-
crafted features, i.e., what is the highest identification accu-
racy and how many devices could identify at most under
given conditions? This is important for investigating the per-
formance and quality of a specific physical layer feature in an
identification scheme and gives insight into finding
approaches to improve the performance, such as identifica-
tion with multiple features. Therefore, this paper focuses
on issues not touched upon in existing works with the fol-
lowing contributions:

(1) Firstly, with the max-min distance analysis (MMDA)
criterion and other mathematical analyses, we derive
the closed-form expression of the supremum of the
identification accuracy of the shallow classifier-based
scheme given specific conditions

(2) Secondly, we also analyze the supremum of the num-
ber of distinguishable devices (device quantity supre-
mum) of the shallow classifier-based scheme given
the accuracy constraint

(3) Finally, through comprehensive simulations, we con-
firm the theoretical analysis and provide some interest-
ing insights. The results indicate that the feature range
(the value range of the physical layer features such as
CFO specified in the standard protocol) and the SNR
are the main factors affecting the identification perfor-
mance, consistent with the theoretical analysis. We
compare the accuracy of the shallow classifier– and
deep learning–based identification schemes with the
accuracy supremum. We also investigate the device
quantity supremum with simulation with different
CFO ranges and accuracy constraints at various SNRs

The rest of this paper is organized as follows. Section 2
reviews related works and introduces basic knowledge. Section
3 describes the system and communication models. Section 4
focuses on the supremum analysis of the shallow classifier-
based identification scheme. Section 5 presents the simulation
settings and results. Finally, Section 6 concludes this paper.

2. Related Work and Background

In this section, we first present related works, and further intro-
duce certain basic knowledge regarding machine learning.

2.1. Related Work. There is no difference between shallow
classifier– and deep learning–based device identification in
terms of essential processes, including feature extraction
and device identification. However, steady-state radiometric
features such as carrier frequency offset (CFO) [22] and in-
phase and quadrature imbalance (IQI) [23] rely on the expert
knowledge of signal processing. Therefore, the feature extrac-
tion is explicit and protocol-specific. On the other hand, deep
learning methods [17, 24] can automatically extract implicit
features rather than expert feature engineering based on the
raw IQ samples of the signal. However, this process usually
requires dedicated hardware, such as graphics processing units
(GPUs), to accelerate the computation.

For the first type of identification approaches, the esti-
mation method and the number of independent features
are the key factors that affect the performance. It is acknowl-
edged that employing multiple features can improve identi-
fication accuracy. Therefore, some existing works focus on
exploring new features and integrating with other features
[8]. Peng et al. smartly combine differential constellation
trace figure, CFO, modulation offset, and IQI to identify 54
ZigBee devices and achieve classification error rates of
4.48% and 9.42% under the line of sight (LOS) and none-
line of sight (NLOS) scenarios [25].

While recently, deep learning-based identification
approaches have attracted considerable research attention,
which apply various deep neural network models to imple-
ment the feature extraction and identification processes,
raw IQ samples or their transformed information, such
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as power spectrum and FFT sequence, can be used directly
as the inputs of the models.

However, the upper bounds or the supremum of identi-
fication accuracy and the number of distinguishable devices
for hand-crafted features are unclear for device identifica-
tion. The supremum of a single feature in terms of accuracy
and device number indicates the ultimate performance, with
which we can design a better identification scheme and
implement a more appropriate feature selection and combi-
nation. Although Wang et al. [20] [21] explore the user
capacity of the physical identification system, they consider
the frequency characteristics from FFT as the radio fre-
quency fingerprints without analyzing hand-crafted features.

2.2. Machine Learning. From the view of model structure,
machine learning can be categorized as shallow classifiers
and deep learning. Shallow classifiers, which usually adopt
statistical models with only a few layers of composition,
are mainstream research before the breakthrough of deep
learning. These classifiers include naive Bayes, support vec-
tor machine (SVM), AdaBoost, random forest, and KNN
and are still adopted in many commercial classification sys-
tems. Deep learning technologies are neural networks with
many layers of nonlinear information processing. In recent
years, they have been widely studied in many fields such as
computer vision, speech recognition, and cybersecurity.

2.2.1. Shallow Classifiers. Shallow classifiers always have a
very efficient and effective performance on high-quality samples
[26]. This paper adopts KNN as a shallow classifier for device
identification based on hand-crafted features. KNN is a sim-
ple but efficient machine learning algorithm, usually used for
classification and regression. Usually, the new sample/case
will be assigned to the class that is most common among
its K-nearest neighbors measured by a distance function,
i.e., the majority voting of the new case’s neighbors according
to the distance such as Euclidean distance [27].

2.2.2. Deep Learning. There are different deep learning
models, such as recurrent neural network (RNN), convolu-
tional neural network (CNN), and generative adversarial net-
work (GAN). This paper focuses on CNN since it has been
investigated in much recent literature and has shown great
potential in device identification. A general CNN comprises
one or more convolutional layers, pooling layers, and fully
connected (FC) layers [28]. The convolutional layers aim to
promote important hidden features of the input data through
the specially designed structures called “filters” having differ-
ent dimensions, also known as feature extractors. Also, differ-
ent types of CNN have been investigated for device
identification. 1D and 2D CNNs with one/two-dimensional
convolutional layers are exploited to identify wireless devices
[19, 29]. Complex-valued neural networks are explored in
[30] to improve the wireless identification performance.

3. System Model

In this section, we first describe the considered identification
and communication model. Then, we formulate the con-
cerning problem about the least upper bound analysis.

Table 1 summarizes the main variables and notations used
in this paper.

3.1. Identification Model. As shown in Figure 1, the model
comprises a wireless receiver (RX) and M wireless transmit-
ters (TX). The receiver attempts to identify each transmitter
using the received wireless frames. The receiver first collects
the raw IQ samples of the concerned field, e.g., baseband
preamble, via frame detection and synchronization from
the received wireless signals subject to the concerned chan-
nels. The receiver can calculate the hand-crafted features
using the raw IQ samples for identification. Also, it can
directly use the raw IQ samples to identify transmitters with
deep learning. Then, the transmitter identification will be
formulated as a multiclass classification problem based on
hand-crafted features or raw IQ samples, depending on the
adopted classifier.

3.2. Communication Model. At the receiver, the passband
signal is down-converted to the baseband. Then, the received
baseband signal is sampled by the analog-to-digital con-
verter (ADC) to obtain the discrete complex-valued pream-
ble signal, i.e., the raw IQ samples. The baseband signal with
CFO is given as [31]:

r nð Þ = ej2πnΔf s nð Þ +w nð Þ, ð1Þ

where Δf = εTs is the normalized CFO with ε being the CFO
in the corresponding range ½−Uε,Uε� parts per million
(ppm) to the carrier frequency f c. The range is usually spec-
ified in the communication standard concerned. Here, Ts
≜ 1/Bw is the sampling interval with Bw being the total com-
munication bandwidth, and wðnÞ ~CN ð0, σ2

nÞ is the circu-
lar symmetric additive white Gaussian noise (AWGN) with
zero mean and variance σ2n. Let aðnÞ denotes the long train-
ing symbols with length of 2 × Ls, which usually contains

Table 1: List of variables and notations.

Notation Definition

M Class (transmitter) number

Uε CFO range

L Number of multipath components

γ/η Signal-to-noise ratio (SNR)

Ls The length of training sequence

·ð Þ∗ Complex conjugate operator

I ·ð Þ Imaginary part of complex number

R ·ð Þ Real part of complex number

Q ·ð Þ Q-function

sup A Supremum of set A

f ′ ·ð Þ First-order derivative

f ′′ ·ð Þ Second-order derivative

f −1 ·ð Þ Inverse function

·b c Floor function
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two Ls-length repetitive sequences. And it is a classical
preamble structure in many wireless protocols such as
most specifications in the IEEE 802.11 family. When the
baseband signal is only subject to the AWGN channel, sð
nÞ is the same as aðnÞ, and the received signal is denoted
as (1). When the baseband signal is subject to multipath
channel, sðnÞ is given by

s nð Þ = 〠
L−1

l=0
h lð Þan−l , ð2Þ

where hðlÞ0 ≤ l ≤ ðL − 1Þ represents the channel coefficients
of the multipath fading channel. Notably, we assume the
locations of transmitters and receiver are fixed. Hence,
the Doppler offset is zero, and the channel profile is
static during the operation time, which can be considered
a quasi-static channel similar to [32]. This is reasonable
for many wireless networks such as wireless sensor net-
works (WSN) and wireless local area networks (WLAN)
where fixed sink nodes or routers create a static channel
profile when the receiver location is also fixed. We then
denote the concerned preamble containing the two repet-
itive long training sequences as r = ½rð0Þ, rð1Þ,⋯,rð2Ls − 1
Þ� after synchronization and denote the SNR of the
received signal as γ with the unit of dB, which is calcu-
lated as follows:

γ = 10 log ηð Þ = 10 log 1
2Ls

∑2Ls−1
n=0 s nð Þj j2

σ2n

 !
, ð3Þ

where η = σ2s /σ2n and σ2s and σ2n represent the power of
signal and noise, respectively.

3.3. Problem Formulation. For the shallow classifier-based
identification scheme with CFO, the CFO will be first esti-
mated from raw IQ samples of the preamble field of the
received signal. Then with the collected feature of each
frame, we can train a shallow classifier for device
identification.

We are interested in how the identification accuracy will
vary with the range of a single feature and other conditions.
And are there any supremum or upper bound of identifica-
tion accuracy and the number of distinguishable devices
with the considered feature? In a word, our primary aim is
to investigate the performance limits of each specific feature
adopted in physical layer identification by answering the
above questions.

4. Identification Performance and
the Supremum

At the receiver, the raw IQ samples of the long training
sequence are adopted to implement hand-crafted feature
estimation for identification. We then analyze the supre-
mum of identification accuracy and the device quantity
supremum considering CFO.

4.1. CFO Estimation. Similar to [33–35], when the length of
the long training sequence is larger than the maximum
channel delay L in (2), i.e., Ls ≥ L, the CFO can be esti-
mated by the two repetitive long training sequences. We
first calculate the phase difference ϕ between the frequency
responses of two identical and consecutive long training
sequences as

ϕ = arctan
I ∑Ls−1

n=0 r
∗ n½ �r n + Ls½ �

� �
R ∑Ls−1

n=0 r∗ n½ �r n + Ls½ �
� �

8<
:

9=
;, ð4Þ

where r½n� is the complex I and Q samples of the fre-
quency response of a training sequence and n is the time
index in a window of 2Ls samples. Then, we achieve the
estimated CFO as

bεh = ϕ

2πLs
, ð5Þ

and according to [35], the standard deviation of the CFO

Feature
extraction

Shallow
classifier Identification

Identification

RX

Raw IQ Deep learningTX m

TX 2

TX 1

Figure 1: System model of typical physical layer identification.
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estimation is

σbεh = 1
2πLs

ffiffiffiffiffiffiffi
Lsη

p , ð6Þ

which can be considered as the lower bound of the CFO
estimation error in the receiver. Usually, there exists more
than one method for estimating the same feature with dif-
ferent estimating errors, i.e., variance, which results in dif-
ferent performances for the shallow classifier-based
identification.

4.2. The Supremum of the Identification Accuracy. Since the
true CFOs of the transmitters are independent uniform ran-
dom variables in the concerned range ½−Uε,Uε� [35] [36],
we denote it as εm ∈ ½−U ε,Uε�,m = 1, 2,⋯,M. And we
define the spacing between two adjacent true CFOs as
the distance of dm = εm+1 − εm,m = 1, 2,⋯,M − 1; then,
we have ∑M−1

m=1dm ≤ 2U ε. Assuming the mean distance of

the CFO �d =∑M−1
m=1dm/M − 1, then we have

0 ≤ �d ≤
2Uε

M − 1 : ð7Þ

The overall accuracy is widely used for multiclass clas-
sification problems, whose definition is as

ACC = TPm

S
, ð8Þ

where S is the total number of predictions and TPm is the
true positive predictions when considering the classifica-
tion as a binary classification regarding the m-th class
and other classes. We can also denote the classification
error rate and accuracy as pe = 1 − pa and pa as (9) accord-
ing to [37], where QðxÞ = 1/

ffiffiffiffiffiffi
2π

p Ð∞
x e−t

2/2dt is the Q-
function:

As we assume that the variances of the estimated CFO of
all devices are the same at a specific SNR, which means all
the CFO samples are from homoscedastic Gaussians as the
same standard deviation of (6). We can adopt the MMDA
criterion to achieve the maximum separation of all devices
concerning CFO [38]. According to this criterion, to achieve
a maximum classification accuracy, we have to maximize the
minimum distance of each class pair (two devices) to guar-
antee the separation as best as possible of any class pairs as

max min
1≤m≤M−1

dm, ð10Þ

where the inner minimization chooses the minimum CFO
distance d′ ∈D′ of all class pairs, while the outer maximiza-
tion maximizes this minimum distance [38]. Here, D′ is the
set of minimum CFO distance.

Theorem 1. For M devices, the supremum of the minimum
distance of the CFO sup D′ in the range U ε is �d = 2Uε/ðM
− 1Þ.

Proof. According to the definition of supremum, we first
adopt proof by contradiction to prove that 2U ε/ðM − 1Þ is
an upper bound of the minimum distance set D′, i.e., 2U ε/
ðM − 1Þ ≥ d′, where 2U ε/ðM − 1Þ =max ð�dÞ as in (7). If
max ð�dÞ < d′, then we have 2U ε = ðM − 1Þ max ð�dÞ < ðM −
1Þd′ ≤ d1 + d2 +⋯+dM−1 ≤ 2U ε, which is a contradic-
tion.Therefore, 2U ε/ðM − 1Þ ≥ d′ holds. Second, we prove 2

U ε/ðM − 1Þ is the minimum of the upper bounds. ∀0 < ξ <
2U ε/ðM − 1Þ; we find d0′ = 1/2ðð2U ε/ðM − 1ÞÞ − ξ + ð2Uε/ð
M − 1ÞÞÞ = ð2Uε/ðM − 1ÞÞ − ðξ/2Þ, and d0′ ∈D′ fulfills d0′ > ð
2U ε/ðM − 1ÞÞ − ξ, which completes the proof.

Proposition 2.When the true CFOs of all devices are distrib-
uted with equal distance in the concerned range, i.e., the min-
imum distance of the CFO equals to its supremum, the
separation of all devices will be the best. Thus, in this case,
d1, d2,⋯, dM−1 = sup D′ = 2Uε/ðM − 1Þ, we have the least
upper bound, i.e., the supremum of accuracy pa as

�pa = 1 − 2
M − 1
M

� �
Q Yð Þ = 1 − 2

M − 1
M

� �
Q

U ε

M − 1ð Þσbεh
 !

= 1 − 2
M − 1
M

� �
Q

U ε

2 M − 1ð ÞπLs
ffiffiffiffiffiffiffi
Lsη

p
� �

,

ð11Þ

where Y = �d/2σbεh and �d = 2Uε/ðM − 1Þ.

Proof. First, we prove �pa is an upper bound of the accuracy
pa. Since QðxÞ = 1 −ΦðxÞ, where ΦðxÞ = 1/

ffiffiffiffiffiffi
2π

p Ð x
−∞e−1/2t

2
dt

is the cumulative distribution function (CDF) for the stan-
dard Gaussian distribution. We have Q′ðxÞ = −Φ′ðxÞ = −Pð
xÞ < 0, where PðxÞ = 1/

ffiffiffiffiffiffi
2π

p
e−1/2x

2
is the probability density

function (PDF). And when x > 0, Q′′ðxÞ = −P′ðxÞ = xð1/

pa =
1 −Q d1/2σbεh

� �� �
+∑M−2

m=1 1 −Q dm/2σbεh
� �

−Q dm+1/2σbε h
� �� �

+ 1 −Q dM−1/2σbε h
� �� �� �

M
= 1 − 2

M
〠
M−1

m=1
Q

dm
2σbεh

 !
:

ð9Þ
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ffiffiffiffiffiffi
2π

p Þe−1/2x2 > 0, which means the Q-function is a monotone
decreasing convex function when x > 0. Using Jensenâ€™s
inequality, we have

1
M − 1 〠

M−1

m=1
Q

dm
2σbε h

 !
≥Q

∑M−1
m=1dm

2σbεh M − 1ð Þ

 !
=Q Yð Þ, ð12Þ

1 − 2
M

〠
M−1

m=1
Q

dm
2σbεh

 !
≤ 1 − 2 M − 1

M

� �
Q Yð Þ: ð13Þ

Combining Equation (11) and the expressions of pa and
�pa in Equations (9) and (12), we have pa ≤ �pa, and thus, �pa is
an upper bound of pa.

Second, we prove �pa is the minimum of the upper
bounds of pa. With ∀0 < ξ < 2Uε/ðM − 1Þ, we construct a
function as

f ξð Þ = 2
M

Q Y − ξð Þ +Q Y + ξð Þ − 2Q Yð Þð Þ: ð14Þ

Given that the Q-function is a monotone decreasing
convex function when x > 0, we have f ðξÞ > 0, and when ξ
⟶ 0, f ðξÞ⟶ 0.

With (12) and (15), then we have

�pa − f ξð Þ = 1 − 2
M

M − 3ð ÞQ Yð Þ−Q Y − ξð Þ −Q Y + ξð ÞÞ,ð
ð15Þ

and we can find

p0 = 1 − 2
M

M − 3ð ÞQ Yð Þ+Q Y −
ξ

2

� �
+Q Y + ξ

2

� ��
,

�
ð16Þ

with p0 ∈ℙa fulfills p0 > �pa − f ðξÞ, where ℙa is the set of
identification accuracy. Because combined with (16) and
(17) and applying the Lagrange mean value theorem, we
have p0 − ð�pa − f ðξÞÞ > 0, i.e., p0 > �pa − f ðξÞ as in (17), where
Y − ξ < x1 < Y − ðξ/2Þ, Y + ðξ/2Þ < x2 < Y + ξ, and x2 > x1.
Finally, according to the definition of supremum, the proof
completes.

p0 − �pa − f ξð Þð Þ = 2
M

Q Y − ξð Þ −Q Y −
ξ

2

� �� ��

− Q Y + ξ

2

� �
−Q Y + ξð Þ

� ��

= ξ

M
Q′ x2ð Þ −Q′ x1ð Þ
� �

> 0:

ð17Þ

We can observe from (11) that the accuracy supremum
is determined by the feature range, the number of transmit-
ters to be identified, and the precision of the feature estima-
tion method (i.e., the standard deviation of the estimate).

4.3. The Device Quantity Supremum. We define the supre-
mum of the number of distinguishable devices or the device
quantity supremum of an identification scheme as the device
number under which the accuracy of the identification
scheme will not exceed the given constraint. And then, with
this supremum, we can evaluate the performance limit of the
adopted feature for device identification. Intuitively, the
supremum is related to the identification accuracy as shown
in (11). However, it is difficult to deduce a closed-form
expression of the inverse function of (11) concerning M
and �pa, then we denote (11) as �pa = f ðMÞ for simplicity.
And given the monotone decreasing property of �pa = f ðMÞ,
we have the following proposition.

Proposition 3. For a specific feature range U ε and feature
estimation, given the target accuracy, the device quantity
supremum is �M = b f −1ð�paÞc, �M ≥ 2, �M ∈ℕ+, where �pa = f ð
MÞ is as shown in (11).

Proof. We define two functions gðmÞ = ðm − 1Þ/m and hðm
Þ =QðU ε/ððm − 1ÞσbεhÞÞ, then we can denote (11) as �pa = 1
− 2gðmÞhðmÞ. Since both gðmÞ and hðmÞ are strictly mono-
tone decreasing with 0:5 ≤ gðmÞ < 1,m ∈ℝ,m ≥ 2 and 0 < h
ðmÞ < 0:5, −2gðmÞhðmÞ will be strictly monotone increasing.
Thus, f ðmÞ will be a strictly monotone decreasing function
too. According to the properties of the inverse of strictly
monotone function, f −1ð�paÞ also will be a monotone
decreasing function. The device number is an integer set,
denoting as M = fM ⊂ℕ+jM ≤ b f −1ð�paÞcg, and �M = b f −1ð
�paÞc is the supremum of the number set M. We prove it by
contradiction as follows. Suppose that �M is not the supre-
mum of M, which means there is at least an integer M ′ ∈
M that fullfils M ′ > �M. Obviously, this is a contradiction
because M ′ should be ≤ �M according to its definition, which
means the premise cannot be true. Thus, the device number
supremum is �M.

It indicates that the maximum number of transmitters
can be identified, i.e., device quantity supremum under the
constraint of the desired accuracy is determined by the fea-
ture’s range and the precision of the estimation method.
Although it is difficult to give the closed-form expression
of f −1ð�paÞ, we can depict the relationship between M and
�pa by simulation and observe the variation of the device
quantity supremum.

5. Simulation Study

5.1. Simulation Settings. We simulated a typical wireless
communication processing of 802.11a based on OFDM. Sim-
ilar to [16], we also generated the beacon frames for transmit-
ter identification where the (legacy) long training field (L-LTF)
was adopted to estimate the CFO. We implemented data gen-
eration and processing, machine learning, and deep learning
methods on a platform with MATLAB R2021a. The platform
is a Dell Precision 3640 tower workstation (https://dl.dell.com/
topicspdf/precision-3640-workstation_owners-manual2_en-
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us.pdf) with an Intel(R) Core(TM) i9-10900K CPU and 32GB
RAM running the Ubuntu 18.04 operating system. Further, we
used an NVIDIA GeForce RTX 3080 GPU configured on the
workstation to train and test the deep learning-based models.
The main simulation parameters, including the communica-
tion system and the Rayleigh channel, are shown in Table 2.

As the system model shows in Section 3, the receiver col-
lects signals from the transmitters and then uses L-LTF to
extract the features and identify the devices. Following the
specification, the transmitted L-LTF sequences are config-
ured as the same for all transmitters, enabling the algorithm
to avoid any data dependency. Since we assume the trans-
mitters and receiver are static, the multipath channel profile
and RF impairments do not vary in time.

After comparing several shallow classifiers in common
use, we selected KNN for the shallow classifier-based identi-
fication. We tuned parameters of “100” as the number of
neighbors, “Euclidean” as the distance metric, and “Equal”
as the distance weight.

We adopted the same CNN architecture in [16] as the deep
learning identification method. The detailed CNN architec-
ture’s parameters, including convolutional layers (Conv2D),
pooling layers (MaxPooling2D), and fully connected layers
(FC, also known as the dense layer), is shown in Table 3.

To minimize the sampling bias (when selecting data from
the dataset) and ensuring statistical confidence, we adopted a
5-fold cross-validation (CV) in the classification evaluation.
We split the dataset into five blocks, ensuring that each block
has 200 random frames from each device since we collected
1000 frames per transmitter. Then, we performed five rounds
of training and testing for each shallow classifier- and deep
learning-based model. One block was selected as the test data-
set, and the rest were used for training in each round.We con-
sidered the averaged overall test accuracy of the five-round CV
as the final metric to evaluate the identification performance,
i.e., �ACC = ACCk/5, where ACCk is the overall test accuracy
of the k-th round of CV.

5.2. Identification Accuracy and the Supremum

5.2.1. Identification Under AWGN Channel. As shown in
Figure 2, in each CFO range (2.5CFO means Uε = 2:5
ppm), the identification accuracy of the shallow classifier-
based scheme (i.e., with the classifier of KNN and hand-
crafted feature CFO, denoted as HC) is always under the
supremum (SUP). As the SNR increases, the accuracy first
exceeds that of deep learning and then to the supremum.
When the SNR is between −20 and 0dB, the gap between
the accuracy of the shallow classifier-based scheme and the
supremum is small. When the SNR increases from 0 to
50 dB, the gap first widens and then closes. When SNR
≥45 dB, the accuracy reaches the supremum of 100% in
the range of 20 ppm. It is reasonable because the error of
the estimated CFO will be smaller at higher SNR, as dis-
cussed in Section 4. Moreover, the accuracy of the deep
learning-based scheme (denoted as DP) in all CFO ranges
converges to approximately 95% except for 20 ppm where
the accuracy converges to 98%. It indicates that deep learn-
ing has limited discriminative capabilities for CFO at higher

SNR compared with hand-crafted feature estimation. On the
other hand, the deep learning-based scheme can achieve bet-
ter performance at lower SNR. It means that the influence of
SNR on the deep learning scheme is not as significant as that
of hand-crafted feature estimation since the former performs
better under low SNR.

5.2.2. Identification on More Transmitters. To observe the
supremum and identification accuracy with a larger device
scale, we implemented the simulation with 400 transmitters.
Figure 3 shows the results considering 400 transmitters with
the same CFO ranges as in Figure 2. It also presents the
identification accuracy of the two shallow classifier-based
and deep learning-based schemes with the same CFO ranges
and the same transmitter quantity under the AWGN chan-
nel. Comparing Figures 3(a)–3(d)with Figures 2(a)–2(d), it
is evident that the accuracy of both schemes with 400 trans-
mitters is lower than those with 50 transmitters, respectively.
Also, the supremum decreases too. Combined with Figure 2,
we find that at the SNR of about 45 dB, no matter how the
quantity of devices changes, the shallow classifier-based
scheme consistently exceeds the deep learning-based one.

5.2.3. Identification Under Static Rayleigh Channel. In
Figure 4, we also compare the identification accuracy under
the static Rayleigh channel with the supremum. Comparing
the performance of the deep learning-based scheme in

Table 2: Simulation parameters of the communication system.

Parameter Value

Transmitter number (M) 50,400
Frames per transmitter (Fd) 1000

Carrier frequency (f c) 5.765GHz

CFO ranges (Uε) 2:5,5, 10, 20 ppm

Bandwidth (Bw) 20MHz

Sampling frequency (f s) 20MHz

Length of L-LTF (Ls) 64

Rayleigh path number 3

Discrete path delay in seconds 0,1:8,3:4½ �/f s s
Average path gains 0,−2,−10½ �
Maximum Doppler shift 0

Table 3: Architecture of the CNN Model [16].

Layer Type Kernel size Stride #kernel Input size

L1 Input 128 × 2 × 1
L2 Conv2D 7 × 1 50 128 × 2 × 1
L3 MaxPool 2, 1½ � 2, 1½ � 122 × 2 × 50
L4 Conv2D 7 × 2 50 61 × 2 × 50
L5 MaxPool 2, 1½ � 2, 1½ � 55 × 1 × 50
L6 FC 256 27 × 1 × 50
L7 FC 80 27 × 1 × 256
L8 Out M 27 × 1 × 80

7Wireless Communications and Mobile Computing

https://dl.dell.com/topicspdf/precision-3640-workstation_owners-manual2_en-us.pdf


SNR (dB)

A
cc

ur
ac

y 
(%

)

70

80

90

100

60

50

50

40

40

30

30

20

20

10

10
0

0–20 –10

2.5CFO-SUP

2.5CFO-DP
2.5CFO-HC

(a) M = 50, AWGN

SNR (dB)

A
cc

ur
ac

y 
(%

)

70

80

90

100

60

50

50

40

40

30

30

20

20

10

10
0

0–20 –10

5CFO-SUP

5CFO-DP
5CFO-HC

(b) M = 50, AWGN

SNR (dB)

A
cc

ur
ac

y 
(%

)

70

80

90

100

60

50

50

40

40

30

30

20

20

10

10
0

0–20 –10

10CFO-SUP

10CFO-DP
10CFO-HC

(c) M = 50, AWGN

SNR (dB)

A
cc

ur
ac

y 
(%

)

70

80

90

100

60

50

50

40

40

30

30

20

20

10

10
0

0–20 –10

20CFO-SUP

20CFO-DP
20CFO-HC

(d) M = 50, AWGN

Figure 2: Identification accuracy of schemes using KNN with CFO (HC) and deep learning with raw IQ samples (DP) under different CFO
ranges (e.g., 2.5CFO means U ε = 2:5 ppm) and AWGN channel vs. the accuracy supremum (SUP).
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Figure 3: Identification accuracy under AWGN channel vs. the accuracy supremum.
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Figure 4: Identification accuracy under Rayleigh channel vs. the accuracy supremum.
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Figure 5: Continued.
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Figure 2 with that of Figure 4, we can observe that the accu-
racy is improved obviously under the static Rayleigh channel
in each CFO range. However, when looking into the three
subfigures in Figure 4, we can find that expanding the CFO
range has little effect on the accuracy improvement for the
deep learning-based scheme. This result validates that deep
learning can learn more information from the multipath
channel than from the device’s feature, which is consistent
with the study of [32]. In other words, the identification
accuracy of the deep learning-based scheme will be affected
more by the channel than device features. On the other

hand, the shallow classifier-based scheme is less affected by
the channel than the deep learning one since the accuracy
under the Rayleigh channel is only improved slightly in each
CFO range. Especially at low SNRs, the gap between the
accuracy of the shallow classifier-based scheme and the
supremum under the Rayleigh channel is slightly smaller
than that of the AWGN channel.

5.3. The Device Quantity Supremum. Figure 5 presents the
device quantity supremum under different SNRs considering
CFO as the physical layer feature. Figures 5(b) and 5(d)
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Figure 5: The device quantity supremum using KNN with hand-crafted feature (i.e., CFO) under different identification accuracy and SNR
with different CFO range.
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show the details of Figures 5(a) and 5(c), respectively, when
the accuracy constraint ≥99%. As shown in Figures 5(a) and
5(c), the supremum will decrease with the increasing of the
desired identification accuracy while also increases with the
SNR. With the feature range of 2.5 ppm, the results in
Figures 5(a) and 5(b) show that when the SNR<20dB, the
receiver can identify no more than 15 transmitters under
the required accuracy of 90%. Even at a high SNR of
40 dB, if a 90% accuracy is required, there should be no more
than 140 transmitters. Moreover, when higher accuracy is
required, the supremum will be smaller. For example, with
the accuracy requirement reaching 99.9%, the device quan-
tity supremum even decreased to 7 and 70 at the SNR of
20 and 40 dB, respectively. However, a small CFO range is
quite common for some off-the-shelf wireless devices oper-
ating under rigorous synchronization requirements, such
as mobile phones and high-end laptops [39].

In Figures 5(c) and 5(d), losing the feature range to
20 ppm, then we can see the supremum increases too. For
the same accuracy requirement of 90%, the device quantity
supremum can reach 112 at the SNR of 20dB, more than
seven times that in the CFO range of 2.5 ppm. But the supre-
mum is only 11 when the SNR is 0 dB. With the high accu-
racy requirement of 99.9%, the supremum is 5, 56, and 563
at the SNRs of 0, 20, and 40dB, respectively. Thus, it is evi-
dent that only considering one feature such as CFO, the
device identification capability, i.e., the device number
supremum, is small, especially when the range is small.
Combined with the analysis of the supremum and the simu-
lation results, we can find that a larger feature range, more
precise feature estimation, and higher SNR of the signal
can improve the accuracy and the device quantity
supremum.

6. Conclusion

This paper analyzed the accuracy supremum and the device
quantity supremum of the shallow classifier-based physical
layer identification scheme based on the hand-crafted fea-
ture. Specifically, we mathematically analyzed and deduced
the closed-form expression of the accuracy supremum of
the identification scheme based on CFO. We also investi-
gated the device quantity supremum, i.e., the supremum of
the number of distinguishable devices. The simulation
results are consistent with the theoretical analysis. According
to the analysis and simulation, there is insufficient finger-
printing space only considering one feature, such as CFO.
Thus, if we want to identify more devices, a larger feature
range or higher SNR of the signal can help.
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