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In view of the coexistence of wheel profile wear (WPW) and wheel diameter difference (WDD) on an actual subway line, a
dynamic analysis method based on coupling between WPW and equivalent in-phase WDD was proposed. Based on the
measurements from a subway vehicle in operation on this line, dynamics modeling and calculations were performed for a single
carriage of this vehicle. Later, the interaction between the effects of WPW and equivalent in-phase WDD on the vehicle dynamic
performance was analyzed, and the dynamic response in the presence of coupled damage was compared between the outer and
inner wheels. Furthermore, the difference in the dynamic response caused by different positions of the larger-diameter wheels (i.e.,
on the inner track or outer track) was analyzed for the case where equivalent in-phase WDD occurred between the front and rear
bogies. *e results show that when the vehicle ran on a straight line, the coupling between WPW andWDD reduced the vehicle’s
stability but improved its ride comfort. When the vehicle traveled on a curved line, it showed reductions in the lateral wheel/rail
contact force, derailment coefficient, axle lateral force, and wear index if the outer wheels had a larger diameter. As a result, the
deterioration of the vehicle’s dynamic performance due to the increasing degree of WPW slowed down, and its curve negotiation
performance improved. Meanwhile, the outer wheels had significantly greater lateral wheel/rail contact force, derailment co-
efficient, and wear index compared to the inner wheels.When a −1mmWDDwas coupled with the worn wheel profile for 14×104

kilometers traveled, the dynamic performance indexes of the vehicle were close to or even exceeded the corresponding safety
limits. *e findings can provide technical support for subway vehicle maintenance.

1. Introduction

During subway operation, longitudinal and lateral wheel/rail
forces will arise from traction and braking, as well as the
centrifugal effect in the process of curve negotiation,
resulting in various types of damage to wheels and rails.
Moreover, due to growing subway traffic flow and train
speed, frequent starting and braking, and the increasing
number of small-radius curved lines, wheels are suffering
increasingly severe damage. In particular, wheels are often
subject to more diverse, complex damage rather than one
damage type. *e major types of wheel damage include
wheel profile wear (WPW), wheel diameter difference
(WDD), and tread peeling. WPW and WDD usually coexist

as the most common coupled damage, which is difficult to
solve, imposes high repair cost, and has a significant impact
on the safety and comfort of subway vehicles. *erefore,
studying the influence of WPW coupled with WDD on
subway vehicle dynamics has practical significance.

For a subway vehicle in operation, its wheels are inev-
itably subject to tread and flange wear caused by wheel/rail
contact and braking, resulting in changes in wheel profiles.
As the distance traveled increases, the degree of wear tends
to increase and wheel profiles tend to vary.

A great deal of research has investigated the influence of
WPW on vehicle dynamics by theoretical, simulation, or
experimental approaches. Cui et al. studied the influences of
different wear forms on vehicle dynamics by field test
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combined with simulations and analysis and found that the
false flange created by wheel wear would endanger the
operational safety of the vehicle [1]. Lu et al. created a
dynamic model for a Type B metro vehicle with Universal
Mechanism (UM), a software package for simulation of
multibody system dynamics, and analyzed the influence of
wheel wear on vehicle dynamic performance and the
characteristics of wheel/rail contact damage [2]. Yao et al.
studied the effects of wheel wear on the dynamics perfor-
mance of a high-speed train and suggested that the vehicle
system’s transverse stability index linearly decreased as the
depth of wheel wear increased [3]. S. Pradhan et al. [4]
investigated the influences of various stages of wheel wear on
the dynamic responses such as curving performance and
then evaluated the critical speed and ride comfort of the
railway vehicle on the simulated test track to justify the
maintenance schedule. Sun et al. simulated the multipoint
contact and non-Hertzian contact between worn wheel and
rail using a modified Kik-Piotrowski method. *e wheel/rail
normal vertical force, wheel/rail creep force, and contact
patch shape predicted with this method are in good
agreement with the results of contact calculation [5]. By
measuring tread and rail profiles, Zong et al. analyzed the
impact of equivalent conicity on the nonlinear critical speed
of metro vehicles [6]. Shi et al. experimentally tested the
dynamic performance of a high-speed train running at
300 km/h and revealed that the vibration of axle box, frame,
and car body tended to intensify gradually with increasing
wheel wear [7]. Using a vehicle-turnout coupling dynamic
model, Xiao et al. analyzed the dynamic response of a high-
speed train with wheel wear when it passed a turnout. *ey
found that wheel-rail wear caused an increase in wheel/rail
vertical force and a decline in wheel/rail transverse force [8].
Xu et al. studied the influence of the increase in wheel wear
on vehicle dynamics through simulation with SIMPACK,
with wheel/rail contact being considered as the entry point.
*e results showed a marked decreasing trend in the ve-
hicle’s critical speed [9]. Xie et al. found that as the speed
increased, the influence of wheel harmonic wear on vehicle
stability became increasingly significant [10]. *e stochastic
model for vehicle-track systems provided by Xu and Zhai
enables good analysis of dynamic response and reliability of
a vehicle-track system in the presence of varying wheel wear
and stochastic track irregularity [11]. Liu and Bruni inves-
tigated the influence of individual wheel profiles measured
on a rail vehicle on the vehicle’s dynamics in the context of
multibody (MB) simulations [12].

In terms of the effect of WDD on dynamic performance,
Lyu et al. showed that when the initial WDD was large,
cracks and localized wear occurred soon and always on
wheelsets with smaller diameters, and they can deteriorate
the dynamic performance of vehicles [13]. Sun et al. analyzed
the influence of WDD on the stability, safety, and comfort of
a vehicle traveling along a bridge by simulation and sug-
gested that WDD should be strictly controlled for high-
speed trains [14]. Jiang et al. constructed a nonlinear dy-
namic model for a metro vehicle and then calculated the
critical speed, stability, safety, and wear power of the vehicle
for different WDDs. *e results showed that with the

increase in coaxial WDD, the critical speed decreased
sharply while the lateral stability and wear power increased
significantly [15]. Yan et al. studied the influence of front-
axle WDD, rear-axle WDD, equivalent in-phase WDD, and
equivalent antiphase WDD on the safety of a locomotive
duringmotion on straight line and curved line [16]. Based on
a high-speed train and 12# turnout of a passenger dedicated
line in China, Chen et al. developed a vehicle-turnout dy-
namic model and systematically analyzed the stability,
safety, and ride comfort of a high-speed vehicle passing
through a turnout for different types and magnitudes of
WDD. *ey suggested that the operational limits for in-
phase and antiphase WDDs be set at 2mm and 3mm, re-
spectively and the limit for coaxial WDD above which
primary and secondary maintenance is needed be set at
1.5mm [17]. Based on an analysis of the types of WDD, Ma
et al. discussed the influence of WDD on the stress state and
movement of wheelsets [18]. He et al. suggested that WDD
can lead to a significant increase in lateral wheel/rail contact
force for a locomotive running on a straight line [19]. Wang
et al. found that the yaw angle of wheelset, lateral dis-
placement, wear power, and creep force of wheelset sharply
increased with greater WDD [20]. Liu et al. analyzed the
influence of coaxial WDD on a locomotive’s dynamic
performance. *e results revealed that the coaxial WDD
changed the position of wheel-rail contact and increased the
equivalent stress of the rail, which could impair the loco-
motive’s dynamic performance [21]. Based on an electric
locomotive equipped with three-axle bogies, Zhang et al.
investigated the influence of WDD at different axles on
locomotive dynamic performance. *e results showed that
both derailment coefficient and wheel unloading rate in-
creased with increasing WDD at the first axle and decreased
with increasing WDD at the other two axles [22]. By ana-
lyzing the forces acting on a bogie with WDD, Chi et al.
theoretically inferred that the existence ofWDD changed the
balance position of the wheelset center and thereby changed
the wheel/rail contact relationship and affected the vehicle
system’s stability [23].

*ese researchers have looked at the influence of WPW
orWDD on vehicle dynamics from various perspectives and
offered insights into how to solve relevant dynamic per-
formance problems. Research related to WPW focused
mainly on how wear depth, harmonic wear, and crater wear
affect vehicle dynamic performance, and research related to
WDD emphasized the effect of the type and range of WDD.

However, most of these studies only considered the
influence of a single type of wheel damage on vehicle dy-
namics, neglecting the coexistence of multiple damage types
and the interaction between the effects of different damage
types on vehicle dynamics. *e present study analyzed the
data on wheel damage measured on a specific subway line
and found that WPW and equivalent in-phase WDD are the
main types of wheel damage in vehicles running on this line.
So, WPW and equivalent in-phase WDD were considered
together to further analyze the influence of coupled wheel
damage on vehicle dynamic performance.

Moreover, the existing research only considered front
bogie, neglecting a real situation where both front and rear
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bogies have WDD. So, the present study considered the
occurrence of equivalent in-phase WDD at the front and
rear bogies and then analyzed the difference in dynamic
response caused by different positions of the larger-diameter
wheels, i.e., on the inner track or outer track.

Additionally, in vehicle dynamics modeling, these re-
searchers only considered wheel damage in a single wheelset
and set other wheelsets as standard ones. *is cannot ac-
curately reflect the actual characteristics of wheel damage.
*e present study not only considered the characteristics of
damage in all wheels based on measured data but also
compared the dynamic responses of the inner and outer
wheels.

2. Analysis of Measured Wheel Data

A subway vehicle operating on a subway line has been
tracked in this study.*is vehicle consists of 6 carriages, each
having 8 wheels. *e profiles and diameters of these 48
wheels have been measured since the beginning of the ve-
hicle’s operation. *e wheel profile and diameter data were
collected when the distance traveled reached 5×104, 8×104

and 14×104 km.

2.1. Measured Wheel Profiles. Wheel/rail contact can be
divided into three regions, as shown in Figure 1. Region A is
the contact region between wheel tread and railhead. Wheel/
rail contact in this region usually occurs when a vehicle
travels on a straight line or a large-radius curve. Region B is
the region of contact between wheel flange and track corner,
which often occurs when a vehicle runs on a small-radius
curve. In region C, wheel/rail contact is highly unlikely to
occur.

*e profiles of the subway vehicle’s wheels were tracked
and analyzed. It was found that wheel wear was located
largely in region A, as shown in Figure 1. *e wear in this
region is called tread wear.*e test vehicle in this study has 6
carriages, and 1 carriage was selected for dynamic modeling
to allow formore time-efficient simulations and calculations.
An analysis of the measurements found that the differences
in maximum tread wear depth between the 6 carriages were
about 10%, and the worst wheel wear occurred in the No. 2
carriage. So, No. 2 carriage was selected for dynamics
modeling. *e measured profile of this carriage’s 8 wheels
was used for its dynamics model in order to allow the results
to reflect its actual status.

Figure 2 illustrates the maximum tread wear depths in
the 8 wheels measured when the distance traveled reached
5×104, 8×104, and 14×104 km. *e left wheels were
numbered 1, 3, 5, and 7, and the right ones were numbered 2,
4, 6, and 8.

In order to reduce cuspidal points on tread profile and
prevent accumulation of errors during curve fitting, a data
processor based on cubic spline interpolation algorithm was
compiled in MATLAB software to smooth the wheel tread
data [24]. *e computational formula is

y(x) � f(x) + ε(x), x ∈ [a, b], (1)

where f(x) is the cubic spline smooth curve, ε(x) is the
random error, y(x) is the experimental data, and [a, b] is the
range of abscissa of the wheel profile.

*en, the 8 wheels’ profiles for 5×104, 8×104, and
14×104 km traveled shown in Figure 3 were used for sub-
sequent modeling.

2.2. Analysis of the WDD Data. For a subway vehicle, the
degree of wear varies between wheels due to the complex,
variable conditions during actual operation. Figure 4
shows the four types of WDD for two-axle bogies, with
“v” at the top indicating the direction of vehicle move-
ment. *ey are as follows: (I) front WDD (the left and
right wheels on the front axle have different diameters),
(II) rear WDD (the left and right wheels on the rear axle
have different diameters), (III) equivalent in-phase WDD
(the smaller-diameter wheels on the front and rear axles
are on the same side), and (IV) equivalent antiphase WDD
(the smaller-diameter wheels on the front and rear axles
are on opposite sides) [25]. According to the literature

Region B
Region A Region C

Figure 1: Wheel/rail contact regions.
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Figure 2: Measured tread wear depths.
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Figure 3: Continued.
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[26–27], of the four types of WDD, equivalent in-phase
WDD has the greatest influence on the curve negotiation
performance of vehicles.

*e diameters of wheels of a subway vehicle were
tracked. *is wheel diameter measuring instrument is used
for measuring the diameter of a wheel’s rolling circle. It
works by three-point indirect measurement and shows
readings on amechanical indicator, which allows users to get
diameter reading directly. It is characterized by small
measurement error, high indication stability, low weight,
and ease of use.

An analysis of the measured diameter data reveals that
there was equivalent in-phase WDD between the front and
rear bogies of each carriage after a long-term operation on
the same line. In other words, the smaller-diameter wheels of
the front and rear bogies were on the same side, as illustrated
in Figure 5. For this reason, equivalent in-phase WDD was
applied to modeling to study its effect on vehicle dynamic
performance.

WDD refers to the difference between the nominal
rolling radii of the left and right wheels. A wheelset’s di-
ameter difference is defined by

ΔD � Douter − Dinner, (2)

where Dinner is the diameter of the wheel on the inner track
(inner wheel); Douter is the diameter of the wheel on the outer
track (outer wheel); and ΔD< 0 indicates that the inner
wheel diameter is greater than that of the outer wheel
diameter.

According to a relevant regulation of China, a wheelset
needs to be repaired when its coaxial diameter difference
reaches 1mm. Given the possibility of machining error, the
technical specification for wheelset assembly allowsWDD of
less than 0.3mm [28]. Table 1 provides the values of
equivalent in-phase WDD set in this study.

3. Dynamics Models for the Vehicle-
Track System

3.1. VehicleDynamicsModel. A vehicle dynamics model was
constructed based on the parameters of the Type B vehicle
tracked. It consists primarily of 1 vehicle body, 2 frames, 4
wheelsets, 8 axle boxes, and primary and secondary sus-
pension systems.*e vehicle body, frames, and wheelsets are
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Figure 3: Measured wheel profiles. (a) First-axle wheel profiles. (b) Second-axle wheel profiles. (c)*ird-axle wheel profiles. (d) Fourth-axle
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Figure 4: Types of WDD: (a) front WDD, (b) rear WDD, (c) equivalent in-phase WDD, and (d) equivalent antiphase WDD.
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all treated as rigid bodies, and each has six degrees of
freedom (DOFs), including surging, swaying, heaving,
rolling, pitching, and yawing.*ewhole vehicle has 50 DOFs
in total. *e dynamic equation of motion for the vehicle is as
follows [29]:

M €X + C _X + KX � P, (3)

whereM, C, andK are the mass matrix, dampingmatrix, and
stiffness matrix, respectively, for the vehicle system; X is the
generalized displacement; and P is the generalized load.

*e vehicle dynamics model is shown in Figure 6, and
the main parameters of the vehicle are presented in Table 2
[30].

*e track was simulated with standard UIC60 rail and
German high-speed spectrum was applied for track ex-
citation. *e subway line was simulated with two line
types: straight line and curved line, with each being
1000m long in total. *e curved line is C-shaped and
composed of five parts, which are a straight segment, a
transition curve, a circular curve, a transition curve, and a
straight segment in sequence. *e circular curve has a
radius of 300m. *e composition is shown in Table 3.
Moreover, the curved line was set as a right-turning line.
Along the direction of vehicle movement, the left wheels
were designated as the outer wheels and the right wheels
as the inner wheels. If its direction was changed to left-
turning because the wheel diameter difference changes
symmetrically from −1mm to 1mm, the dynamic per-
formance change rule is the same, and only the inner
wheel and outer wheel are exchanged.

Based on the actual operational characteristics of the test
line, variable velocity was set for the vehicle to simulate its
acceleration, coasting, and deceleration, and the maximum
velocity was set at 65 km/h.*en, the functional relationship
between vehicle velocity v and distance traveled s is obtained:

v(s) �
−2.76 × 10− 4

s
2

+ 0.276s, (0< s≤ 360; 630< s≤ 1000),

65, (360< s≤ 630).

⎧⎨

⎩

(4)

*e piecewise velocity function v(s) above can be used to
simulate the process of velocity change as the initially static
vehicle starts by traction, then coasts, and finally brakes to
stop along a 1000m curved line.

Hertz’s theory is used for solving normal contact
problems, and Kalker’s simplified theory and the corre-
sponding FASTSIM algorithm are applied to calculate the
distribution and magnitude of the tangential creep forces
within the contact patch.

3.2. Model of Coupling between WPW and WDD. During
modeling of vehicle dynamics, the wheel wear datameasured
when the distance traveled reached 5×104, 8×104, and
14×104 km were imported into the wheel profile database to
obtain worn wheel profiles, which are represented by S1, S2,
and S3, respectively (Table 4). *en, worn wheel profile
models were constructed by applying the profile data shown
in Figure 3 to the eight wheels of each carriage.

Figure 5: Equivalent in-phase WDD between the front and rear bogies.

Table 1: Wheel diameter difference setting.

Condition Left wheel (outer) diameter (mm) Right wheel (inner) diameter (mm) WDD (mm)
1 839 840 −1
2 839.2 840 −0.8
3 839.5 840 −0.5
4 839.8 840 −0.2
5 840 840 0
6 840 839.8 0.2
7 840 839.5 0.5
8 840 839.2 0.8
9 840 839 1

Figure 6: Vehicle dynamics model.

6 Shock and Vibration



Later, the WDD model was built by setting wheel di-
ameters using the Geometry module in SIMPACK. In ac-
cordance with Table 1, the WDD was set at 9 values,
including −1mm, −0.8mm, −0.5mm, −0.2mm, 0mm,
0.2mm, 0.5mm, 0.8mm, and 1mm.

After that, the coupling between WPW and WDD was
modeled by applying the diameter values to corresponding
worn wheel profiles in the vehicle dynamics model.

3.3.Validationof theVehicleDynamicsModel. Ride comfort
is an important factor considered in assessing the
comfort of vehicles. Ride comfort index and vibration
acceleration are widely adopted to evaluate the dynamic
performance of vehicles around the world [31]. *e ride
comfort index of a vehicle, W, can be calculated as
follows [32].

W � 0.896

�������

a
3

f
F(f)

10

􏽳

, (5)

where a is the vibration acceleration (cm/s2); fis the fre-
quency of vibration (Hz); and F(f) is the correction factor
related to f.

After the vehicle dynamics model was constructed based
on the parameters of the actual vehicle and the line status,
the vertical acceleration and ride comfort index of the model
were calculated. *e results were then compared with the
measured data to verify the reliability of the model so as to
ensure accurate results of the subsequent simulation.

A vibration test was conducted on the studied vehicle,
and the test data were collected with COINV DASP, a
software package developed by the China Orient Institute of
Noise and Vibration. In accordance with the Railway ve-
hicles, specification for evaluation of the dynamic perfor-
mance and accreditation test (GB5599-1985), an
accelerometer was mounted on the floor to the left of the
front bogie (1m from the bogie pivot center) to measure the
vehicle’s acceleration and the sampling frequency was
1024Hz. *e acceleration data obtained are plotted in
Figure 7.

*e simulated acceleration was compared with the
measured acceleration and then the ride comfort index was
calculated from the simulated and measured data using
equation (5).

As can be seen in Table 5, the maximum peak vertical
acceleration obtained by simulation is slightly smaller than
the measured value. *e reason is that some parts of the
vehicle’s structure were simplified in modeling. However,
the amplitudes of the simulated and measured values varied
in similar ways. *e simulated time of the maximum peak is
quite close to the measured value, suggesting the high re-
liability of the vehicle dynamics model proposed in the
paper.

4. Influence ofWPWCoupledwithWDDon the
Dynamic Performance of a Vehicle
Running on a Straight Line

*ree worn wheel profiles for 5 ×104, 8 ×104, and
14 ×104 km traveled (see Figure 3 and Table 4) and nine
WDDs between −1mm and +1mm (Table 1) were set
based on the measured data from the test vehicle. Later,

Table 2: Main parameters of the vehicle.

Parameter Value Unit
Vehicle body mass 33859 kg
Vehicle body’s moment of inertia in roll 73105 kg·m2

Vehicle body’s moment of inertia in pitch 1157173 kg·m2

Vehicle body’s moment of inertia in yaw 1171980 kg·m2

Frame mass 2103 kg
Frame’s moment of inertia in roll 1333 kg·m2

Frame’s moment of inertia in pitch 864 kg·m2

Frame’s moment of inertia in yaw 2131 kg·m2

Wheelset mass 1018 kg
Wheelset’s moment of inertia in roll 546.7 kg·m2

Wheelset’s moment of inertia in pitch 75 kg·m2

Wheelset’s moment of inertia in yaw 546.7 kg·m2

Primary suspension system’s vertical stiffness 1.3 MN/m
Primary suspension system’s vertical damping coefficient 1840 N.s/m
Secondary suspension system’s vertical damping coefficient 25 (0.15m/s) kN·s/m
Secondary suspension system’s lateral damping coefficient 58 (0.1m/s) kN·s/m

Table 3: C-shaped line composition.

Number Line type Length (m)
1 Straight line 245
2 Transition curve 55
3 R300 circular curve 400
4 Transition curve 55
5 Straight line 245

Table 4: Worn wheel profiles for different distances traveled.

Distance traveled 5×104 km 8×104 km 14×104 km
Worn wheel profile S1 S2 S3
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the vehicle dynamics model shown in Figure 6 was used to
calculate and analyze the influence of WPW coupled with
equivalent in-phase WDD on the stability and ride
comfort of the vehicle.

4.1. Hunting Stability. Hunting stability is an extremely
important aspect of vehicle dynamic performance. Critical
speed is the most direct indicator for hunting stability as-
sessment. When a vehicle runs at a normal speed, it is
necessary to ensure the overall stability of the vehicle system
and protect it from instability; otherwise, the vehicle will
snake heavily, thus affecting its operational quality and
safety.

In this paper, the critical speed was calculated using the
acceleration reductionmethod. At first, sinusoidal excitation
was applied to rails on the straight line and a force was
exerted on the vehicle body (*e magnitude is half the
weight of the vehicle body and in the opposite direction of
the vehicle movement). *en, the vehicle started to move
and its equilibrium position during vibration was observed.
*e vehicle velocity at this position was defined as the critical
speed. As shown in Figure 8, the equilibrium point in
condition S1 occurred at 171 km/h, so the critical speed was
171 km/h.

Figure 9 illustrates the critical speed for different degrees
of WPW coupled with different WDDs. *e following are
shown in Figure 9:

(1) It is clear from the figure that for a given WDD,
increasing the degree of WPW gradually reduced the
critical speed and thereby the vehicle stability. When
theWDDwas −1, −0.8, −0.5, −0.2, 0, 0.2, 0.5, 0.8, and
1mm, the critical speed for worn wheel profile S3
decreased by 32.3%, 30.3%, 35.1%, 33.7%, 33.3%,
32.9%, 31.5%, 33.8%, and 36.3%, respectively,
compared with that for S1. *e rate of decrease
differs slightly between different WDDs.

(2) For a given worn wheel profile, the critical speed in
the presence of WDD was lower that in the absence
of WDD. Besides, as the absolute value of WDD
increased, the critical speed tended to decline and
had a roughly symmetric distribution. *is trend is
most marked for S1, where the critical speed for a
−1mmWDD ((Dinner >Douter)) decreased by 47 km/
h compared to the critical speed for a 0 WDD. In
condition S3, when WDD was −1, −0.8, 0.8, and
1mm, the vehicle’s critical speed was 86, 92, 96, and
91 km/h, respectively, which are all below the
maximum allowable speed for running along the
studied line, 100 km/h. *e actual maximum speed
of a vehicle running on a straight line is restricted by
its critical speed. If the actual speed exceeds the four
critical levels, it will snake heavily and lose lateral
stability, leading to passenger discomfort and even
derailment in a worse-case scenario.

(3) Whether the larger-diameter wheels are on the inner
side or outer side has little influence on the critical
speed. As the WDD changed, the critical speed had
an approximately symmetrical distribution.

*e analysis above demonstrates that the critical speed
tended to decline with increasing WDD and WPW. *is is
primarily because the presence of WDD caused the rolling
wheelsets to deviate from the centerline of the track and
thereby increased wheelsets’ lateral displacement and angle
of offset. Consequently, the geometry of wheel/rail contact
was altered and the critical speed declined. Meanwhile, as the
equivalent conicity increased with the increasing degree of
WPW, the nonlinear critical speed of the vehicle gradually
declined.

4.2. Vehicle Ride Comfort. *e operational performance of
trains is commonly measured by the ride comfort index,
which can be graded in accordance with Table 6.

Figure 10 demonstrates the influence of different
degrees of WPW coupled with different WDDs on the
vehicle’s ride comfort. Figures 10(a) and 10(b) illustrate
the lateral ride comfort index and vertical ride comfort
index, respectively.

(1) For a given WDD, the ride comfort index tended to
increase with increasing the degree of WPW in both
the vertical and lateral directions. When the WDD
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Table 5: Comparison of simulated and measured data.

Acceleration
value

Measured
value A (s)

Simulated
value B (s)

Rate of change
100x(A − B)/A

(%)
Maximum peak
vertical
acceleration
(m/s2)

2.13 1.71 19.72

−2.03 −1.52 25

Time of the
maximum peak

63.443 s
(2.13m/s2)

62.164 s
(1.71m/s2) 2.02

63.441 s
(−2.03m/

s2)

62.168 s
(−1.52m/s2) 2.01

Ride comfort
index 2.2107 2.1659 2.03
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was −1, −0.8, −0.5, −0.2, 0, 0.2, 0.5, 0.8, and 1mm, the
lateral ride comfort index for worn wheel profile S3
increased 18.5%, 19%, 19.1%, 21.1%, 23%, 20.8%,
17.2%, 16.9%, and 15.9%, respectively, compared to
that for S1. *e corresponding increases in the
vertical ride comfort index were 25.9%, 27.3%,
30.5%, 38.2%, 45.1%, 41.5%, 39.9%, 38.3%, and

30.6%, greater than the increases in the lateral ride
comfort index. Moreover, as the absolute value of
WDD increased, the increase in the ride comfort
index caused by profile change tended to decline
slightly.*is indicates that the presence of WDD can
inhibit the negative effect of profile change on the
ride comfort index to some extent.

(2) Figure 11 illustrates how the vibration acceleration
varied with the degree of WPW when the WDD was
0. It was found that the vertical and lateral accel-
erations increased with greater WPW, which is
consistent with the trend in the ride comfort index
described in (1).

(3) For a given worn wheel profile, as the absolute value
of WDD increased, the lateral and vertical ride
comfort indexes declined compared to those for 0
WDD, and their distributions are approximately
symmetric. An inference is that a proper WDD can
help improve the ride comfort of vehicles. In ad-
dition, the approximately symmetric distribution
suggests that whether the larger-diameter wheels are
on the inner side or outer side has little effect on the
ride comfort index.

As the degree of WPW increased, the amplitudes of
vertical and lateral accelerations expanded, increasing the
ride comfort index. In the presence of WDD, the creep
forces on the left and right wheels caused the wheelsets to
yaw clockwise, resulting in lateral displacement of
wheelsets. When equivalent in-phase WDD occurred
between the front and rear wheelsets of a bogie, the front
and rear wheelsets would move towards the same side,
which will not cause a significant deflection of the bogie.
*erefore, a very small angle of offset between the front
and rear wheelsets will help improve the ride comfort of
the vehicle system [33].
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Table 6: Vehicle ride comfort index and grading.

Grade Rating
Ride comfort index

Carriage Locomotive Freight car
1 Excellent <2.5 <2.75 <3.5
2 Good 2.5∼2.75 2.75∼3.10 3.5∼4.0
3 Fair 2.75∼3.0 3.1∼4.0 4.0∼4.25
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5. Influence ofWPWCoupledwithWDDon the
Vehicle’s Curve Negotiation Performance

*ree worn wheel profiles for 5×104, 8×104, and
14×104 km traveled (denoted as S1, S2, and S3) and nine
WDDs between −1mm and +1mm (Table 1) were set based
on the measured data from the test vehicle, the same as in
Section 4. *en, the vehicle dynamics model shown in
Figure 6 was used to calculate and analyze the influence of
WPW coupled with equivalent in-phase WDD on lateral
wheel/rail contact force, derailment coefficient, axle lateral
force, and wear index.

5.1. Wheel/Rail Lateral Force. Figure 12 shows the lateral
wheel/rail contact force for different degrees of WPW
coupled with different WDDs.

*e following are shown in Figure 12:

(1) For a given WDD, the peak lateral wheel/rail contact
force increased as the degree of WPW increased (i.e.,
as the wheel profile changed from S1 to S2 and then
to S3). *is increase was especially noticeable on
outer wheels, where the lateral wheel/rail contact
force was 1.67 times greater than that on inner
wheels. Table 7 shows the increase in peak lateral
wheel/rail contact force on outer wheels due to

S1
S2

S3–1–0.8–0.5 –0.2 0 0.2 0.5 0.8 1 Worn wheel profilesWheel diameter difference (mm)

3.0

2.5

2.0

1.5

1.0

0.5

0.0

Ri
de

 co
m

fo
rt

 in
de

x

(a)

S1
S2

S3

Worn wheel profiles
–1–0.8–0.5 –0.2 0 0.2 0.5 0.8 1

Wheel diameter difference (mm)

2.5

2.0

1.5

1.0

0.5

0.0

Ri
de

 co
m

fo
rt

 in
de

x

(b)

Figure 10: Ride comfort index. (a) Lateral ride comfort index. (b) Vertical ride comfort index.
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profile change from S1 to S3 for different WDD (−1,
−0.8, −0.5, −0.2, 0, 0.2, 0.5, 0.8, and 1mm).

(2) For different worn wheel profiles, the lateral wheel/
rail contact force was relatively small when outer
wheels had larger diameters than inner wheels’
(WDD > 0). As can be seen in Table 7, the increase
in lateral wheel/rail contact force for zero WDD
was higher than those for nonzero WDD. *is
suggests that the presence of WDD reduced the
peak lateral wheel/rail contact force and sup-
pressed its increase due to profile change to some
extent.

(3) When the larger-diameter wheels were on the
inner side (i.e., WDD < 0), the lateral wheel/rail
contact force was relatively larger. When a -1 mm
WDD was coupled with profile S3, the peak lateral
wheel/rail contact force on the outer wheels
reached up to 38.74 kN, close to the safety limit of
41.29 KN.

After wheels began to wear, highly nonlinear contact
occurred between wheel and rail and wheel/rail interac-
tion deteriorated, significantly increasing the amplitude of
the wheel/rail lateral force. As the presence of WDD
caused lateral movement of the wheelset, the lateral
creepage between wheel and rail tended to increase. When
the larger-diameter wheels were on the inner side, the
lateral creep was in the same direction as the centrifugal
force. When the larger-diameter wheels were on the outer
side, the lateral creep was in the opposite direction of the
centrifugal force, thereby reducing the wheel/rail lateral
force.

5.2. Derailment Coefficient. Figure 13 shows the derailment
coefficient for different degrees of WPW coupled with
different WDDs.

*e following can be seen from Figure 13:

(1) For a given WDD, the derailment coefficient of both
the left and right wheels increased with the in-
creasing degree of WPW, and this trend was more
marked for the outer wheel (left wheel). *e in-
creases in derailment coefficient due to profile
change from S1 to S3 for different WDDs (−1, −0.8,
−0.5, −0.2, 0, 0.2, 0.5, 0.8, and 1mm) are presented in
Table 8. It is clear that the increase in derailment
coefficient grew sharply when the WDD reached
0.8mm and 1mm.

(2) When the larger-diameter wheels were on the outer
side (i.e., WDD> 0), the derailment coefficient was
relatively low, indicating that the vehicle’s stability
against derailment can be improved by positioning
larger-diameter wheels on the outer side. When the
larger-diameter wheels were on the inner side (i.e.,
WDD< 0), the derailment coefficient was relatively
high. When a −1mm WDD was coupled with the
worn wheel profile S3, the peak derailment coeffi-
cient was 0.84, higher than the safety limit of 0.8.

(3) *e derailment coefficient of outer wheels (left
wheels) was higher, and its peak value was 1.91 times
greater than inner wheels.

*e variation pattern of derailment coefficient is
similar to that of wheel/rail lateral force. *is is because
WPW and WDD have a greater effect on wheel/rail lateral
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Figure 12: Lateral wheel/rail contact force. (a) Inner wheel (right wheel). (b) Outer wheel (left wheel).

Table 7: Increase in peak lateral wheel/rail contact force on outer wheels due to profile change from S1 to S3.

WDD −1 (%) −0.8 (%) −0.5 (%) −0.2 (%) 0 (%) 0.2 (%) 0.5 (%) 0.8 (%) 1 (%)
Increase 26.4 22.4 23.6 49.5 52.7 43.5 23.3 30.1 41.8
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force than on wheel/rail vertical force, and derailment
coefficient is the ratio of wheel/rail lateral force to wheel/
rail vertical force.

5.3. Axle Lateral Force. Figure 14 depicts the axle lateral
force for different degrees of WPW coupled with different
WDDs. As shown in the figure,

(1) For a given WDD, with the increase in the degree of
WPW, the axle lateral force increased at a growing
rate. *e increases in axle lateral force due to profile
change from S1 to S3 for different WDDs (−1, −0.8,
−0.5, −0.2, 0, 0.2, 0.5, 0.8, and 1mm) are presented in
Table 9.

(2) It is clear from Figure 14 and Table 9 that as the
WDD changed from -1mm to 1mm (i.e., as the
difference between outer wheel diameter and inner
wheel diameter increased), the magnitude and
growth rate of axle lateral force declined at a de-
creasing rate.*is suggests that when the outer wheel
diameter was larger than the inner wheel diameter,
the growth in axle lateral force due to increased
profile wear was slowed down to some degree. If
inner wheels had a greater diameter, the growth in
axle lateral force would speed up.

(3) When a −1mmWDD was coupled with worn wheel
profile S3, the peak axle lateral force reached
37.51 kN, which approaches the safety limit of
37.75 kN. *is suggests that the vehicle exerted
relatively large lateral forces on the tracks in this case,
which could cause lateral track movement and even
derailment.

Axle lateral force is mainly affected by the wheel/rail
lateral force and also related to the force transferred from the
bogie to the axle. *e analysis results show that the variation
law of axle lateral force is similar to that of wheel/rail lateral
force.

5.4. Wear Index. Elkins’s wear index is calculated by sum-
ming the scalar products of creep force and creepage on all
contact patches.

Figure 15 depicts the wear index for different degrees of
WPW coupled with different WDDs.

*e following can be seen from Figure 15:
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Figure 13: Derailment coefficient. (a) Inner wheel (right wheel). (b) Outer wheel (left wheel).

Table 8: Increase in peak derailment coefficient of outer wheels due to profile change from S1 to S3.

WDD −1 (%) −0.8 (%) −0.5 (%) −0.2 (%) 0 (%) 0.2 (%) 0.5 (%) 0.8 (%) 1 (%)
Increase 86.3 86.6 87.4 87.8 91 76.7 89.7 109.1 125.2
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(1) *e wear index of both the left and right wheels
increased with increasing degree of WPW.*e outer
(left) wheels had a greater wear index, and the peak
wear index was about 1.99 times that of the inner
wheels. Table 10 shows the increase in wear index of
the outer wheels due to profile change from S1 to S3
for different WDDs (−1, −0.8, −0.5, −0.2, 0, 0.2, 0.5,
0.8, and 1mm).

(2) When the larger-diameter wheels were on the outer
side (i.e., WDD> 0), the wear index was relatively
low, indicating that the resistance to wheel wear can
be improved by positioning larger-diameter wheels
on the outer side. When the larger-diameter wheels
were on the inner side (i.e., WDD< 0), the wear
index was relatively high. In the case where a −1mm
WDD was coupled with worn wheel profile S3, the
wear index reached up to 356.78N, indicating ex-
tremely severe wheel/rail wear.

As the degree of WPW increased, the wheel/rail in-
teraction deteriorated and wheel/rail wear increased.
When the inner wheels had a larger diameter than the
outer wheels, the yaw angle and lateral creepage of the
wheelset increased with increasing WDD and wheel/rail
wear increased under the combined action of centrifugal
forces.

6. Conclusions

Wheel profile wear and equivalent in-phase wheel diameter
difference coexist on the studied subway line. *is study
investigated the influence of WPW coupled with WDD on
vehicle dynamics, compared the dynamic responses of outer
and inner wheels, and then analyzed the vehicle’s dynamic
performance for different positions of the larger-diameter
wheels. *e study can lead to the following conclusions:

(1) *e dynamic performance of the vehicle during
running on a straight line can be characterized as
follows:

(i) In the presence ofWPW coupled withWDD, the
vehicle’s ride comfort index decreased as the
absolute value of WDD increased. *is suggests
that WDD can slow down the deterioration of
ride comfort index caused by increasing WPW
and improve the vehicle’s ride comfort to some
extent. However, the coupled damage reduced
the critical speed and undermined hunting sta-
bility. *e critical speed for the worn wheel
profile for 14×104 km was lower than the
maximum allowable speed for running on a
straight line (100 km/h) when WDD was −1,
−0.8, 0.8, and 1mm.

Table 9: Increase in peak axle lateral force on outer wheels due to profile change from S1 to S3.

WDD −1 (%) −0.8 (%) −0.5 (%) −0.2 (%) 0 (%) 0.2 (%) 0.5 (%) 0.8 (%) 1 (%)
Increase 57.4 52.3 49.2 45.5 45.1 43.7 41.7 36.5 26.9
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Figure 15: Wear index. (a) Inner wheel (right wheel). (b) Outer wheel (left wheel).

Table 10: Increase in the wear index of outer wheels due to profile change from S1 to S3.

WDD −1 (%) −0.8 (%) −0.5 (%) −0.2 (%) 0 (%) 0.2 (%) 0.5 (%) 0.8 (%) 1 (%)
Increase 47.9 61.6 70.1 60.6 58.4 66.6 68.9 74.6 67.1
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(ii) Whether the larger-diameter wheels are on the
inner side or outer side had little influence on the
vehicle’s critical speed and ride comfort index.

(2) *e curve negotiation performance of the vehicle has
the following characteristics:

(i) In the presence of WPW coupled with WDD,
the vehicle showed increases in the lateral
wheel/rail contact force, derailment coeffi-
cient, axle lateral force, and wear index and
deterioration of curve negotiation perfor-
mance when the larger-diameter wheels were
on the inner side. When the larger-diameter
wheels were on the outer side, the lateral
wheel/rail contact force, derailment coeffi-
cient, axle lateral force, and wear index de-
clined, indicating that the coupled damage can
improve the vehicle’s dynamic performance if
the outer wheel diameter is larger than inner
wheel diameter.

(ii) In the presence of WPW coupled with WDD,
the outer wheels had significantly greater lateral
wheel/rail contact force, derailment coefficient,
and wear index compared to the inner wheels,
and their peak values were 1.67, 1.91, and 1.99
times greater, respectively, than those on the
inner side.

(iii) When the worn wheel profile for
14×104 kilometers traveled was coupled with
-1mmWDD, the peak lateral wheel/rail contact
force and peak axle lateral force on the outer
side reached up to 38.74 kN and 37.51 kN, re-
spectively, which are close to corresponding
safety limits. *e peak derailment coefficient
was 0.84, higher than the safety limit of 0.8. *e
wear index was as high as 356.78N, indicating
that the wheels were badly worn.

(3) During the maintenance of subway vehicles, the
maintenance personnel should check the coupling of
different types of wheel damage in addition to wheel
damage detection. Moreover, special attention
should be paid to the curve negotiation performance
of outer wheels when the inner wheels have greater
diameters than outer wheels. After the distance
traveled reaches 14×104 km, the personnel should
check whether the lateral wheel/rail contact force,
derailment coefficient, and axle lateral force exceed
the safety limits.
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Compared with dual-mass flywheel (DMF) and DMF with simple-type centrifugal pendulum vibration absorber (CPVA), DMF
with bifilar-type CPVA has a better damping performance in the whole speed range of engine.,e related researchmainly focused
on local models, such as dynamic model of DMF and dynamic model of CPVA, and the effect of the curvature path of CPVA on
the damping performance.,e reported models and methods are not sufficient for the system of DMF coupled with bifilar CPVA.
Aiming at the deficiency of local models and the limitation of bench test, an integral model for DMFwith bifilar CPVA is proposed
and the real vehicle test is carried out in this study. Involving the moment of inertia of the centrifugal pendulum, the model
considers the nonlinearities of DMF and bifilar CPVA. Afterward, the dynamic model of the automobile power transmission
system equipped with the DMF with bifilar-type CPVA is built, and the dynamic responses of the system are investigated under
idling and driving conditions. According to the simulation results, DMF with bifilar-type CPVA shows better vibration reduction
performance in full-speed range. Moreover, the key structural parameters R and l influencing the damping performance of DMF
with bifilar CPVA are discussed.,e results show that the sum of R and l is directly proportional to the damping effect. Finally, real
vehicle tests under idling and driving conditions (engine speed from 750 r/min to 3400 r/min) are carried out.,e test results show
that the 2nd order engine speed fluctuations are attenuated by more than 80% by DMF with bifilar CPVA with engine speed lower
than 2000 r/min and are attenuated by more than 90% with engine speed higher than 2000 r/min. ,e experimental results are
basically consistent with the simulation results, which verify the validity of the model.

1. Introduction

,ere are many sources of vehicle vibrations and noises,
such as the engine, the tire, the transmission, and the road
surface [1], in which the engine contributes the most [2]. In
addition, the vibrations and noises caused by the engine will
further produce transmission vibrations and noises [3].
Global emission regulation requires the automotive man-
ufacturers to develop engines with lower level emissions.,e
development of the turbocharged three-cylinder engine is a
strategy to meet this goal. However, the natural structural
characteristics bring a greater challenge on NVH

performance than the four-cylinder engine [4]. In order to
attenuate the torsional vibrations caused by the engine,
torsional vibration dampers are employed to vehicle power
transmissions.

Palliative devices, such as clutch predampers and dual-
mass flywheel, have been used to mitigate the effect of
transmitted engine torsional oscillations [5]. Equipping a
clutch predamper (CTD) is the traditional way to attenuate
the torsional vibration of the powertrain. However, limited
by the space and the large stiffness of the elastic element, the
damping effect is poor [6]. As a new kind of automobile
torsional damper, DMF (dual-mass flywheel) has the
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functions of the single-mass flywheel and the CTD [7]. With
reasonable mass distribution and torsional stiffness, a DMF
can reduce the natural frequency of the powertrain below the
common speed and thus attenuate the torsional vibrations
under idling and driving conditions [8]. ,e circumferential
long arc spring-type DMF is the most widely used, and the
technology is the most mature [9]. ,e structural charac-
teristics and working principle of DMF determine that the
DMF is suitable for low-speed vibration reduction, but the
damping performance of the DMF in the high-speed region
is decreased [10].

,e natural frequency of the centrifugal pendulum
damper (CPVA) is related to the rotational speed, which
shows excellent damping performance in the whole speed
range and has been widely used in the aviation field [11].,e
centrifugal pendulums have been applied to the large tor-
sional angle clutch and DMF since 2008, which can attenuate
the vibration of the main harmonic excitation of the engine.
Cirelli [11] analyzed the variation law of velocity and ac-
celeration of a parallel and trapezoidal bifilar centrifugal
pendulum from the perspective of kinematics. Accordingly,
a linear dynamic model of bifilar centrifugal pendulum was
developed. Some studies by Li Wei and Long Yan [12]
suggested that the natural frequency of a DMF with CPVA
was proportional to the rotating speed, and the vibration of
engine fire frequencies could be absolutely eliminated the-
oretically by adjusting the parameters of the centrifugal
pendulum. Wu Huwei and Wu Guangqiang [13] found that
the large angular clutch with CPVA could reduce not only
the natural frequency of the vehicle powertrain but also the
torsional vibration amplitude of the engine. Hässler and
Kooy [14] experimentally investigated the damping per-
formance of a DMF and a clutch with CPVA. ,ey dis-
covered that the clutch with CPVA showed a better damping
performance than the DMF in the speed region above
2000 r/min, whereas the result was reversed when the engine
speed was below 2000 r/min. Seong-Young Song [15]
established a linear dynamic model of a clutch with simple
CPVA. ,e model was employed to analyze the dynamic
response, and the results showed that the clutch with CPVA
could attenuate the torsional vibration of vehicle powertrain.
,e experimental results also demonstrated the finding.
Chen Long and Shi Wenku [16] created the simulation
models of DMF, clutch, and DMF with CPVA, and they
found the DMF with CPVA possessed the best damping
performance. Rao and Sujatha [17] proposed the design
strategy to reduce the 1st and 2nd order axial vibrations by
using circular path pendulum absorbers and analytically
solved the equations of motion at the 2nd order. ,e authors
in [18] analyzed the stability of a simple CPVA and a bifilar
CPVA from the perspective of kinematics. ,ey found that
the simple CPVA was prone to instability due to the large
swing angle in the high-speed range, while the bifilar CPVA
showed a better angle constraint and better stability. Shi and
Parker [19] developed an analytical model of CPVA systems
with equally spaced, identical absorbers and investigated the
structure of the modal vibration properties, and then, the
critical speeds and flutter instability of the system were
studied numerically and analytically based on the model.

Marco Cirelli et al. [20] applied the methodology of Desoyer
and Slibar to solve the dynamics of the centrifugal pendulum
with cycloidal and epicycloidal pendulum paths, and the
numerical simulations confirmed the better damping ca-
pabilities of the cycloidal and epicycloidal centrifugal pen-
dula with respect to the classic circular path. Mayet and
Ulbrich [21] proposed a general approach for the design of
tautochronic pendulum vibration absorbers, and themethod
could deal with a large variety of nonbifilar centrifugal vi-
bration absorber designs, which provide application-related
optimal performance and resolve some of the existing design
limitations. ,e authors in [22] provided an analytical proof
of the optimal tuning of centrifugal pendulum vibration
absorbers (CPVAs) to reduce in-plane translational and
rotational vibration for a rotor with N cyclically symmetric
substructures attached to it, and the solutions showed that
the rotor translational vibration at order j was reduced when
one group of CPVAs was tuned to order jN − 1 and the other
was tuned to order jN+1. Pier Paolo Valentin and Marco
Cirelli et al. [23] analyzed a methodology for designing
compliant centrifugal dampers based on the arrangement of
a collection of leaf flexure hinges connecting peripheral
masses. ,e pseudorigid surrogate model was deduced
taking into account second-order kinematic invariants and
Euler–Savary equations, thus providing second-order ap-
proximation of the relative motion.

,e above literatures show that the natural frequency of
the centrifugal pendulum torsional damper is correlated
with the engine speed. In addition, the harmonic order of the
torsional vibration can be tuned when the ratio of l to R is
equal to a certain harmonic order of the engine, in which l is
the distance of the center of mass to the suspension point of
the CPVA and R represents the distance of the connecting
point of the CPVA to the rotating center. It is clear that a
number of the combinations of l and R can meet the above
tuning requirement. ,erefore, whether the different com-
binations of l and R affect the damping performance needs to
be discussed. Both DMF and CPVA show nonlinear dy-
namic characteristics.When they are combined together, the
dynamic model of the whole system should consider their
dynamic characteristics. Since the damping performance
should be observed in the powertrain system, the dynamic
model of the powertrain system equipping the DMF with
CPVA should be developed. Recently, the CPVA and DMF
are usually studied separately. Furthermore, most of the
studies focus on local linear models of the CPVA, and the
studies focusing on the dynamic responses of the powertrain
involving CPVA are rarely mentioned. During the operation
of the CPVA, some literatures [12] suggested that the
moment of inertia could be neglected when modeling CPVA
since the mass was so tiny. Nevertheless, the mass of the
bifilar CPVA can theoretically be designed to be larger than
that of the simple CPVA [18]; hence, the moment of inertia
of the bifilar CPVA cannot be neglected. In the aspect of
model validation, most of the research studies only give
numerical simulation, bench test for local model of a shock
absorber, and low-speed vehicle test.

According to the research results of the above literatures,
there are two main problems that need to be supplemented,
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that is, the dynamic model of DMF with bifilar CPVA and
the model validation. As for the dynamic model of DMF
with bifilar CPVA, there are few published literatures about
DMF and CPVA as an ensemble; in fact, DMF and CPVA
need to be analyzed as an entirety, which means the integral
dynamic model should contain the dynamic models of DMF

and bifilar CPVA. Moreover, the different combinations of l
and R affecting the damping performance must be discussed.
With regard to model validation, numerical simulation,
bench test for local model of a shock absorber, and low-
speed vehicle test were applied to verify the dynamic model
in the above literatures; theoretically, it is more sufficient

Primary flywheel
assembly

Circumferential long
arc spring

Driven plate

Bifilar-type CPVA
Secondary flywheel assembly

Figure 1: Schematic diagram of the DMF with bifilar CPVA.
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Figure 2: Simplified model of the bifilar CPVA.O: rotary center of the secondary flywheel; A: equivalent connection point of the CPVA;M:
center of mass of CPVA; α: rotation angle of the secondary flywheel; ϕ: the swing angle of the CPVA relative to the secondary flywheel; R:
distance between the equivalent connecting point of the CPVA and the rotary center of secondary flywheel; l: distance from the equivalent
connecting point of the CPVA to its centroid; F: centrifugal force of the CPVA; d: force arm of centrifugal force; r: distance from the centroid
of the CPVA to point; m: mass of the bifilar CPVA.
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that the real vehicle experiment covering full working speed
of engine as far as possible is used to verify the effectiveness
of the model.

,e objective of this study is to establish the integral
dynamic model of the powertrain matching DMF with bi-
filar CPVA and consummate the model validation. Firstly, a
nonlinear integral dynamic model involving the moment of
inertia of the CPVA, the nonlinearity of bifilar CPVA, and
the nonlinearity of DMF is developed. ,en, the model is
used in modeling the automobile power transmission sys-
tem. Additionally, the damping performance of the DMF
with bifilar CPVA is theoretically investigated, and the in-
fluence of different combinations of R and l on the damping
performance is discussed. Finally, the model is validated by
real vehicle tests covering the full working speed range of
engine (from 750r/min to 3400r/min).

2. Linear Dynamic Model of Secondary
Flywheel with a Bifilar CPVA

A basic DMF consists of two separated flywheel assemblies
connected by a spring-damping damper, as shown in Fig-
ure 1. ,e primary flywheel assembly mainly includes a
starting gear ring, a signal ring, a cover, and a primary
flywheel.,e secondary flywheel assembly mainly comprises
a driven plate, a seal disc, and a secondary flywheel. ,e
primary assembly is connected to the engine crankshaft, and
the secondary assembly is connected to the clutch. ,us,
power from the engine can be initially transmitted to the
primary assembly and then to the secondary assembly by
compressing the arc springs through the driven plate. Fi-
nally, the power reaches the power transmission leading to
car driving. As shown in Figure 1, on the basis of the
structure of the DMF, the bilifar CPVAs are symmetrically
installed on the driven plate in circumferential direction.

With reference to Figure 2, the dynamic equations for
the bifilar-type CPVA have been deduced as follows:

aAτ � R€a, (1)

aAn � R _a
2
, (2)

aMτ � l(€a + €ϕ), (3)

aMn � l( _a + _ϕ)
2
, (4)

where aAτ and aMτ denote the tangential acceleration of A
andM relative to A, respectively, and aAn and aMn represent
the normal acceleration of A and M relative to A,
respectively.

,e absolute tangential acceleration of M · a0
Mτ can be

expressed as follows [18, 19]:

a
0
Mτ � aMτ + aAτ cos(ϕ) + aAn sin(ϕ). (5)

Combining equations (1), (2), (3), and (4) with equation
(5), a0

Mτ can be rewritten as

a
0
Mτ � l(€a + €ϕ) + R€a cos(ϕ) + R _a

2 sin(ϕ). (6)
,us, the equation of motion of the bilifar CPVA can be

given by

Primary flywheel assembly Secondary flywheel assembly

Bifilar-type CPVA

K

β
α

ϕ
T

z (γ, γ).

Ca

Figure 3: Dynamic model of the DMF with a bifilar-type CPVA.
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Figure 4: Torsional vibration model of power transmission under
the idling condition.
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Figure 5: Torsional vibration model of power transmission under
the driving condition.
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m l(€a + €ϕ) + R€a cos(ϕ) + R _a
2 sin(ϕ)􏼐 􏼑 � mg sin(ϕ). (7)

Because the secondary flywheel rotary speed is ap-
proximately equal to the engine rotary speed, that is,
Rα2≫g, then equation (7) can be reduced as

l€ϕ +(l + R cos(ϕ))€a + R _a
2 sin(ϕ) � 0. (8)

Assume that the average rotary speed of the secondary
flywheel is μ. Suppose that the amplitude and frequency of

the rotary speed fluctuation of the secondary flywheel are A0
and ω, respectively. ,e rotation angle of the secondary
flywheel is expressed as

a � μt + A0 sin(ωt). (9)

Assuming that A0 and Φ are tiny, then _α ≈ μ, sin(ϕ) ≈ ϕ
andcos(ϕ) ≈ 1; equation (8) can be obtained as

€ϕ +
R

1
μ2ϕ

(1 + R)

1
A0ω

2 sin(ωt). (10)

Table 1: Structural parameters of the power transmission.

Names of elements Inertia Value of inertia
(Kg∙m2)

Torsional
stiffness Value of torsional stiffness (N∙m/rad)

Driven part of rubber
damper J1 4.795E − 3 K1 14320

Driving part of rubber
damper J2 2.038E − 3 K2 74636

Accessories J3 9.74E − 5 K3 356181
Cylinder 1 J4 4.715E − 3 K4 358936
Cylinder 2 J5 4.712E − 3 K5 361005
Cylinder 3 J6 4.712E − 3 K6 359750
Cylinder 4 J7 4.69E − 3 K7 1872000

Primary flywheel assembly J8 0.075 K′8
165 (under idling condition); 750 (under driving

condition)
Secondary flywheel assembly J9 0.0125 K9 99213
Input shaft of gearbox J10 7.312E − 3 K10 48650
Transmission shaft system J11 0.02684

Table 2: Model parameters of the DMF with the bifilar CPVA.

Names of elements Value Unit Remark
R 76 mm
l 19 mm
m 1 Kg
I 0.004 Kg.m2

Ca 0.1 N∙m/(rad/s)
Cs 0.1 N∙m/(rad/s)
μ − 0.1022 Null
λ 0.59185 Null
η 5.1488 Null

b
0.24975 Null Engine speed< 1000 r/min
0.4002 Null 1000 r/min≤ engine speed<2000 r/min
0.49455 Null Engine speed≥ 2000 r/min

C 2.85 Null

Table 3: Simulation algorithm.

Algorithm
Step 1: identify parameters of the Bouc–Wen model (μ, λ, η, b, c) from equation (27) based on test data and then obtain Z(c, _c)

Step 2: prepare parameters in Tables 1 and 2, engine speed ωe, and excitation torque T1, T2, T3, T4

Step 3: construct the vector Y of state variables of the system Y �

α1
_α1
⋮
ϕ
_ϕ
⋮
α11
_α11

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Step 4: establish the system state equation from equations (45) and (46)
Step 5: use Runge–Kutta algorithm to solve the system state equation in Matlab software platform
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,e steady-state solution of equation (10) is expressed as

€ϕ �
R + l

Rμ2 − lω2A0ω
2 sin(ωt) � −

R + l

Rμ2 − lω2 €a . (11)

Also, the natural frequency of the bifilar CPVA ωn can be
given by

ωn � μ
��
R

l

􏽲

. (12)

Referring to Figure 2, the centrifugal torque Tacting on the
secondary flywheel by the bifilar CPVA can be described as

T � m( _a + _ϕ)
2
r d, (13)

where

r �

��������������������

R
2

+ l
2

− 2Rl cos(π − ϕ)

􏽱

. (14)

d � R sin(ϕ). (15)

Let sin(ϕ) ≈ ϕ, cos(ϕ) ≈ 1, _α ≈ μ, μ≫ _ϕ, _α≫ _ϕ, then
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Figure 13: Spectra of J8 and J10 at 1000 r/min of engine speed: (a) spectrum of J8 and (b) spectrum of J10 of DMF; (c) spectrum of J10 of DMF with
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Figure 14: Spectra of J8 and J10 at 1500 r/min of engine speed: (a)spectrum of J8 and (b) spectrum of J10 of DMF; (c) spectrum of J10 of DMF
with simple CPVA; (d) spectrum of J10 of DMF with bifilar CPVA.
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Figure 15: Continued.
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Figure 15: Spectra of J8 and J10 at 2000 r/min of engine speed: (a) spectrum of J8 and (b) spectrum of J10 of DMF; (c) spectrum of J10 of DMF
with simple CPVA; (d) spectrum of J10 of DMF with bifilar CPVA.
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Figure 16: Spectra of J8 and J10 at 2500 r/min of engine speed: (a) spectrum of J8 and (b) spectrum of J10 of DMF; (c) spectrum of J10 of DMF
with simple CPVA; (d) spectrum of J10 of DMF with bifilar CPVA.
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T � m(R + l)μ2Rϕ. (16)

By substituting equation (11) into equation (16), we can
get

T � −
m(R + l)

2

1 − (ω/μ)2(l/R)
€α. (17)

According to equation (17), the equivalent moment of
inertia of the bifilar CPVA Je is shown as

Je � −
m(R + l)

2

1 − (ω/μ)2(l/R)
. (18)

Let the excitation harmonic order of the engine be ε, then

ω
μ

� ε. (19)

If

1 −
ω
μ

􏼠 􏼡

2
l

R
� 0, (20)

then Je �∞. In this case, ε meets the following condition:

ε �

��
R

l

􏽲

. (21)

Based on the above discussion, the natural frequency of
the bifilar CPVA is related to the engine speed, which
means that the bifilar CPVA can attenuate the torsional
vibration in full speed range of engine. When

�����
(R/l)

􏽰
is

equal to ε by adjusting the ratio of R and l, the bifilar CPVA
is equivalent to a flywheel with infinite moment of inertia;
that is, the εth harmonic-order torque fluctuation from the
engine can be theoretically eliminated completely by the
bifilar CPVA.

3. Nonlinear Dynamic Model of DMF with a
Bifilar CPVA

3.1. Nonlinear Dynamic Model of DMF. ,e mechanical
model of the DMF with a bifilar CPVA is shown in Figure 3,
in which the moment of inertia and the angular displace-
ment of the primary flywheel assembly are Jp and ß, re-
spectively; the moment of inertia and the angular
displacement of the secondary flywheel assembly are Js and
α, respectively; themoment of inertia of the bifilar CPVA is I;
the torsional stiffness of the DMF is K; and the damping
coefficient of the bifilar CPVA is Ca.

During the operation of the DMF, the friction between
the spring and slide contains Coulomb friction and viscous
friction, which characterizes hysteresis nonlinearity [10].
,e author of this paper has created the nonlinear dynamic
model of the DMF [24], in which the improved Bouc–Wen
model was used to describe the nonlinear hysteresis torque.
,e dynamic equations of the DMF have been deduced as
follows:

Jp 0

0 Js

􏼢 􏼣
€β

€α
⎡⎣ ⎤⎦ +

K − K

− K K
􏼢 􏼣

β

α
􏼢 􏼣 +

Z(c, _c)

− Z(c, _c)
􏼢 􏼣 �

T

0
􏼢 􏼣,

(22)

c(t) � β(t) − α(t), (23)

Z(c, _c) � Zr d( _c) + Zbw(c, _c), (24)

Zr d( _c) � Cs · | _c|
b

· sign( _c), (25)

Z
·
bw(c, _c) � η · _c(t) − λ · | _c(t)| · Zbw(c, _c)

· Zbw(c, _c)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
c− 1

− μ · _c(t) · Zbw(c, _c)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
c
,

(26)

where μ, λ, η, c, and b are the Bouc–Wen model parameters
to be determined,Z(c, _c) is the frictional torque in the DMF,
and T is the input torque of the primary flywheel assembly.
On the basis of the model, Z(c, _c) can be given by

Z(c, _c) �
1
2

T − Jp · €β + Js · €α􏼐 􏼑 − K(β − α). (27)

,us, the parameters of the Bouc–Wen model can be
identified based on the dynamic test data, and the identi-
fication method has been described in the literature [20].

3.2. NonlinearDynamicModel of theDMFwith Bifilar CPVA.
Referring to Figure 2, the coordinates of M(xM, yM) are
expressed as

xM � R cos(α) + l cos(α + ϕ), (28)

yM � R sin(α) + l sin(α + ϕ). (29)

,en,

_xM � R _α sin(α) − l( _α + _ϕ)sin(α + ϕ), (30)

_yM � R _α cos(α) + l( _α + _ϕ)cos(α + ϕ). (31)

,us, the velocity of M can be obtained from the fol-
lowing equation:

vM

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

� _xM( 􏼁
2

+ _yM( 􏼁
2

� R
2

_α2 + 2Rl _α( _α + _ϕ)cos(ϕ) + l
2
( _ϕ + _α)

2
.

(32)

,e kinetic energy U of the DMF with the bifilar CPVA
can be written as

U �
1
2
Jpβ

2
+
1
2

Js + I( 􏼁 _α2 +
1
2

m vM

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

�
1
2
Jpβ

2
+
1
2

(J + I) _α2 +
1
2

mR
2

_α2

+ mRl _α( _α + _ϕ)cos(ϕ) +
1
2

ml
2
( _ϕ + _α)

2
.

(33)

Since the gravitational potential energy of the system is
too small compared with the elastic potential energy, the
potential energy V can be given by
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Figure 17: Spectra of J8 and J10 at 3000 r/min of engine speed: (a) spectrum of J8 and (b) spectrum of J10 of DMF; (c) spectrum of J10 of DMF
with simple CPVA; (d) spectrum of J10 of DMF with bifilar CPVA.

Table 4: ,e overall angular acceleration amplitudes corresponding to different rotational speeds.

Engine speed (r/min) J8 (rad/s2) DMF J10 (rad/s2) DMF with simple CPVA J10 (rad/s2) DMF with bifilar CPVA (rad/s2)
800 210.0 90.00 53.00 30
1000 1350 800.0 495.0 152.0
1500 1065 250.0 165.0 80.00
2000 1030 115.00 92.00 31.00
2500 1030 95.00 85.00 23.00
3000 1030 96.00 85.00 21.00

Table 5: ,e 2nd order angular acceleration amplitudes corresponding to different rotational speeds.

Engine speed (r/min) J8 (rad/s2) DMF J10(rad/s2) DMF with simple CPVA J10 (rad/s2) DMF with bifilar CPVA (rad/s2)
800 170 70.00 42.00 26
1000 1100 600.0 465.0 80.0
1500 980 175.0 150.0 35.00
2000 950 50.00 50.00 12.00
2500 960 36.00 37.00 8.00
3000 930 37.00 37.00 7.00
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V �
1
2

k(β − α)
2
. (34)

,en, the Lagrangian L of the system is described as

L � U − V �
1
2
Jp

_β
2

+
1
2

Js + I( 􏼁 _α2 +
1
2

mR
2

_α2

mRl _α( _α + _ϕ)cos(ϕ) +
1
2

ml
2
( _ϕ + _α)

2
−
1
2

k(β − α)
2
.

(35)

For the primary flywheel assembly, the generalized force
M1 is given by

M1 � T − Z(c, _c). (36)

For the secondary flywheel assembly, the generalized
force M2 is described as

M2 � Z(c, _c). (37)

For the bifilar CPVA, the generalized force M3 is shown
as

M3 � − Ca
_ϕ. (38)

Using Lagrangian mechanics, the Lagrangian equations
of motion are expressed as

R1

R2

Figure 18: Structure diagram of the driven plate.
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Figure 19: Variation in angular acceleration amplitude of J10 withR+ l.

Rotating
speed sensor

#2

Rotating
speed sensor

#1

DMF with
bifilar CPVA

Gearbox

Figure 20: Sensors layout of real vehicle test.
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789

Figure 21: Schematic diagram of electromagnetic rotating speed
sensors arrangement. 1, engine; 2, the no. 1 sensor; 3, Siemens data
acquisition instrument; 4, the no. 2 sensor; 5, CVT gearbox; 6,
transmission shaft; 7, the signal gear on the input shaft of the
gearbox; 8, DMF; 9, the signal gear on the primary flywheel.
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d

dt

zL

z _β
􏼠 􏼡 −

zL

zβ
� M1, (39)

d

dt

zL

z _α
􏼠 􏼡 −

zL

zα
� M2, (40)

d

dt

zL

z _ϕ
􏼠 􏼡 −

zL

zϕ
� M3. (41)

Substituting equation (35) into equations (39), (40), and
(41), the nonlinear dynamic model of the DMF with bifilar
CPVA can be obtained as

Jp
€β + K(β − α) � T − Z(c, _c), (42)

Js + m l
2

+ R
2

􏼐 􏼑 + 2mRl cos(ϕ) + I􏼐 􏼑€α

+ m l
2

+ Rl cos(ϕ)􏼐 􏼑€ϕ − mRl sin(ϕ) _ϕ
2

− 2mRl sin(ϕ) _α _ϕ + k(α − β) � Z(c, _c),

(43)

m l
2

+ Rl cos(ϕ)􏼐 􏼑€α + ml
2€ϕ + mRl sin(ϕ) _ϕ2 � − Ca

_ϕ.

(44)

3.3. Dynamic Model of Power Transmission System.
Referring to the structural parameters of a certain vehicle
with a four-cylinder and four-stroke engine, the torsional
vibration models of 10 degrees of freedom and 11 degrees of
freedom of the power transmission system with the DMF
with bifilar CPVA are developed, respectively, under idling
and driving conditions, as depicted in Figures 4 and 5 .

In Figures 4 and 5, Ji is the moment of inertia of each
rotating element of the vehicle powertrain, Ki is the torsional
stiffness of each elastic element, and Ca is the viscous
damping coefficient between the bifilar CPVA and the
secondary flywheel assembly. ,e specific meanings and
values of these parameters are listed in Tables 1 and 2 . ,e
equations of motion of the power transmission system are
deduced as follows:

Figure 22: Digital acquisition hardware inside the car.

(a) (b)

Figure 23: Measurement tracking setting: (a) tracking setting of rotating speed signal channel of the primary flywheel; (b) tracking setting of
rotating speed signal channel of the input shaft of the gearbox.
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Figure 25: Measurement channels setting.

(a) (b)

Figure 24: Acquisition setup: (a) acquisition setting of rotating speed signal channel of the primary flywheel; (b) acquisition setting of
rotating speed signal channel of the input shaft of the gearbox.
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Figure 26: ,e speed curves of the primary flywheel and the input shaft of the gearbox matching the DMF under the idling condition.
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Figure 28:,e 2nd order angular acceleration curves of the primary
flywheel and the input shaft of the gearbox matching the DMF
under the idling condition.

Table 6: Angular acceleration amplitudes under the idling con-
dition for the powertrain with the DMF.

Items J8 (rad/s2) J10(rad/s2)
,e overall angular acceleration 550 260
,e 2nd order angular acceleration 280 140
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Figure 27: ,e overall angular acceleration curves of the primary
flywheel and the input shaft of the gearbox matching the DMF
under the idling condition.
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Figure 29: ,e rotary speed curves of the primary flywheel and the
input shaft of the gearboxmatching the DMFwith the bifilar CPVA
under the idling condition.
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Figure 30: ,e overall angular acceleration curves of the primary
flywheel and the input shaft of the gearbox matching the DMF with
the bifilar CPVA under the idling condition.
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J1€α1 + k1 α1 − α2( 􏼁 � 0

J2€α2 − k1 α1 − α2( 􏼁 + k2 α2 − α3( 􏼁 � 0

J3€α3 − k2 α2 − α3( 􏼁 + k3 α3 − α4( 􏼁 � 0

J4€α4 − k3 α3 − α4( 􏼁 + k4 α4 − α5( 􏼁 � T1

J5€α5 − k4 α4 − α5( 􏼁 + k5 α5 − α6( 􏼁 � T2

J6€α6 − k5 α5 − α6( 􏼁 + k6 α6 − α7( 􏼁 � T3

J7€α7 − k6 α6 − α7( 􏼁 + k7 α7 − α8( 􏼁 � T4

J8€α8 − k7 α7 − α8( 􏼁 + k8 α8 − α9( 􏼁 � − Z(c, _c)

J9 + I + m l
2

+ R
2

􏼐 􏼑 + 2mRl cos(ϕ)α9 + ml
2

+ mRl cos(€ϕ)􏼐 􏼑€ϕ − mRl sin(ϕ) _ϕ2

− 2mRl sin(ϕ) _α9 _ϕ + k8 α9 − α8( 􏼁 + k9 α9 − α10( 􏼁 � Z(c, _c)

ml
2

+ mRl cos(ϕ)􏼐 􏼑€α9 + ml
2€ϕ + mRl sin(ϕ) _α29 � − Ca

_ϕ

J10€α10 − k9 α9 − α10( 􏼁 � 0,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(45)

J1€α1 + k1 α1 − α2( 􏼁 � 0
J2€α2 − k1 α1 − α2( 􏼁 + k2 α2 − α3( 􏼁 � 0
J3€α3 − k2 α2 − α3( 􏼁 + k3 α3 − α4( 􏼁 � 0
J4€α4 − k3 α3 − α4( 􏼁 + k4 α4 − α5( 􏼁 � T1

J5€α5 − k4 α4 − α5( 􏼁 + k5 α5 − α6( 􏼁 � T2

J6€α6 − k5 α5 − α6( 􏼁 + k6 α6 − α7( 􏼁 � T3

J7€α7 − k6 α6 − α7( 􏼁 + k7 α7 − α8( 􏼁 � T4

J8€α8 − k7 α7 − α8( 􏼁 + k8 α8 − α9( 􏼁 � − Z(c, _c)

J9 + I + m l
2

+ R
2

􏼐 􏼑 + 2mRl cos(ϕ)α9 + ml
2

+ mRl cos(€ϕ)􏼐 􏼑€ϕ − mRl sin(ϕ) _ϕ2

− 2mRl sin(ϕ) _α9 _ϕ + k8 α9 − α8( 􏼁 + k9 α9 − α10( 􏼁 � Z(c, _c)

ml
2

+ mRl cos(ϕ)􏼐 􏼑€α9 + ml
2€ϕ + mRl sin(ϕ) _α29 � − Ca

_ϕ

J10€α10 − k9 α9 − α10( 􏼁 + k10 α10 − α11( 􏼁 � 0
J11€α11 − k10 α10 − α11( 􏼁 � 0,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(46)

where αi is the angular displacement of each rotating ele-
ment, ϕ is the swing angle of the bifilar CPVA, and Ti is the
excitation torque acting on the crankshaft.

4. Simulation Analysis

,e parameters of the dynamic models of the power
transmission system with the DMF of the bifilar CPVA are
listed in Tables 1 and 2, which are from the vehicle man-
ufacturer Dongfeng Xiaokang Automobile Co. Ltd.

,e algorithm to solve the equations of motion and
simulate the dynamic behaviors is summarized in Table 3.
,e purpose of the simulation is to compare the damping
performance of the DMF with bifilar CPVA, the DMF with
simple CPVA, and the DMF under idling and driving
conditions. ,e amplitude of the angular acceleration of the
input shaft of the gearbox (J10) is used as an index to predict
the damping performance [1]. ,e dynamic model of the

simple CPVA engaged in the simulation is referred to the
literatures [12, 18, 19].

In the following simulation analysis, all acceleration
amplitudes refer to the half of the peak-to-peak amplitudes.
In addition, we cannot obtain the actual excitation torque
values of the engine from the engine manufacturer, and the
excitation torque values in the following simulation under
idling and driving conditions are set by the way of
estimation.

4.1.DynamicResponse under the IdlingCondition. Under the
idling condition, the engine speed commonly is around
800 r/min and thus ωe � 800 r/min. Simultaneously, the
vehicle is equipped with a four-cylinder and four-stroke
engine; accordingly, the main harmonic-order ε of the ex-
citation from the engine is 2. In addition, the ignition se-
quence of the engine is 1, 3, 4, and 2. ,erefore, the
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Table 7: Angular acceleration amplitudes under the idling con-
dition of the powertrain matching the DMF with the bifilar CPVA.

Items J8 (rad/s2) J10 (rad/s2)
,e overall angular acceleration 510 150
,e 2nd order angular acceleration 270 65
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Figure 32: ,e rotary speed curves of the primary flywheel and the
input shaft of the gearbox matching the DMFwith the bifilar CPVA
under driving conditions.
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Figure 33: ,e overall angular acceleration curves of the primary
flywheel and the input shaft of the gearbox matching the DMF with
the bifilar CPVA under driving conditions.
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Figure 31:,e 2nd order angular acceleration curves of the primary
flywheel and the input shaft of the gearbox matching the DMF with
the bifilar CPVA under the idling condition.
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Figure 34: ,e 2nd order angular acceleration curve of the primary
flywheel matching with the bifilar CPVA under driving conditions.
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under driving conditions.
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excitation torques T1, T2, T3, and T4 are expressed as follows,
where Te � 5N · m:

T1 � Te sin ε · ωe · 2π/60( 􏼁 · t( 􏼁

T2 � Te sin ε · ωe · 2π/60( 􏼁 · t + 4π( 􏼁

T3 � Te sin ε · ωe · 2π/60( 􏼁 · t + π( 􏼁

T4 � Te sin ε · ωe · 2π/60( 􏼁 · t + 3π( 􏼁.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(47)

According to the parameters (Table 3), the simulation
algorithm is carried out and the angular accelerations are
obtained, as shown in Figure 6, where the blue curve rep-
resents the angular acceleration of the primary flywheel
assembly J8, the green curve represents the angular accel-
eration of the input shaft of the gearbox J10 with the DMF,
the red curve represents the angular acceleration of the input
shaft of the gearbox J10 with the DMFwith the simple CPVA,
and the black curve represents the angular acceleration of the
input shaft of the gearbox J10 with the DMF with the bifilar
CPVA.

In the steady-state region, the overall angular accel-
eration amplitude of J8 is 210 rad/s2, the overall angular
acceleration amplitude of J10 of DMF is 90 rad/s2, the
overall angular acceleration amplitude of J10 of DMF with
simple CPVA is 53 rad/s2, and the overall angular accel-
eration amplitude of J10 of DMF with bifilar CPVA is
30 rad/s2. In order to get a better view of the angular
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Figure 36: ,e rotary speed curves of the primary flywheel and the
input shaft of the gearbox matching the DMF under driving
conditions.

Table 8: ,e 2nd order angular acceleration amplitudes under the driving condition for the powertrain matching the DMF with the bifilar
CPVA.

Engine speed (r/min) J8 (rad/s2) J10 (rad/s2)
1000 1300 240
1500 1170 225
2000 1055 152
2500 1020 90
3000 1060 93
3400 1040 83
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Figure 37: ,e overall angular acceleration curves of the primary
flywheel and the input shaft of the gearbox matching the DMF
under driving conditions.
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Figure 38: ,e 2nd order angular acceleration curve of the primary
flywheel matching without the CPVA under driving conditions.
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acceleration, the FFT of the acceleration signals has been
plotted (see Figure 7).

4.2. Simulation under the Driving Condition. Under the
driving condition, the simulations are carried out at five
different speeds, that is, ωe � 1000 r/min, ωe � 1500 r/min,
ωe � 2000 r/min, ωe � 2500 r/min, and ωe � 3000 r/min. ,e
excitation torques T1, T2, T3, and T4 are expressed as
equation (47), where Te � 25N m and ε � 2 ,e time-do-
main dynamic response results are shown in Figures 8–12 ,
respectively, where the blue curve represents the angular
acceleration of the primary flywheel assembly J8, the green
curve represents the angular acceleration of the input shaft
of the gearbox J10 with the DMF, the red curve represents the
angular acceleration of the input shaft of the gearbox J10 with
the DMF with the simple CPVA, and the black curve
represents the angular acceleration of the input shaft of the
gearbox J10 with the DMF with the bifilar CPVA. ,e FFT
results of the acceleration signals are plotted in
Figures 13–17 .

Under the working condition of engine speed
(1000 rpm), the overall angular acceleration amplitude of J8
is 1350 rad/s2, the overall angular acceleration amplitude of
J10 of DMF is 800 rad/s2, the overall angular acceleration
amplitude of J10 of DMF with simple CPVA is 495 rad/s2,
and the overall angular acceleration amplitude of J10 of DMF

with bifilar CPVA is 152 rad/s2. ,e FFT of the acceleration
signals is obtained in Figure 13.

Under the working condition of engine speed
(1500 rpm), the overall angular acceleration amplitude of J8
is 1065 rad/s2, the overall angular acceleration amplitude of
J10 of DMF is 250 rad/s2, the overall angular acceleration
amplitude of J10 of DMF with simple CPVA is 165 rad/s2,
and the overall angular acceleration amplitude of J10 of DMF
with bifilar CPVA is 80 rad/s2. ,e FFT of the acceleration
signals is been shown in Figure 14.

Under the working condition of engine speed
(2000 rpm), the overall angular acceleration amplitude of J8
is 1030 rad/s2, the overall angular acceleration amplitude of
J10 of DMF is 115 rad/s2, the overall angular acceleration
amplitude of J10 of DMF with simple CPVA is 92 rad/s2, and
the overall angular acceleration amplitude of J10 of DMF
with bifilar CPVA is 31 rad/s2. ,e FFT of the acceleration
signals is given in Figure 15.

Under the working condition of engine speed
(2500 rpm), the overall angular acceleration amplitude of J8
is 1030 rad/s2, the overall angular acceleration amplitude of
J10 of DMF is 95 rad/s2, the overall angular acceleration
amplitude of J10 of DMF with simple CPVA is 85 rad/s2, and
the overall angular acceleration amplitude of J10 of DMF
with bifilar CPVA is 23 rad/s2. ,e FFT of the acceleration
signals is plotted as Figure 16.

Under the working condition of engine speed
(3000 rpm), the overall angular acceleration amplitude of J8
is 1030 rad/s2, the overall angular acceleration amplitude of
J10 of DMF is 96 rad/s2, the overall angular acceleration
amplitude of J10 of DMF with simple CPVA is 85 rad/s2, and
the overall angular acceleration amplitude of J10 of DMF
with bifilar CPVA is 21 rad/s2. ,e FFT of the acceleration
signals is plotted as Figure 17.

4.3. Analysis of Simulation Results. Considering the simu-
lation results of different speed conditions, the overall an-
gular acceleration amplitudes of J8 and J10, which are the
total dynamic responses of the power transmission system,
are listed in Table 4 based on the simulation results. In the
light of the FFT results, the 2nd order angular acceleration
amplitudes of J8 and J10 are summarized in Table 5 for engine
speed 800 rpm, 1000 rpm, 1500 rpm, 2000 rpm, 2500 rpm,
and 3000 rpm, and the 2nd order harmonic frequencies are
26.7Hz, 33.3Hz, 50Hz, 66.7Hz, 83.3Hz, and 100Hz,
respectively.

,e simulation results both in the idling and driving
conditions show that the DMF with the bifilar CPVA
shows best effect on the attenuation of engine speed
fluctuation in a speed range of 800 to 3000 r/min. When
the engine speed is lower than 1500 r/min, the effect of the
DMF with simple CPVA on the attenuation of engine
speed fluctuation is better than that of the DMF; however,
the damping effect is basically the same as the DMF when
the engine speed is higher than 1500 r/min. Furthermore,
since the square root of the ratio of R and l from Table 2 is
equal to 2, the 2nd harmonic-order excitation of the
engine could be attenuated completely according to
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Figure 39: ,e 2nd order angular acceleration curve of the input
shaft of the gearbox matching the DMF under driving conditions.

Table 9: ,e 2nd order angular acceleration amplitudes under the
driving condition for the powertrain matching the DMF.

Engine speed (r/min) J8 (rad/s2) J10 (rad/s2)
1000 1240 475
1500 1380 550
2000 1240 350
2500 1230 350
3000 1180 375
3400 1130 360
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equation (21). However, the simulation results demon-
strate that the 2nd harmonic-order excitation is not
completely eliminated, which is attenuated by more than
90%.

To summarize, the DMF with the bifilar CPVA shows
the best damping effect in the whole speed range. Fur-
thermore, in the low-speed region, the vibration re-
duction effect of the DMF with simple CPVA is better
than that of the DMF, whereas they show the same
damping performance in the high-speed region. In ad-
dition, the εth harmonic-order excitation from the engine

cannot be attenuated completely but can be attenuated by
more than 90% when the square root of the ratio of R and
l is equal to ε.

5. Discussion on the Influence of R and l on
Damping Performance

,e linear dynamic model of the bifilar CPVA suggests that
the εth harmonic-order excitation from the engine can
theoretically be eliminated completely on the condition that
the R and l of the bifilar CPVA satisfy equation (21). Al-

Table 10: Attenuation rate of the angular acceleration under the idling condition.

Damper Attenuation rate of the overall angular acceleration
(%)

Attenuation rate of the 2nd order angular acceleration
(%)

DMF 53 50
DMF with bifilar
CPVA 70.5 76

Table 11: Attenuation rate of the 2nd order angular acceleration under the driving condition.

Condition DMF attenuation rate of the 2nd order angular
acceleration (%)

DMF with the bifilar CPVA attenuation rate of the 2nd order angular
acceleration (%)

1000
r/min 62 82.5

1500
r/min 60 80.8

2000
r/min 71 85.6

2500
r/min 71 91.1

3000
r/min 68 91.2

3400
r/min 68 92
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Figure 40: Comparison of the 2nd order angular acceleration amplitudes of J10 in the input shaft of the gearbox in the test.
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though the simulation results demonstrate that the DMF
with bifilar CPVA does not achieve the theoretical damping
performance with R and l satisfying equation (21), and its
damping effect on the torsional vibration from the engine is
still excellent, which indicates that the ratio of R to l sat-
isfying equation (21) has significant influence on the vi-
bration reduction effect of the DMF with bifilar CPVA.
Indeed, in the case, there are many combinations of R and l.

Since the bifilar CPVA is installed on the driven plate of
the DMF (Figure 18), the size of R and l of the bifilar CPVA is
limited by the size of the driven plate. Let the inner and outer
diameters of the driven plate be, respectively, R1 and R2, then

0.5R1 ≤R≤ 0.5R2. (48)

With reference to equation (21), the relationship be-
tween R and l satisfies

R

l
� ε2. (49)

,us,

1 + ε2

2ε2
R1 ≤R + l≤

1 + ε2

2ε2
R2. (50)

,e constraint conditions of the system are shown in
equation (50), the design variable of the system is R+ l, and
then, the objective function of the system is given by

f €α10( 􏼁 � minf _α1 . . . _α11, α1 . . . α11, _ϕ,ϕ􏼐 􏼑, (51)

where f( _α1 . . . _α11, α1 . . . α11, _ϕ, ϕ) is the system state
equation from equations (45) and (46): R1 � 132mm and
R2 �154mm.

For the four-cylinder and four-stroke engine, ε is equal
to 2. Based on the above model, the angular acceleration
amplitude of J10 varying with the structural parameter R+ l
of the bifilar CPVA can be plotted in Figure 19 by using
Newton’s method.

,e result shows that, under the above constraints, the
amplitude of the angular acceleration of J10 is inversely
proportional to R+ l; that is, the damping effect of the DMF
with the bifilar CPVA is directly proportional to R+ l.

6. Real Vehicle Tests

In this section, the real vehicle tests are carried out for
power transmissions matching the DMF with the bifilar
CPVA and the DMF. ,e test vehicle is a Fengguang series
SUV of Dongfeng Xiaokang automobile company. As for
the test vehicle, the maximum torque and the maximum
speed of the four-cylinder and four-stroke engine are
220Nm and 6000 r/min, respectively, which is equipped
with a CVTfrom Aisin Seiki Company. Figure 20 shows the
sensor layout on the power transmission. Two electro-
magnetic rotating speed sensors, in which the model
number is ONOSOKKI-MP-910, are mounted on the
housing of the gearbox, where the no. 1 sensor is pointed to
the signal gear on the primary flywheel and the no. 2 sensor
is pointed to the signal gear on the input shaft of the
gearbox, and the arrangement details of these two sensors
are shown in Figure 21. It should be noted that there was no
signal gear on the input shaft of the gearbox. In order to test
the rotational speed of the input shaft, a signal gear was
processed and installed on the input shaft of the gearbox.
,e signals of rotating speed are acquired by Siemens data
acquisition instrument (Figure 22), of which the type is
LMS SCADAS302VB.

During the tests, the rotating speed signals of the
output shaft of the engine and the input shaft of the
gearbox are tested under the idling and driving condi-
tions, and the angular acceleration signals can be obtained
by derivative of speed signals to time. ,e rotating speed
signals of the electromagnetic rotating speed sensor are
similar to the sinusoidal wave. Let the rotating speed of the
gear be ω (r/min), the number of teeth of the gear be zg,
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Figure 41: Comparison of the 2nd order angular acceleration amplitudes of J10 in the input shaft of the gearbox in the simulation.
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and the frequency of the signals be f(Hz), then ω will be
ω� 60 ∗ f/zg. Meanwhile, the collected data were pro-
cessed by Siemens LMS Test.Lab 14A, and then, tracking
settings for two signal channels are shown in Figure 23,
where the number of teeth of the signal gear on the
primary flywheel is 133 and the number of teeth of the
signal gear on the input shaft of the gearbox is 60. ,e
acquisition parameters are shown in Figure 24, where the
acquisition bandwidth is 800 Hz and sampling frequency
is 2000 Hz. In Figure 25, tacho1 and tacho2 are the ro-
tating speed signal channel of the primary flywheel and
the rotating speed signal channel of the input shaft of the
transmission, respectively.

,e angular acceleration of the primary flywheel and the
angular acceleration of the input shaft of the gearbox are
measured under the idling condition and driving condition
during the real vehicle experiment. Under the idling con-
dition, the engine speed is maintained around 750 r/min for
about 20 seconds; simultaneously, the angular acceleration
of the primary flywheel and the angular acceleration of the
input shaft of the gearbox are measured by the two elec-
tromagnetic rotating speed sensors. Under the driving
condition, the gearbox is in the forward gear position, and
then, the engine speed is evenly accelerated from 1000 r/min
to about 3500 r/min by stepping on the accelerator pedal and
the whole process is about 17 seconds. During the change in
engine speed, the angular acceleration of the primary fly-
wheel and the angular acceleration of the input shaft of the
gearbox are recorded by the two electromagnetic rotating
speed sensors. Under the driving condition, the engine speed
range in this test is mainly based on the following two
factors:

(1) ,emaximum speed of the engine is 6000 r/min, and
then the engine speed range, 1000 r/min∼3400 r/
min, is the common engine speed range, which
basically covers the low-speed zone and high-speed
zone.

(2) At present, there is no mass production capacity of
DMF with bifilar CPVA in China. ,e DMF with
bifilar CPVA used in this experiment is a sample, and
the reliability and fatigue experiments have not been
done, so this experiment does not cover the whole
engine speed range.

In the following test data analysis, all acceleration am-
plitudes refer to the half of the peak-to-peak amplitudes.

6.1. Real Vehicle Test under the Idling Condition. For the
powertrain with the DMF, the engine speed is around 750 r/
min under the idling condition, as shown in Figure 26, in
which the red and green curves represent the engine speed
and the speed of the input shaft of the gearbox, respectively.
Obviously, the fluctuating range of the engine speed is from
730 r/min to 790 r/min. Figure 27 shows the overall angular
acceleration under the idling condition, in which the red and
green curves, respectively, present the overall angular ac-
celeration of the primary flywheel and the input shaft of the
gearbox. Furthermore, the 2nd order angular acceleration

can be obtained by harmonic tracking, as shown in Fig-
ure 28, where the red and green curves, respectively, present
the 2nd order angular acceleration of the primary flywheel
and the input shaft of the gearbox.

According to the test results for the powertrain with the
DMF under the idling condition, the specific data are shown
in Table 6, which indicates that the overall and 2nd angular
acceleration of the engine are attenuated by 53% and 50%,
respectively.

For the powertrain matching the DMF with the bifilar
CPVA, the engine speed is also around 750 r/min under the
idling condition, as shown in Figure 29, in which the red and
green curves represent the engine speed and the input shaft
of the gearbox rotary speed, respectively; obviously, the
fluctuating range of the engine speed is from 720 r/min to
770 r/min. Figure 30 shows the overall angular acceleration
under the idling condition, in which the red and green
curves, respectively, present the overall angular acceleration
of the primary flywheel and the input shaft of the gearbox.
Similarly, the 2nd order angular acceleration by harmonic
tracking is shown in Figure 31, where the red and green
curves, respectively, present the 2nd order angular acceler-
ation of the primary flywheel and the input shaft of the
gearbox.

According to the test results, for the powertrain
matching the DMF with the bifilar CPVA under the idling
condition, the specific data are listed in Table 7, which
suggests that the overall and 2nd angular acceleration of the
engine are attenuated by 70.5% and 76%, respectively.

6.2. Real Vehicle Test under the Driving Condition. For the
powertrain matching the DMF with the bifilar CPVA, under
the driving condition, the range of the engine speed is
1000 r/min–3500 r/min, as shown in Figure 32, in which the
red and green curves represent the engine speed and the
rotary speed of the input shaft of the gearbox, respectively.
Figure 33 shows the overall angular acceleration under the
driving condition, and Figures 34 and 35 depict the 2nd order
angular acceleration of the primary flywheel and the input
shaft of the gearbox.

During the test, the engine speed increased from 1000 r/
min to 3500 r/min, the overall angular acceleration is af-
fected by the speed of the accelerator pedal, and thus, the 2nd
order angular acceleration can more accurately reflect the
damping effect. ,e specific data of the 2nd order angular
acceleration are listed in Table 8. When the engine speed is
1000 r/min, 1500 r/min, 2000 r/min, 2500 r/min, 3000 r/min,
and 3400 r/min, the 2nd angular acceleration of the engine is
attenuated by 82.5%, 80.8%, 85.6%, 91.1%, 91.2%, and 92%,
respectively.

For the powertrain with the DMF, under the driving
condition, the range of engine speed is 1000 r/min–3700 r/
min. As shown in Figure 36, the red and green curves
represent the engine speed and the rotary speed of the input
shaft of the gearbox, respectively. Figure 37 shows the overall
angular acceleration under the driving condition. Moreover,
the 2nd order angular acceleration by harmonic tracking is
shown in Figures 38 and 39 .
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,e specific data of the 2nd order angular acceleration are
shown in Table 9.When the engine speed is 1000 r/min, 1500 r/
min, 2000 r/min, 2500 r/min, 3000 r/min, and 3400 r/min,
respectively, the 2nd angular acceleration of the engine is at-
tenuated by 62%, 60%, 71%, 71%, 68%, and 68%, respectively.

6.3. Discussion on Real Vehicle Test Result. ,e experimental
data under idling and driving conditions are summarized in
Tables 10 and 11, respectively, and the comparison of the 2nd
order angular acceleration amplitudes of J10 in the input
shaft of the gearbox in the test is plotted in Figure 40, which
represent that the DMF with bifilar CPVA shows a better
damping performance than DMF under idling and driving
conditions. Moreover, regarding the DMF, the 2nd angular
acceleration amplitude of the input shaft of the gearbox is
rapidly reduced with the engine speed from 750 r/min to
2000 r/min but basically stable with the engine speed from
2000 r/min to 3400 r/min. On the other hand, considering
the DMF with the bifilar CPVA, the 2nd order angular ac-
celeration amplitude of the input shaft of the gearbox is
uniformly attenuated with the engine speed from 750 r/min
to 3400 r/min.

Referring to the simulation data in Table 5, the com-
parison of the 2nd order angular acceleration amplitudes of
J10 in the input shaft of the gearbox in the simulation is
plotted in Figure 41. ,e simulated excitation torque value is
not the actual excitation value, the actual excitation fre-
quencies are more complex, and the angular acceleration
amplitudes cannot be used as a reference in the comparison
of experimental results and simulation results; however, the
two comparisons of the 2nd order angular acceleration
amplitudes of J10 (Figures 40 and 41) demonstrate basically
the same trend; that is, the 2nd angular acceleration am-
plitudes of the input shaft of the gearbox are rapidly at-
tenuated as for the DMF and the DMF with bifilar CPVA
with the engine speed lower than 2000 r/min. Nevertheless,
when the engine speed is higher than 2000 r/min, the 2nd

order angular accelerations of the input shaft of the gearbox
with the DMF are basically stable; on the contrary, the 2nd
order angular accelerations of the input shaft of the gearbox
matching the DMF with bifilar CPVA are still attenuated. In
addition, the DMF with bifilar CPVA shows a better
damping performance than DMF in the whole test speed
range. ,e regular pattern shows that the experimental
results are basically consistent with the simulation results,
which validate the validity of the proposed dynamic model
of the DMF with the bifilar CPVA.

,ere are few published studies about DMF and CPVA as
an ensemble, and in [12], only numerical simulation was done
and no experimental verification was carried out. In addition,
the real vehicle experiment of a clutchwith CPVAwas executed
in [13]; however, the testing condition of this experiment was
engine speed at 850 r/min and the test results showed that the
2nd order rotational speed amplitude was attenuated by 90%
under the condition. Compared with the rotational speed, the
angular acceleration can better characterize the torsional vi-
bration of the powertrain. In this paper, the engine speed range
of real vehicle experiment is wider, and the damping

performance of DMF andDMFwith bifilar CPVA is compared
and analyzed by angular acceleration from the test results,
which makes up for the lack of verification work of real vehicle
experiment in previous research.

7. Conclusions

,is study addresses the linear and the nonlinear dynamic
model of the DMF with the bifilar CPVA. ,e linear dy-
namic model of the DMF with the bifilar CPVA reveals the
vibration reduction principle and the importance of the
structural parameters of R and l. Furthermore, the dynamic
model of the powertrain based on the nonlinear dynamic
model of the DMF with the bifilar CPVA is developed, and
the dynamic responses are simulated through the speed
range of 800–3000 r/min. Moreover, the influence of R and l
on the damping performance is discussed on the basis of the
dynamic model, and subsequently, the validity of the model
is verified by the real vehicle tests under idling and driving
conditions. ,e main conclusions of this research are
summed up as follows:

(1) ,e bifilar CPVA can be regarded as a dynamic unit
in which the natural frequency varies with the ro-
tational speed. ,e linear dynamic model shows that
the εth harmonic-order torsional vibration can be
eliminated completely when the square root of the
ratio of R and l is equal to ε; however, the simulation
and test results indicate that the εth harmonic-order
torsional vibration can only be attenuated by 80% to
90% and not be isolated from the transmission
completely.

(2) Under the constraints of the installation size and the
ratio of R to l, the angular acceleration amplitude of
the input shaft of the gearbox is inversely propor-
tional to R+ l; that is, the damping effect of the DMF
with the bifilar CPVA is directly proportional to
R+ l.

(3) In the whole engine speed region, the DMF with
bifilar CPVA possesses the best damping perfor-
mance among the three kinds of torsional dampers,
which are the DMF, the DMF with simple CPVA,
and the DMF with bifilar CPVA. If the square root of
the ratio of R and l is equal to ε, for the DMF, the εth

order angular acceleration amplitude of the input
shaft of the gearbox can be rapidly attenuated by the
DMF with the engine speed lower than 2000 r/min,
but it is basically stable with the engine speed higher
than 2000 r/min. For the DMFwith the bifilar CPVA,
the εth order angular acceleration amplitude of the
input shaft of the gearbox can be continuously at-
tenuated in the whole engine speed region.

(4) ,e simulation and test results suggest that the
angular acceleration amplitudes of the primary fly-
wheel are hardly affected by the DMF and the DMF
with the bifilar CPVA.

(5) ,e nonlinear dynamic model of the DMF with the
bifilar CPVA contains the dynamic parameters of the
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DMFand the structural parameters of the bifilar CPVA.
In this paper, the influence of R and l on the damping
performance of the system is only discussed theoreti-
cally, and the comparison tests of different R and l have
not been carried out due to the limited experimental
conditions and the difficulty in making samples.

(6) ,e model and methods discussed here can offer
guidelines for the design and optimization of DMF
with bifilar CPVA and similar shock absorbers for
rotating machinery systems.

(7) ,e simulation and test results show that bifilar
CPVA can further improve the damping perfor-
mance of DMF by attenuating the 2nd order rota-
tional speed fluctuation. By analyzing the influence
of the performance parameters of bifilar CPVA on
the design model of DMF, the method of improving
the performance parameters of DMF will be found to
attenuate the rotational speed fluctuation from the
engine in other orders and the damping performance
of DMF with bifilar CPVA can be further enhanced,
which will be the focus of the future research.
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In this paper, the radiation characteristics and active structural acoustic control of a submerged cylindrical shell at low frequencies
are investigated. First, the coupled vibro-acoustic equations for a submerged finite cylindrical shell are solved by a modal
decomposition method, and the radiation impedance is obtained by the fast Fourier transform. )e modal shapes of the first ten
acoustic radiation modes and the structure-dependent radiation modes are presented. )e relationships between the vibration
modes and the radiation modes as well as the contributions of the radiation modes to the radiated sound power are given at low
frequencies. Finally, active structural acoustic control of a submerged finite cylindrical shell is investigated by considering the
fluid-structure coupled interactions. )e physical mechanism of the active control is discussed based on the relationship between
the vibration and radiation modes. )e results showed that, at low frequencies, only the first several radiation modes contributed
to the sound power radiated from a submerged finite cylindrical shell excited by a radial point force. By determining the radiation
modes that dominate the contribution to the radiated sound, the physical mechanism of the active control is explained, providing
a potential tool to allow active control of the vibro-acoustic responses of submerged structures more effectively.

1. Introduction

As a basic structural form, the cylindrical shell is commonly
used in aerospace, marine, and other industrial fields. Such
shell is excited to vibrate and radiate noise, and its vibro-
acoustic characteristics have been widely concerned [1–5].
When a structure is immersed in a dense fluid (such as
water), the vibration of the structure produces sound waves,
causing the surrounding medium to vibrate, and in turn, the
sound pressure acting on the structure as the excitation
complicates the analysis of structural vibration. )e sound
behavior of a shell in water is very different from that in air,
and as such, has received considerable attention [3–5]. To
analyze the structural vibrations and sound radiation of
fluid-loaded structures, many researchers investigated the
effect of both external and internal fluid on shell vibrations
taking into account the fluid-structure interaction. Junger
[6] and Sandman [7] expanded the radial displacement of
the cylindrical surface into Fourier series along the cir-
cumference. )ey expressed the radiated sound pressure in

terms of acoustic impedance through the boundary con-
ditions of the fluid-solid interface. Amabili [8–10] studied
the coupled vibration of shell-external fluid and shell-in-
ternal fluid and presented the solution for cylindrical shells
filled and partially immersed in incompressible and com-
pressible fluid. Kwak [11] investigated free flexural vibration
of a finite cylindrical shell in contact with external fluid. )e
kinetic energy of the fluid is derived by solving the
boundary-value problem. At the same time, many re-
searchers have sought to develop efficient methods to reduce
the noise of cylindrical structures. Generally, these methods
can be divided into two subgroups. )e first group contains
passive methods, which reduce the noise of a structure using
additional mass, dynamic vibration absorber, or viscoelastic
damping material on the structure surface. )e second
subgroup contains active methods [12–17], which reduce the
structurally radiated noise using actuators, sensors, and
control algorithms. )e passive method is not satisfactory in
noise reduction in the low-frequency range. )erefore, the
active control method, as an alternative to the passive
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control method, has been used in noise control in the low-
frequency range.

)ere have been a lot of literatures on the vibro-
acoustic characteristics of cylindrical shells. However, to
use active structural sound control methods to effectively
suppress the radiated noise of cylindrical shells, it is
necessary to understand the modal characteristics of the
vibration and radiation of the cylindrical shell in the low-
frequency range. Sepanishen [2] investigated the radiation
impedance of an infinite cylinder with a finite-length,
nonuniform velocity distribution. Chen et al. [18] ex-
plored the modal radiation efficiency and radiation power
of stiffened double-cylindrical shells considering the fluid
field between the inner shell and outer shell. )e results
show that radiation efficiency and radiation power were
affected mainly by the low-order modes at low frequen-
cies. Lin et al. [19] discussed the modal characteristics of
sound radiation of finite cylindrical shells using boundary
element methods. )e results show that, for each group of
modes with the same circumferential modal index, the
modal radiation efficiency decreases as the axial modal
index increases. Peters et al. [20] presented a modal de-
composition technique to analyze individual modal
contributions to the sound power radiated from an ex-
ternally excited structure submerged in a dense fluid. To
control the structural vibrations and sound radiation of
fluid-loaded structures, there have been few reports fo-
cused on vibration control through modal approaches and
even fewer reports dealing with the modal control of
vibrations and sound radiation [21, 22].

A thorough exploration of the vibrations and sound
radiation would be conducive to understand the physical
mechanism of the active noise reduction, provide guidance
for optimal design, determine the arrangement of the
actuators and the sensors, and select the control target.
Structural vibration modes can be used to investigate the
mechanism of structural acoustic radiation [23]. However,
the sound radiation of each structural vibration mode is
not independent, as the modes are coupled [24]. )is
creates difficulties when analyzing the structural acoustic
radiation using structural vibration modes. In the early
1990s, Elliott and Johnson [23] presented the theory of
acoustic radiation modes (a-modes) and decomposed the
total sound power radiated from an elastic structure into a
superposition of finite radiation modes. Each radiation
mode was independent. )ese modes were only deter-
mined by the shape and size of the vibrating structure, and
they were unrelated to the physical properties and
boundary conditions of the structure. )e advantages of
acoustic radiation modes have attracted significant at-
tention for the analysis and control of structural acoustic
radiation in recent years [25–29]. In our previous research
[30], we discussed the contribution of the low-order vi-
bration modes and acoustic radiation modes to the radial
squared velocity and the radiated sound power in different
fluids and found that compared in water, more vibration
modes and acoustic radiation modes are required to cal-
culate the sound power in air. To accurately predict the
vibro-acoustic behavior of a structure, the concept of

structure-dependent radiation modes (s-modes) was
presented by Photiadis [31] and developed by Ji and Bolton
[32] to describe the sound power radiation from a simple
vibrating beam and a thin baffled plate. Compared with a-
modes, s-modes have more potential advantages because
the sound power radiation is related to the boundary
conditions and the material properties of the structure.
However, previous studies on acoustic radiation modes
and structure-dependent radiation modes are mostly for
flat structures, and considerable research has been con-
ducted on the vibration modes of cylindrical shells. )ere
has been little research on acoustic radiation modes and
structure-dependent radiation modes of the cylindrical
shell. Further, several articles have examined the active
structural acoustic control of submerged finite cylindrical
shells [33–36]. However, few literatures explored the
physical mechanism analysis of active control by using the
relationship between the vibration modes and radiation
modes.

In this work, by means of a modal expansion approach,
the coupled vibro-acoustic equations for a finite cylindrical
shell are solved first. )e radiation impedance, which ex-
presses the modal coupling caused by the fluids, is then
obtained using the fast Fourier transform. Second, themodal
shapes of the first few acoustic radiation modes and
structure-dependent radiation modes are presented. )e
contributions of the low-order radiation modes to the sound
power are discussed for a cylindrical shell immersed in a
dense fluid using the solution of the vibration equation. )e
active structural acoustic control of a submerged finite cy-
lindrical shell is investigated by considering the fluid-
structure coupling interaction. An analytical expression for
the optimal complex amplitude of the secondary force is
derived based on the uncoupled characteristics of the sound
power radiated from the finite cylindrical shell in the cir-
cumferential direction. )e control effects with one and two
control forces are also compared. Finally, the physical
mechanism of the active structural acoustic control of the
submerged finite cylindrical shell is analyzed based on the
changes of the amplitude and sound power of the acoustic
radiation modes and the structure-dependent radiation
modes.

2. Theory

2.1.�eoreticalModeling Approach. A finite cylindrical shell
with two semi-infinite cylindrical rigid baffles is considered,
as illustrated in Figure 1; L is the length of the shell and h and
a denote the wall thickness and radius of the shell, re-
spectively. )e shell is immersed in an unbounded fluid
whose density is ρl, and the speed of sound in this fluid is cl.
)e fluid is assumed to be stationary, nonviscous, and
compressible.

In this study, the Flügge equations of motion are used to
model the fluid-loaded cylindrical shell. )e fluid-structure
interaction problem is solved using an infinite shell model,
which is shown to be a good approximation for finite shells
[5]. )e mathematical problem to be solved according to
Flügge shell theory is
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where L3×3 refers to the coefficient matrix of the Flügge
operator, the elements of which is given in Appendix A, and
u, v, and w are the displacements of cylindrical shells in the
x-, ϕ-, and z-directions, respectively. E∗ � E(1 − iη) is the
complex Young’s modulus; η is the damping loss factor; fu,
fv, and fw are the excitation forces of the cylindrical shell in
the x-, ϕ-, and z-directions, respectively; and, pw represents
the fluid load on the shell surface.

When simply supported boundary conditions are con-
sidered and the time-dependent factor of e− iωt is omitted,
the displacement of the cylindrical shells in the x-, ϕ-, and
z-directions can be expressed as
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where subscripts n (n� 0, 1, 2, . . .) and m (m� 1, 2, 3, . . .)
correspond to the circumferential mode index and axial
mode index, respectively, km � mπ/L is the axial wave-
number, Cα

jnm is the modal displacement response amplitude
of the shell in the x-, θ-, and z-directions, α� 0 corresponds
to antisymmetric modes, and α� 1 corresponds to sym-
metric modes. In this study, the disturbance force and
control force are assumed to be located at ϕ� 0 or π.

)erefore, only the symmetric modes are excited by such a
force configuration for vibration analysis and noise control,
which indicates that the displacements for each circum-
ferential mode can be written as
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Considering fluid-structure coupling, the motion
equation of the cylindrical shell is as follows [1]:

Mmn ω2
mn(1 − iη) − ω2

􏽨 􏽩C
1
wnm � Fmn − Pmn, (4)

where Mmn denotes the generalized modal mass of the shell,
ωmn represents the in-vacuo natural angular frequencies, η is
the structural damping coefficient, and Fmn is the generalized
modal excitation force, which can be described as follows:

Fmn �
εn
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where εn is the Neumann factor (εn � 1 for n � 0 and εn � 2
for n> 0), f(z0, ϕ0) � (f0/a)δ(z0)δ(ϕ0) is the harmonic
point force applied in the radial direction of the cylindrical
shell, φmn � (εn/2πLa)cos(nϕ0)sin(kmz0), and f0 is the
complex amplitude of the excitation force.

)e modal sound pressure induced by the fluid is
denoted as Pmn, the expression of which is derived in detail
in the Appendix B, and can be expressed as follows:

Pmn � − iωa 􏽘
∞
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C
1
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where Zqmn is the radiation impedance, which expresses the
modal coupling between the different axial modal indices (m
and q) due to the fluids. It can be obtained by the fast Fourier
transform, which can significantly reduce the analysis time
compared with traditional direct numerical integration
methods [37]:
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Figure 1: Baffled cylindrical shell and coordinate system.
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where F and F− 1 represent the Fourier transform and
inverse Fourier transform, respectively, k � ω/cl is the fluid
wavenumber, kq � qπ/L, kz is the structural axial wave-
number, Hn is the nth-order Hankel function of the second
kind for a radially outgoing wave, and Hn

′ is the derivative of
the Hankel function with respect to its argument.

Substituting equations (5) and (6) into equation (4), the
radial displacement amplitude of the shell C1

wnm can be
obtained.)en, the radiated sound power of the fluid-loaded
cylinder will be acquired.

2.2. Acoustic Radiation Modes of Finite Cylindrical Shells.
Using the transfer acoustic impedance matrix Z, the modal
contributions to the radiated sound power can be acquired.
It is well-known acoustic radiationmodes that correspond to
the eigenvectors of the resistive part of the sound impedance
matrix. )e acoustic radiation modes are a set of ortho-
normal surface velocity patterns. At low frequencies, only

the first few sound radiation modes are radiated efficiently.
)erefore, the total radiated sound power can be obtained by
truncating the series sound radiation modes without loss of
calculation accuracy.

)e surface of the cylindrical shell is evenly split into
Ne elementary radiators, where the area of each ele-
mentary radiator is denoted as s. )e radiated sound
power can be obtained through the near-field method, as
follows [18]:
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whereV is the complex velocities’ vector of these elementary
radiators, the superscript “H” denotes the conjugate
transpose, and R � (s/2)Re(Z) is a real, symmetric, positive
definite matrix, which is proportional to the transfer acoustic
impedance matrix for the elementary radiators.)esematrix
elements can be expressed as follows [38]:

Rij �
s

2
Re

iωρls

2π2
􏽘

∞

n�0
εn cos θi − θj􏼐 􏼑􏽨 􏽩 􏽚

k0

0

cos kz z − z′( 􏼁
������

k
2

− k
2
z

􏽱

a

Hn k
2

− k
2
z􏼐 􏼑

1/2
a􏼔 􏼕

Hn
′ k

2
− k

2
z􏼐 􏼑

1/2
a􏼔 􏼕

dkz

⎧⎪⎪⎨

⎪⎪⎩

⎫⎪⎪⎬

⎪⎪⎭
, (10)

where R can be expressed through an eigenvector decom-
position as follows:

R � QTΛQ, (11)

where Q is an orthogonal matrix of eigenvectors and Λ is a
diagonal matrix of eigenvalues. Substituting equation (11)
into equation (9) and defining y � QV, equation (9) can be
written as follows:

W � y
HΛy � 􏽘

K

k�1
λk yk

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
, (12)

where yk � qTkV denotes the modal amplitude of the kth
radiation mode, qk is the kth radiation modal shape vector,
and λk is called the radiation efficiency coefficient of the kth
acoustic radiation mode. As shown by equation (8), the

radiation modes radiate independently, and the sound
power becomes a summation of independent quantities yk
factored by the eigenvalue λk.

2.3. Structure-Dependent Radiation Modes. If the vibration
response of the structure is represented by the superpo-
sition of the modal vibration response, the surface velocity
of the structure can be expressed by the vibration modes as
follows:

V � Φ􏽢VN, (13)

where 􏽢VN is the corresponding modal coefficient vector,
which is an N × 1 column vector, N is the number of vi-
bration modes, and N � m × n:

􏽢VN � 􏽢Vm1
􏽢Vm2 ... 􏽢Vmn􏽨 􏽩

T
. (14)
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Φ is an Ne × N structural mode shape matrix defined as
follows:
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (15)

Substituting equation (13) into equation (9), the radiated
sound power can be further expressed as

W � VHRV � 􏽢VN
HG􏽢VN (16)

where G � ΦHRΦ, which is also a real symmetric positive
definite matrix. Each element is considered to be the con-
tribution of the ith mode to the structural acoustic radiation
due to the vibration of the jth mode. )e case where i� j
represents the contribution of the mode vibrations of the
structure itself to the radiated sound power, and the con-
tribution of such self-radiation to the total sound power is
always dominant near the natural frequency. Its off-diagonal
elements represent the contribution of the modes to the
radiated sound power caused by other modes, and the values
are often much smaller than the diagonal elements of the
matrix.

)e dimension of G is not only related to the number of
partition elements on the structure surface but also to the
number of vibration modes. It can be decomposed into the
following eigenvalues:

G � ΡHΣΡ, (17)

where P is an orthogonal matrix, the eigenvectors corre-
sponding to each row of the matrix, Σ is a diagonal matrix
composed of the N eigenvalues, which are different from
those defined in equation (12), and σris called the radiation
efficiency coefficient of the rth structure-dependent radia-
tion mode.)ematrixG is a real symmetric positive definite
matrix, and thus, the eigenvalues have the following char-
acteristics σ1 > σ2 > σ3, · · · , > σr > 0.

Substituting equation (17) into equation (16), the radi-
ated sound power can be further expressed as

W � 􏽢V
H
NΡ

HΣΡ􏽢VN. (18)

Defining

g � Ρ􏽢VN. (19)

)e radiated sound power can be further expressed as

W � gHΣg � 􏽘
N

r�1
σr gr

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
, (20)

where N represents the number of vibration modes and gr is
the vector of linear transformations of the modal velocity
amplitude of the structure surface through the transfor-
mation matrix, which is defined as the structural radiation
mode vector.

2.4. Active Control of Sound Radiation from the Submerged
Cylindrical Shell. Assuming that the primary force (i.e.,
disturbance input) is a harmonic radial point force with a
known amplitude, the secondary forces (control inputs) are
also one or more harmonic point forces. )e objective
function of the active control is the sound power radiated
from the cylindrical shells subjected to primary and sec-
ondary forces. )e expression of the complex amplitude of
the secondary control forces is derived when minimizing the
objective function.

Due to the fluid-structure interaction, the modal velocity
and radiated sound power cannot be directly represented in
a matrix form such that the complex amplitude of the
secondary control forces can be solved easily. Because the
radiated sound power of the different circumferential vi-
bration modes is decoupled from each other [25], the ra-
diated sound power can be determined individually for each
circumferential vibration mode:
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W � 􏽘
∞

n�0
Wn. (21)

)e sound power of the nth-order circumferential vi-
bration mode can be expressed in the matrix form:

Wn � 􏽢Vn
HMn

􏽢Vn, (22)

where Mn represents the M × P radiation resistance matrix
corresponding to the nth-order circumferential mode.

For a selected circumferential mode, equation (4) can be
written as follows:

Z
M
1n + Z11n Z12n · · · Z1pn

Z21n Z
M
2n + Z22n · · · Z2pn

· · · · · · · · · · · ·

Z1mn Z2mn · · · Z
M
mn + Zqmn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

􏽢V1n

􏽢V2n

· · ·

􏽢Vmn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

�

f1n

f2n

· · ·

fmn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

(23)

where ZM
mn denotes the modal mechanical impedance of the

shell. 􏽢Vmn � − iωC1
wnm is the modal vibration velocities of

cylindrical shells in the z-directions.
)erefore, the modal vibration velocities corresponding

to the nth-order circumferential mode can be expressed as

Vn � Zn􏼂 􏼃
− 1

· Fn􏼂 􏼃, (24)

where Fn is an M × 1 column vector that represents the
modal excitation force corresponding to the nth-order
circumferential mode, which includes two parts: a primary
modal excitation force FP

n that consists of a Q × 1 column
vector and a secondary modal excitation force FS

n that
consists of a K × 1 column vector:

FP
n � ψP

n fp �

φP
11 φP

12 ... φP
1Q

φP
21 φP

22 ... φP
2Q

... ... ... ...

φP
m1 φP

m2 ... φP
mQ

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

fp1

fp2

· · ·

fpQ

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

FS
n � ψS

nfs �

φS
11 φS

12 ... φS
1K

φS
21 φS

22 ... φS
1K

... ... ... ...

φS
m1 φS

m2 ... φS
mK

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

fs1

fs2

· · ·

fsK

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

(25)

where fp represents the complex amplitude vector of the
primary modal excitation force, fs represents the complex
amplitude vector of the secondary modal excitation force,
and ψP

n and ψS
n represent primary and secondary modal force

coordinate vectors corresponding to the nth-order cir-
cumferential mode, and their elements can be obtained
using equation (5).

Consequently, equation (24) becomes

􏽢Vn � 􏽢V
P

n + 􏽢V
S

n � Tpfp + Tsfs, (26)

where Tp � [Zn]− 1ψP
n and Ts � [Zn]− 1ψS

n represent the
transfer functions between the structural response and the
primary and secondary excitation forces, respectively.

Substituting equation (26) into equation (22), we obtain

W � 􏽘
∞

n�0

􏽢Vn
HMn

􏽢Vn � 􏽘
∞

n�0
Tpfp + Tsfs􏼐 􏼑

H
Mn Tpfp + Tsfs􏼐 􏼑􏼔 􏼕

� fp
H

􏽘

∞

n�0
Tp

HMnTp􏼐 􏼑fp + fp
H

􏽘

∞

n�0
Tp

HMnTs􏼐 􏼑fs

+ fs
H

􏽘

∞

n�0
Ts

HMnTp􏼐 􏼑fp + fs
H

􏽘

∞

n�0
Ts

HMnTs􏼐 􏼑fs.

(27)

)e radiation sound power can be expressed as a qua-
dratic function of the complex amplitude of the control
input, i.e., the Hermitian quadratic form. Consequently, the
optimal strength of the secondary source for active control
can be obtained for the active control as follows:

fs � − 􏽘
∞

n�0
Ts

HMnTs􏼐 􏼑⎡⎣ ⎤⎦
− 1

􏽘

∞

n�0
Ts

HMnTp􏼐 􏼑fp. (28)

)e calculated optimal secondary force can be inserted
into equation (27), and the radiated sound power with active
control can be obtained.

3. Results and Discussion

A finite cylindrical shell submerged in fluid is schematically
shown in Figure 1. )e structure is made of steel (density
ρs � 7850 kg/m3, Young’s modulus E� 2.1× 1010N/m2, and
Poisson’s ratio σ � 0.3). )e density and speed of sound of
the fluid are ρl � 1000 kg/m2 and cl � 1500m/s, respectively,
for water. )e structural damping is introduced by means of
a complex elastic modulus, i.e., E(1 − iη), where η� 0.01 is
the damping loss factor of the shell. It is assumed that the
radial excitation force is centered at a point z0 � 0.44 and
ϕ0 � 0. Its magnitude is 1N and along the radial direction of
the shell.

In order to evaluate the accuracy of the proposed model,
the natural frequencies of a cylindrical shell in air and in
water obtained here are compared with those from the
literature and are listed in Table 1. Good agreement between
values obtained from the present model with results from the
literature can be observed.

3.1. Radiation Modal Characteristics. For a finite cylindrical
shell with L� 1.2m, a� 0.4m, and h� 0.003m, the surface is
divided into 20× 36 equal area units for the numerical
calculations. Each radiation mode qk has a different shape.
Figure 2 shows the modal shapes of the first ten acoustic
radiation modes for kL� 1.

As shown in Figure 2, the acoustic radiationmodes of the
submerged finite cylindrical shells are composed of
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Figure 2: Modal shapes of the first ten a-modes (kL� 1) (a–j) for the modes from first to tenth.

Table 1: Comparison of values of the natural frequency (Hz) for a shell L� 1.284m, a� 0.18m, and h� 0.003m.

m n
Air Water

Ref. [39] Ref. [40] ∗ Present Ref. [39] Ref. [40] ∗ Present
1 5 542.3 — 542.8 351.6 — 343
1 4 340.5 336.6 340.5 205.6 200.9 202
1 2 195.3 194.0 197.1 98.2 97.5 99
1 3 199.0 198.0 198.8 110.9 108.7 109
2 2 635.8 — 654.7 328.9 — 339
2 3 386.5 387.0 388.5 218.2 217.0 217
2 4 403.5 403.0 403.4 245.8 241.3 242
2 5 570.0 — 570.2 380.8 — 362
3 4 568.1 — 567.7 350.2 — 344
∗ Experimental results.
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symmetric and antisymmetric vibration modes. )e velocity
distribution corresponding to the first radiation mode is
uniform in the middle of the shell, and the radiation type is
similar to a monopole source. )e velocity patterns corre-
sponding to the second and third radiation modes are
distributed uniformly along the axial direction and are
symmetric and antisymmetric in the circumferential di-
rection. )us, these can be called circumferential dipole
modes. )e fourth radiation mode is an axial dipole mode,
and the radiation modes from fifth to eighth are analogous
with quadrupole modes. )e fifth and six modes are com-
pound axial and circumferential quadrupole modes, and the
seventh and eighth radiation modes are circumferential
quadrupole modes.

From equation (16), it is seen that if the surface velocity
vector is expressed in terms of the vibration modes of the
structure, the structure-dependent radiation mode shapes
can reflect the relationship between radiation modes and
vibration modes. )e first ten axial and circumferential
structural vibration modes occur within the frequency range
of interest. In Figure 3, discrete integer values up to 100 on
the horizontal axis represent cylindrical shell vibration
modes (m, n) corresponding to (1,0), (1,1), (1,2) ... (1,9),
(2,0),(2,1), (2,2), ..., (10,9). )e first six s-modes’ shapes are
rendered against the structural vibration modes in Figure 3.

Compared with the s-mode shapes of beams and plates
[32], the s-mode shapes of a finite cylindrical shell with
simply supported boundary conditions are more compli-
cated, as shown in Figure 3. All the s-mode shapes possess
many modal nodes, and each node corresponds to a
structure vibration mode, i.e., if the sound power generated
by a single s-mode is calculated, the vibration modes at the
nodes do not contribute to the sound power generated by
this s-mode, regardless of the velocity magnitude of these
vibrationmodes, and only the vibrationmodes with nonzero
values will contribute. At low frequencies, each s-mode is
associated with a few vibration modes. It can be seen from
Figure 3(a) that the first s-mode shapes possess peaks at
modes 1, 21, 41, 61, and 81, corresponding to the structural
vibration modes (1, 0), (3, 0), (5, 0), (7, 0), and (9, 0) of the
cylindrical shell. )us, the sound power radiated from these
vibration modes could be replaced by the sound power
generated from the first s-mode. With the increase in the
number of the axial vibration mode, the amplitude of the
structure-dependent radiation modes decreases gradually,
which indicates the contribution of the vibration modes to
the amplitude of the structure-dependent radiation mode
decrease. At the same time, the 4th s-mode corresponds to
the same structural modes as well as the first s-mode;
however, these two s-modes correspond to different dom-
inant structural vibration modes. )e dominant mode of the
first s-mode corresponds to vibration mode (1, 0), while the
dominant mode of the 4th s-mode corresponds to vibration
mode (3, 0). It also can be seen from Figure 2 that the 1st and
4th a-modes in the circumferential direction are not pitch
line and have similar circumferential vibration patterns,
similar to the vibration modes with n� 0. In addition, the
structural modes for (1, 0), (3, 0), (5, 0), (7, 0), and (9, 0) tend
to form dipole radiation. )e 2nd s-modes mainly have

peaks at the 2, 22, 42, 62, and 82 vibration modes, which
correspond to the vibration modes (1,1), (3,1), (5,1), (7,1),
and (9,1) of the cylindrical shell, respectively. )e 3rd s-
mode corresponds to the vibration modes (2,0), (4,0), (6,0),
(8,0), and (10,0). )e 5th s-mode corresponds to the vi-
bration modes (2,1), (4,1), (6,1), (8,1), and (10,1). )e 6th s-
mode corresponds to the vibration modes (1,2), (3,2), (5,2),
(7,2), and (9,2) of the cylindrical shell. Comparing
Figures 3(a) and 3(b), it can be seen that the order of the s-
modes changes except the 1st and 4th s-modes. In
Figure 3(b), the 2nd s-modes have peaks at the vibration
modes (2,0), (4,0), (6,0), (8,0), and (10,0). )e 3rd s-mode
corresponds to the vibration modes (1,1), (3,1), (5,1), (7,1),
and (9,1). )e 5th s-mode corresponds to the vibration
modes (1,2), (3,2), (5,2), (7,2), and (9,2). )e 6th s-mode
corresponds to the vibration modes (2,1), (4,1), (6,1), (8,1),
and (10,1) of the cylindrical shell. )erefore, it indicates that
the shapes of the s-modes can help to determine the coupling
relationship between the structure-dependent radiation
modes and the vibration modes at low frequencies.

Figure 4 compares the contributions of the radiation
modes to the radiated sound power at low frequencies.
According to the literature [32], the 1st radiation modes
(either s-mode or a-mode) contribute to over 95% of the
total power for the beam and plate structure in the low-
frequency range. For the cylindrical shell examined in this
work, the contribution of the 1st radiation mode to the
radiated sound power of the cylindrical shell is the only
dominant radiation mode below 80Hz, and it is no longer
the dominant radiation mode above 80Hz.)e 1st radiation
mode corresponds to the vibration modes with the cir-
cumferential modal index (n� 0), which has relatively higher
natural frequency than those of the n> 0 circumferential
modes. Different from reference [15], it is impossible to
achieve radiated sound power attenuation in the low-fre-
quency range by only controlling the first radiation mode.
)e sound power from the first four a-modes only coincided
at some natural frequencies, and there are large differences at
other frequency values. )e sound power from first eight a-
modes has a greater contribution to the radiated sound
power, and at some natural frequencies such as 393, 735, and
948Hz, the difference is significant. As the number of ra-
diation modes increases, the contribution to the sound
power increases.)e sound power from first twelve a-modes
could approximately represent the total radiated sound
power, while for s-modes, only the first ten s-modes are
needed. For active control, fewer modes can be controlled to
achieve a better control effect, and at the same time, fewer
sensors are needed to detect these modes, thus simplifying
the control system construction.

3.2.ActiveControl. Based on the theory described above, the
sound power radiating from a submerged cylindrical shell
before and after applying control by secondary force input is
investigated through a numerical simulation in this section.
)e geometry and material parameters of the cylindrical
shell are given in Section 3.1. )e primary excitation forces
and secondary control forces are both harmonic point forces
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that are perpendicular to the surface of the shell. )e po-
sition of the single primary excitation force is centered at a
point z0 � 0.44 and ϕ0 � 0, and its amplitude is 1N. When
two primary forces are used to excite the shell, the positions
of the primary excitation forces are centered at a point
z01 � 0.44 and ϕ01 � 0 and z02 � 0.3 and ϕ02 � 0, respectively,

and the amplitudes are all 1N.)e minimization of the total
sound power radiating from the cylindrical shell under
primary excitation forces and secondary control forces is set
as the target function. )e amplitude and phase of the
optimal control force are calculated using equation (28). )e
radiated sound power of the submerged finite cylindrical
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Figure 3: Modal shapes of the first six s-modes. (a) kL� 1; (b) kL� 5.
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shell before and after active control can be solved. Here, one
and two secondary control forces are used for active control.
First, when one force is used as a control force, the control
effects of the secondary forces at different positions are
compared. )e effects of the two secondary control forces
are also investigated. Figure 5 shows effects of different
positions and configurations of control force under the

single primary excitation force. Figure 5(a) shows the sound
power radiating from the cylindrical shell before and after
active control by different positions of the control forces
located at point A (0.76, 180°) and B (0.6, 0°). Figure 5(b)
shows the radiated sound power before and after active
control by different configurations of the two control forces.
One configuration consisted of two control forces located at
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Figure 5: Effects of different positions and configurations of control force. (a) Single secondary control force. (b) Two secondary control
forces.
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point A (0.76, 180°) and C (0.44, 180°), and the other
consisted of two control forces located at point A (0.76, 180°)
and D (0.6, 0°). Figure 6 compared the control effects of two
control forces under multiple primary excitation forces, and
the single control force is located at point A (0.76, 180°), and
the two control forces are located at point A (0.76, 180°) and
C (0.9, 0°).

When a single primary force is used to excite the shell
and a single secondary control force located at point A is
used for active control, the peaks of the radiated sound
power at most resonance frequencies have significant at-
tenuation, as shown in Figure 5(a). With the single sec-
ondary control force located at point B, the larger
attenuation appears in the low-frequency range. In the range

from 380 to 1000Hz, the control effect is unsatisfactory at
resonance frequencies and not as good as that with the
secondary force located at point A. )e main reason for this
is that the secondary force located at point A is at the an-
tinodal line relative to primary excitation forces, but the
secondary force located at point B is at the nodal line of the
even-order axial vibration modes. )erefore, the optimal
control effect may be achieved by searching for the optimal
position of the secondary control force. Comparing the
results shown in Figures 5(a) and 5(b), it is evident that the
radiated sound power in the frequency range of interest is
reduced significantly by the two control forces, and the
control effect is superior to single control force. In addition,
the position of the two secondary control forces also has a
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significant influence on the control effect. It can be seen from
Figure 6 that there also have good control effects at most
resonant frequencies for single control force when two
primary forces are used to excite the shell.)e results suggest
that the control effect can be improved by increasing the
number of control forces for the entire frequency band. )e
results show that the sound power radiated from the sub-
merged vibrating cylindrical shell could be attenuated by
suppressing the vibrating parts of the shell through the
vibrators placed on the shell used to generate the secondary
control force. For the shell subjected to a complex excitation,
the structural acoustic radiation may be controlled by
placing multiple exciters and optimizing the position, input
amplitude, and phase of the vibration exciters.

3.3.PhysicalMechanismofActiveControl. To understand the
influence of the modal amplitude on the sound power ra-
diated from the cylindrical shell before and after active
control, the control mechanisms are analyzed from the
perspective of the radiation modes. In this section, the
primary excitation force is the same as that in the previous
section, and a single radial force is used as a secondary control
force located at position A on the cylindrical shell. Modal
amplitude changes at the resonance frequencies of 276Hz
(1,1) and 588Hz (3,2) and the nonresonance frequency of
500Hz are considered as examples. )e amplitude and sound
power of the a-modes and s-modes at these frequencies are
shown in Figures 7–9. )e blue bars of the column plot
represent the modal amplitude and sound power before
control, and the yellow bars represent those after control.

As shown in Figures 7(a) and 7(b), there is only one
dominant peak of the first 15 a-modes and s-modes at the
resonance frequency of 276Hz before control, the 2nd
a-mode and the 12th s-mode. After applying the control, the
amplitude of the 2nd a-mode decreases sharply, while the

amplitude of the 12th s-mode increases. )is indicates that the
12th s-mode is not the dominant mode. According to equa-
tions (12) and (20), the contribution of the a-mode or s-mode
on the sound radiation power is determined by the multipli-
cation of the radiation coefficient and amplitude of the radi-
ation mode. Consequently, we must calculate the radiated
sound power for each a-mode and s-mode. Figures 7(c) and
7(d) show the radiated sound power of the first 15 a-modes and
s-modes before and after applying control. For the a-modes,
themaximumpeaks of the sound power as well as amplitude of
the radiationmode occur for the second-order mode. Different
from the amplitude of the s-modes, the maximum peak of the
sound power of the s-modes occurs for the second-order mode
and decreases significantly after control is applied, which shows
the 2nd s-mode is the dominant mode at 276Hz. In the
subsequent analysis, the radiated sound power for each a-mode
and s-mode before and after control is used to display the
control mechanism.

Figures 8(a) and 8(b) show the amplitude and power of
the a-modes and s-modes at the resonance frequency of
588Hz. In Figure 8(a), the 7th and 8th a-modes have higher
amplitudes, and these two modes are pairs of acoustic ra-
diation modes with the same modal shape but a 90° phase
shift, as shown in Figure 2. After applying control, the sound
power in the 7th and 8th a-modes decreases. As shown in
Figure 8(b), the 5th s-mode is the dominant structure-de-
pendent radiation mode, and the amplitude that attenuates
significantly after control is applied.

Furthermore, Figures 9(a) and 9(b) show that the sound
power radiated from some s-modes or a-modes decrease
after applying control at nonresonance frequency. When
some radiation modal sound power increase, the sum of the
sound power from all the radiation modes remains almost
unchanged before and after control. )is occurs mainly
because there is no dominant structural vibration mode at
the nonresonance frequency and no dominant radiation
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Figure 8: Sound power of the a-modes and s-modes at resonance frequency (588Hz). (a) Sound power of the a-modes. (b) Sound power of
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mode. In particular, Figure 9(a) shows that the 3rd and 5th
a-modes contribute more to the radiated sound power than
the other modes. After applying control, the radiated sound
power for the 3rd a-mode increases, while that of the 5th a-
mode decreases. )e s-modes are slightly different from the
a-modes. As shown in Figure 9(b), the peaks of the radiated
sound power correspond to the 2nd and 4th s-modes. )e
sound power radiation of the 2nd s-mode increases, while
that of the 5th a-mode decreases after control is applied.

)erefore, when the minimum of the total sound power
radiating from a cylindrical shell is considered as the control
target, the mechanism of active control is used to reduce the
sound power of the dominant a-modes or s-modes corre-
sponding to structural vibration modes, while ensuring that
the magnitude of the nondominant radiation modes is not
significantly increased, allowing the sound radiation of the
vibrating structure to be controlled.

4. Conclusion

)e radiation characteristics and active structural acoustic
control of a submerged cylindrical shell at low frequencies
are investigated by means of the radiation modes. )e con-
tribution of the low-order radiation modes to the radiated
sound power is discussed. )e results show that the sound
power radiated from a group of specific vibrationmodes can be
replaced by that generated through one a-mode or s-mode.)e
performance of the sound power radiated from individual
radiation modes decreases with the increase in the mode
number. Only the first few radiation modes contribute to the

sound power radiated from a submerged finite cylindrical shell
at low frequencies. However, the contribution of the first ra-
diation mode of the cylindrical shell to the radiated sound
power at the low frequency is not always dominant mode,
especially at higher resonant frequencies.

)e active structural acoustic control of a submerged
finite cylindrical shell is investigated by considering the
fluid-structure coupled interaction. )e analytical expres-
sion of the optimal complex amplitude of the secondary
force is derived based on the uncoupled characteristics of the
radiated sound power in the circumferential direction, and
the control effects with one and two control forces are also
compared. Moreover, the physical mechanism of the active
structural acoustic control of the submerged finite cylin-
drical shell is analyzed based on the radiation modes. )e
results show that a greater reduction is achieved using
multiple secondary forces by controlling the vibration of the
shell, which effectively produces the sound radiation. )e
physical mechanism of the active control is to reduce the
amplitude of the radiation modes corresponding to the
structural vibration modes, thereby effectively controlling
the sound radiated due to structural vibrations.

Appendix

A. Flügge Operator

)e elements of the Flügge operator L3×3 in equation (1) are
given as
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Figure 9: Sound power of the a-modes and s-modes at nonresonance frequency (500Hz). (a) Sound power of the a-modes. (b) Sound power
of the s-modes.
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where ∇4 � a4(z4/zz4) + 2a2(z4/zz2zϕ2) + (z4/zϕ4),
β � h2/12a2, and ρs denotes the density of the cylindercal
shell.

B. The Expression for Modal Sound Pressure

It is assumed that a finite-length cylindrical shell with simple
supports at both ends is immersed in an irrotational,
nonviscous, and compressible fluid. )e vibration of the
shell causes the vibration of the surface medium, and the
sound field is generated. For the steady-state problem, the

pressure field satisfies the acoustic wave equation in cylin-
drical coordinates:

∇2pa + k
2
pa � 0, (B.1)

where ∇2 is the Laplace operator in cylindrical coordinates.
According to the continuity condition, the radial velocity

of the fluid is equal to the radial vibration velocity of the
structure on the contact surface between the fluid and the
structure, and no cavitation is assumed at the fluid-shell
interface at r� a:

zpa

zr
|r�a � ρlω

2
C
α
wnm. (B.2)

)e Sommerfeld radiation condition is satisfied at an
infinite distance:

lim
r⟶∞

r
zpa

zr
+ ikpa􏼠 􏼡 � 0. (B.3)

)e Green’s function satisfies the Neumann boundary
condition for a finite-length cylindrical shell with an infinite
barrier. )us, the radiated sound pressure of the cylindrical
shell is expressed as

pa(r) � − iρlωBG
r
r0

􏼠 􏼡 _w r0( 􏼁dS, (B.4)

where r denotes the points on the outside of the cylin-
drical shell and r0 denotes the points on the cylindrical
shell.

In cylindrical coordinates, Green’s function satisfying
the above equation can be expressed as
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By substituting w(z, ϕ) in equations (2) and (B.5) into
equation (B.4), the radiated sound pressure of a cylindrical

shell of finite length simply supported at both ends can be
obtained:
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At the surface of the cylindrical shell, the surface sound
pressure of the shell can be expanded according to the mode
function of the cylindrical shell:
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According to the radiated sound pressure of the cylin-
drical shell, the surface modal sound pressure can be
expressed by using the orthogonality of trigonometric
functions as

P
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wmnZqmn, (B.9)
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where Zqmn is the radiation impedance, which expresses the
modal coupling between the different axial modal indices (m
and q) due to the fluids.
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/is paper deals with the reference trajectory tracking problem and simultaneous active disturbance suppression on a class of controlled
aerial mechanical systems by processing measurable output signals. A novel dynamic control method for desired motion reference
trajectory tracking for quadrotor helicopters is introduced. Measurements of position output signals for efficient and robust tracking of
motion profiles specified for the unmanned aerial vehicle are only required. /us, differentiation of signals and real-time estimation of
disturbances affecting themulti-inputmultioutput, underactuated nonlinear dynamic system are unnecessary./e presented active control
approach can be directly extended for a class of vibratingmechanical systems. Analytical, experimental, and numerical results are presented
to prove the satisfactory performance of the proposed trajectory tracking control approach for considerably perturbed operating scenarios.

1. Introduction

Interest in the study of unmanned aerial vehicles (UAVs) has
increased in the last years since these aerial machines are able
to accomplish several sorts of tasks. Diverse configurations of
these vehicles can be found in multiple applications such as
surveillance, monitoring, inspection, mapping, and payload
transportation, among others [1, 2]. Efficient control of a four-
rotor helicopter, commonly named quadrotor, has been
addressed in various technological and scientific research
works [3]./is vehicle is an underactuated nonlinear dynamic
system because it counts with six degrees of freedom and only
four independent control inputs. In contrast with other
UAVs, such as the fixed-wing type that need large and wide
space extensions for take-off and landing, a quadrotor has the

ability of vertical take-off and landing (VTOL) which allows
its safe operation indoors [4].

During flights, as a consequence of variable wind speeds,
fluctuations in the surrounding humidity, and air resistance,
quadrotors are subjected to endogenous and exogenous un-
certainties due to a highly changing medium. A complex
nonlinear dynamic behaviour between relevant variables and
uncertainty is observed. /erefore, in order to efficiently
perform trajectory tracking, slow and fast motion, hovering,
stable flight, andVTOL, robust motion control schemes should
be designed.

Numerous linear and nonlinear controllers have been
proposed in the literature for quadrotor helicopters. In [5], PID
and LQ control strategies have been implemented for stabi-
lization of a quadrotor in presence of small perturbations. PID
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control algorithms have been also introduced in [6], where
results show a good flight performance for trajectory tracking at
slow velocity in controlled environments. To regulate the ro-
tational dynamics of a quadrotor in [7], a backstepping-based
PID nonlinear control has been introduced, where the tracking
error integral is used to minimize the steady-state error. /e
work in [8] deals with the regulation of the quadrotor position
by using a robust PID controller, while robust attitude control
is achieved by means of integral backstepping and terminal
sliding modes.

Indeed, synthesis of several high-efficiency nonlinear
control schemes may require accurate mathematical models or
have a complex structure, which complicate their imple-
mentation in realistic systems due to some variables and pa-
rameters are unavailable or hard to obtain [9]./us, the Active
Disturbance Rejection Control (ADRC) methodology consti-
tutes an excellent alternative to achieve robustness against a
wide class of disturbances [10]. Effective online disturbance
estimation represents a fundamental component in ADRC
[11, 12]. In this regard, in [13], disturbances are estimated by a
Linear Extended State Observer (LESO) and then compensated
by a PD controller. Authors in [14] propose an active dis-
turbance rejection sliding mode controller, compensating es-
timates of uncertainties and external disturbances. Meanwhile,
authors in [15] put all the available process information as an
input in the control scheme for improving the disturbance
estimation. In [16], satisfactory results to stabilize a quadrotor
are achieved with a modified nonlinear version of ADRC.

In this paper, a new robust motion tracking control ap-
proach for a multiinput multioutput, underactuated nonlinear
four-rotor helicopter is introduced. In contrast with other recent
contributions, in the present dynamic tracking control proposal,
additional designs of asymptotic extended state observers for
real-time estimation of both disturbances and unavailable states
signals are unnecessary. External disturbances and model un-
certainties are actively suppressed through polynomial signal
compensators, injected directly by suitable action of con-
strained, and reduced dynamic control inputs. Dynamic
compensators are exploited to add outstanding active distur-
bance suppression capabilities. Integral structural reconstruc-
tion of unavailable time derivatives in the proposed control
scheme is properly extended as well [17]. Effectiveness of in-
tegral reconstruction of velocity signals on efficiently controlled
nonlinear vibrating systems has been proved in [18, 19]. Ro-
bustness of integral error action on electric motor control has
been discussed in [20, 21]. In the present study, important
insights for extension of the dynamic tracking control approach
for a class of mechanical systems are also provided.

/e remainder of this paper is organized as follows. In
Section 2, an experimental case study on central ideas of the
reference trajectory tracking control approach is described.
/e MIMO underactuated nonlinear dynamic model of the
aerial vehicle is presented in Section 3. /en, active dis-
turbance suppression is addressed by means of the proposed
robust motion tracking control scheme in Section 4. In
Section 5, three case studies are presented to demonstrate the
efficiency and robustness of the introduced dynamic control
scheme in presence of considerable disturbances. Lastly,
conclusions and future work are highlighted in Section 6.

2. An Output Feedback Dynamic
Control Approach

To depict the basic ideas of the proposed dynamic tracking
control approach, consider the n Degree-of-Freedom (DOF)
mass-spring-damper mechanical system shown in Figure 1.
Here, xi, i � 1, 2, . . . , n, stands for position of the mass mi,
y � x1 represents the output variable to be controlled, and u

is a single force control input. Mass, damping, and stiffness
parameters associated with the i-th DOF are denoted by mi,
ki, and ci, respectively.

/e mathematical model of this multi-degree-of-free-
dom vibrating mechanical system is described by

Mx
..

+ Cx
.

+ Kx � u, (1)

whereM, C, and K are, respectively, the mass, damping, and
stiffness matrices given by

M �

m1 0 0 . . . 0 0

0 m2 0 . . . 0 0

⋮ ⋱

0 0 0 . . . mn− 1 0

0 0 0 . . . 0 mn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

C �

c1 0 0 . . . 0 0

0 c2 0 . . . 0 0

⋮ ⋱

0 0 0 . . . cn− 1 0

0 0 0 . . . 0 cn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

K �

k1 + k2 − k2 0 . . . 0 0 0

− k2 k2 + k3 − k3 . . . 0 0 0

⋮

0 0 0 . . . − kn− 1 kn− 1 + kn − kn

0 0 0 . . . 0 − kn kn + kn+1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(2)

with position vector x � [x1x2 . . . xn]T and control force vector
u � u 0 . . . 0􏼂 􏼃

T. Notice that equation (1) has been widely
employed to model diverse engineering systems such as dy-
namic vibration absorbers [22, 23] and flexible structures [24].

/en, from equation (1), the following feedforward and
feedback controller for asymptotic tracking of the desired
reference position trajectory y⋆(t) can be synthesized:

u � m1 €y
∗
1 − β1 _y − _y

∗
( 􏼁 − β0 y − y

∗
( 􏼁 − ξ(t)􏼂 􏼃, (3)

where β0 and β1 are control gains and ξ(t) is disturbance
affecting the dynamics of the actively controlled output variable
y. Notice that ξ(t) includes disturbances due to unmodeled
dynamics and, possibly, parametric uncertainty and resonant
excitation forces. Nevertheless, the trajectory tracking controller
(3) requires measurements of position, velocity, and informa-
tion of disturbances ξ(t). /us, the Generalized Proportional-
Integral (GPI) control approach is used for the synthesis of a
robust output feedback control scheme. /is control technique
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is based on the integral reconstruction of the state variables
through iterated integrations of the output and input variables
[17].Moreover, dynamic tracking error compensation is used to
reject disturbances using only measurements of the output
position variable y.

For control design purposes, it is assumed that the
disturbance signal ξ(t) can be approximated into a small
window of time by the r-th order Taylor polynomial ex-
pansion, around a given time instant t0 > 0,

ξ(t) ≈ 􏽘
r

i�0
pi t − t0( 􏼁

i
, (4)

where coefficients pi are completely unknown. In addition,
we have assumed that ξ(t) is uniformly absolutely bounded,
i.e.,

‖ξ‖∞ � sup
t∈[0,∞)

|ξ(t)| � δ <∞, (5)

where δ is a possibly unknown positive constant.
Dynamics of the output position variable of the me-

chanical system is then described into an infinitesimal time
window as

€y �
1

m1
u + 􏽘

r

i�0
pi t − t0( 􏼁

i
. (6)

By integrating equation (6), one can obtain the following
integral reconstructor for the velocity signal:

􏽢_y �
1

m1
􏽚

t

t0

u(τ)dτ. (7)

Note that initial conditions of the uncertain mechanical
system and coefficients pi were intentionally neglected in the
integral reconstruction of the velocity signal. /us, the
structural estimate 􏽢_y differs from the actual velocity signal by
an algebraic polynomial up to r + 1-th degree as follows:

􏽢_y � _y + 􏽘
r+1

i�0
λi t − t0( 􏼁

i
, (8)

where constants λi depend on unknown initial conditions
and coefficients of the disturbance model (4).

/en, a dynamic controller, using integral velocity re-
construction (7), for both active disturbance suppression
and robust reference trajectory tracking is proposed as
follows:

u � m1 €y
∗

− βr+3
􏽢_y − _y
∗

􏼐 􏼑 − βr+2 y − y
∗

( 􏼁 − χr+1􏽨 􏽩, (9)

with

_χ0 � β0 y − y
∗

( 􏼁,

_χ1 � χ0 + β1 y − y
∗

( 􏼁,

⋮

_χr � χr− 1 + βr y − y
∗

( 􏼁,

_χr+1 � χr + βr+1 y − y
∗

( 􏼁.

(10)

Substitution of controller (9) into equation (6) leads to
the closed-loop tracking error dynamics, e � y − y∗:

e
(r+4)

+ 􏽘
r+3

k�0
βke

(k)
� 0. (11)

Hence, by selecting the design parameters βk, the charac-
teristic polynomial associated with the tracking error dynamics
(11) is a Hurwitz polynomial results in a globally exponentially
asymptotically stable equilibrium point. /erefore,

lim
t⟶∞

e � 0⟹ lim
t⟶∞

y � y(t)
∗
. (12)

2.1. Experimental Results. Analytical results were confirmed
by real-time experiments performed on a three degree-of-
freedom mass-spring-damper system characterized by the
set of system parameters described in Table 1. /e experi-
mental setup used to test the proposed control approach is a
rectilinear mechanical plant (Model 210a) provided by
Educational Control Products. /e design parameters for
the output feedback tracking controller were selected to have
the closed-loop characteristic polynomial:

Pc(s) � s
2

+ 2ζωns + ω2
n􏼐 􏼑

4
, (13)

with r � 4, ωn � 70 rad/s, and ζ � 7.
Figure 2 confirms the acceptable performance of the

tracking control scheme. In this case study, the vibration test
system was also perturbed by unmodeled dynamics associated
with flexible beam structures connected to each mass, as shown
in Figure 3. /e satisfactory tracking of the reference position
trajectory y∗ is verified. /is profile was planned to smoothly
transfer the mass m1 from the rest position to the equilibrium
position of 0.01m in a time interval of 3 s. /erefore, in Section
3, the proposed control approach is extended to the desired
motion tracking problem on perturbed quadrotor helicopters.

3. Dynamic Model of a Quadrotor Helicopter

/e quadrotor is a controlled aerial mechanical system with six
degrees of freedom and only four control inputs. Moreover, its
dynamic behaviour is governed by a set of strongly coupled

m1

k1

x1

c1
m2

k2

x2

c2

k3

c3 mn

kn

xn

cn

kn+1

u

Figure 1: Schematic diagram of a n DOF flexible mechanical system.
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nonlinear differential equations. A quadrotor is commonly
designed to have a rigid body mechanical structure in order to
obtain a simplified mathematical model, where two reference
frames are used to describe its dynamic behaviour [3, 25]. /e
former, a global inertial coordinate system with X, Y, and Z

axes, is attached to the Earth, and the second one with X′, Y′,
and Z′ axes fixed the quadrotor centre of mass as portrayed in
Figure 4. Control force and torques, represented as u, τψ , τθ,
and τϕ, are generated by four rotors located symmetrically in a

suitably balanced mechanical structure. /us, force and torque
controllers should be synthesized to perform online and offline
trajectory tracking for translation and rotation motion in the
three-dimensional space.

Controlled system motion is achieved by increasing or
decreasing properly the speed of each rotor./e pair of rotors
1 and 3 spin counterclockwise and the other in clockwise.
/us, pitching moment is produced by rotors 1 and 3, as
shown in Figure 4(a). Similarly, rolling moment shown in
Figure 4(b) is caused by the difference between forces pro-
duced by rotors 2 and 4. Yawing moment is originated when
angular velocities of lateral rotors aremodified, as displayed in
Figure 4(c). On the contrary, the control force u, which allows
lifting the quadrotor body, stands for the sum of all the
vertical forces produced by each rotor.

Relation between produced forces by each rotor and
control inputs is given by [3]

u � 􏽘
4

i�1
Fi,

τψ � 􏽘
4

i�1
τMi

, τθ � F3 − F1( 􏼁l,

τϕ � F2 − F4( 􏼁l,

(14)

where l is the distance from the motors to the centre of mass
and τMi

stands for the torque induced by each electric motor
Mi. Fi and τMi

are related to the geometry of the rotors
blades bymeans of the coefficients of thrust and drag. Hence,
motion in different directions on the plane can be attained
by regulating angular velocities of rotors in order to change
the magnitude of the forces Fi. /erefore, by suitably
combining the rolling, pitching, and yawing moments, a
quadrotor can track different reference trajectories.

/e nonlinear dynamic model of the quadrotor is ob-
tained by the Euler–Lagrange formalism [3, 25]. /e vector
of generalized coordinates is given by

q � x y z ϕ θ ψ􏼂 􏼃 ∈ R6
, (15)

where ϕ, θ, and ψ are the Euler angles describing the ori-
entation of the system and x, y, and z are the position
coordinates of the centre of mass measured with respect to
the inertial reference frame. By considering the kinetic and
potential energies, the Lagrangian is then given by

L �
1
2
λ
.

Mλ
. ⊺

+
1
2
η
. ⊺
Iη

.
− λMg, (16)

where M is the diagonal mass matrix, I is the equivalent
inertia tensor, g � 0 0 g􏼂 􏼃

⊺ is the gravity vector, g is the
acceleration constant of gravity, λ� x y z􏼂 􏼃 stands for the
position vector, and η� ϕ θ ψ􏼂 􏼃 is the orientation vector,
both expressed in the global reference frame. /e nonlinear
translational dynamics of the quadrotor is given by

m €x � − u sin θ + ξx,

m€y � u cos θ sinϕ + ξy,

m€z � u cos θ cos ϕ − mg + ξz,

(17)

Table 1: Parameters of a 3 DOF mass-spring-damper system.

m1 � 2.82 kg c1 � 3.64Ns/m k1 � 191.315N/m
m2 � 2.59 kg c2 � 1.75Ns/m k2 � 391.16N/m
m3 � 2.59 kg c3 � 1.75Ns/m k3 � 344.83N/m

t (s)
0 1 2 3 4 5

y (
m

)

0

0.005

0.01

0.015

y∗

(a)

t (s)
0 1 2 3 4 5

u 
(N

)

0

1

2

3

4

5

(b)

Figure 2: Experimental results for trajectory tracking planned for
the controlled mass.

Actuator Controlled mass

Figure 3: Configuration of the experimental setup used to test the
performance of the proposed control approach.
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where ξx, ξy, and ξz denote unknown time-varying force
disturbances affecting the operation of the aerial system.
Simultaneously, rotational dynamics has numerous non-
linear couplings between system variables and parameters.
Disturbed angular dynamics is described in a compact form
as follows:

Iη
..

� τη − C(η
.
, tη )η

.
+ ξη, (18)

where

I �

− Ixsθ 0 Ix

Iy − Iz􏼐 􏼑cθcϕsϕ Iyc
2
ϕ + Izs

2
ϕ 0

Izc
2
θc

2
ϕ + Iyc

2
θs

2
ϕ + Ixs

2
θ Iy − Iz􏼐 􏼑cθcϕsϕ − Ixsθ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

C(η
.
, η) �

c11 c12 c13

c21 c22 c23

c31 c32 c33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

(19)

F1

F4

F2

X′

Z′

Y′

Y

X

Z

θ, τθ

F3

(a)

X′

Y′

Z′

Y

X

Z

F1F4

F3

F2

ϕ, τϕ

(b)

F1

F4

F3

Z′

X′

Y′

F2

Y

X

Z

ψ, τψ

(c)

Figure 4: Motion in each direction of the space by the control inputs. (a) Pitching moment. (b) Rolling moment. (c) Yawing moment.
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with

c11 � Iz − Iy􏼐 􏼑 _ψsϕcϕc
2
θ,

c12 � − Ix
_ψcθ + Iy θ

.

sϕcϕ + _ψcθs
2
ϕ − _ψcθc

2
ϕ􏼒 􏼓 − Iz

_ψcθs
2
ϕ − _ψcθc

2
ϕ + θ

.

sϕcϕ􏼒 􏼓,

c13 � 0,

c21 � − Ix
_ψsθcθ + Iy

_ψsθcθs
2
ϕ + Iz

_ψsθcθc
2
ϕ,

c22 � Iz − Iy􏼐 􏼑 _ϕsϕcϕ,

c23 � Ix
_ψcθ + Iy − θ

.

sϕcϕ + _ψcθc
2
ϕ − _ψcθs

2
ϕ􏼒 􏼓 + Iz

_ψcθs
2
ϕ − _ψcθc

2
ϕ + θ

.

sϕcϕ􏼒 􏼓,

c31 � θ
.

Ixsθcθ + Iy − θ
.

sθcθs
2
ϕ + _ϕsϕcϕc

2
θ􏼒 􏼓 − Iz θ

.

sθcθc
2
ϕ + _ϕsϕcϕc

2
θ􏼒 􏼓,

c32 � Ix
_ψsθcθ − Iy θ

.

sθsϕcϕ+ _ϕcθs
2
ϕ − _ϕcθc

2
ϕ + _ψsθcθs

2
ϕ􏼒 􏼓 + Iz

_ϕcθs
2
ϕ − _ϕcθc

2
ϕ − _ψsθcθc

2
ϕ + θ

.

sθsϕcϕ􏼒 􏼓,

c33 � − Ixθ
.

cθ + Iy − Iz􏼐 􏼑 _ψc
2
θsϕcϕ􏼐 􏼑.

(20)

Here, for purposes of simplicity of the model repre-
sentation, si and ci stand for the sine and cosine functions for
i � θ, ϕ. /e control torque vector is denoted by
τη � τϕ τθ τψ􏽨 􏽩

⊺
. Similarly, ξη � ξϕ ξθ ξψ􏽨 􏽩

⊺
represents a

torque disturbance vector due to wind corrupting the
rotational dynamics. Parametric uncertainty and unmodeled
dynamics could be also lumped in disturbances ξc, for
c � x, y, z, ϕ, θ,ψ.

4. Robust Motion Tracking Control for
Quadrotor Helicopters

ADRC focuses on the input and output evolution instead of
the use of some detailed nonlinear mathematical model of
the disturbed dynamic system [11, 12]. An extended state
observer is designed to estimate disturbances. After, real-
time estimated disturbances are included in the control
syntheses to guarantee active disturbance rejection. In the
present contribution, from a different control design per-
spective, disturbance observers and time derivatives of
output signals are unnecessary. Time-varying disturbances
are actively and directly suppressed by dynamic error
compensation properly embedded into control signals.

/e proposed main control scheme is schematically
depicted in Figure 5. Two virtual controllers are synthesized
for adjusting the nonactuated dynamics and ensure the
efficient and robust tracking of position reference trajec-
tories in X and Y directions. Meanwhile, fully actuated
dynamics are regulated directly by suitable action of four
robust controllers. /e control scheme is based on tracking
errors given by the difference between real measured vari-
ables and desired reference trajectories, with
c � x, y, z, ϕ, θ,ψ,

ec � c − c
∗
, (21)

where the superscript ∗ is used to denote reference trajectory
for some system variable. Here, a virtual control block
computes the reference trajectories θ∗ and ϕ∗, according to
the desired motion for X and Y directions as follows:

θ∗ � sin− 1
−
1
u

mvx􏼒 􏼓,

ϕ∗ � sin− 1 1
ucosθ

mvy􏼒 􏼓.

(22)

For robust control design purposes, from equations (17)
and (18), disturbed tracking error dynamics is simplified as

€ec � vc + ξc(t). (23)

Similarly, ξc(t) are considered as bounded time-varying
disturbance signals and locally approximated into a small
interval of time by the r-th order Taylor polynomial
expansions:

ξc(t) ≈ 􏽘
r

i�0
pi,c t − t0( 􏼁

i
, (24)

where coefficients pi,c are assumed to be completely
unknown.

From equation (23), integral reconstructors for velocity
signals of tracking errors can be then computed by

􏽢_ec � 􏽚
t

t0

vcdt. (25)

/e polynomial relationship between structural esti-
mates 􏽢_ec and actual velocity tracking error signals is given by

􏽢_ec � _ec + 􏽘
r+1

i�0
λi,c t − t0( 􏼁

i
, (26)

where parameters λi,c are also assumed to be unknown.
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Auxiliary controllers for desired motion trajectory
tracking tasks on the aerial vehicle are then proposed as

vc � − βr+3,c
􏽢_ec − βr+2,cec − χr+1,c, (27)

with

_χ0,c � β0,cec,

_χ1,c � χ0,c + β1,cec,

⋮

_χr,c � χr− 1,c + βr,cec,

_χr+1,c � χr,c + βr+1,cec.

(28)

/en, from equations (23) and (27), closed-loop tracking
error dynamics is governed by

e
(r+4)
c + 􏽘

r+3

k�0
βk,ce

(k)
c � 0. (29)

/erefore, control gains βk,c should be selected so that
characteristic polynomials associated with the closed-loop
error dynamics (29),

PCL,c(s) � s
r+4

+ 􏽘
r+3

k�0
βk,cs

k
, (30)

are Hurwitz polynomials and faster than disturbance signals.
In this way, reference trajectory tracking can be achieved:

lim
t⟶∞

ec � 0⟹ lim
t⟶∞

c � c
∗
, (31)

with c � x, y, z, ϕ, θ,ψ.
Notice from (18) that

η
..

� I
− 1 τη − C(η

.
, η)η

.
􏽨 􏽩 + I

− 1ξη. (32)

/e control torque vector can be then proposed as
follows:

τη � Ivη + C(η
.
, η)η

.
+ Iη

..∗
, (33)

with vη � [vϕvθvψ]⊺. /us, substitution of (33) into (18)
yields

η
..

� η
..∗

+ vη + I
− 1ξη,

€eη � vη + I
− 1ξη,

(34)

and by expressing the angular acceleration disturbance
vector as I− 1ξη � dη, it results

€eη � vη + dη, (35)

which presents the structure in (23). /erefore, the control
inputs for desired motion trajectory tracking and active
disturbance suppression are proposed as

u �
1

cosϕ cos θ
mvz + mg( 􏼁,

τϕ � kϕvϕ,

τθ � kθvθ,

τψ � kψvψ ,

(36)

z∗, ψ∗

x∗, y∗ ex, ey
–

+

x, y θ, u

a

b

a

b

c d

c

–
+

d

f

f

u, τϕ, τθ, τψ

z, ϕ, θ, ψ

Disturbance

Quadrotor

ξγ

u

Virtual
control vx, vy

Angular
references

ADRC

ϕ∗, θ∗

ez, eψ

eθ, eϕ

Fully
actuated
control

u, τϕ, τθ, τψ

ADRC

Figure 5: Main robust motion control scheme for a disturbed aerial quadrotor vehicle.
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with

kϕ � Ix,

kθ � Iycos
2 ϕ + Izsin

2 ϕ,

kψ � Izcos
2 θ cos2 ϕ + Iycos

2 θ sin2 ϕ + Ixsin
2 θ.

(37)

5. Case Studies on Dynamic
Performance Assessment

In this section, numerical experiments to confirm the ef-
fectiveness of the proposed dynamic tracking control
scheme are described. Experiments were implemented on a
lightly damped quadrotor with parameters described in
Table 2. Translational reference trajectories in meters are
given by

x
∗
(t) � 2sin

t

2
􏼒 􏼓cos

t

4
􏼒 􏼓,

y
∗
(t) � 2sin

t

2
􏼒 􏼓sin

t

4
􏼒 􏼓,

z
∗
(t) �

t

4
.

(38)

Control design parameters were selected for matching
closed-loop Hurwitz (stable) polynomials:

PCL,c(s) � s
2

+ 2ζcωn,cs + ω2
n,c􏼐 􏼑

2
s + pc,c􏼐 􏼑, (39)

with ωn,c, ζc, pc,c > 0 and c � x, y, z, ϕ, θ,ψ. Controller ad-
justment parameters to perform a satisfactory robust tracking of
planned trajectories were then selected as ωn,x � ωn,y � 3 rad/s,
ζx � ζy � 1, and pc,x � pc,y � 3 rad/s; ωn,z � 3 rad/s, ζz � 2,
and pc,z � 2 rad/s; ωn,ϕ � ωn,θ � 10 rad/s, ζϕ � ζθ � 3, and
pc,θ � 10 rad/s; and ωn,ψ � 10 rad/s, ζψ � 1, and pc,ψ � 10 rad/
s. Additionally, for purposes of robustness assessment, control
input gains were selected as kϕ � Ix, kθ � Iy, and kψ � Iz.

During simulation experiments, the quadrotor was ex-
posed to follow planned trajectories in presence of com-
pletely unknown considerable external disturbances. For
purposes of control robustness assessment, the wind dis-
turbance models affecting the aerial vehicle dynamics de-
scribed in [8, 26] were selected. Interested readers in more
details about these disturbance models applied on controlled
aerial vehicles can refer to the contributions [8, 26] and
references therein. /ree case studies for robustness and
effectiveness assessment were thus developed.

In the first case study, the quadrotor is exposed to
disturbances induced by wind gusts, similar as authors in
[8]. Here, the effects of wind gusts on the quadrotor
translational accelerations are considered:

fdi
(t) �

0, 0≤ t≤ 15,

0.8sin
π(t − 30)

31
􏼢 􏼣 + 0.4sin

π(t − 30)

7
􏼢 􏼣

+ 0.08sin
π(t − 30)

2
􏼢 􏼣 + 0.056sin

π(t − 30)

11
􏼢 􏼣,

15< t≤ 45,

0, 45< t≤ 65,

0.8sin
π(t − 30)

31
􏼢 􏼣 + 0.4sin

π(t − 30)

7
􏼢 􏼣

+0.08sin
π(t − 30)

2
􏼢 􏼣 + 0.056sin

π(t − 30)

11
􏼢 􏼣,

65< t≤ 85,

0, t> 85.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(40)

/erefore, the external disturbance forces introduced in
(17) are defined such that ξi � mfdi

(t), (41)

Table 2: Parameters of the quadrotor system.

Parameter Value Units
m 1.016 kg
l 0.225 m
Ix 0.012450 kg·m2

Iy 0.013303 Kg·m2

Iz 0.024752 kg·m2
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for i � x, y, z. Meantime, disturbance torques in (18) are the
following:

ξη � I[sin(t) + 0.2sin(100πt)]. (42)

On the contrary, in the second study, the quadrotor is
subjected to the effects of crosswind disturbances. /e
crosswind representation is similar to that in [26], where
authors introduce a wind speed model which directly per-
turbs the helicopter translational motion, and is given by

ξx � − w1sin θ,

ξy � w1cos θsin ϕ,

ξz � w1cos θcos ϕ,

(43)

where w1 is the representation of the wind disturbance.
Here, induced normal forces for each rotor are included.
Additionally, the forces are related with the wind speed
model as w1 � Vw(t), and Vw(t) � Vwg(t) + Vwt(t), with

Vwg(t) �

0, t<Tsg,

Ag − Agcos 2π
t − Tsg

Teg − Tsg

􏼠 􏼡, Tsg ≤ t≤Teg,

0, Teg < t,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(44)

where Vw(t) is the wind speed expression composed by a
gust component Vwg and a turbulence term Vwt, Ag is the
amplitude of the wind gust, Tsg is its starting time, and Teg is
its stopping time. In this paper, values for Ag � 1m/s,
Tsg � 30 s, and Teg � 65 s are adopted. Also, for representing
the turbulence component Vwt, a band-limited white noise
has been implemented. Enforced crosswind affecting rota-
tional displacements is given by ξη � w2 w3 w4􏼂 􏼃

⊺, with
w2 � 0.75w1, w3 � 0.25w1, and w4 � 0.15w1 (cf. [26]).

In Figure 6, the above main disturbance features are
depicted. Notice the differences in the representation for
each case.

Exhaustive numerical experiments were performed for
both case studies. Figure 7 depicts the vertical trajectory
tracking in presence of wind gust and crosswinds, respec-
tively. An adequate position tracking is achieved due to the
robustness of the proposed controllers for facing unknown
external disturbances. Also, it is appreciated that there is
only a slight deviation in the tracking of the planned tra-
jectories represented by discontinuous lines.

Notice from Figure 8 the proper tracking of the planned
reference trajectories for X and Y directions, as a conse-
quence of a suitable tuning of the virtual controllers.
Moreover, as confirmed in Figure 9, the planned X-Y path is
followed adequately by the quadrotor even in presence of the
disturbances. Additionally, due to the features of the con-
troller design, the error dynamic presents an asymptotically
stable behaviour.

/e path reference and the path following in X-Y-Z
directions are portrayed in Figures 10(a) and 10(b), re-
spectively. For purposes of simplicity in the representation,
the results are presented only for case 1. Nevertheless, the
proposed control scheme allows to achieve satisfactory re-
sults in both cases studies even though disturbances present
diverse behaviour, crosswind, and wind gust, respectively.

Figures 11 and 12 show the control inputs responses
calculated online to regulate efficiently the quadrotor flight
according to planned trajectories and paths, as well as to
reject uncertain variable disturbances in spite of not having
information about their dynamic behaviour. Additionally,
the proposed control scheme allows ensuring a proper
tracking even though the information about the derivatives
of the interest variables is not available.

Notice that actuators are not saturated by the computed
control inputs, since these are acceptably small and smooth,
which could represent considerable energy savings during
the execution of flight tasks as well. Disturbance effects are
also observed in each designed control input signal.

Figure 13 shows the time histories of the quadrotor pitch
and roll tracking. /e references θ∗ and ϕ∗ were computed
online accordingly to equation (22) in order to regulate the
displacements in X and Y directions adequately. In both
cases the tracking of the computed references is achieved due
to the robust structure of the proposed control scheme,
where the virtual control stage depends on the regulation
and tracking of this variables for ensuring the planned path
following.

Lastly, the desired yaw angle reference ψ∗ is given as
follows:

ψ∗ �

ψi, 0≤ t<T1,

ψi + ψf − ψi􏼐 􏼑Bz t, T1, T2( 􏼁, T1 ≤ t≤T2,

ψf, t>T2,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(45)

where ψi � 0 rad, ψf � 0.5 rad, T1 � 0 s, T2 � 5 s, and
Bz(t, T1, T2) is a Bézier interpolation polynomial given by

Bz t, T1, T2( 􏼁 �
t − T1

T2 − T1
r1 − r2

t − T1

T2 − T1
􏼠 􏼡 + r3

t − T1

T2 − T1
􏼠 􏼡

2

− · · · + r6
t − T1

T2 − T1
􏼠 􏼡

5
⎡⎣ ⎤⎦, (46)

with constants r1 � 252, r2 � 1050, r3 � 1800, r4 � 1575,
r5 � 700, and r6 � 126.

/erefore, results show the proposed control approach
simultaneously can properly reject disturbances and
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perform an efficient tracking. Besides, notice from (33) that
it is unnecessary to include the model information about the
matrix Coriolis C(η. , η) as well as the angular nominal
control trajectories η..∗ in the controller design (36), which is
desirable to keep the structure of the proposed controllers
simple as possible.

Finally, a third case study is introduced to show the ef-
fectiveness and robustness of the proposed motion tracking
control scheme against additional high-frequency time-varying
disturbances depicted in Figure 14.Wide spectrumdisturbances
affecting the controlled aerial vehicle dynamics are described as

ξi � m􏽥fdi
(t), (47)

with
􏽥fdi

(t) � fdi
(t) + U(0, 1) + H(n, t,A). (48)

Here, white noise generated by an uniform distribution
U(0, 1) in the interval [0, 1] was added. High-frequency
harmonic components were also considered as

H(n, t,A) � A􏽘
n

j�1
sin(100jt)⎡⎢⎢⎣ ⎤⎥⎥⎦ + sign(N(μ, σ)) − 0.5,

(49)

with A � 0.5 and n � 3. Furthermore, high-frequency un-
predictable oscillations generated by a normal distribution
N(μ, σ), with mean value μ � 0 and standard deviation
σ � 1, were included.

Figure 15 portrays the robust control performance for
following the 3D planned path. A satisfactory reference
trajectory tracking can be observed in Figure 16, even
though the quadrotor is subjected to high-frequency dis-
turbance motions.
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Computed robust control inputs are shown in Figure 17.
/e high-frequency motion disturbance compensation is
evident. Effectiveness and robustness of the dynamic con-
trollers are hence confirmed. In this experiment, the ref-
erence for yaw motion was set as: ψ∗ � 0 rad. From yielded
results, it can be verified that the proposed dynamic motion
tracking control is able to safely drive the quadrotor in the
three-dimensional space in presence of undesirable high-
frequency motions. It can be also corroborated that the
quadrotor control achieves an acceptable trajectory tracking
under reasonable time-varying operational uncertainties.

6. Conclusions

A novel and effective method based on active suppression
of external and internal uncertainties for controlling the
stable flight of a quadrotor helicopter in highly disturbed
operating environments was introduced. A solution al-
ternative for robust and efficient motion trajectory
tracking tasks for an underactuated nonlinear aerial
quadrotor vehicle under relevant uncertainties, from an
active disturbance rejection perspective, has been pro-
posed. Trajectory tracking is satisfactorily achieved by the
controlled quadrotor. Main differences of the proposed

desired motion tracking control approach with other
important contributions have been highlighted. Robust
asymptotic state observers for real-time estimation of
disturbances and time derivatives are unnecessary. De-
pendence on detailed mathematical models of the complex
nonlinear unmanned aerial system dynamics is consid-
erably reduced. Two virtual controllers were designed to
face the underactuated motion problem, and consequently,
perform a suitable tracking of the planned references.
Proposed dynamic compensators are able to actively reject
disturbances in real time. Output signal measurements are
only required for a proper tracking of the planned tra-
jectories. /ree strict case studies confirmed the robustness
and efficiency of the proposed motion control scheme
under hostile operating conditions. It was also proved that
the presented active control approach can be directly
extended for a class of vibrating mechanical systems.
/erefore, analytical, experimental, and numerical results
proved that the introduced motion trajectory tracking
control method stands for a very good alternative to ac-
tively suppress disturbances. Future research works deal
with the extension of the presented control design per-
spective to other nonlinear configurations of dynamically
underactuated helicopters with multiple rotors operating
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Figure 17: Robust control input signals computed in presence of high-frequency motion disturbances. (a) u. (b) τψ . (c) τθ. (d) τφ.
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under uncertainty. In this context, effects of significant
uncertainties and analysis of the transient behaviour of
several controlled multirotor aerial vehicles will be con-
sidered in future works as well.
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