Multidimensional Cognitive
Information-Driven Fuzzy

Intelligent Computing and
Decision Making

Lead Guest Editor: Zaoli Yang
Guest Editors: Yuchen Li and Salman Ahmad

Mk E

Z

{ LL IR
?/01

W |l
»o\\Ho 1 E ////__// 4

\

_//_J;JJ
-

N
E\

o—rp 1Nl
°77////, ———>

AN




Multidimensional Cognitive Information-
Driven Fuzzy Intelligent Computing and
Decision Making



Computational Intelligence and Neuroscience

Multidimensional Cognitive
Information-Driven Fuzzy Intelligent
Computing and Decision Making

Lead Guest Editor: Zaoli Yang
Guest Editors: Yuchen Li and Salman Ahmad




Copyright © 2023 Hindawi Limited. All rights reserved.

This is a special issue published in “Computational Intelligence and Neuroscience.” All articles are open access articles distributed under
the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.



Chief Editor

Andrzej Cichocki, Poland

Associate Editors

Arnaud Delorme, France
Cheng-Jian Lin (), Taiwan
Saeid Sanei, United Kingdom

Academic Editors

Mohamed Abd Elaziz (), Egypt
Tariq Ahanger (), Saudi Arabia
Muhammad Ahmad, Pakistan
Ricardo Aler ("), Spain

Nouman Ali, Pakistan

Pietro Arico (), Italy

Lerina Aversano (), Italy

Umit Agbulut (), Turkey

Najib Ben Aoun (), Saudi Arabia
Surbhi Bhatia(®), Saudi Arabia
Daniele Bibbo (12), Italy

Vince D. Calhoun (s, USA
Francesco Camastra, Italy
Zhicheng Cao, China

Hubert Cecotti(2), USA

Jyotir Moy Chatterjee (), Nepal
Rupesh Chikara, USA

Marta Cimitile, Italy

Silvia Conforto (1), Italy

Paolo Crippa(, Italy

Christian W. Dawson, United Kingdom
Carmen De Maio (), Italy
Thomas DeMarse (), USA

Maria Jose Del Jesus, Spain
Arnaud Delorme(*), France
Anastasios D. Doulamis, Greece
Anténio Dourado (), Portugal
Sheng Du (), China

Said El Kathali (), Morocco
Mohammad Reza Feizi Derakhshi(?), Iran
Quanxi Feng, China

Zhong-kai Feng, China

Steven L. Fernandes, USA
Agostino Forestiero (), Italy
Piotr Franaszczuk (%), USA
Thippa Reddy Gadekallu (), India
Paolo Gastaldo (1), Italy
Samanwoy Ghosh-Dastidar, USA

Manuel Grana (), Spain

Alberto Guillén (%), Spain

Gaurav Gupta, India

Rodolfo E. Haber (), Spain
Usman Habib (), Pakistan
Anandakumar Haldorai (), India
José Alfredo Herndndez-Pérez ("), Mexico
Luis Javier Herrera(l2), Spain
Alexander HoSovsky (), Slovakia
Etienne Hugues, USA

Nadeem Igbal (), Pakistan

Sajad Jafari, Iran

Abdul Rehman Javed (15, Pakistan
Jing Jin (), China

Li Jin, United Kingdom

Kanak Kalita, India

Ryotaro Kamimura (), Japan

Pasi A. Karjalainen (), Finland
Anitha Karthikeyan, Saint Vincent and the
Grenadines

Elpida Keravnou (), Cyprus

Asif Irshad Khan (%), Saudi Arabia
Muhammad Adnan Khan (), Republic of
Korea

Abbas Khosravi, Australia
Tai-hoon Kim, Republic of Korea
Li-Wei Ko (), Taiwan

Rasit Koker (), Turkey

Deepika Koundal (%), India

Sunil Kumar (%), India

Fabio La Foresta, Italy

Kuruva Lakshmanna (), India
Maciej Lawrynczuk (), Poland
Jianli Liu@®), China

Giosue Lo Bosco (1), Italy

Andrea Loddo (1), Italy

Kezhi Mao, Singapore

Paolo Massobrio (), Italy

Gerard McKee, Nigeria

Mohit Mittal (%), France

Paulo Moura Oliveira (), Portugal
Debajyoti Mukhopadhyay (i), India
Xin Ning (), China

Nasimul Noman (%), Australia
Fivos Panetsos (), Spain



https://orcid.org/0000-0002-8709-2715
https://orcid.org/0000-0002-7682-6269
https://orcid.org/0000-0002-4525-0738
https://orcid.org/0000-0002-7472-4840
https://orcid.org/0000-0002-3831-6620
https://orcid.org/0000-0003-2436-6835
https://orcid.org/0000-0002-6635-6494
https://orcid.org/0000-0001-9444-8209
https://orcid.org/0000-0003-3097-6568
https://orcid.org/0000-0003-1341-5427
https://orcid.org/0000-0001-9058-0747
https://orcid.org/0000-0002-7661-0070
https://orcid.org/0000-0003-2527-916X
https://orcid.org/0000-0001-7323-5220
https://orcid.org/0000-0003-4504-7550
https://orcid.org/0000-0003-0641-4792
https://orcid.org/0000-0001-5549-7075
https://orcid.org/0000-0002-0799-3557
https://orcid.org/0000-0002-5445-6893
https://orcid.org/0000-0001-8396-7388
https://orcid.org/0000-0001-9282-5154
https://orcid.org/0000-0002-8548-976X
https://orcid.org/0000-0002-3025-7689
https://orcid.org/0000-0002-5166-4224
https://orcid.org/0000-0003-0097-801X
https://orcid.org/0000-0002-5748-3942
https://orcid.org/0000-0001-7373-4097
https://orcid.org/0000-0001-9918-3238
https://orcid.org/0000-0002-2881-0166
https://orcid.org/0000-0003-4793-6239
https://orcid.org/0000-0001-9975-6462
https://orcid.org/0000-0002-2107-3044
https://orcid.org/0000-0003-3220-9389
https://orcid.org/0000-0002-8390-7163
https://orcid.org/0000-0003-1050-1792
https://orcid.org/0000-0002-0570-1813
https://orcid.org/0000-0002-6133-5491
https://orcid.org/0000-0002-4238-3463
https://orcid.org/0000-0002-1267-493X
https://orcid.org/0000-0002-8980-4253
https://orcid.org/0000-0003-1131-5350
https://orcid.org/0000-0001-9789-5231
https://orcid.org/0000-0003-2529-3391
https://orcid.org/0000-0002-3811-2310
https://orcid.org/0000-0003-1688-8772
https://orcid.org/0000-0001-9957-5661
https://orcid.org/0000-0003-3480-4851
https://orcid.org/0000-0002-6846-2004
https://orcid.org/0000-0003-0609-9083
https://orcid.org/0000-0002-1602-0693
https://orcid.org/0000-0002-6571-3816
https://orcid.org/0000-0001-8335-3407
https://orcid.org/0000-0003-0878-4615
https://orcid.org/0000-0003-4283-1243
https://orcid.org/0000-0002-5394-385X
https://orcid.org/0000-0001-7897-1673
https://orcid.org/0000-0002-8566-0870
https://orcid.org/0000-0003-0897-411X

Evgeniya Pankratova (2, Russia
Rocio Pérez de Prado (), Spain
Francesco Pistolesi (1), Italy
Alessandro Sebastian Podda (1), Italy
David M Powers, Australia
Radu-Emil Precup, Romania
Lorenzo Putzu, Italy

S P Raja, India

Dr.Anand Singh Rajawat (), India
Simone Ranaldi (), Italy

Upaka Rathnayake, Sri Lanka
Navid Razmjooy, Iran

Carlo Ricciardi, Italy
Jatinderkumar R. Saini (), India
Sandhya Samarasinghe (), New Zealand
Friedhelm Schwenker, Germany
Mijanur Rahaman Seikh, India
Tapan Senapati(), China
Mohammed Shuaib (), Malaysia
Kamran Siddique (), USA
Gaurav Singal, India

Akansha Singh (), India
Chiranjibi Sitaula (), Australia
Neelakandan Subramani, India

Le Sun, China

Rawia Tahrir (%), Iraq

Binhua Tang (), China

Carlos M. Travieso-Gonzélez ("), Spain
Vinh Truong Hoang ("), Vietnam
Fath U Min Ullah (%), Republic of Korea
Pablo Varona (), Spain

Roberto A. Vazquez (), Mexico
Mario Versaci, Italy

Gennaro Vessio (), Italy

Ivan Volosyak (), Germany

Leyi Wei(), China

Jianghui Wen, China

Lingwei Xu (), China

Cornelio Yafez-Marquez, Mexico
Zaher Mundher Yaseen, Iraq
Yugen Yi(®), China

Qiangqiang Yuan (), China
Miaolei Zhou (2, China

Michal Zochowski, USA

Rodolfo Zunino, Italy


https://orcid.org/0000-0003-4214-7230
https://orcid.org/0000-0001-6097-4016
https://orcid.org/0000-0002-1078-5599
https://orcid.org/0000-0002-7862-8362
https://orcid.org/0000-0001-5940-5799
https://orcid.org/0000-0002-7849-0893
https://orcid.org/0000-0001-5205-5263
https://orcid.org/0000-0003-2943-4331
https://orcid.org/0000-0003-0399-7486
https://orcid.org/0000-0001-6657-2587
https://orcid.org/0000-0003-2286-1728
https://orcid.org/0000-0002-5520-8066
https://orcid.org/0000-0002-4564-2985
https://orcid.org/0000-0001-7187-052X
https://orcid.org/0000-0003-4744-5835
https://orcid.org/0000-0002-4621-2768
https://orcid.org/0000-0002-3464-3894
https://orcid.org/0000-0002-1243-9358
https://orcid.org/0000-0002-1754-8991
https://orcid.org/0000-0002-7645-4610
https://orcid.org/0000-0002-0883-2691
https://orcid.org/0000-0001-6555-7617
https://orcid.org/0000-0003-1444-190X
https://orcid.org/0000-0002-2169-6356
https://orcid.org/0000-0002-2726-9873
https://orcid.org/0000-0001-7140-2224
https://orcid.org/0000-0003-1664-1024

Contents

Retracted: A Lightweight Semantic Segmentation Algorithm Based on Deep Convolutional Neural

Networks
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9790234, Volume 2023 (2023)

Retracted: Research on Four-Dimensional Innovative Intelligent Education Platform Based on Cloud

Edge-End Architecture
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9836398, Volume 2023 (2023)

[Retracted] Research on Four-Dimensional Innovative Intelligent Education Platform Based on
Cloud Edge-End Architecture

Buyu Wang (), Jingwei Qi (%), Xiaoping An (%), Jiangyin Fu (), Yuan Wang (), Na Liu (), and Meian Li
Research Article (11 pages), Article ID 2263033, Volume 2023 (2023)

An Image Classification Method Based on Adaptive Attention Mechanism and Feature Extraction
Network

Juanjuan Luo and Defa Hu

Research Article (11 pages), Article ID 4305594, Volume 2023 (2023)

High-Discrimination Comparison Algorithm for the Comprehensive Evaluation of Innovation Ability
in Colleges and Universities under Uncertain Information

Ming Fu (), Lifang Wang (2}, Xueneng Cao (12), Bingyun Zheng (%), Xianxian Zhou (), and Shishu Yin
Research Article (14 pages), Article ID 7842651, Volume 2022 (2022)

Research on Domain-Specific Knowledge Graph Based on the RoOBERTa-wwm-ext Pretraining Model
Xingli Liu (), Wei Zhao (i), and Haiqun Ma
Research Article (11 pages), Article ID 8656013, Volume 2022 (2022)

A Generative Image Inpainting Model Based on Edge and Feature Self-Arrangement Constraints
Fan Yao () and Yanli Chu
Research Article (12 pages), Article ID 5904043, Volume 2022 (2022)

Learning of Short Video Text Description of Nursing Teaching Based on Transformer
Xuenan Cao
Research Article (9 pages), Article ID 6989374, Volume 2022 (2022)

Analysis and Construction of the User Characteristic Model in the Adaptive Learning System for
Personalized Learning

Xuekong Zhao, Shirong Long (), and Defa Hu

Research Article (14 pages), Article ID 5503153, Volume 2022 (2022)

Research on Decision-Making of Hybrid Dominant Closed-Loop Supply Chain considering Different
Logistics Modes

Wanxian Wu and Lin Miao

Research Article (12 pages), Article ID 9889292, Volume 2022 (2022)



https://orcid.org/0000-0002-5002-1219
https://orcid.org/0000-0003-1572-0468
https://orcid.org/0000-0001-7101-4803
https://orcid.org/0000-0003-1889-4738
https://orcid.org/0000-0001-9885-1572
https://orcid.org/0000-0001-8863-9631
https://orcid.org/0000-0002-1581-1389
https://orcid.org/0000-0003-4777-8701
https://orcid.org/0000-0002-1957-5563
https://orcid.org/0000-0001-5052-4943
https://orcid.org/0000-0002-3569-1097
https://orcid.org/0000-0001-5133-1801
https://orcid.org/0000-0003-3469-0313
https://orcid.org/0000-0002-5397-4170
https://orcid.org/0000-0001-6126-9837
https://orcid.org/0000-0002-5334-7564
https://orcid.org/0000-0002-2091-7620
https://orcid.org/0000-0001-5982-7262
https://orcid.org/0000-0002-5169-5020
https://orcid.org/0000-0001-8749-2877
https://orcid.org/0000-0003-4777-8701
https://orcid.org/0000-0003-2971-5037

Forecasting Slope Displacement of the Agricultural Mountainous Area Based on the ACO-SVM Model
Juan Chen (), Yiliang Wei (), and Xiaohui Ma
Research Article (10 pages), Article ID 2519035, Volume 2022 (2022)

Optimal Control of False Information Clarification System under Major Emergencies Based on
Differential Game Theory

Bowen Li, Hua Li("), Qiubai Sun, and Rongjian Lv

Research Article (19 pages), Article ID 7291735, Volume 2022 (2022)

A Fine-Grained Image Classification and Detection Method Based on Convolutional Neural Network
Fused with Attention Mechanism

Yue Zhang

Research Article (10 pages), Article ID 2974960, Volume 2022 (2022)

A Closed-Loop Method for Multiperiod Intelligent Information Processing with Cost Constraints under
the Fuzzy Environment

Ming Fu(®, Lifang Wang ("), Xueneng Cao (), Bingyun Zheng (), Xianxian Zhou (), and Shishu Yin
Research Article (19 pages), Article ID 3871129, Volume 2022 (2022)

[Retracted] A Lightweight Semantic Segmentation Algorithm Based on Deep Convolutional Neural
Networks

Chengzhi Yang (®) and Hongjun Guo

Research Article (9 pages), Article ID 5339664, Volume 2022 (2022)


https://orcid.org/0000-0003-0119-4751
https://orcid.org/0000-0002-9142-8218
https://orcid.org/0000-0002-3308-2941
https://orcid.org/0000-0003-0672-0618
https://orcid.org/0000-0002-0925-5697
https://orcid.org/0000-0002-1957-5563
https://orcid.org/0000-0001-5052-4943
https://orcid.org/0000-0002-3569-1097
https://orcid.org/0000-0001-5133-1801
https://orcid.org/0000-0003-3469-0313
https://orcid.org/0000-0002-5397-4170
https://orcid.org/0000-0001-5056-3184

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9790234, 1 page
https://doi.org/10.1155/2023/9790234

Retraction

@ Hindawi

Retracted: A Lightweight Semantic Segmentation Algorithm
Based on Deep Convolutional Neural Networks

Computational Intelligence and Neuroscience

Received 10 October 2023; Accepted 10 October 2023; Published 11 October 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] C. Yang and H. Guo, “A Lightweight Semantic Segmentation
Algorithm Based on Deep Convolutional Neural Networks,”
Computational Intelligence and Neuroscience, vol. 2022, Article
ID 5339664, 9 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9790234

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9836398, 1 page
https://doi.org/10.1155/2023/9836398

Retraction

@ Hindawi

Retracted: Research on Four-Dimensional Innovative Intelligent
Education Platform Based on Cloud Edge-End Architecture

Computational Intelligence and Neuroscience

Received 1 August 2023; Accepted 1 August 2023; Published 2 August 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] B. Wang, J. Qi, X. An et al,, “Research on Four-Dimensional
Innovative Intelligent Education Platform Based on Cloud
Edge-End Architecture,” Computational Intelligence and
Neuroscience, vol. 2023, Article ID 2263033, 11 pages, 2023.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9836398

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9836398, 1 page
https://doi.org/10.1155/2023/9836398

Retraction

@ Hindawi

Retracted: Research on Four-Dimensional Innovative Intelligent
Education Platform Based on Cloud Edge-End Architecture

Computational Intelligence and Neuroscience

Received 1 August 2023; Accepted 1 August 2023; Published 2 August 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] B. Wang, J. Qi, X. An et al,, “Research on Four-Dimensional
Innovative Intelligent Education Platform Based on Cloud
Edge-End Architecture,” Computational Intelligence and
Neuroscience, vol. 2023, Article ID 2263033, 11 pages, 2023.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9836398

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 2263033, 11 pages
https://doi.org/10.1155/2023/2263033

Research Article

@ Hindawi

Research on Four-Dimensional Innovative Intelligent Education
Platform Based on Cloud Edge-End Architecture

Buyu Wang 12 Jingwei Qi , 23 Xiaoping An , 23 Jiangyin Fu . Yuan Wang -,

Na Liu®,?* and Meian Li ®»"?

2,3

College of Computer and Information Engineering, Inner Mongolia Agricultural University, Hohhot 010018,

Inner Mongolia, China

*Key Laboratory of Smart Animal Husbandry, Universities of Inner Mongolia Automomous Region, Hohhot 010018,

Inner Mongolia, China

3College of Animal Science, Inner Mongolia Agricultural University, Hohhot 010018, Inner Mongolia, China
*Department of Electrical and Computer Engineering, Tandon School of Engineering, New York University, New York,

NY 11201, USA

Correspondence should be addressed to Jingwei Qi; qijingwei@imau.edu.cn

Received 26 August 2022; Accepted 10 October 2022; Published 1 March 2023

Academic Editor: Zaoli Yang

Copyright © 2023 Buyu Wang et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In order to solve the problem of backward talent training mode in agriculture-related colleges and universities, this paper
proposed a scheme to build a smart teaching platform by using cloud architecture, combining virtualization and twinning
technology. The intelligent teaching platform is developed using the 5G converged network architecture and cloud edge system
architecture. The intelligent teaching platform has realized such teaching modes as real scene teaching, combination of virtual and
real teaching, immersive teaching, multi-teacher collaborative teaching and live interactive teaching. The smart teaching platform
has established a new model of digital education, with the functions of teaching, teaching research, teaching management and
teaching evaluation, and provides smart teaching cloud services for teachers and students of agriculture-related colleges and
universities as well as external tutors. The research of multi-dimensional evaluation system solves the precise management of
teaching process. The teaching effect has been significantly improved, and the management cost has been reduced, which meets

the goal of training new agricultural talents in agricultural and forestry colleges.

1. Introduction

How to cultivate applied talents required by the develop-
ment of global agriculture 4.0, how to achieve accurate
evaluation of education quality, and then realize the
implementation of new agricultural science construction,
are the core issues of intelligent education research in animal
husbandry discipline.

Cai et al. [1] do to wisdom education curriculum design
of exploratory research, puts forward adopting the micro-
course or animation display before the class, for students in
the class group autonomous teaching and carry out online
teaching practice after class in the method of combining
effectively promote the students’ autonomous learning

ability and innovation ability, which laid a foundation for
further enhance the level of talent training. Tai et al. [2]
pointed out that the reconstruction of smart teaching en-
vironment is the deep integration of information technology
and education and teaching, which is a higher form of
education informatization. He studied the construction of
smart teaching environment and proposed the environment
construction standard of “interconnection, accurate service
and data support”. Gu and Zhang [3] pointed out that
wisdom space by classroom teaching equipment manage-
ment, teaching management, students’ attendance man-
agement and remote interactive teaching management
software and hardware space composition, and the wisdom
of teaching space modeling were studied, based on the
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cloud-side together the wisdom of the education system,
solved the “full content and full time domain, the whole
process, all terminal, the whole audience” teaching man-
agement needs, Fill the gap in the industry. Xu et al. [4]
conducted in-depth research on the intelligent teaching
system based on artificial intelligence (AI) and computer
technology, and found that the application of the intelligent
system not only helped students improve their learning
efficiency by 9.8%, but also was favored by 56.8% of teachers
and students. Gao’s [5] research for conducting scientific
and objective of education quality evaluation conducted in-
depth research, use of big data and artificial intelligence
technology to build a quantitative evaluation index system of
university teachers’ teaching quality and quantitative
methods of research and the realization method of intelli-
gent as well as the construction of university teachers’
teaching quality quantitative evaluation system of research
and implementation method, The authors explores the
technical way to find the effectiveness of measurable factors
in the evaluation of teaching quality, and the results have
important practical significance for scientific evaluation of
teaching quality. Zeng’s [6] research has applied virtual
reality (VR) technology to the intelligent multimedia remote
teaching system, and used VR technology to complete the
reasonable allocation of multimedia teaching resources and
effectively improve the quality of multimedia teaching. In-
telligent multimedia distance teaching system can effectively
reduce the transmission energy and signal to noise ratio of
teaching resource data, which has certain practical value.
The training of compound applied talents in colleges and
universities mainly includes skill type and applied research
type. The skilled, represented by higher vocational colleges,
have conducted extensive research and exploration on the
skilled intelligent education. The most representative is Yu’s
[7] proposal of how to better cultivate the intelligent
teaching model of global industry 4.0 talents under the
background of 5G, which connects the four educational links
of “teaching, learning, evaluation and capital”. The expo-
nential intelligent teaching mode should be implemented
from the aspects of teaching methods, learning forms,
evaluation systems and teaching resources. However, there
are also some problems such as low enthusiasm of teachers
to carry out smart teaching, single smart teaching model and
serious fragmentation of resources. For undergraduate ed-
ucation, intelligent education focuses on the application of
the cultivation of research talents, Yuan and Li [8] from
policy management perspective, put forward the “man-
agement, professorial teaching, environment, resources,
training objectives,” five elements of M-PERT model, for the
building of the model and its effectiveness done in-depth
research, verified the value of intelligent education. Intel-
ligent education in colleges and universities not only covers
environmental construction, software and hardware sup-
port, but also analyzes the application potential and tech-
nical application level of intelligent objects in combination
with educational theory and practice, and constructs prac-
tical application scenarios for different application objects,
in application fields, and implementation paths for more
application fields. Promote the cloud, intelligent, virtual,
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two-way evaluation of education services, solve the open-
ness, diversity, collaboration, fairness and sustainability of
education, build an intelligent teaching platform, and realize
the revolutionary reform of education [9-14].

To sum up, a lot of research work has been done on the
use of Internet of Things technology and artificial intelli-
gence technology to carry out intelligent education, and a
series of research results have been obtained from teaching
activities, teaching management, curriculums construction
to teaching evaluation. However, there are two problems:
first, all the research focuses on the field of engineering
education, and there is no relevant research on the wisdom
education of animal husbandry. Secondly, all the studies did
not propose how to build a unified cloud platform to carry
out intelligent education in the whole process of education.
Aiming at the goal of talent training in animal husbandry in
agricultural universities in the future, the intelligent edu-
cation platform composed of 5G converged network [15, 16],
intelligent teaching data center, intelligent teaching resource
sharing and intelligent teaching cloud service system is
researched and constructed by using advanced intelligent
technologies such as Internet of Things, cloud computing,
big data, artificial intelligence and virtual reality. A linkage
closed-loop talent training mode with four dimension-
s(teaching, teaching research, teaching management and
teaching evaluation) of mutual empowerment has been
constructed, put forward the four dimensions(multimedia
teaching, the teaching of actual scenario and combination of
virtual and real teaching and wisdom breeding double team
teaching) of teaching mode, solve the problem of the new
agricultural livestock disciplines personnel training, The
intelligent teaching cloud platform including teaching,
teaching research, teaching management and teaching
evaluation has been established.

The contribution of this paper mainly has four aspects.
Firstly, the architecture and functional architecture of in-
telligent teaching cloud platform based on cloud edge and
end collaboration are proposed. Secondly, the integrated
network architecture based on 5G is proposed to reconstruct
the teaching space management, which provides support for
the development of intelligent teaching management and
accurate teaching evaluation. Third, new teaching resources
for animal husbandry have been established, including real
scene resources of livestock farms, virtual reality resources
and smart breeding digital resources. Fourth, the cloud
service system of teaching, teaching research, teaching
management and teaching evaluation is studied, which
makes exploration and research for the establishment of a
universal cloud platform of intelligent education for animal
husbandry discipline.

2. Intelligent Education Platform Architecture

The architecture of the intelligent education platform adopts
cloud edge architecture, and the application architecture
adopts multi-level application architecture with security and
standards as two wings, as shown in Figure 1. The standard
wing mainly includes teaching standards, resource stan-
dards, terminal access standards, breeding business
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standards and livestock data standards. The safety wing
mainly includes biological safety, production safety and food
safety. The multi-layer application consists of the basic
software and hardware platform layer, data resource layer,
education service support layer, intelligent education ap-
plication system layer, and user layer. The basic platform
layer is the system hardware and software platform needed
to support the system operation. The data resource layer
contains all the underlying databases of the platform.
Business support layer is the middleware necessary to
support system operation. The application system layer
embodies the function of intelligent teaching cloud service,
which consists of teaching, teaching research, teaching
management and teaching evaluation. The platform pro-
vides intelligent education services for teachers and students
of agricultural and forestry universities, off-campus tutors,
teaching administrators and platform operation and
maintenance personnel.

As can be seen from Figure 1, the cloud platform is a five-
layer application architecture with security and standards as
its two wings. The five layers include foundation layer, data
layer, business layer, application layer and user layer. The
foundation layer consists of system software, system hard-
ware and data acquisition and rendering system. The system
software includes three sets of Smart Teaching Cloud
Management System, Operating System and Database
Management System. The system hardware includes Cloud

Hardware System, Breeding Data Acquisition Terminal,
Intelligent Washing Terminal System, and Basic Wireless
Network Support System and LABS Share Hardware System
five sets of hardware systems. The data acquisition and
rendering system consists of Real Scene Data acquisition
System, Virtual Simulation Display System, and Virtual
Simulation Creation System, Teaching Hardware System
and AI Visual Analysis System five sets of hardware and
software integrated data acquisition and rendering systems.
The hardware system provides hardware computing, storage
and network services, the system software provides node
operating system, cloud management system and database
level system management functions, and the data collection
and rendering system provides services for platform data
collection, processing, rendering and display. The data layer
consists of Breeding Real Scene, Breeding Environment,
Individual Sign Database, VR Model Database, and Indi-
vidual Recognition Training Set, Animal behavior recog-
nition, Individual Identification and other 13 structured and
unstructured databases. The business layer consists of the
Intelligent Teaching Data Center Platform and the Intelli-
gent Teaching Resource Sharing Platform. The teaching
business support layer provides data distribution and
sharing services for the data layer and application layer. The
application layer consists of Intelligent Teaching Creation
System, Intelligent Teaching and Research System, and
Intelligent Education Management System, Intelligent



Evaluation System, Carrier Open Sharing System, Intelligent
Open Classroom Teaching Subsystem, Multi-Division Co-
operative Teaching Subsystem, Immersive Presentation
System, Intelligent Teaching Subsystem, Four Dimensional
Wisdom Teaching System is composed of 10 systems,
providing users with a full range of intelligent teaching
services from teaching, teaching research, teaching man-
agement to teaching evaluation. The user layer consists of
college students, college teachers, outside experts, business
mentors, and teaching managers, and provides services for
the above five types of users.

Aiming at the privacy and security protection of multi-
terminal data in cloud edge architecture, in-depth research is
carried out from three aspects: formal verification of se-
curity, analysis of attack mechanism and construction of
defense strategy. The data processing model of data layer is
verified by security formalization, and the complex data
processing model which is difficult to explain is transformed
into a clearer form of logical constraints. Interpretable
adversarial attack generation mechanism analysis method
and high-dimensional feature space geometry analysis, de-
cision transfer pathway detection, feature information at-
tribution and visualization techniques are used to analyze
the attack generation mechanism to ensure data security.

3. Network Architecture of Intelligent
Education Platform

The network architecture of the intelligent teaching platform
adopts the cloud side-end collaborative network architec-
ture, and the edge and access mobile network adopt 5G
converged network [17]. The backbone network mainly
consists of the server corresponding to the platform, net-
work and communication system, storage and backup
system, network security system, data forwarding system
and edge fusion network system. The converged network
architecture is shown in Figure 2.

As can be seen from FIG. 2, the 5G converged network is
composed of the Internet of Things acquisition terminal
network, edge computing network, data center network and
network security system. It provides the cloud platform with
the fusion network architecture of cloud edge and end
cooperation, ensures the network is stable and reliable, and
the commercial privacy of data collection is effectively
protected. The farm consists of poultry farms (laying hens,
etc.) and livestock farms (horses, cattle, sheep, pigs, etc.). The
network of IOT collection terminals in breeding farms is
composed of four dimensions: Environment Sensor (5 Para),
Cameras, individual signs, and handheld Terminals. The
edge network uses 5G mobile standby network and WIFI
wireless coverage working network to achieve full coverage,
with bandwidth ranging from 20 Mbps to 100 Mbps. The
data center network consists of Big Data Research, Business
Cloud Services, Smart Education Data Center, and Smart
Education Resource Sharing Center consists of four service
data centers, which provide network support for data
management, scientific research, data sharing and cloud
services. The internal core exchange loan is 10 Gbps. It
provides security systems ranging from firewall, fortress
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machine and online behavior management. The commercial
data is calculated on the edge server, and the desensitized
data is stored in the cloud data center, which ensures the
commercial privacy security of the farm data.

The cloud edge-end architecture is an integrated 5G
fusion network with low delay, high speed and large capacity
from cloud (intelligent teaching data center), edge (edge
computing network and edge computing node of school-
enterprise cooperation base) to end (sensing terminal, 5G
handheld terminal, 5G mobile terminal and various VR/AR
terminals). Implement equipment, network infrastructure at
the level of unity can be run through the cloud platform
promotion goal, completely solve high network latency, low
bandwidth, network, the problem of abort, frequently for
subsequent development from the teaching, research,
teaching research to the evaluation of low latency and high
bandwidth, high availability, regulation of 5g converged
network service support.

4. Research of Intelligent Teaching Data
Center System

The intelligent teaching data center system provides com-
puting, storage, data services and basic business support for
the intelligent teaching platform. It is composed of cloud
pipe system, cloud real big data management, data pro-
cessing, data integration and asset management subsystems.
Build a 5G fusion network based on 5G technology and
cloud side-end architecture, collect four-dimensional cloud
panoramic data, establish real data assets, achieve the
construction of four-dimensional real scene to simulation
panorama of environment (5 Parameters are temperature,
humidity, carbon dioxide, ammonia, hydrogen sulfide),
scene, process and physical signs, and realize the collection,
tusion, storage and asset services of four-dimensional real
scene/panoramic data. The system adopts a three-layer ar-
chitecture to carry the business, namely, the cloud layer, the
basic cloud platform and the cloud service. Among them, the
cloud layer mainly includes the data sensing end, acquisition
terminal, edge computing terminal, data forwarding node,
5G terminal and standby 5G network to complete data
collection and primary filtering functions. The basic cloud
platform mainly includes cloud storage, cloud computing,
and 5G cloud switching. Cloud services mainly include
cloud teaching, cloud teaching research, cloud teaching
management and cloud teaching evaluation services.

Wisdom teaching data center system, provide for in-
dustry application in the field of teaching immersive anytime
and anywhere in the wisdom of open classroom (cloud
online courses, more open, collaboration in interactive
teaching in classroom and wisdom open class), live inter-
active teaching (panoramic live interactive teaching, the
four-dimensional live interactive teaching, wisdom, open
class) and the actual situation combined with teaching
practice. The system architecture of intelligent teaching data
center is shown in Figure 3.

As can be seen from Figure 3, the architecture of In-
telligent Teaching Data Center System is a typical cloud edge
architecture, consisting of three layers: Edge of Cloud
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Terminal, Cloud Platform and Cloud Service. Edge of Cloud
Terminal mainly completes the collection of real environ-
ment data, scene data, process data and individual physical
signs data. The Cloud Platform mainly completes the
computation, storage, fusion and sharing tasks of structured,
semi-structured and unstructured data. The Cloud Service
provides teaching, teaching research, Teaching management,
and teaching evaluation services for users.

In order to solve the problem of real-time and anywhere
immersive teaching in the practice base, real scene collec-
tion, construction of immersive virtual simulation resources
and cloud distribution to the data center, to provide support
for the development of real scene/panoramic online
teaching. Through digital twinning technology, the pro-
duction process twinning of the practice base is built into
teaching resources to provide real production process
support for intelligent teaching. The collection of the en-
vironment of the practice base and the real scene of the
individual physical signs of the practice object realizes the
overall digital materialization learning from the group to the

individual. Based on the cloud-side 5G fusion network, real-
time collection and fusion of the 4d real scene of the practice
base are realized to generate real-time data assets, providing
basic real-time panoramic data support for further realizing
real-time control of production process, real-time access of
teaching process and real-time analysis of scientific research
process.

5. Research of Intelligent Teaching Resource
Sharing System

The intelligent teaching and training resource sharing
platform, relying on the cloud animal husbandry resource
sharing platform and using 5G edge network, can meet the
needs of users to access the platform anytime and anywhere
to obtain shared resources, and provide the resource support
required for the “5G + Cloud animal husbandry” intelligent
teaching and training platform. The platform consists of data
resource sharing system, teaching resource sharing system,
platform resource sharing system and carrier resource
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sharing system., respectively, to provide users with data from
the assets (wisdom breeding four-dimensional imaging data,
breeding the four-dimensional imaging fusion breeding
four-dimensional imaging teaching material data resources,
virtual simulation model, individual animals recognition
training set data, animal contour recognition training set
data, animal behavior recognition intensive track training
set data), teaching resources, animal husbandry and teaching

resources, Virtual simulation of teaching resources and
teaching resources, combining false and true collaboration
in twin teaching resources, teaching resources, digital
teaching resources of the VR/AR), the platform resources
(intelligence cultivation platform resource sharing systems,
visualization analysis of environmental data sharing system,
the big development suite sharing system, animal behavior
analysis system, cloud recognition system, cloud, cloud
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collaboration system diagnosis and treatment, live teaching
system Training system), carrier resources (intelligent
teaching virtual simulation creation carrier resources, in-
telligent teaching digital twin creation carrier resources,
intelligent teaching collaborative creation carrier resources,
intelligent teaching immersive display carrier resources, Al
visual analysis carrier resources, cloud desktop carrier
resources).

As can be seen from Figure 4, the Intelligent Teaching
Resource Sharing System provides four types of sharing
services: data Resource Sharing, Teaching Resource Sharing,
platform Resource Sharing, and carrier Resource Sharing.
Data resource sharing provides multi-tenant sharing, API
data sharing, and swap space sharing. Teaching resource
sharing mainly consists of real scene material sharing, virtual
reality teaching resource sharing and animal husbandry
course resource sharing. Platform resource sharing mainly
includes big data analysis platform and visual big data
analysis platform for animal husbandry professional users.
Carrier resource sharing is composed of virtual simulation
carrier resource sharing, digital twin carrier resource
sharing, remote collaboration carrier resource sharing,
virtual and real carrier resource sharing, cloud desktop
carrier resource sharing. Through the sharing mechanism of
the above four kinds of resources, the all-round sharing of
teaching resources is realized and the sharing support for the
intelligent education cloud platform is provided.

The system provides different recommender services for
different users. The system can record users’ multi-dimen-
sional cognitive information [18], such as resource disci-
pline, quantity, frequency, comments, likes, forwarding,
expressions, to provide support for users to make complex
sharing decisions and recommendations in the big data
environment. In view of user preference fuzzy probability
[19], a Bernoulli matrix decomposition recommendation
algorithm based on intuitionistic fuzzy set is used to rec-
ommend shared resources for target users [20]. Three-layer
Agent is designed to implement intelligent resource sharing
recommendation. Agent 1: With the help of the relevant
theoretical knowledge of intuitive fuzzy set, the user pref-
erence rating matrix is transformed into membership ma-
trix, non-membership matrix and hesitation matrix; Agent
2: Use Bernoulli matrix decomposition model to fit 0-1
matrix in parallel to get the best set of potential feature
vectors; Agent 3: The inner product of the feature vector of
the matrix is divided and sorted proportionally to determine
the intuitionistic fuzzy number favored by the target user.
According to the comparison rules of intuitionistic fuzzy
number, the intuitionistic fuzzy number set of the resources
applied by the user is resorted, and the top one is selected as
the recommended application resources.

6. Research of Intelligent Education Cloud
Service System

Relying on the intelligent teaching data center and resource
sharing center system, the construction of intelligent
teaching cloud service system serves the construction of
first-class specialty, promotes intelligent education and

realizes the subversive revolution of teaching. Through the
combination of virtual simulation and real scene panorama,
traditional classroom, smart classroom, innovative practice
and smart teaching are combined to open up new teaching
approaches and realize new teaching forms. The intelligent
teaching cloud service system is composed of four systems:
intelligent teaching subsystem, intelligent teaching and re-
search subsystem, intelligent teaching tube system and in-
telligent teaching evaluation subsystem. It provides users
with real-scene teaching, virtual simulation teaching,
immersive role-playing practice teaching, live interactive
teaching and panoramic interactive live teaching. Carried
out from the open classroom wisdom (cloud online courses,
more open classroom, multi-dimensional holographic wis-
dom and open teaching, open hole 3d class), teaching and
research of cloud (cloud evaluation, immersive panorama
online tour lecture), cloud taught tube (5 d open classroom/
laboratory, equipment intelligent inspection) to the intelli-
gent evaluation (teaching process evaluation, study effect
evaluation) of disruptive innovation.

6.1. Research of Intelligent Teaching Subsystem. 'The intelli-
gent teaching subsystem mainly carries out four-dimen-
sional teaching composed of four dimensions: traditional
multimedia, real scene panorama, virtual simulation and
industry intelligent production. Based on cloud architecture
of fusion network, the design of the open classroom, four-
dimensional bricks, many live together and trainers, and
other functions module, give full play to the 5 g low latency,
high rate and large capacity, the characteristics of the in-
tegrated use of based on artificial intelligence, big data, cloud
computing, Internet of things, virtual simulation, such as
information technology, around the “teaching and research,
tubes, review” and other key areas of teaching link, It
provides convenient online teaching and training services
for students, teachers, enterprise mentors, outside experts,
education management personnel and technical personnel,
improves network delay and lag, improves communication
and interaction experience of teaching and training users,
promotes balanced development of education resources and
promotes education equity. The four-dimensional virtual
and real combined teaching scenario is shown in Figure 5.

6.2. Design of Intelligent Teaching and Research Subsystem.
The intelligent teaching and research subsystem consists of
cloud listening and class evaluation and immersive online
panoramic class tour function modules. Cloud listening and
evaluating classes supports access to all classes anytime and
anywhere, and real-time access to the listening and evalu-
ating system for teachers’ real-time picture acquisition,
blackboard tracking and monitoring, student interaction
and teachers’ audio and video images under open classes, so
as to carry out the listening and evaluating work for courses
from a multi-dimensional and all-round perspective.
Immersive online panoramic tour. To carry out online
panoramic immersive tour, two modes are provided, one is
automatic mode and the other is artificial mode. Automatic
mode: including early warning mode and recommendation



Source Data/Aut-
hentication Source

Computational Intelligence and Neuroscience

Administrator

o %

Sharing
Metadata

=

User

FIGURE 4: Architecture diagram of intelligent teaching resource sharing system.

FIGURE 5: Four-dimensional virtual and real combined teaching
scenario.

mode, through the AI algorithm of the system, combined
with all kinds of teaching and management information to
automatically analyze the class, the patrol staff can warn the
problem class and recommend the quality class, the patrol
staff can carry out targeted work, save a lot of manpower and
material resources, improve the efficiency of the tour;
Manual mode: Immersive panoramic tour is provided for
the tour staff, which can fully realize the change of man-
agement concept from “blocking” to “estrangement” for the
courses they are interested in, improve teaching level,
standardize teaching behavior, and improve the quality of
teaching and research. The smart teaching and research is
shown in Figure 6.

6.3. Intelligent Teaching Management System Research.
Intelligent teaching pipe system consists of five-dimensional
open management of classroom and laboratory and
equipment Al inspection function. Five-dimensional open
management of classroom and laboratory, to create an open

experimental carrier system with five dimensions of time,
space, object, process and content, to realize unattended and
automatic operation of carrier and equipment management,
and to facilitate the promotion and operation of smart
teaching and training platform. Intelligent device inspection
provides automatic online inspection function for the
central server, edge server and all kinds of terminal
equipment (5G terminal, network terminal, breeding farm
production terminal, etc.) of the intelligent teaching man-
agement platform, provides real-time warning and provides
certain degree of self-operation and maintenance services.

6.4. Intelligent Teaching Evaluation System Research. The
intelligent evaluation subsystem carries out the teaching
process evaluation and learning effect evaluation from the
two dimensions of teachers and students, realizing the
targeted online evaluation from the learning situation be-
fore, during and after class. The evaluation of smart is shown
in Figure 7. The system supports a variety of evaluation
systems, intelligent evaluation, real-time viewing of scores
and effect analysis. Teaching process evaluation refers to the
evaluation of the links or behaviors that affect the learning
results of teachers in the process of teaching or interactive
teaching. The assessment of teaching and learning effect,
learning effect evaluation on learners learning after the
completion of the final product testing or evaluation as
overall rating of learners to participate in learning tasks, a
full range of data, found that the participation of teaching
and learning behavior model, the thinking process of digging
their own to complete the task, real-time found problems in
the process of problem solving, And then we can make
immediate and accurate evaluation and intervention means
through diversified and diverse forms. To evaluate the
learning effect, students are evaluated comprehensively from



Computational Intelligence and Neuroscience

entralized

Online Research
esource Management

| Course Editing

-
>

[ATETATalaT

Teachmg Supervision Intelligent

and Production evice Control and Contro! nvironment Conlrol

Interactive Teaching Am}ysls;fcomem ]

[—

Live Eebcast

Clasroom

. Al Analysis

= i i ; 1 each: ing
Funchier ég:l::)?\?{er Teaching Screen Equipment Management * Teacher Cgﬁp:»{ex Teaching Screen
Camera Reasearch Analysis : Camera

Audio Processor phone

amera

Recorded Software :

MORE

More Content

MORE

More Function

Clasroom

@ —

A

Audio Processor Microphone

Recorded Software :

FIGURE 6: Smart teaching and research.

y 4

@)

%uixltst of (
valuation : ¢ge
Results of Evaluation f;:};i.;lti&ic}_ = vf}\z)

AR/VR =
Digital twin Requirements ,’ CAE

Analysis and

Evalnltlon Il‘ll sis Intelligent

pury of Elucanon Identification ‘S,t‘csx:‘oh"m‘

Data Proussm‘ A

.
Vectorization Data Fusion an

and Fusion oy
{ y "2) gl‘}:nm
2
,-:.At ; Mnlhmodal
uc ing
Data Sutus

Q;n E CAS
-t ntouctw. cene Bnltl‘,

FiGure 7: Evaluation of smart.

the whole learning process, three-dimensional and multi-
dimensional data concerns to diversified interactive forms,
and guidance and intervention after evaluation are provided
for them.

The intelligent teaching evaluation system is studied,
which focuses on the two dimensions of teaching process
and learning effect, obtains multi-dimensional teaching
evaluation data from the intelligent teaching subsystem,
establishes the intelligent teaching evaluation engine, and
realizes real-time automatic evaluation feedback. The data of
teaching content, teaching means, course explanation,
teaching attitude, learning state, learning duration, learning
concentration, homework, experiment and examination are
obtained from the intelligent teaching subsystem. Data such
as gender and professional title are divided into classification
data, and data such as scores are divided into numerical data.
The teaching content, teaching methods and other data were
scored according to the degree of satisfaction and then
converted into numerical data. The k-Centers clustering

algorithm proposed by Gao Feng was used to analyze the
teaching characteristics of animal husbandry, find out the
commonness and differences, and provide useful guidance
for teaching improvement in real time.

The intelligent teaching evaluation system is studied,
which focuses on the two dimensions of teaching process
and learning effect, obtains multi-dimensional teaching
evaluation data from the intelligent teaching subsystem,
establishes the intelligent teaching evaluation engine, and
realizes real-time automatic evaluation feedback. The data of
teaching content, teaching means, course explanation,
teaching attitude, learning state, learning duration, learning
concentration, homework, experiment and examination are
obtained from the intelligent teaching subsystem. Data such
as gender and professional title are divided into classification
data, and data such as scores are divided into numerical data.
The teaching content, teaching methods and other data were
scored according to the degree of satisfaction and then
converted into numerical data. The detailed data planning is
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TaBLE 1: Teaching evaluation data set planning.

Dimension/Attribute Type

Feature description

Teaching content, teaching methods, course explanation,

A 5-point scale is used. Note: The effect category is scored on a

teaching attitude, learning status, learning duration, Numeric 5-point scale; numerical grades such as excellent, good,
learning concentration, homework, experiments to exams medium, pass and fail will be graded
Can be A total of 15 categories: Philosophy, economics, law,
Subject of the teacher classified education, literature, history, science, engineering, agriculture,
medicine, management, art, interdisciplinary, unknown
. . Can be There are four categories: Professor, associate professor,
Professional title of teacher . 8 . P
classified lecturer and assistant professor
Can be .
Class student level classified There are 2 categories: Undergraduate and graduate

shown in Table 1. The k-Centers clustering algorithm
proposed by Gao’s was used to analyze the teaching char-
acteristics of animal husbandry, find out the commonness
and differences, and provide useful guidance for teaching
improvement in real-time [21].

K-centers algorithm (hard partition and fuzzy partition),
minimize the objective function as shown in formula.

k
FW,Z)= Z wid (x;,2)). (1)

n
=1 i=1

The constraint conditions of fuzzy partition are shown in
formula (2) and (3).

O<w;<1,1<I<k,1<i<n, (2)

k n
Ywy=1,1<i<n0< Y w;<n 1<I<k. (3)
I=1 i=1

The constraint conditions of hard partition are shown in
formula.

min{d(X;,Z;)}<6,1<I<k, (4)
where, a >1 represents fuzziness, when a =1 is hard par-
tition algorithm, and when a) When 1, it is fuzzy partition
algorithm.

The k-Centers algorithm process is described as follows:

(1) Select the initial clustering center Z!) and the
judgment & whether to terminate the iteration;

(2) According to the initial clustering center Z | the
membership matrix F(W,Z") is obtained by
minimizing WV, For t = 1;

(3) Minimize F(W®,Z) to obtain a new clustering
center ZED If [F(W®, 2Dy F(W O, ZO) (€ is
satisfied, stop.

(4) Minimize F(W,Z®V) to get a new membership
matrix WD, Stop, if |X — Y|(£ is satisfied, Where
X =FW®D, ztDy y = F(W®, ZzED), Other-
wise, let t = (t + 1) and return (3).

The complexity of the algorithm is O(n), and the
computational complexity is approximately linear with the
size of the data set, so that a large amount of data can be
processed quickly and effectively [18], which meets the needs
of real-time evaluation.

7. Conclusions

In view of the many challenges faced by agricultural and
forestry colleges and universities in teaching, the intelligent
teaching platform has been deeply studied, and the system
architecture, application architecture and fusion network
architecture have been proposed. Firstly, an in-depth study
was carried out from the aspects of “openness, diversity,
collaboration, equity and sustainability” of education, and it
was proposed that online and offline teaching and double-
teacher collaborative teaching should be carried out without
being limited by time, space and safety prevention and
control. Secondly, the teaching model of four dimensions
from multimedia, real scene, virtual simulation to intelligent
cultivation is studied. Thirdly, a smart teaching platform
consisting of smart teaching, smart teaching research and
smart evaluation is designed. The platform has been in
operation for five years in relevant agricultural and forestry
universities, which shows that the platform is reasonably
designed, the sharing mechanism is complete, the cloud
service is reliable, and it has the conditions for promotion
and application in agricultural and forestry universities.
However, the number of teaching resources related to real
scene, virtual simulation and intelligent cultivation of the
platform is limited, which is difficult to meet the teaching
needs of all disciplines, and the corresponding new teaching
resources are studied for different disciplines.
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The convolution neural network (CNN) not only has high fault tolerance but also has high computing capacity. The image
classification performance of CNN has an important relationship with its network depth. The network depth is deeper, and the
fitting ability of CNN is stronger. However, a further increase in the depth of CNN will not improve the accuracy of the network
but will produce higher training errors, which will reduce the image classification performance of CNN. In order to solve the above
problems, this paper proposes a feature extraction network, AA-ResNet with an adaptive attention mechanism. The residual
module of the adaptive attention mechanism is embedded for image classification. It consists of a feature extraction network
guided by the pattern, a generator trained in advance, and a complementary network. The feature extraction network guided by
the pattern is used to extract different levels of features to describe different aspects of an image. The design of the model effectively
uses the image information of the whole level and the local level, and the feature representation ability is enhanced. The whole
model is trained as a loss function, which is about a multitask problem and has a specially designed classification, which helps to
reduce overfitting and make the model focus on easily confused categories. The experimental results show that the method in this
paper performs well in image classification for the relatively simple Cifar-10 dataset, the moderately difficult Caltech-101 dataset,
and the Caltech-256 dataset with large differences in object size and location. The fitting speed and accuracy are high.

1. Introduction

Image classification is an image processing technology that
extracts effective features from the most original image data
and then achieves the goal of distinction of different cate-
gories of objects in the image. Now, image classification is
one of the most important research hotspots in the field of
computer vision. To realize image classification with tra-
ditional methods, it must be realized in two stages. First, the
unstructured data of the original image data must be con-
verted into structured data used to represent features. Then,
the structured feature data must be input into a trainable
classifier. Finally, the classification results can be obtained
[1, 2]. However, the traditional image classification methods
have some shortcomings in that the accuracy of image
classification depends on the effectiveness of feature

extraction to a large extent [3]. Sometimes, there are some
features without discrimination in the image that may have a
great negative impact on the classification results. However,
the method based on CNN does not need complicated
feature extraction and can directly integrate the feature
analysis of image data into the CNN model. Only by
adjusting the weight and offset of the network model, the
effective distinction of image features can be quickly realized
[4, 5].

In traditional methods, image classification often needs
to work in stages. The first step is feature learning and then
feature coding. There are also spatial constraints, of course,
the classifier is indispensable, and the process is complex
[6, 7]. This traditional method may be effective for some
simple image classification tasks, but if the traditional
classification method is applied to the actual complex scenes,
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the results may not be too optimistic. Therefore, researchers
began to try using convolutional neural networks to solve the
task of image classification, using nonhuman operation
methods to extract features from images and analyze the
sample data in some aspects, to achieve the purpose of
classifying specific targets into a certain label in a known
mixed category [8]. However, when using CNN model for
image classification, the image classification performance of
CNN has a very important relationship with the depth of the
network model. The network depth is deeper, and the fitting
ability of the CNN is stronger. However, with the increasing
depth of the network model, the classification accuracy of
the model is not improved, the gradient disappears, and the
network model produces higher errors [9, 10]. In view of the
above problems, the ResNet model can solve the problem of
performance degradation of the model under deep condi-
tions to a certain extent [11]. Recent research shows that the
performance of convolutional neural networks can be im-
proved using cross-layer connections. The typical residual
network (ResNet) uses this idea to achieve a very good image
recognition effect through the identity mapping method.
However, in the residual module, the layout of cross-layer
connecting lines does not reach the optimal setting, resulting
in the redundancy of information and waste of layers
[12, 13].

The image classification performance of CNN has an
important relationship with its network depth. The network
depth is deeper, and the fitting ability of CNN is stronger.
However, a further increase in the depth of the CNN will not
improve the accuracy of the network but will produce higher
training errors, which will reduce the image classification
performance of the CNN. In order to solve the above
problems, this paper proposes a feature extraction network,
AA-ResNet, with an adaptive attention mechanism. The
residual module of the adaptive attention mechanism is
embedded for image classification.

2. Related Work

In recent years, with the advent of the big data era and the
development of computer hardware conditions, people have
started a more comprehensive and in-depth study of deep
learning. Through a large number of theories and experi-
ments, it is proved that the convolutional neural network in
deep learning plays an irreplaceable role in the field of image
classification. It can obtain image features through a large
number of sample training, and the designed classifier is
closely related to the extracted features [14]. Compared with
traditional classification algorithms, convolutional neural
networks can automatically learn the features of image data,
and people do not need to spend a lot of experience manually
extracting image features. This has a significant effect on
image classification tasks with large sample sizes and small
differences between categories [15].

The extremely deep convolutional neural network will
not only cause the gradient disappearance but also increase
the risk of network overfitting, which will affect the accuracy
of image classification of the network model. The initial
research method is mainly to solve the problem of network
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gradient disappearance by initializing the network model
and conducting hierarchical training. At present, deep
convolution neural networks mostly use the activation
function ReLU to alleviate the problem of gradient disap-
pearance. Compared with the sigmoid function, the ReLU
function is more effective in alleviating the gradient dis-
appearance [16]. The direct supervision method can be used
to train the deep CNN model, but in the process of training
the deep CNN model, once some inputs of the activation
function ReLU enter the hard saturation region, the cor-
responding weights cannot be updated quickly [17]. The
appearance of the neuron death phenomenon will make
CNN difficult to converge. Therefore, many new activation
functions have been proposed one after another, for ex-
ample, the PReLU function introduces additional parame-
ters to improve its performance. Another example is the
ELU (exponential linear unit) function, which combines the
Sigmoid and ReLU functions. Because of its left side satu-
ration, the gradient disappearance problem of the network
model can be greatly alleviated [18, 19]. Another example is
the PELU (parametric exponential linear unit) function,
which is to add parameters to the ELU function and controls
the performance of the activation function by training the
network model and updating the parameters of the network
model in time to better control the offset drift and gradient
disappearance during the training of the network [20, 21].

The depth of the CNN is further increased, but the
accuracy of the model is not improved. On the contrary, the
phenomenon of the gradient disappearing occurs, which
results in a higher error. For the above problems, the ResNet
model is better than an ordinary convolutional neural
network in terms of convergence and classification per-
formance [22]. The main innovation of the ResNet model is
to introduce a residual structure into the network, which can
quickly transfer the results of the previous layer to the next
layer network. When the network model is further deep-
ened, the error will not continue to increase, which makes
the ResNet model have more layers and more accurate
accuracy [23, 24]. With the increasing depth of the network
model, the accuracy of the network model is gradually far
from that of the ordinary network model. Obviously, this
solves the problem of degradation of the image classification
performance of the network model under the condition of
depth to a certain extent [25].

3. Feature Extraction Network Based on
Selective Attention Mechanism

3.1. Detailed Steps of Residual Block. The detailed steps of
selecting the residual block based on the attention mecha-
nism can be summarized as follows:

Step 1. For the intermediate feature map in the neural
network layer X, € R®"W*C, to reduce the parameters and
calculation amount, it is sent to the convolution kernel with
asize of 1 x 1 to obtain the feature map X; € RP>W*Ci where
H x W represents the spatial dimension of the corre-
sponding feature map C and C, representing the channel
dimension of the corresponding feature map;
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Step 2. Group convolution is used to perform a channel-
based grouping operation on the feature map X, to obtain a
plurality of subfeature maps with the same dimension, X, =
{x; -+, grop}, x; € RXWXC//8roup ywhere group represents the
number of subfeature maps, i = {1,---, group}, and x; rep-
resents the i th sub feature map;

Step 3. 'The specific operations of the spatial group enhanced
attention transformation adopted for each subfeature map x;
are as follows:

(1) For all the obtained subfeature maps x; € R™, the
global average pooling operation Fg, (¢) based on
space is performed to obtain the global semantic
vector g € R™ of the subfeature map x;, where m =
H X W represents the spatial dimension of the
subfeature map and c = C,/group represents the
channel dimension of the subfeature map;

(2) Use the global semantic vector of the subfeature map
x; and multiply it with each subfeature map point to
obtain the importance coefficient ¢; € R™! corre-
sponding to each subfeature map;

(3) Each importance coefficient ¢; is normalized in the
spatial dimension to obtain c;

(4) Scale and translate each of the standardized im-
portance coefficients c; to obtain a;;

(5) The newly generated importance coefficient a; gen-
erates a spatial enhanced feature map x; for each
subfeature map through a Sigmoid function o (*)
combined with subfeature maps x; corresponding a;;

(6) The binding step (5) was formulated as the spatial
enhancer feature map x|, resulting in the feature

maps X; = {xi e group'}, x; € RIXWxCi/group ywhere
group’ represents the number of spatial enhancer
feature maps and i = {1,---,group,}, and x| repre-
sent the ith post enhancer feature map;

(7) Feed X; into the convolutional layer in which the
convolution kernel was 1x1 and perform ascending
dimension manipulation, obtaining the feature map
X, € RPWXC wwhich has the same dimension of X,
where H x W representing the spatial dimension of
the feature map X, and C representing the channel
dimension of the feature map Xg;

(8) Formulation of step (7) as an intermediate feature
map X, combined with the newly derived feature
map X, thus they yield the output feature map
X, € RPWXC for this spatially grouped attention
module, where H x W represents the spatial di-
mension of feature Fig. X, and C represents the
channel dimension of the feature map X,;

Intermediate feature maps obtain an enhanced atten-
tional feature map when they go through the residual blocks
of the middle layers of the network from the above steps. The
feature maps were augmented to different degrees by stacked
residual blocks. Similarly, with the aid of groupwise con-
volution, the width of the network is boosted, further

enhancing the semantic information of the feature maps.
The classification accuracy of the network model can be
greatly improved by the network model [26, 27]. Therefore,
this paper chose the ResNet101 residual network model as
the benchmark model, and in the next step, attentional
mechanisms will be incorporated into the ResNet101 model
to further improve the classification accuracy.

3.2. Residual Module Improvement. The residual network
can deepen the network without reducing the efficiency of
the model, and its schematic is shown in Figure 1.

A neural network with the input of x and the output of
all. Adding new two layers to the end, the output becomes
al*21 These two layers that are newly added are turned into
residual blocks. The network is activated using the ReLU
activation function, and none of the activation values is less
than 0. The value of a2/ can be represented by (1):

al¥ = f(z“m +zm). (1)

Of these, f was the activation function; z!"*?! was the
unactivated network output for the layer 1+ 2; alll was the
identity mapping of layers 11 to 22. From (1), it is guaranteed
that al’l is the same dimension as z*?! to be computable. (1)
can also be unfolded, as shown in (2):

‘x[l+2] — f(w[l+2]“[l+2] +b[l+2]06[”). (2)

Even if w™? tends to 0, bl is equal to 0,
a2 = £ (all), since the entire network uses ReLU activa-
tion, al'*? = ¢lll, That is, the jump connection can make it
easy for the network to learn a!*? = alll. That is to say, even
if the entire network adds two layers, the learning efficiency
of the network will not decrease.

It is easy to learn the identity function of the network. Even
if there are two more layers, alll can be assigned to a!l*?!
through identity mapping. That is, the network performance
will not be affected, and the network efficiency can be im-
proved. In practice, w'*? will not be 0. That is, new infor-
mation can be learned through the residual block. Networks are
better than just learning identity functions. The ordinary
network without residual block is difficult to learn the identity
connection, and it will not be better than before. Therefore,
creating residual blocks is advantageous to improve network
efficiency. The parameters of the network model can be greatly
reduced. Its principle is to reduce the dimension first and then
increase the dimension by using the convolution kernel of size.
In order to better extract the features of the image, the attention
mechanism module is integrated into the original residual unit
to form a new residual structure. The specific integration
position is shown in Figure 2.

Although the attention mechanism will add some
computational overhead, it is very beneficial to improve the
classification accuracy of the network model. Figure 2 shows
a feature map with an input of 64 x56 x 56, and the cal-
culation process of the attention weight of each channel is
generated through the residual unit. The feature map with
the input of x and the size of 64 x56 x 56 will first pass
through three two-dimensional convolutions. These two-
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FIGURE 2: Residual unit integrated into attention mechanism.

dimensional convolution layers play a role in reducing the
number of parameters. The first two convolution layers are
activated by the ReLU function. The left side shows the
relevant parameters of the step size, convolution kernel size,
and filling value. After three convolutions and two activation
operations, the output feature map size is 256 x 56 x 56.

Secondly, when entering the attention mechanism
module, the feature map output in the previous step will first
undergo adaptive global average pooling to obtain an output
feature map with a size of 256 x1 x 1; after removing one
dimension and exchanging the positions of the remaining
two dimensions, one-dimensional convolution is performed.
In this step, the convolution kernel size is 3, the step size and
filling are 1, and the feature map size is 1x256. By ex-
changing and expanding the dimensions of the feature map
by one dimension, then Sigmoid activation is performed to
obtain 256 weight values representing the weights of each
dimension. The 256 weight values are multiplied by the
initial feature information to obtain a new output feature
map whose size is 256 x 56 x 56. The above is the process of
inputting x and obtaining F(x).

Then, identity mapping is performed. In order to ensure that
the feature map with input 11 and the feature map with output
22, feature maps have the same dimension and can be added, the
dimension of x must be increased first, as shown on the right
side in Figure 2, so that the channel dimension becomes 256. The
output H (x) = F(x) + x of the residual unit can be obtained.
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4. Experimental Comparison and Analysis

4.1. The Setting of Model Parameters. When training the AA-
ResNet model in this paper, the hyperparameters that need
to be set mainly include the size of batch training, the size of
the learning rate, the selection of classification number, and
the weight decay rate. The size of batch training determines
the descending direction of the AA-ResNet model. When the
dataset is large enough, the size of batch training should be
appropriately reduced to greatly reduce the calculation
amount. If the data amount is small and there is noise data,
the batch training should be set to a large value to reduce the
interference of noise data. When batch training reaches a
certain value, the AA-ResNet model is optimal in terms of
training time and convergence accuracy.

The magnitude of weight update is closely related to the
learning rate, so it is very beneficial to set the learning rate in an
appropriate range to reduce the gradient of the AA-ResNet
model to the optimal value. If the learning rate is set too large,
the weight of the AA-ResNet model will exceed the optimal
value and then swing back and forth at the end with a small
error. However, if the learning rate is set too small, the opti-
mization of the AA-ResNet model will require a lot of time, and
even the model may not converge. The initial learning rate of
the AA-ResNet model in this paper is set to 0.1. However, with
the increase in the number of iterations of the model, it is
gradually adjusted to 1/10000, to improve the accuracy of the
AA-ResNet model while obtaining a faster training speed. In
the training process, overfitting often occurs. The greater the
weight of the AA-ResNet model, the greater the risk of
overfitting. In order to reduce the risk of overfitting, a penalty
term is added to the error function. The weight decay rate is the
main parameter for calculating the regularization of L,. The
main function of the weight decay rate is to adjust the influence
of the complexity of the AA-ResNet model on the loss function.
The regularization of L, can obtain parameters with small
values to reduce the risk of model overfitting.

4.2. Model Evaluation Index. In this paper, the evaluation
indicators of the model include training time, train acc, test
acc, loss value parameters, drawing confusion matrix, ac-
curacy, and loss value change line graph, where train acc
refers to the proportion of the number of correctly predicted
samples in the training set to the total number of samples in
the training set. In semantic segmentation, it refers to the
proportion of correctly predicted pixels in the training set to
the total number of pixels. Test acc refers to the proportion
of the number of correctly predicted samples in the test set to
the total number of samples in the test set. In segmentation,
it refers to the proportion of correctly predicted pixels in the
test set to the total number of pixels. The loss value reflects
the degree to which the predicted value of the model is
different from the real value. Calculate the cross entropy loss
function of the loss value. For sample i, construct a vector
y® € RY so that the y® element (discrete value of the
category of sample 7) is 1 and the rest is 0 to represent the
real label; ?(i) denotes a probability distribution predicted
by the model; ® denotes model parameters. Training time
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refers to the average time of training an epoch for the
training set.

H(y?,59) = - i 7P 1og 7%, 3)
=1
13 @) =)
l(@)—n;H(y 3. (4)

4.3. Data Set. The image classification data used in this
experiment include the Cifar-10, Caltech-101, and Caltech-
256 data sets. Cifar-10 is a data set containing 60000 images,
of which 50000 are training images and the other 10000 are
test images. Each photo is a 32 * 32 pixel color photo. All
photos belong to 10 different categories, namely airplane,
automobile, bird, cat, deer, dog, frog, horse, ship, and truck.
In this experiment, 50000 training images are used to
construct the dataset, and 5000 images are used in each class.
According to the ratio of 8:2, 40000 images are constructed
as the training set, and the other 10000 images are con-
structed as the test set. Caltech-101 is a data set containing
9144 images. The image is a color image, most of which have
a separation rate of 300 * 300 pixels. All the images belong to
101 different categories, including accordion, chair, crab,
and laptop. The number of images in each category ranges
from 31 to 800. Caltech-256 is a data set containing 30607
images. The image is also a color image. All the images
belong to 101 different categories, including cakes, CDs,
coins, frogs, grapes, and so on. The number of images in each
category ranges from 80 to 827.

4.4. Cifar-10 Data Set Experimental Results. The Cifar-10
data set is a relatively easy data set for image classification.
One reason is that the number of images available for
training in the Cifar-10 data set is huge, with a total of 60000
images, and 50000 images were used in the experiment.
Second, there are only ten categories due to fewer categories.
According to the theoretical research and inference of
existing algorithms, after the training of the convolutional
neural network model, higher accuracy can be obtained. This
is supported by the data in Table 1.

It can be seen from Table 1 that the accuracy of the five
models on the Cifar-10 data set is high and the difference is
small. The accuracy of the training set was more than 95%,
and the accuracy of the test set was about 90%. From the
data, we can find that the model in this paper has the best
fitting for the dataset. The accuracy of the training set and the
test set is the highest among all models, which are 99.96%
and 92.43%, respectively. The loss value was the lowest, only
0.00129.

It can be observed from Figure 3 that the loss values of
the five models gradually decrease from the interval of 1.5
to 2 to about 0. Among them, the cyan curve of the AA-
ResNet model is located at the bottom as a whole, the loss
value is close to 0 at about 8 epochs, and the fitting speed
is fast.

5
TaBLE 1: Experimental results of Cifar-10 data set.
AlexNet VggNet GoogLeNet A7 DenseNet
88 & ResNet
ircacm 98.58% 98.93%  99.67%  99.96%  98.78%
Test Acc  91.42% 87.85% 90.54% 92.43% 91.11%
Loss 0.04569 0.03547  0.11288 0.00129 0.03543
Time (s) 145.71 202.68 306.90 253.71 374.37
2.0
1.5 A
)
=
<
£ 10 A
g
—
0.5 -
0.0
0 4 8 12 16 20 24 28
Epoch
—— AlexNet AA-ResNet
—— VggNet DenseNet
—— GoogLeNet

FiGUre 3: Loss value of Cifar-10 data set.

The accuracy broken line graph in Figure 4 reflects the
changes in the training set accuracy rate train acc and the test
set accuracy rate test acc as the number of epochs increases.
It can be found that the accuracy starting point range of the
training set and test set of AlexNet, VggNet, and GoogLeNet
models is relatively consistent, between 20% and 40%, while
the starting point range of AA-ResNet is relatively high,
between 50% and 60%, and the initial fitting is relatively
good. At the same time, it can also be seen that the accuracy
rate of AA-ResNet has a large initial discount slope, which
indicates that the accuracy rate is greatly improved with less
epoch numbers, it is also a performance of excellent per-
formance. It was also found that when the accuracy of the
training set tends to be stable, the accuracy of the test set
does not change.

In terms of data parameters and overall mapping, the
classification results of the five models are excellent in the
Cifar-10 dataset experiment. This is not only because the
classification difficulty of the Cifar-10 data set is low but also
reflects the superiority of convolutional neural networks in
the field of image classification. However, there are small
differences between the models. AA-ResNet has the best
performance, high accuracy, and fast fitting speed in the
Cifar-10 data set. The comprehensive performance of the
other models is relatively consistent.

4.5. Caltech-101 Data Set Experimental Results. The classi-
fication difficulty of the Caltech-101 data set is significantly
higher than that of the Cifar-10 data set. Not only has the
classification category increased from 10 to 101 but also the
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FIGURE 4: Accuracy rate of Cifar-10 data set. (a) AlexNet. (b) VggNet. (c) GoogLeNet. (d) AA-ResNet. (e) DenseNet.

number of categories has increased 10 times. Moreover, the
number of images available for training has been reduced
from 60000 to 9000, which is a great challenge to the
convolutional neural network model. Generally speaking,
the accuracy of image classification will be significantly
reduced, and the difference between models will be more
obvious. Table 2 supports this conjecture.

The data obtained in Table 2 are the results of the training
Caltech-101 training set with 50 epochs. Due to the

increasing difficulty of image classification in the Caltech-
101 dataset, the classification accuracy of the test set is
significantly lower than that of the Cifar-10 dataset. It can be
found that the accuracy of the five models on the Caltech-
101 test set is about 60%-70%, and the difference is also
highlighted. At the same time, it can also be found that the
convolution neural network can fit the training set of the
dataset well, and the accuracy of the model training set is
more than 98%, but the accuracy of the test set is different.
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TaBLE 2: Experimental results of Caltech-101 data set.

AA-
AlexNet VggNet GoogLeNet ResNet DenseNet
i“:n 98.45% 99.29%  99.35%  99.96%  99.81%
Test Acc  70.07% 63.74%  63.32%  69.61%  71.28%
Loss 0.05628 0.03123  0.01042  0.00352  0.03112
Time (s) 4255  43.56 61.27 55.82 70.91

AA-ResNet has also reached about 70%, which is the most
accurate of several models. Moreover, due to the reduction
in the number of images, the training time of a single epoch
decreased  significantly, from  253.71seconds  to
55.82 seconds, the number of training images decreased 3
times, and the training time decreased 4 times.

In Figure 5, the starting position of the loss value of the
five models is near 4, which is higher than that of the
previous Cifar-10 experiment. Among them, the loss value
of AA-ResNet is around 0 at 14 epochs, which is far ahead of
the other models. This also proves that the performance of
the convolutional neural network model in the Caltech-101
data set is not as good as that in the Cifar-10 data set, because
there are not many bright blocks outside the diagonal in the
confusion matrix of Cifar-10, and there are no black blocks
on the diagonal. At the same time, it can also be found from
the confusion matrix that the classification effect of each
model on small classes is inconsistent, and the classes with
good and poor image classification effects of each model are
inconsistent, which also shows the differences between
models.

As shown in Figure 6, the Caltech-101 data set takes 50
epochs to make all models fit well, and the training set
accuracy rate train acc reaches more than 95%. The cor-
responding Cifar-10 data set only takes 30 epochs, which
also proves that the Caltech-101 data set is more complex
and difficult to fit. It can be seen from the figure that AA-
ResNet has a fast fitting speed and the accuracy rate of the
training set is close to 100% when it is around 20 epochs.
However, the GoogLeNet and DenseNet models fluctuate
greatly. Even GoogLeNet has a large “V” shaped fluctua-
tion, which is generally caused by a poor fitting effect. It can
also be found that when the training set accuracy rate train
acc and the test set accuracy rate test acc curves tend to be
stable. The two lines are separated by a large distance,
which also indicates that the model has not achieved a
particularly good eftect.

On the whole, it can also be found that Caltech-101 is
more complex. The fitting effect of the model is lower than
that of the previous Cifar-10 experimental model, and it
shows differences. AA-ResNet performs well as a whole, with
small fluctuations and fast fitting speed.

4.6. Caltech-256 Data Set Experimental Results. The Caltech-
256 data set is much more complex than the Cifar-10 and
Caltech-101 data sets in the above experiments. It is also a
data set that is difficult to classify in all image classification
data sets. The Caltech-256 dataset is composed of 256 cat-
egories, with a large number of categories, and the images in
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FiGURE 5: Loss value of Caltech-101 data set.

the dataset differ greatly in object size and position. All this
means that the difficulty of classification is increased, to
explore the specific performance of each network model for
this complex situation and the differences in the complex
situation. Table 3 shows the experimental results of the
Caltech-256 data set.

The data in Table 3 are the results of the Caltech-256
training set with 50 epochs. It can be found that the ac-
curacy rate is significantly lower than that of the above
Cifar-10 and Caltech-101 data set experiments. The ac-
curacy rate of the test sets of the five models is within the
range of 30%-55%, and the difference between the models
is greater. When the number of epochs trained in the
Caltech-101 experiment is the same, the accuracy rate of the
five model testing sets is lower, of which the accuracy rate of
AA-ResNet is about 50%. Since the number of images in the
Caltech-256 dataset is three times that of the Caltech-101,
the training time is also greatly increased. It can be seen
that the training time is in direct proportion to the number
of images.

In Figure 7, the loss value of the five models gradually
decreases from about 5 to about 0 with the increase in the
epoch number. AA-ResNet first approaches 0 at 18 epochs,
which indicates that AA-ResNet is ahead of the other
models. The diagonal line of the AA-ResNet confusion
matrix is brighter, so it is analyzed that the image classifi-
cation effect of this model is better.

As shown in Figure 8, the accuracy starting points of the
five models are all around 0%. This phenomenon is caused
by the complexity of the Caltech-256 data set. Consistent
with the above experiments on Cifar-10 and Caltech-101
data sets, the fitting speed of AA-ResNet is the fastest
among the five models, and the fitting is completed in about
18 epochs, and the accuracy of the training set is nearly
100%. What is inconsistent with the above experiment is
that the fluctuation of the model is relatively small, and the
distance between the training set accuracy train acc curve
and the test set accuracy test acc curve is larger. It can be
seen that Caltech-256 is extremely complex and the fitting
effect of the model is poor, but it shows a greater difference.
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FIGURE 6: Accuracy rate of Caltech-101 data set. (a) AlexNet. (b) VggNet. (c) GoogLeNet. (d) AA-ResNet. (¢) DenseNet.

TaBLE 3: Experimental results of Caltech-256 data set.

AlexNet VggNet GoogLeNet AA-ResNet DenseNet
Train Acc 96.28% 98.47% 96.34% 99.88% 93.94%
Test Acc 40.13% 33.21% 35.67% 52.29% 47.26%
Loss 0.12786 0.04983 0.14234 0.00217 0.28646
Time (s) 152.34 176.92 209.25 211.46 263.55
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In general, among the five models, the AA-ResNet pro-
posed in this paper performs well. The test set has the
highest accuracy, and the classification effect of each class is
better.

5. Conclusions and Future Work

In the experiment, we use the data sets of Cifar-10, Caltech-
101, and Caltech-256 to test the superiority of the proposed
AA-ResNet model compared with the AlexNet, VggNet,
GoogLeNet, and DenseNet models, and verify that AA-
ResNet has better performance in image classification. By
comparing the training time, accuracy and loss value pa-
rameters of the five models and drawing the confusion
matrix, accuracy, and loss value change line graph, it is
found that AA-ResNet has the best performance among the
five convolutional neural network models, and the fitting
speed of AA-ResNet is faster.

In the future, we can continue to improve the accuracy of
the model by increasing the layers of AA-ResNet and
spending more time to adjust the parameters of the model.
Due to the limitations of the hardware and software, the
relevant data for the complete model will be supplemented
in the subsequent experiments. Although the convolution
neural network model is applied to image classification and
recognition in this paper, the running state of the relevant
model on the server is not evaluated. A convolutional neural
network model can not only be applied in the field of image
recognition but also plays an important role in natural
language processing. It needs further theoretical research
and practical application.
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The innovation ability of students is one of the most important objectives that need to be cultivated in colleges and universities.
The comprehensive evaluation of innovation ability discussed in the study can be divided into two stages: the first stage can be
called preliminary evaluation and its main target is to identify students with innovative potential; in the second stage, the target
objects found in the previous stage will be evaluated quantitatively and ranked. However, it is always difficult to quantitatively
evaluate the innovation ability by using traditional algorithms. Based on the above analysis, the study proposes an algorithm to
quantitatively evaluate the innovation ability with the help of management thought and fuzzy mathematics. Data are the basis of
evaluation, and the accuracy of the data directly determines the quality of the algorithm; the data structure of the incompletely
probabilistic fuzzy set is proposed in the study; the data structure can fully consider the fuzziness of the problem and the hesitation
in the decision-making process; it can save the original detailed data to the maximum extent. Certainly, certain information may
be lost or only the value range can be determined; there are usually some unknowns in the evaluation data, and the consistency
optimization model is proposed for solving the problem. Usually, there are certain contradictions among the evaluation data; the
definition of the consistency degree is proposed in the study; the consistency can be verified in time after all the unknowns are
obtained, and the automatic adjustment module will be activated immediately if the value of the consistency degree exceeds the
warning threshold. Finally, after verifying the data consistency, the solution can be obtained by solving the optimization model.
Several experiments have been carried out to verify the effectiveness and high-discrimination ability of the algorithm proposed in
the study; meanwhile, the superiority of the algorithm is further verified through comparisons with other outstanding algorithms.

1. Introduction

Innovation ability has always been an important force to
promote human progress which has been recognized by
more and more experts. The innovation ability of students is
one of the training targets of higher education; it is also one
of the core indicators to measure the quality of education.
However, the quantitative measurement of the innovation
ability is seriously insufficient currently.

Innovation is a kind of human creative practice from the
perspective of philosophy; innovation is the activity that
people discover or produce some novel, unique, valuable

new products and new ideas in order to meet the needs of
development from the perspective of sociology. Innovation
is the behavior of creating new inventions and obtaining
certain beneficial effects by using existing knowledge and
materials from the perspective of economics. From the above
analysis, we can see that no matter from which perspective,
innovation is a relatively vague and subjective concept.

At present, academic circles have generally believed that
innovation ability is composed of numerous factors, but its
specific structure is still an unsolved problem. The existing
research studies on the structure of innovation ability are
mainly based on personality theory, competency theory, and
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action theory. The personality theory holds that innovative
behavior is closely related to creative personality, risk-taking
spirit, and self-efficacy; on the basis of the personality theory,
the competency theory mainly focuses on the combination
method of personality and behavior; the action theory be-
lieves that the essence of innovation is action, and it provides
theoretical support for exploring the internal logic contained
in the innovation ability structure. Generally, the theoretical
discussions on the innovation ability have provided im-
portant academic accumulation for this study; however,
there are also shortcomings, the fault tolerance of the model
is relatively low, and the accuracy of the results needs to be
further improved.

Professor Zadeh first put forward the concept of fuzzy
sets in 1965 [1], the emergence of fuzzy sets makes it possible
to deal with fuzzy problems by mathematical methods, its
core idea is to extend the characteristic function to a value in
the closed interval [0, 1], and the value is used to describe the
fuzzy degree of the element in a set. This idea was widely
recognized by scholars, and since then, the fuzzy sets have
developed rapidly and expanded into many forms, including
L-type fuzzy sets, 2-type fuzzy sets, interval fuzzy sets,
hesitation fuzzy sets, probability hesitation fuzzy sets, hes-
itation fuzzy linguistic sets, and probability hesitation fuzzy
linguistic sets. The definition of the L-type fuzzy sets was
proposed by Goguen in 1967 [2], different from fuzzy sets; it
expands the value range of membership function into a
partially ordered set. The 2-type fuzzy sets which allow
membership to be a fuzzy set can be regarded as a special
case of the L-type fuzzy sets. The interval fuzzy sets allow the
membership to be interval values. The three fuzzy sets
discussed above only consider the value of membership
function; they cannot describe the information of support,
opposition, and hesitation simultaneously in practical ap-
plications; moreover, due to the complexity of problems,
people are often hesitant and difficult to reach consensuses
in the process of collaborative decision-making and evalu-
ation, and the data collected may be positive, negative, and
hesitant; therefore, the Bulgarian scholar Atanassov ex-
tended the definition of the fuzzy set and successively
proposed the concepts of intuitionistic fuzzy sets and in-
terval intuitionistic fuzzy sets [3], and the membership,
nonmembership, and hesitation can be considered simul-
taneously. Torra, a Spanish scholar, further expanded the
fuzzy sets and proposed the definition of the hesitation fuzzy
sets in 2010 [4]; when evaluating alternatives, people often
hesitate among multiple values; therefore, ordinary data
structures are difficult to handle this problem; fortunately,
the hesitation fuzzy set can effectively solve this problem by
saving all the possible values; it can be seen that the hesitant
fuzzy set can more accurately and reasonably describe the
uncertainty of objects; therefore, it is widely used in dealing
with fuzzy problems. We find that the hesitant fuzzy set
cannot directly reflect the number of experts in the group
decision-making and a lot of information may be lost. Based
on the above considerations, scholars proposed the defini-
tion of the probability hesitation fuzzy set which is an ex-
tension of the hesitation fuzzy set, and its basic element is
composed of the evaluation value and its corresponding
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probability; the probability can accurately describe the
importance or occurrence rate of the evaluation value.
Usually, verbal words rather than mathematical symbols are
more commonly used to describe evaluation opinions in real
life; this is obviously beyond the capability of hesitant fuzzy
sets, and for this reason, Rodriguez proposed the definition
of hesitant fuzzy linguistic sets [5].

Obviously, people are better at making pairwise com-
parisons between alternatives in the process of decision-
making; it is always easier to obtain reasonable results by
pairwise comparisons; the preference relationship table
which records all comparison results will be obtained after
multiple pairwise comparisons. In order to describe the
relative importance of comparison results, Saaty proposed
the definition of the fundamental scale [6]; while each el-
ement in the fundamental scale is in the form of a single real-
value, due to the complexity and uncertainty of decision-
making problems and the incompleteness of information or
knowledge, it is often difficult to obtain these exact values;
therefore, Maji et al. used fuzzy membership functions to
describe the relative importance of comparison results [7];
unfortunately, the preference relationship established by the
method of Maji does not satisfy the complementary con-
dition; in order to solve this problem, Soller et al. proposed
the method of the fuzzy preference relation which can ef-
fectively overcome this defect [8]; moreover, there are in-
evitable contradictions among the data in the preference
relationship table; the definition of the consistency is in-
troduced to describe the contradiction degree and it is one of
important concepts in the preference relationship theory;
the solutions that do not satisfy consistency requirement are
not feasible. Stukalina proposed a calculation method of
priority weights that satisfies the consistency preference
relationship [9]. Xu defined the consistency of intuitionistic
fuzzy preference relationship [10].

At present, the comprehensive evaluation of innovation
ability in colleges and universities is indeed a worthy
problem for studying; it has not only certain theoretical
value but also practical value; however, innovation ability is a
vague and subjective concept, which is difficult to measure
scientifically and accurately; some key indicators of the
problem are often difficult to be described by single de-
termined values; even worse, due to the limitation of cog-
nition and the complexity of the problem, some information
may be lost; therefore, traditional algorithms are hard to deal
with this problem. The study combines the problem with the
fuzzy theory and provides a new way to solve this problem
from the perspective of management science.

2. Some Basic Definitions and Theories

Some basic definitions and theories will be briefly intro-
duced in this section which will be helpful for other re-
searchers to better understand the algorithm proposed in
this study.

2.1. The Incompletely Probabilistic Fuzzy Set. The definition
of the incompletely probabilistic fuzzy set (IPFS) is
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expanded from the interval-valued fuzzy set and the
probability hesitation fuzzy set, which can be described
mathematically as follows:

k
lr5={y,|ply,e [0,1], 1€ [0,1],) py=1,1= 1,2,---,k}. (1)
=1

The symbol y, indicates one of the evaluation values, the
symbol p,; indicates the corresponding probability value of
the evaluation value y,;, the restriction p; € [0,1] indicates
the value range of the evaluation value y;, and the restriction
Y%, pr = 1indicates that the sum of all the probability values
must be equal to 1. In general, any incompletely probabilistic
fuzzy set l, can include several elements, the total number of
elements is recorded as the symbol k, each pair of the
symbols y;|p; can be called the incompletely probabilistic
fuzzy element (IPFE), and the restriction I = 1,2,---,k can
be regarded as the value range of subscripts.

Different from other data structures, multiple values can
be stored together in a single incompletely probabilistic
fuzzy set, which can overcome hesitation in the evaluation
process; in addition, the probability values can provide
additional descriptions for the evaluation values; further-
more, it is worth noting that the evaluation values and the
probability values are allowed to contain some unknowns;
this improvement will further expand the application scope.

Let us illustrate the above theory with several simple
examples. It can be divided into several categories according

to the unknowns: the first category is that all the information
is known, such as [, = {0.32]0.42,0.38]0.26, 0.42|0.32}; the
second category is that some evaluation information is
unknown, such as ;3 = {x,]0.42,0.38/0.26,0.42|0.32}; the
third category is that some probability information is un-
known, such as I, = {0.32/0.42,0.38|y;,0.42[(0.58 — y,)}
and I,; = {0.32]y,,0.38]y;,0.42| (1 — y, — y;)}; the fourth
category is that some evaluation information and
probability information are unknown, such as [, =
{0.32]y3, %,1(1 = y5 — v4),0.42| y,}. We must point out that
the default value range of unknowns is from 0 to 1; however,
if possible, it is still recommended to give the value ranges of
unknowns, which can improve the accuracy of the
algorithm.

Through the above analysis, we find that the data
structure proposed in the paper can save the original data to
the greatest extent. In addition, the expected value of the
incompletely probabilistic fuzzy set may be used in the latter
subsections, and the definition of the expected value is
shown as follows:

k
E(lrs) = ZYI'pl' (2)
I=1

The expected values of the above incompletely proba-
bilistic fuzzy sets can be calculated according to equation (2)
and are shown as follows:

E(l;,) = E({0.32]0.42,0.380.26, 0.42/0.32}) = 0.3676,
E(l};) = E({x,10.42,0.38/0.26,0.42/0.32}) = 0.2332 + 0.42 - x,, (3)

E(l,,) = E({0.32/0.42,0.38]y,,0.42 (0.58 - y,)}) = 0.378 - 0.04 - y,.

E(ly) = E(
E(ly) = E(

{
{

2.2. The Subtraction of Incompletely Probabilistic Fuzzy Sets.
The subtraction of incompletely probabilistic fuzzy sets
should be used in the following sections; however, since the
definition of the incompletely probabilistic fuzzy set is first

k

0.32]y,,0.38y;,0.42| (1 - y, - )/3)}) =042-0.1-y,-0.04- y,,
0.32]y3, x,|(1 = y5 - y4),0.42|y4}) =(0.32-x,) - y3 +x, +(0.42 — x;) - y,.

(4)

proposed in the paper, this method is rarely mentioned by
other researchers; therefore, it is necessary to define the
subtraction of incompletely probabilistic fuzzy sets which is
shown as follows:

lxy = Y11|P11 yll € [0) 1]>p11 € [0) 1]) Z pll = 1)11 = 1)2:"'ak1 >

I=1

k,
qu = lelplz le € [0’ 1]>P12 € [0’ 1]) Z plz = 1,12 = 1>2"":k2 >

=1

lx394; = lxy - lpq =

U
Y1y €Ly, €l g Pry Ly Pry Elpg

(5)

v, =y )l -, =120k L = 1,20k, )



TaBLE 1: The overall structure of the original data needs to be
collected.

Indicators alternatives I, I, S I,
Ay Iy L, e Lt
4 el
Am lml lm2 lmt

The symbols I, and I, represent two ordinary IPFS,,
and the symbol /, records the subtraction result of the two
ordinary IPFS,. In particular, as a special case, the com-
plementary set of the incompletely probabilistic fuzzy set
will be frequently used in later sections; therefore, the
definition of the complementary set can be given in advance
which is shown as follows:

Lo=1-Lo={(1=y)lp;y, € [0,1], p; € [0,1],

k } (6)
kb
s

Yp=11=12

Let us give a few simple examples to illustrate the above
theory; the values of the [, 13, 14, L3, I, have been given in

l =1-1,=1-{0

li3 =1-I3=1- {x [0.42,0.38]0.26, 0.42|0.32}
Zi4 =1-l,=1- {

ly=1-

124 =1-l,=1-

2.3. The Comparison Decision-Making Method. The goal of
decision-making can be simply summarized as finding the best
solution from multiple alternatives [11]. Specifically, the goal of
this paper is to rank students according to the innovation
ability. With the help of management science, every student
with innovative potential can be regarded as an alternative.
All the alternatives can be recorded as mathematically.
Data are always the basis of any decision-making [12]; first,
several indicators will be selected from multiple interference
factors which canberecordedasI = {I, I,, ..., I,} thedataof
each indicator needs to be collected and recorded, and the data
structure of the incompletely probabilistic fuzzy set men-
tioned above is suitable for collecting the original information.
All the indicators can be classified into two categories
according to the objective function: positive indicators and
negative indicators. The negative indicators should be con-
verted into positive indicators by using the complement
operation mentioned in equation (3). The overall structure of
the original data needs to be collected is listed in Table 1.
Generally, the alternatives can be ranked based on the
data in the above table when the data are complete;

Ly=1- {0 32]y,,0. 38')’3)0 42| 1 —JV2- )’3)} :{0-68|)’2’0'62|J’3’0-58| (1 —J2- )’3)}’
{0 32|y3,x2|(1 V3= Ya) 042|J’4} { 68|y, (1 x2)|
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TaBLE 2: The structure of the comparison table.

Alternatives A, A, . A,
A I I, .. L
A b b v £2
Am l”” lm2 lmm

TaBLE 3: The simplified data structure of the comparison table.

Alternatives A, A, el A,
A {0.5]1} I I
A, 1-1p, {0.5]1} L
A, 1-1,, 1-1,, : {0.5/1}

the above subsection, and the specific calculation steps of the
complementary sets are shown as follows:

.32(0.42,0.38/0.26, 0.42(0.32} ={0.680.42, 0.62]0.26, 0.58]0.32},
={(1 - x,)[0.42,0.62/0.26,0.58/0.32}, (7)
0.32/0.42,0.38]y,,0.42/0.58 - y, } ={0.68]0.42,0.62|y,,0.58| (0.58 - y,)},

(8)
= Y3~ V) 0-58|)’4}~

unfortunately, due to the fuzziness of the problem and the
hesitation of experts [13], the data in the table often contain
several unknowns which will directly make the problem
cannot be solved by common algorithms; for this reason, the
comparison decision-making algorithm based on the in-
completely probabilistic fuzzy set is proposed in the paper.

Compared with multiple alternatives, when only two
alternatives are compared at a time, it is obvious that people
can give the evaluation result with higher accuracy [14].
Based on this idea, the comparison table of alternatives can
be created, and the structure of the comparison table is
shown as Table 2.

Every element [;; in Table 2 is in the form of the in-
completely probabilistic fuzzy set. The elements in the above
table meet the following two rules: the first one is that all the
elements in the main diagonal should be recorded as {0.5]1}
which can be denoted as I; = {0.5]1}Vi =1,2,---,m com-
pletely; obviously, it is the inevitable result when compared
with themselves; the other rule is that the elements sym-
metrical to the main diagonal will meet complementary
relationship which can be denoted as [;; = I5Vi, j = 1,2,
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--,m mathematically. After the above analysis, we can find
that only the elements on the upper triangle of Table 3 need
to be evaluated, and the data in Table 1 can play an important
role in this process [15].

2.4. The Consistency Problem in the Process of Group Decision-
Making. Every data in Table 3 is obtained separately by
comparing only two alternatives at one time; all alternatives
have never been compared together; therefore, there may be
some inconsistencies among the data.

Inspired by Herrera [16], we believe that the data in
Table 3 will meet the consistency requirement if equation (5)
holds.

E(lrs) = E(lrk) -

While, how to make equation (5) hold has become a
difficult problem in front of us. Based on the theory of
Chiclana et al. [17], the data C = (l,])mxm will meet the
consistency requirement if and only if there is a set of

E(ly) +0.5Yr,8,k=1,2,---,m. (9)

normalized values w = (@, w,,---,w,,)" that make the
following equations hold [18]:
E(l,,) = Inw, — Inw, + 0.5Yr,s = 1,2,---m. (10)

The symbol w; can also be called the comprehensive
value of the alternative A;. Generally, it can be calculated by
the following equation:

el/MZk:lE(lrk) .
w, = oy vr,j,k=1,2,---,m. (11)
()

j=1

According to formula (6), the proof of the necessary
condition is shown as follows:

m

ZE(lsk)

k=1

1
Inw, - Inw, = ZE ) ——
m

- () -E )= ) (£()-05)

:%xmx(E(l,s)—O.S):E(lrs)—O.S.
(12)

Thus, the equation E(l,,) = Inw, — Inw, + 0.5 can be
derived from the positive direction [19]. Conversely, the
proof of the sufficient condition is shown as follows:

E(l,) =Inw, - Inw,+0.5
= (Inw, - Inwy + 0.5) — (Inw, — Inw; + 0.5) + 0.5.
(13)

Thus, the equation E(I,,) = E(l,;) — E(l4) + 0.5 can be
derived from the opp051te direction. In addition, when the
equation E(/,,) = Zl 1 Vipr = Inw, — Inw, + 0.5 holds, then

equation (7) will also hold [20], and the derivation process is
shown as follows:

E(l,) = Inw, - Inw, + 0.5, (14)

E(lsr) = E(lis) = E(l - lrs)

Z(I—YI)'PZ

I
—_

(15)

Pi= 2.V P

Il
M»
M»

Il
—
Il

1
- (Inw, - Inw, + 0.5)
nw, — Inw, + 0.5.

’Nr—t

Therefore, according to the above analysis, it is only
necessary to verify the consistency of the upper triangle data
in Table 3.

3. The High-Discrimination
Comparison Algorithm

The algorithm proposed in this paper mainly focuses on the
alternatives with small differences and is difficult to be ranked
directly; the algorithm and the mathematical model will be
systematically introduced in this section. The flowchart of the
high-discrimination comparison algorithm is shown in Figure 1.

3.1. Mathematicise the Problem. First, list all the alternatives
that need to be ranked and divide them into two categories:
the first category is the alternatives that can be ranked di-
rectly by common methods and the other category is the
alternatives that are difficult to be ranked and need the help
of the algorithm proposed in the paper [21]; these alter-
natives can be recorded as A ={A,A,,---,A,,}.

After that, several key indicators will be selected and can be
denoted as I = {I,,I,,---,1,}; the original data of each indi-
cator will be collected and then standardized; then, the pro-
cessed data I = (;;),Vi=1,2,--+,m; j=1,2,---,¢ will be
saved in the form of the incompletely probabilistic fuzzy set.

The comparison table will be established through mul-
tiple pairwise comparisons among different alternatives. The
values in the comparison table can be obtained mainly based
on the key indicators of the alternatives mentioned in the
above step. The data of the comparison table can be denoted
as C = (l;})xmVi> j = 1,2,--+,m. Since all the alternatives
have not been compared together, there may be some
contradictions among the data in the comparison table [22],
and we must point out that the data cannot be used for
ranking alternatives until it meets the requirement of
consistency verification. The consistency optimization
model and the adjustment algorithm will be introduced in
detail in the following subsections.

3.2. The Consistency Optimization Model. Due to the com-
plementary relationship mentioned above, the consistency
optimization model is proposed according to the elements in
the upper triangle of the comparison table. The consistency
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Figure 1: The flowchart of the high-discrimination comparison
algorithm.

constraints can be established by introducing positive devia-
tions and negative deviations [23]; the objective function is to
minimize the sum of deviations. The model is shown as follows:

Model1:
m-1 m

min ¢ = min Z Z(d; + dfj),
=l j>i

k
Inwi—Inwj+0.5—Zy,~p,—d;rj+d;j =0
I=1

M=
kS
1
-

(16)
i=1
st.4 0w <1
Osdjjsl
OSd{jsl
i=1,2,---,m
j=12,---,m
i<j

Although the accuracy of each comparison result ob-
tained by such a method is relatively high from the local
perspective, however, as mentioned above, only two
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FiGgure 2: The flowchart of the consistency automatic adjustment
algorithm.

alternatives are compared at a time, and the data may be
inconsistent from the whole perspective [24]. For this rea-
son, we propose the definition of the consistency degree
which is shown as follows:

2 m-1 m B

The consistency threshold (Q2) will be set in advance, if the
inequality CI < Q) holds, which indicates that the data meet the
consistency requirement, and the calculation results obtained
by the model 1 will be valid [25]; on the other hand, if the
inequality CI > Q holds, it indicates that some data in the
comparison table must be adjusted in time, and the specific
method will be introduced in the next subsection.

3.3. The Consistency Automatic Adjustment Algorithm.
The flowchart of the consistency automatic adjustment al-
gorithm is shown in Figure 2. The adjustment method can be
divided into several steps, which are introduced in detail as
follows:

(1) Find the maximum deviation value which can be
described as d,,, = max {d;},d;jIVi,j =1,2,--,
m; i< j} mathematically

(2) It can be divided into two categories according to
whether the maximum deviation is positive or
negative [26]. If the value is positive which can be
denoted as d,,, =dj;, then find the maximum
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TaBLE 4: The comparison data with complete information.
A1 AZ A3 A4
A {0.51} 0.45/0.36,0.47(0.18 0.46(0.32,0.49]0.23 0.51]0.23,0.54/0.41
! ’ 0.4910.24, 0.52[0.22 0.51]0.45 0.56/0.22,0.58/0.14
0.51]0.35, 0.53]0.36 0.46/0.44, 0.48]0.25
4 10511} ( 0.55]0.29 ) < 0.49]0.31
0.52/0.35, 0.54/0.51
45 10501} < 0.55]0.08, 0.57]0.06 >
A, {0.5]1}

probability value in the corresponding incompletely
probabilistic fuzzy set [;; which can be denoted as
Pij; ™ and the corresponding evaluation value r
will increase d,,,, which can be described as r
7iji + dmax mathematically; similarly, if the value is
negative which can be denoted as d,, = d;;, then
find the maximum probability value in the corre-
sponding incompletely probabilistic fuzzy set I;
which can be denoted as p;;;™, and the corre-
sponding evaluation value r;;; will decrease d,,
which can be described as r;;=r;,-d
mathematically.

ij,l
ijl =

max

(3) The consistency verification operations listed in the
previous subsection will be executed repeatedly until
the consistency requirement is met

(4) Finally, the alternatives will be ranked according to
the values of w; (i = 1,2,---,m)

4. A Case of the Comparison Algorithm Based on
Uncertain Information

4.1. The General Description of the Problem. Innovation
ability is the soul of national progress and the core of
economic competition [27]. As the main institutions for
cultivating innovative talents, universities or colleges have
always attached great importance to the cultivation of in-
novation ability. Finding students with innovative potential
as soon as possible is very important for the work of

Model2:

cultivating innovative talents; however, innovation ability is
a vague concept and difficult to be measured quantitatively
[28]. Based on these analyses, the algorithm proposed in this
paper is suitable for dealing with such problems.

Supposing, after the first round of screening, four stu-
dents with innovative potential are found out, and we hope
to rank them according to their innovative ability. The four
students can be denoted as {A;, A,, A;, A,}. Comparisons
will be made between any two students, and the results given
by experts will be recorded in the form of incompletely
probabilistic fuzzy sets; thus, the comparison table will be
established, and the consistency threshold is set as
Q =0.015.

According to the comparison data, it can be divided into
several categories, which will be introduced, respectively, in
the following subsections.

4.2. The Comparison Algorithm with Complete Information.
In this category, all the data are complete, such as the data in
Table 4. Due to the complementary relationship mentioned
above, the elements in the lower triangle are not listed for the
sake of simplicity, and the elements in the upper triangle and
the main diagonal are given.

We find that it is almost impossible to rank the alter-
natives directly based on the data in the above table, the
optimization model mentioned above will be built and its
extended form is shown as follows:

. + - + - + - + - + - + -
miné, =d), +d, +dj;+d+d],+d+dy+dy+dy +dy, +dy, +ds,

S.t. 1

Inw, — Inw, + 0.5 - 0.4786 —d;, +d,, = 0
Inw, - Inwy +0.5-0.4894 —d}, +d; = 0
Inw, — Inw, +0.5-0.5431 -d|, +d;, =0
Inw, — Inw, +0.5 - 0.5288 —d;, +d,; = 0
Inw, - Inw, +0.5-0.4743 = d;, +d,, = 0
Inw; — Inw, + 0.5 - 0.5356 — d;, +ds, =0

(18)



The above linear model can be solved with the help of the
lingo software, and the calculation results are shown as
follows:

£, =0.1082,
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w; =0.2506452; w, = 0.2560667; w; = 0.2510339; w, = 0.2422542 (19)
dy; =0.00905;d,, =0.00905;d,, = 0.00895;d,, =0.08115,

de = dIz = dI3 = dir4 = d; = d;4 = d;r4 = d;4 =0. (20)

The value of the consistency degree CI can be calculated
according to equation (8); the value is CI =0.018 after
calculation. We can find that the inequality CI <Q does not
hold, and the data in Table 4 do not pass the consistency
verification, which indicates that the reliability of the results
is not enough; consequently, the consistency adjustment
module will be activated immediately; the specific steps are
listed as follows:

(2) We can find that the evaluation value of the [,, is
denoted as I,, = (0.46/0.44, 0.48|0.25,0.49|0.31) in
the above table. The maximum probability value in
the I, is 0.44; therefore, the corresponding evalua-
tion value will be increased from 0.46 to 0.54115, and
the specific calculation step is r;;; =1;;; +dpa
=0.46 + 0.08115 = 0.54115 according to the above
adjustment algorithm. So, the updated value of the I,,

will be denoted as [I,= (0.54115|0.44,0.48
[0.25,0.49|0.31) after the first adjustment.

(3) The model will be rebuilt based on the updated data,
and it is shown as follows:

(1) The maximum deviation is found which is denoted
as d,, = max {df' d‘} =d;,, and its type is a

max ij>"%ij
positive deviation.

Model3: min&| =d,1 " d, 1 +d0+dst +diy +d 0 +dost +dyyt +dy,t +dyy 0+ dyt + dyyl
[ Inw| — Inw, + 0.5 - 0.4786 —d |,/ +d |,/ =0
Inw| — Inw; + 0.5 - 0.4894 —d;1 +d 51 = 0
Inw| — Inw, + 0.5 - 0.5431 —d,1 +d},1 =0
Inw, — Inwy + 0.5 — 0.5288 — d,,1 + dy31 = 0
Inw, — Inwg + 0.5 — 0.510006 — d;, 1 + dy,1 = 0 (21)
Inw, - Tnw) + 0.5 0.5356 — by +d;y1 =0

S.t. 3

<dg<1,j=1,23 k=234

The model can be solved again with the help of the lingo
software and the results are shown as follows: & = 0.072494;

w; = 0.2506452; w, = 0.2560668; w; = 0.2510339; w, = 0.2422541,
dj,1 = 0.00905;d 1 = 0.00905; d,,/ = 0.00895; d,,/ = 0.045444, (22)

+ I R o _ gt _ Jt I N S o _
dil =dyt =dsr =dy =dyt =dyt =dy, ) =dy,1 = 0.

after calculation. We can find that the inequality £; < Q holds
after the adjustment which indicates that the calculation

The value of the consistency degree CI can be calculated
according to equation (8), and the value is CI' = 0.01208
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TaBLE 5: The comparison data with unrelated unknowns.
Al AZ A3 A4
0.44/0.31, 0.46]0.22 0.47]y,, x,10.26
A o511} ( 0.48]0.21, x,10.26 ) ( 0.53/0.74 — y, (x310.46, x,10.54)
0.46/0.55, x50.31 0.42]0.24, 0.45]0.27
A o511} < 0.53/0.14 0.4710.31,0.51/0.18
0.51]y,, x4]0.41
4 (0511 ( 0.5310.59 - y,
A, {0.51}

results meet the consistency requirements; therefore, the
result is reasonable, and itis A,>A;>A,>A, according to the
innovative ability.

4.3. The Comparison Algorithm with Unrelated Unknowns.

In this category, the data contain several unknowns and the
unknowns are not related to each other, such as the data in
Table 5. Each unknown may give a specific value range; if it is
not given, the default value range of the unknown is
0<x<I.

0.50 < x, <0.54; 0.48 < x, < 0.52; 0.43 < X, < 0.47; 0.49 < x, < 0.52; 0.47 < x5 < 0.52

0.54 < x4 <0.56;0 < y, <0.74; 0 < y, <0.59.

The optimization model will be built based on the data in
Table 5, and it is shown as follows:

Model4:

(23)

. + - + - + - + - + - + -
miné, =dy, +d, +d;+d+d,+d+dy+dy+dy +dy, +dy +dy,

-

s.t. 3 Odeksl
0.50 < x,; <0.54
0.48 < x, <0.52
0.43 < x5 <0.47
0.49 < x, <0.52
0.47 < x5 <0.52
0.54 < x4 <0.56
0<y, <074
0<y,<0.59
i,j,k=1,2,3,4

The above model can be solved with the help of the Lingo

software, and the results are shown as follows:

Inw, — Inw, + 0.5 —(0.3384 + 0.26 x x,) —d;, +dy, = 0

Inw; — Inwy +0.5 — (0.3922 + 0.26 X x, — 0.06 X y;) —dj; +d; =0
Inw, — Inw, + 0.5 —(0.46 X x5 + 0.54 X x,) —d,, +d;, =0

Inw, — Inwy + 0.5 - (0.3272 + 0.31 X x5) —d;; + dyy = 0

Inw, — Inw, +0.5-0.4598 — d,, + d,, = 0

Inw; — Inw, + 0.5 — (0.3127 + 0.41 X x4 — 0.02 X y,) —d3, +d3, =0

(24)
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£, = 0.0563,
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w, = 0.2444283; w, = 0.2485094; w, = 0.2553364; w, = 0.2517258, (25)
x, = 0.54; x, = 0.48; x, = 0.4374795; x, = 0.4987803; x5 = 0.47; x, = 0.54;

y, =0.74; y, = 0.59;

d}, = 0.004640146; d;, = 0.01625985; d}, = 0.02734181; d;, = 0.008058187, (26)

dIz = d;s = dI3 = d;; = dI4 = d§3 = d;4

We can find that all unknowns can be obtained by
solving the above model; moreover, the value of the con-
sistency degree CI, can be calculated according to equation
(8); the value is CI, = 0.00938 after calculation, and the
inequality CI, <Q holds which indicates that the results
have met the consistency requirement; therefore, the ad-
justment module does not need to be activated, and the
result is A;>A,>A,>A, according to the innovative ability.

=d;, =0.

4.4. The Comparison Algorithm with Related Unknowns.
In this category, the data also contain several unknowns;
moreover, different from the previous case, some unknowns
are related to each other, and unknowns are not completely
independent, such as the data in Table 6.

0.50<x,<0.54;x, = x; +0.2;x3 = 1.2 X x,;0.28< y, <0.35; ¥, + y;3 + y, = 1;0.2<y2<0.4
0.3<¥3<0.45;0.35<y4<0.57;0<x,<1;0<x;<1;0.51 <x, <0.55;0.53 < x5 < 0.56 (27)

0.3<y5<0.38;y,=y;-0.1;0<y, <L
Model5:

p _ gt — + - + - + — + — + -
miné; =d), +d,+d;+d+d, +d +dy+dy+dy, +dy +dy, +d3,

Zwizl

r=1
0<w;<1

0<dy<1
0.50<x,<0.54
sty x, =x;+0.2
0.28<y,<0.35
Yatysty,=1
02<y,<04
0.3<y;<045
0.35<y,<0.57
x3=12x%xx,;
0.51 <x,<0.55
0.53<x5<0.56
0.3<y5<0.38
Y6 =Ys—0.1

| i, j,k=1,2,3,4

Inw, — Inw, +0.5-(0.344 + 0.29 X x,) —d}, +d;, = 0

Inw, — Inwy +0.5-(0.37 +0.26 x x, —0.02x y,) —d}; +d;; = 0

Inw, - Inw, + 0.5 - 0.5206 - d,, +d,, = 0

Inw, — Inw; + 0.5 — (0.48 X y,+%; X y; +0.52 X y,) —d,; +dy3 =0

Inw, — Inw, +0.5-0.512 —d;, +d,, =0

Inw; — Inw, + 0.5 — (x, X y5 + 0.55 X yg+X5 — X5 X Y5 — X5 X yg) —d3, +d3, = 0

(28)
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TaBLE 6: The comparison data with related unknowns.

Al AZ A3 A4
0.480.39, 0.49]0.32 0.48y,, x,10.26
A, {0.5]1} ( x1|0.29 > < 0.50|0.74—y1 (0.51]0.47,0.53]|0.53)
0.48]y,, x3] 5 0.4910.37,0.52]0.32
A (0511 ( 0.52|y, 0.53(0.31
x4|y5;0.55]y¢ )
A 0.5/1 4
} { } < %511 = ys = ys
A, {0.5]1}
The above model can be solved with the help of the lingo
software, and the results are shown as follows:
£, = 0.0708
w; = 0.2543168; w, = 0.2541642; w; = 0.2423875; w, = 0.2491315 (29)

x, = 0.54; x, = 0.74; x5 = 0.648; x, = 0.51; x5 = 0.53;

y1 = 0.35;y, =0.2739702; y; = 0.3; y, = 0.4260298; y; = 0.3; y, = 0.2
d;, = 0.007358808; d,, = 0.008; d;, = 0.05544119 (30)
dirz =dy = dg = dir4 =dyy = d§3 =dy=dy = d;r4 =0.

All unknowns can be obtained by solving the above
model and all constraints are satisfied; moreover, the value of
the consistency degree CI; can be calculated according to
equation (8), the value is CI; = 0.0118 after calculation, and
the inequality CI; < Q) holds which indicates that the results
have met the consistency requirement; therefore, the ad-
justment module does not need to be activated; the result is
A>A,>A,>A; according to the innovative ability.

5. The Comparisons and Discussion

Several data structures and processing methods proposed by
other outstanding scholars will be compared with the data
structure and algorithm proposed in the paper in this
section.

5.1. The Probabilistic Linguistic Fuzzy Set and Its Processing
Methods. The definition of the probabilistic linguistic fuzzy
set is shown as follows:

k
Lij:{Ll(Pz)le €S,0<p<l,i= 1’2"">k>zpz=1}-
I=1

(31)

The symbol L, represents the evaluation value, the
symbol p, represents its corresponding probability, the
symbol § is called the additive linguistic set which contains

all the possible evaluation values, the specific form is
S={s,la=0,1,---,27}, the symbol 7 indicates an integer,
the constraint condition L; € S indicates that all the evalu-
ation values are from the additive linguistic set, the con-
straint condition 0< p,;<1 gives the value range of the
probability, the symbol k indicates the total number of el-
ements, and the constraint Z;‘Zl p; = lindicates that the sum
of all the probabilities in a set must be equal to 1 [29].

Let us give a simple example to illustrate the above
definition. Supposing the additive linguistic set is
S ={s,la=0,1,2,3,4}, the symbol s, indicates “terrible,”
the symbol s, indicates “bad,” the symbol s, indicates
“moderate,” the symbol s; indicates “good,” and the
symbol s, indicates “excellent.” One of the typical
probabilistic linguistic fuzzy sets can be denoted as L, =
{s,(0.45), s, (0.37),55(0.18)}.

We can find that there are certain similarities with the
definition of the incompletely probabilistic fuzzy set proposed
in the paper. However, there are also differences between
them, the main difference is the total number of the possible
evaluation values, specifically, the number of possible eval-
uations in the probabilistic linguistic fuzzy set is limited;
while, the number of possible evaluations in the incompletely
probabilistic fuzzy set is infinite; in addition, the processing
methods of incomplete information are not mature enough,
and the data structure of probabilistic linguistic fuzzy set
cannot contain multiple unknowns. These defects will seri-
ously reduce the algorithm’s accuracy.
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5.2. The Probabilistic Hesitation Fuzzy Set and Its Processing
Methods. Although the mathematical model of the proba-
bilistic hesitation fuzzy set and the probabilistic linguistic
fuzzy set has some similarities, there are still differences
between them. Comparatively speaking, the probabilistic
hesitation fuzzy set has more advantages in data processing,
the operation rules, and the decision-making model, while
the probabilistic linguistic fuzzy set can use linguistic terms
to describe the real ideas of decision makers.

The probabilistic hesitation fuzzy set is an extension of
the hesitation fuzzy set; its basic element is composed of the
evaluation value and the corresponding probability [30]. In
the decision-making process, the preference information
given by experts can be described more comprehensively,
and the uncertainty of a variety of possible scenarios can be
simulated [31]. The definition of the probabilistic hesitation
fuzzy set can be mathematically described as follows:

k
h, ={Yi|Pi05Yi51’05Pi51>ZPi =Li= 1)2""’k]’-

i=1

(32)

Supposing that there are two probabilistic hesitation
fuzzy sets which can be denoted as h, = {y,|p;i=1,2,
-+, k;} and h, = {yjlpjj = 1,2,---,k2}, respectively, the
symbol A indicates a positive real number. The basic rules of
the probabilistic hesitation fuzzy set are listed as follows:

1) (h)' = {yiip:}
yi€hy,p;ehy
A
(2) Ah, = y,,eh}fp,,ehl{l - (1-y)'Ipi}

;€hy,peh
(3) hyoh, = U{Yi Y- YiVj|Pipj} y; € h12>1;j € hlZ
4) h.®h :U{ . |pp}’/1 € hl) i € hl
( 1 2 YiV;lPiP; VJ'EhZ’PthZ

The incompletely probabilistic fuzzy set proposed in the
paper is extended from the probabilistic hesitation fuzzy set
[32]. It inherits the advantages of the probabilistic hesitation
fuzzy set, including basic calculation methods and theo-
retical models; on this basis, the incompletely probabilistic
fuzzy set allows some unknowns to be included and the
processing scope has been further expanded.

6. Conclusions

It is widely known that a scientific and reasonable evaluation
mechanism is very important to promote the cultivation of
students’ innovative abilities [33]. The main purpose of this
paper is to establish a high-discrimination evaluation mech-
anism of innovative ability. The innovative ability is a fuzzy
definition and difficult to be measured by common algorithms.

At present, the common methods of dealing with this
problem can be simply summarized as follows: several key
indicators should be selected and these indicators will be scored
separately; then, the scores will be aggregated by simple alge-
braic operation methods, and the aggregated value represents
the innovation ability of the tested student. The above method is
simple and efficient, but there are also some serious short-
comings. The value of each indicator is a single real-value, and it
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may be difficult to fully describe the details of the indicator [34].
The information aggregation method are too simple, and it is
difficult to make full use of the indicator data [35].

After the above analysis, the paper combines the
problem with fuzzy mathematics and tries to propose a new
way to solve this problem. The data structure of the in-
completely probabilistic fuzzy set proposed in the paper is
developed from several definitions of fuzzy mathematics; it
can save all possible values in a single dataset which can fully
consider the hesitation and fuzziness in the process of data
collection; and it also can fully accommodate different
opinions of multiple experts. In addition, the incompletely
probabilistic fuzzy set also allows unknowns to be included
which enables more data details can be saved together.
Compared with traditional methods, the pairwise compar-
ison method is also one of the improvements; obviously, it is
easier to obtain scientific and reasonable results by the
pairwise comparison of alternatives. Since experts mainly
focus on the work of pairwise comparisons, there may be
contradictions among the comparison results from the
overall perspective. To solve this problem, the definition of
the consistency degree is proposed in the paper; moreover,
the consistency optimization model is designed to estimate
the values of the unknowns. The consistency degree can be
obtained through the accumulation of deviation values. The
automatic adjustment module will be activated if the con-
sistency degree exceeds the warning threshold; this mech-
anism is also one of the innovations; it can improve the
efficiency of the algorithm and accelerate the achievement of
the consistency goal. After the above steps, the ranking of
alternatives can be obtained according to the checked
comparison data.

In order to verify the superiority of the algorithm,
various experiments have been carried out; all the results
have proved the effectiveness of the algorithm proposed in
the paper, and then, several outstanding algorithms have
been compared with the algorithm proposed in the paper;
the results show that the algorithm proposed in this paper
does have some advantages for solving this problem.

Honestly, although the algorithm is efficient, but it has
not been fully verified in large projects, the algorithm with a
feedback mechanism will be the research object of our team
in the near future.
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The purpose of this study is to solve the effective way of domain-specific knowledge graph construction from information to
knowledge. We propose the deep learning algorithm to extract entities and relationship from open-source intelligence by the
RoBERTa-wwm-ext pretraining model and a knowledge fusion framework based on the longest common attribute entity
alignment technology and bring in different text similarity algorithms and classification algorithms for verification. The ex-
perimental research showed that the named entity recognition model using the ROBERTa-wwm-ext pretrained model achieves the
best results in terms of recall rate and F1 value, first, and the F value of RoOBERTa-wwm-ext + BiLSTM + CRF reached up to 83.07%.
Second, the ROBERTa-wwm-ext relationship extraction model has achieved the best results; compared with the relation extraction
model based on recurrent neural network, it is improved by about 20%~30%. Finally, the entity alignment algorithm based on the
attribute similarity of the longest common subsequence has achieved the best results on the whole. The findings of this study
provide an effective way to complete knowledge graph construction in domain-specific texts. The research serves as a first step for

future research, for example, domain-specific intelligent Q&A.

1. Introduction

With the advent of the big data era and artificial intelligence,
the knowledge graph in the domain-specific application has
received widespread attention. Knowledge map is a new
concept proposed by Google in 2012, which is essentially the
knowledge base of semantic network. As an effective
knowledge representation method of cognitive intelligence
of the new generation of artificial intelligence, knowledge
graph uses open-source information to train cognitive
models and then applies this model for cognitive application,
which is an effective formation of anthropomorphic
thinking. It has not only become the most intuitive and
understandable framework for knowledge representation
and reasoning but also improved the efficient of knowledge
discovery, such as the problem system based on the domain-
specific knowledge graph. However, when the knowledge
graph is successfully applied in many fields, ambiguity,

difficult links, data sparsity in special fields, and other
problems hinder the application task effect based on the
domain-specific knowledge graph. Especially in some fields
with complex data sources and limited available data, how to
provide an accurate knowledge extraction model for new
knowledge cognition according to the needs of the field and,
at the same time, how to effectively link and fuse the dis-
covered new knowledge with the knowledge base or how to
effectively link and fuse the multisource heterogeneous data
with the knowledge base is an important foundation for the
application of knowledge maps in some fields at present. In
view of this, since open-source intelligence such as military
books and the Internet has been used as the data source to
solve related problems such as the automatic construction of
the domain-specific knowledge graph, this research serves as
a first step for future research, for example, the construction
of knowledge graphs Q&A application. The innovative
contribution of this research is as follows:
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(1) The RoBERTa-wwm-ext model is used to enhance
the knowledge of the data in the knowledge ex-
traction process to complete the knowledge extrac-
tion including entity and relationship

(2) This study proposes a knowledge fusion framework
based on the longest common attribute entity
alignment technology and brings in different text
similarity algorithms and classification algorithms
for verification, all of which have achieved good
results

2. Related Work

The knowledge graph was proposed by Google in 2012, and
its essence is a semantic network knowledge base. The
knowledge graph is divided into a general knowledge graph
and a domain-specific knowledge graph. For the former, it
emphasizes the scope of knowledge, while for the latter, it
emphasizes the accuracy of domain-specific knowledge. At
present, the construction and exploration technology of
knowledge graphs at home and abroad has become mature.
Many research institutions have successively created some
large-scale general knowledge graphs, such as YAGO [1],
Wikidata [2], and DBpedia [3]. However, for knowledge
graphs in professional fields, the services it provides for
people are still far from meeting the needs. For this reason,
academia and industry have paid more attention to the
research of domain-specific knowledge graphs with high
professional knowledge accuracy.

Due to the sensitivity of data and low resource infor-
mation in the field of military security, knowledge graph
research in this field is relatively lacking, and the research
progress is slow. F. Liao et al. [4], using the knowledge
extraction method based on the BiLSTM model, studied the
knowledge graph construction of the US military equipment
and designed and implemented the US military equipment
knowledge graph system. C. Liu et al. [5], aiming at the
problems of loose structure of the military equipment da-
tabase, difficulty in using effectively, low storage efficiency,
and chaotic management, used the entity relation extraction
method of the dependency syntax tree and CRF to extract
information from unstructured text data, build a knowledge
map of the military equipment, and achieve good results.
D. Song et al. [6] proposed a military knowledge graph
construction method based on bibliographic data of military
disciplines to solve the problems of sparse data distribution,
weak data correlation, and difficulty in using data effectively
in the retrieval process of military industrial academic re-
search content. This method designs the structure of the
knowledge graph according to the bibliographic information
characteristics of the article and uses the information-rich
article titles and keywords to study entity extraction, entity
classification, knowledge graph storage, and visualization.
Yao Yi et al. [7] relied on the structured data of the existing
arsenal to build the equipment concept map, using the
method of iterative learning, based on open multisource data
to complete the equipment entity to ensure the breadth and
depth of the concept map precision. Xing Meng et al. [8]
proposed a technical framework for the construction and
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application of knowledge graphs in the military domain
regarding the opportunities and challenges currently faced
by knowledge graphs in the military domain. It also dis-
cusses the key issues and core technologies in all aspects of
the knowledge life cycle, such as knowledge representation
based on the ontology system, knowledge extraction based
on machine learning, cross-domain-specific knowledge fu-
sion, knowledge computing, and knowledge application.
Zhao Yu et al. [9] used the BiLSTM + CRF model for military
named entity recognition, extracted relation words through
syntactic analysis and hierarchical Dirichlet process (HDP)
clustering, and obtained entities and the relationships be-
tween entities to build a military knowledge graph.

Knowledge fusion is an important link in the process of
domain-specific knowledge graph construction and an
important means to ensure knowledge quality and knowl-
edge update. At present, in the process of knowledge graph
research in the military field, the technology for knowledge
fusion is relatively lacking. In the general field, knowledge
fusion is usually based on cross-language entity alignment
and same-language knowledge base entity alignment tech-
nology research. Cross-language entity alignment tech-
niques mainly include representation learning methods
based on translation models and graph neural networks. The
translation model takes TransE [10] as the basic model.
Models such as JE [11], MTransE [12], IPTransE [13], and
AttrE [14] have improved it by using methods such as at-
tribute, relation information, and iterative training and
obtained a good effect. The graph neural network uses the
global structural information of the graph to match the
entities to be aligned in the two knowledge graphs. The
GCN-Align [15] model is an earlier model that uses a graph
neural network algorithm for entity alignment. It proposes a
cross-language knowledge graph alignment method based
on a graph convolutional network. The research on entity
alignment of the same language is based on the Chinese
heterogeneous encyclopedia knowledge base and adopts the
paired entity alignment technology with the text similarity
algorithm as the core.

It can be seen from the above that most of the knowledge
graphs in the military field focus on the construction of
knowledge graphs of weapons and equipment. Some mili-
tary knowledge graph research does not subdivide the on-
tology granularity and builds a military knowledge graph
equivalent to an encyclopedia, which is similar to the mil-
itary module in the general knowledge graph and cannot
meet accurate knowledge services. At present, the only re-
search on knowledge graph construction in the military field
mainly focuses on the extraction of knowledge, and there are
relatively few studies on knowledge fusion. Based on the
research on the military intelligence information of major
military news platforms and the suggestions of military
experts, this study refines the data granularity of the
knowledge graph in the military field and extracts open-
source military information through the deep learning
technology. Second, this study obtains the diverse and
heterogeneous military domain knowledge base on the
Internet, combines text similarity and machine learning
algorithm, proposes a knowledge fusion algorithm
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framework based on the longest common attribute entity
alignment technology, which is used for knowledge fusion
and updating, and then, constructs a high-quality main-
tainable knowledge graph of the military.

3. Key Technology

The construction of the domain-specific knowledge graph is
divided into the construction of the ontology layer and the
data layer. In this article, by studying the influence of data
distribution and data granularity in the open-source military
intelligence on the quality of knowledge graph construction,
the ontology of the graph is divided into 9 entity types,
including countries, aircraft carriers, missiles, radars, ships,
aircraft, military bases, waters, and islands, and the rela-
tionship is divided into 5 types: country, collaboration,
activity, equipment, and NULL, which are used to verify the
reliability of the knowledge graph construction experiment.
The definition of the relationship between entities is shown
in Table 1.

The technologies of domain-specific knowledge graph
data layer construction mainly include domain-specific data
acquisition, knowledge extraction, knowledge fusion,
knowledge storage, and graph visualization. Among them,
knowledge extraction and knowledge fusion technology are
the most reused, which determine the efficiency and quality
of graph construction. Therefore, this study focuses on
knowledge extraction and knowledge fusion technology in
the construction of a knowledge graph. The technical ar-
chitecture of the knowledge graph construction is shown in
Figure 1.

3.1. Data Preprocessing

3.1.1. Data Collection. The knowledge extraction module of
this study takes the military intelligence information data as
the main research object, and the data mainly come from
open-source military news. Crawler technology is used to
collect unstructured text information in the global military,
military forums, and military modules in various news
platforms.

The external knowledge base in the knowledge fusion
module of this study mainly comes from two aspects. On the
one hand, it is to obtain existing external knowledge bases.
For example, data in the open-source weapon and equip-
ment knowledge graph (OpenKG.CN) and the US military
knowledge base data (Heilongjiang University of Science
and Technology Cognitive Intelligence Experiment) provide
existing structured knowledge bases. On the other hand,
crawler technology is used to crawl semistructured military
data in the open-source encyclopedias, such as Weapon
Encyclopedia (http://www.wugqibaike.com/) and Wikipedia.

3.1.2. Data Annotation. Data annotation is an important
part of data preprocessing, which determines the quality of
knowledge extraction. The entity annotation adopts the BIO
annotation method; that is, the “B-entity type” indicates the
mark of the beginning word of the entity, the “I-entity type”

indicates the mark of the subsequent word of the entity, and
“O” indicates the nonentity part. According to the definition
of the ontology library, this study annotates 9 types of
military entities, including NAT (country), PLA (aircraft),
VES (ship), MIS (missile), WAT (water area), AIR (aircraft
carrier), BAS (military base), RAD (radar), and ISL (island).
An example of entity annotation is shown in Figure 2.

Relation annotation is based on entity annotation. We
segment the text data with entity annotations in units of
sentences and judge and annotate the relationship between
entities contained in each unit according to the definition of
the relational ontology library. Examples of relational an-
notations are shown in Table 2.

3.2. Knowledge Extraction. Knowledge extraction is an
important step in the process of knowledge graph con-
struction, which is mainly divided into two parts: name-
dentity recognition (entity extraction) and relation
extraction. In this study, the method based on deep learning
is used to extract knowledge from unstructured text data,
and the related structured knowledge base is extracted
according to the organizational structure design rules of the
knowledge base. This article mainly studies knowledge ex-
traction from unstructured text data and uses a pretraining
model to vectorize text data to enhance knowledge. The
acquired text semantic feature vector is combined with the
deep learning model to learn the features of a large number
of texts corpus and realize the knowledge extraction of
unstructured text data.

3.2.1. RoBERTu-wwm-ext Pretraining Model. The BERT [16]
(Bidirectional Encoder Representation from Transformers)
model is a pretraining model for encoding text characters
proposed by Google in 2018, which uses the idea of transfer
learning. Knowledge or patterns learned in one domain or
task are applied to a different but related domain or problem.
The BERT model mainly uses the encoder structure of the
transformer model [17], which can better obtain the se-
mantic relationship in the text data. The BERT model uses
massive Wikipedia data for model training so that each word
can obtain a better vector feature.

The RoBERTa [18] (robustly optimized BERT approach)
model is an improved version of the BERT model, using
more training data and improving the training method. In
terms of training method, RoOBERTa removes the NSP (Next
Sentence Prediction) task, and at the same time, compared
with BERT’s static masking mechanism, RoBERTa uses a
dynamic masking mechanism. Although RoBERTa has only
slightly improved the model mechanism, it has achieved an
effective improvement in the use effect.

WWM [19] (Whole Word Masking) is the whole word
mask, which changes the method of using a single Chinese
character as the unit of mask in the Chinese BERT model to
mask the whole Chinese word. The advantage of such
training is that the words encoded by the model have the
meaning of the context words.

The Harbin Institute of Technology iFLYTEK Joint
Laboratory released the Chinese RoBERTa-wwm-ext
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TaBLE 1: Interpretation of relationship labels.

Serial number Relation label

Relationship type interpretation

1 Country

2 Collaboration
3 Activity

4 Equipment
5 NULL

Country to which ships, aircraft carriers, aircraft, and missiles belong
Cooperative operations among ships, aircraft carriers, and aircraft
Ships, aircraft carriers, and aircraft are active in a certain area target
Missiles and radars equipped on ships, aircraft carriers, and aircraft

No relationship between entities
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FIGURE 1: Technical architecture of knowledge graph construction.

pretraining model, which achieved the best results in several
natural language processing tasks. Therefore, this study uses
the RoBERTa-wwm-ext pretraining model open sourced by
the Harbin Institute of Technology to obtain text vectors
with semantic features and encode the text.

3.2.2. Named Entity Recognition Model. The named entity
recognition model in this study is mainly divided into three
layers, namely, the text encoding layer of the pretraining
model, the bidirectional long short-term memory network
layer (BiLSTM), and the conditional random field layer
(CRF). The structure of the model is shown in Figure 3.
First, this model uses sentences containing military
information as input data and encodes the text information
of the sentences through the RoBERTa-wwm-ext model. A
sequence of word vectors (X;,X,,---,X,) with semantic
information is obtained and fed into a bidirectional LSTM
layer to automatically extract the features of sentences. The
bidirectional LSTM layer splices the hidden state sequence

(hy, hy, -+ -, h,) output by the forward LSTM and the se-
quence output by the reverse LSTM at the corresponding
position according to the position, accesses the linear layer,
and maps it into a K-dimensional hidden vector. Among
them, K is the number of entity labels. At this time, K
classification can be performed on the P vector corre-
sponding to each character vector, and data labeling can be
performed. To better obtain sentence-level annotation in-
formation, the output P vector is input into the CRF layer.

3.2.3. Relation Extraction Model. The relation extraction
model consists of a text encoding layer, a fully connected
layer, and a multiclassifier layer. First, we obtain entity A and
entity B whose relationship needs to be determined in the
text data and the text data containing these two entities and
connect the three to form the input text of the model. The
text encoding layer encodes the input text data to form a
hidden layer state vector with semantic features. The fully
connected layer is used to normalize the obtained feature
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The US withdrew "equipment equivalent to the load of nearly 1,000 C-17 transport aircraft" from Afghanistan.
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FIGURE 2: An example of entity annotation.

TaBLE 2: Examples of relational annotation data.

Text

The British Royal Navy’s aircraft carrier “Italia Hakujou,” the Yomikoku Navy’s aircraft carrier “Satone,” and the “Soho

Island” cruise ship to Dingyang completed a large-scale maritime military exercise

Entities
Annotation

Aircraft carrier “Satone” and “Soho Island” cruise ship

Collaboration

BiLSTM

Character
1 Vector 1

,,,,,,,,,,

FIGURE 3: The named entity recognition model.

vector containing semantics, and the classification result is
input through the multiclassifier layer. It is expressed in a
mathematical equation as follows:

H = RoBETa,,,, [concat (entA + entB) + txt],

1
h = wH + b, p = softmax (h), =

where H represents the semantic feature vector of the
hidden layer obtained by the RoOBERTa-wwm-ext model, 4 is
the output of the fully connected layer, w and b are the
weight and bias parameters, respectively, and p is the input
probability of each relation label. The model structure is
shown in Figure 4.

3.3. Knowledge Fusion. The knowledge obtained through
knowledge extraction has a wide range of sources, the quality
of knowledge from different sources is different, and the
expression form is not uniform, which will lead to problems
such as knowledge redundancy and low accuracy. Inte-
grating multisource and heterogeneous knowledge and
solving problems such as knowledge duplication is the key to
improving the quality of knowledge graph construction.
First, knowledge fusion is to fuse entities with different
expressions of the same entity concept from multiple data
sources to obtain unified knowledge. Knowledge fusion is

divided into two stages. In the first stage, knowledge fusion is
performed on the extracted results to ensure the formation
of high-quality knowledge graphs. In the second stage, based
on the constructed knowledge graph, knowledge fusion is
carried out with the external knowledge base to realize the
expansion and update of knowledge.

3.3.1. Knowledge Fusion Framework. The knowledge fusion
architecture of this study is shown in Figure 5. The data come
from two parts, namely, the result of knowledge extraction
and the external knowledge base, corresponding to two
stages of knowledge fusion. The data preprocessing process
organizes the structured and semistructured data in the
external knowledge base into unified knowledge triples,
through manual ontology matching and entity classification
and entity alignment within each ontology type, and finally
completes knowledge fusion.

3.3.2. Entity Alignment. The entity alignment algorithm is
the core of the knowledge fusion framework. This study
adopts the paired entity alignment algorithm; that is, the
similarity screening of entities is performed in advance, the
entities that cannot be similar are filtered out, and the
possibly similar entities are marked as candidate entity pairs.
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that the Hawaii Air National Guard is deploying multiple F-22 fighter jets to exercises held in

F-22 fighter jetsWestern PacificThe US ‘Stars and Stripes’'website reported on July 14
the Western Pacific.

{"entA": "F-22 fighter jets", "entB": "Western Pacific", "text": "The US ‘Stars and Stripes’
website reported on July 14 that the Hawaii Air National Guard is deploying multiple F-22
fighter jets to exercises held in the Western Pacific."}

F1GURE 4: Relation extraction model.

Data
preprocessing

Knowledge
extraction
result

I I
I Knowledge :
: fusion Paired entity 1
: alignment :
I I
1 Ontology Candidate !
: matching entity pair :
I I
1 1
. v .
| Entity :
: alignment :
1 ; 1
Entity
I I
1 classification | ™| * 1
: Attribute :
I merging 1
1 1
I I
I I
I I

FiGUure 5: Framework of knowledge fusion.

According to the attribute similarity between candidate
entity pairs, a machine learning algorithm is used to classify
them into a matching set or a nonmatching set. The algo-
rithm flow is shown in Figure 6.

The attribute similarity algorithm is an important part of
the paired entity alignment algorithm in this study. Due to
the different sources of knowledge, the attribute lengths of
entities describing knowledge are inconsistent. Therefore,
this study proposes a method of maximum common at-
tribute length to calculate the similarity of attributes. We
select the attribute of the maximum coincidence of two
entities in the entity pair to calculate, which is expressed as
follows:

CommomPropertty (e, e,) = Property, NProperty,. (2)

Among them, ¢, and e, represent entities and Property,
and Property, represent attributes corresponding to

entities. The lengths of common attributes between dif-
ferent entity pairs are inconsistent, which leads to unequal
lengths of attribute similarity feature vectors obtained from
attribute similarity calculation. Therefore, the obtained
feature vector is subjected to dimension reduction and
normalization processing. Since the name of the entity has
a high degree of identification for the entity, the entity
name is used as the main attribute Property, ., and the
other attributes are wused as auxiliary attributes
Propertyecondary = {Ps1> Psz» -+ > Py} The auxiliary attributes
are averaged to reduce the original multidimensional
feature vector to two dimensions. Thereby, the similar
feature quantities of the attributes can be unified. Nor-
malizing the attribute similarity vector can represent the
similarity between entity pairs. Based on the above-
mentioned ideas, the similarity between entity pairs can be
expressed as follows:
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Longest common property

("Nimitz" class nuclear-powered aircraft carrier, country of
origin, United States)
("Nimitz" class nuclear-powered aircraft carrier, captain,
332.9 meters)
("Nimitz" class nuclear powered aircraft carrier, width,
40.8 meters)

("Nimitz" aircraft carrier, country of origin, United States)
("Nimitz" aircraft carrier, captain, 332.9 meters)
("Nimitz" aircraft carrier, width, 40.8 meters)

Machine learning based
binary classification

Align entity pair collection

("Nimitz" class nuclear powered aircraft carrier,
"Nimitz" aircraft carrier)

non-aligned entity pairs collection

("Nimitz" class nuclear powered aircraft carrier, "Queen
Elizabeth" class aircraft carrier)

Attribute similarity vector

sim("Nimitz" class nuclear powered
aircraft carrier, "Nimitz" aircraft carrier)
= [sim(x1,y1),sim(x2,y2),...sim(xn,yn)]

I Attribute

: similarity

icalculation
1

sim("Nimitz" class nuclear powered aircraft
carrier, "Queen Elizabeth" class aircraft
carrier)
=[sim(x1,y1),sim(x2,y2),...sim(xn,yn)]

3 Dimensionality

reduction
normalization

Classification
model training

sim("Nimitz" class nuclear powered
aircraft carrier, "Nimitz" aircraft carrier)
= [sim(mian),sim(secondary)]

(=

sim("Nimitz" class nuclear powered
aircraft carrier, "Queen Elizabeth" class
aircraft carrier) =
[sim(mian),sim(secondary)]

FIGURE 6: Entity alignment algorithm flow.

SimPropertty (e1 ,ez) = {Sim (PropertYmain)’ ave [Sim(PrOpertYsecondary )] }’

ave [sim(Propertysecondary)] = N

The attribute similarity algorithm adopts text similarity
algorithms such as SimHash [20], edit distance, longest
common subsequence, and BERT word embedding. The
classification algorithm adopts machine learning algorithms
such as support vector machine [21] (SVM), decision tree,
logistic regression, and naive Bayes. Combined experiments
with different attribute similarity algorithms and classifi-
cation algorithms are used to verify the effectiveness of entity
alignment.

4. Experiments

4.1. Datasets. This study takes the military intelligence in-
formation data as the main research object, and the data
mainly come from open-source military news. We use
crawler technology to collect unstructured text information
containing the military intelligence information such as
global military, military forums, and military modules in
various news platforms for knowledge extraction. Second,
we extract the structured and semistructured data in the
open-source weapon and equipment knowledge graph,
weapon encyclopedia, Wikipedia knowledge base, and the
US military knowledge base for knowledge fusion. The
experimental datasets in this study are divided into three
parts: named entity recognition, relation extraction, and
entity alignment.

4.1.1. Named Entity Recognition Dataset. The named entity
recognition part of the dataset in this study is constructed by
manual annotation. The dataset contains 9 types of entity

ZIN sim (psi)

(3)

,N = |Propertyel N Property,,

labels, including a total of 53,295 entity labels and 14 MB of
text data. The distribution of entity labels is shown in Table 3.

4.1.2. Relation Extraction Dataset. The relation extraction
part of the dataset in this study is jointly constructed by the
methods of automatic labeling of entity-relationship types
and manual review. The dataset contains a total of 2251
pieces of data with 5 types of relationship labels. The dis-
tribution of relationship labels is shown in Table 4.

Since the length of the text corpus has a certain influence
on the difficulty of relation extraction, the text length is
counted. The text length distributions of the training set and
test set are the same, as shown in Figure 7.

4.1.3. Entity Alignment Dataset. The data used in this study
to verify the entity alignment algorithm in the knowledge
fusion framework come from two data platforms, the open-
source military weapon and equipment knowledge graph
and the weapons encyclopedia. From the acquired data, a
total of 1324 prealigned entity pairs were obtained by
random sampling and manual alignment of four types of
data, including missile weapons, aircraft carriers, vessels,
and plane. These entity pairs contain a total of 28447 at-
tribute triples. The specific data distribution is shown in
Table 5.

Through the analysis of the dataset composed of two data
sources, it is found that two entities have the same name in
some prealigned entity pairs. In order to improve the ro-
bustness of the trained model, a new entity name is formed



TaBLE 3: Entity label distribution.

Serial number Entity label Number statistics
1 NAT (nation) 34833

2 PLA (plane) 8144

3 VES (vessel) 4319

4 MIS (missile) 2597

5 WAT (waters) 1351

6 AIR (aircraft carrier) 704

7 BAS (military base) 561

8 RAD (radar) 470

9 ISL (island) 316

TaBLE 4: Relation label distribution.

Serial number Relation label Number statistics

1 Country 841
2 Collaboration 491
3 Activity 262
4 Equipment 297
5 NULL 360
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FiGure 7: Distribution of text length in relation extraction.

by inserting, deleting, or replacing characters in the data
from one of the sources according to the naming rules of the
military field and forming a prealigned entity pair in this
experiment. Negative samples are obtained by randomly
replacing entities between prealigned entity pairs. The
prealigned entities are scrambled by their data categories to
form 50% positive and 50% negative samples, and finally,
2648 entity pairs are formed for alignment experiments.

4.2. Experimental Parameters

4.2.1. Named Entity Recognition Model Parameters. The
amount of data used in the training of the named entity
recognition model and the parameter volume of the pre-
training model are large. Considering the hardware envi-
ronment of the experiment and the reliability of model
training, the main parameters of the named body recog-
nition model in this study are shown in Table 6.
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4.2.2. Relation Extraction Model Parameters. The size of the
hidden layer state vector of relation extraction and the size of
the number of hidden layers refer to the RoBERTa model
parameters. Considering the distribution of text lengths in
the dataset, we set the maximum text input (max_length) to
128 characters. Other parameters are based on the experi-
ence of deep learning model training, and the specific ex-
perimental parameter settings are shown in Table 7.

4.3. Evaluation Metrics. This experiment uses three indi-
cators of precision, recall, and F1 value to evaluate the re-
liability of the model. The calculation expressions of the
three indicators are as follows:

- TP
reCision = ——— >
P TP + FP
TP 2 isi 11 @
X X
recall _ X Fl = pr?C.ISIOI'l reca
TP +FN precision + recall

where TP represents the number of labels that the model can
correctly detect, FP represents the number of irrelevant
labels detected by the model, and FN represents the number
of labels not detected by the model.

4.4. Experimental Results

4.4.1. Named Entity Recognition Experiment Results. The
named entity recognition dataset is used for data, the size of
the training dataset is 10.3 MB, and the test is 3.2 MB. The
experimental results of the trained model on the test set are
shown in Table 8. The accuracy of some of the entity labels is
low, the reason is that the amount of labeled data for this part
of the entity labels is small, and the number of occurrences in
the military dataset used in this experiment is small.
However, it does not affect the reliability of the model and
can be corrected by increasing the number of corresponding
labels.

To verify the effectiveness of the named entity recog-
nition model and dataset, four groups of comparative ex-
periments were set up in this experiment as shown in
Table 9. These include the BiLSTM + CRF model, IDCCN
model, BERT + BiLSTM + CRF model, and BERT-wmm-
ext + BILSTM + CRF model. From the results of the com-
parative experiments, it can be seen that the named entity
recognition model using the RoOBERTa-wwm-ext pretrained
model achieves the best results in terms of recall rate and F1
value.

4.4.2. Relation Extraction Experiment Results. The relation
extraction experiment uses 1800 text data for model training
and 451 text data for testing. Each relationship label has
achieved better results on the test set, and the experimental
results of the trained model on the test set are shown in
Table 10.

To verify the effectiveness of the relation extraction
model and dataset, four groups of comparative experiments
were set up in this experiment, and the more popular deep
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TaBLE 5: Distribution of prealigned entity pairs.

Label Open-source knowledge graph (attribute triple) =~ Weapon encyclopedia (attribute triple)  Prealigned entity pairs
Missile weapon 3914 2641 349
Aircraft carrier 1593 1123 100
Vessel 5571 3546 360
Plane 10007 4927 515
Total 21085 12237 1324

TaBLE 6: Named entity recognition model parameters.

Serial number Parameter Value
1 Epochs 50
2 batch_size 64
3 Istm_dim 200
4 max_seq_len 128
5 Learning rate 0.001
6 Dropout 0.5
TaBLE 7: Relation extraction model parameters.
Serial number Parameter Value
1 Epochs 50
2 batch_size 50
3 hidden_size 768
5 max_length 128
6 Learning rate 0.001
7 Dropout 0.1
TaBLE 8: Named entity model recognition results.
Label Precision (%) Recall (%) F1 Nurpber
statistics
NAT (nation) 85.87 93.83 89.68 8453
PLA (plane) 79.05 76.12 77.55 1532
VES (vessel) 66.71 69.49  68.07 775
MIS (missile) 61.60 50.10 55.26 388
WAT (waters) 58.33 69.72  63.52 300
AIR (aircraft 63.64 5234 5744 88
carrier)
BAS (military base) 50.51 48.54  49.50 99
RAD (radar) 72.46 37.88 49.75 69
ISL (island) 60.92 64.63 62.72 87
Overall 81.11 85.13 83.07 11722

learning models were selected as comparative experiments.
The comparative experimental results are shown in Table 11.
From the comparative experimental results, it can be seen
that the BERT series of relationship extraction models have
good results, and the BERT-wwm-ext relationship extrac-
tion model has achieved the best results, which is similar to
the RoOBERTa-wwm-ext-based relationship extraction model
used in this study. Compared with the relation extraction
model based on recurrent neural network, it is improved by
about 20%~30%.

After further analysis, there are two reasons for the
excellent effect of the experiment. On the one hand, it is the
superiority of the BERT model, which is formed based on

TaBLE 9: Comparative experimental results of named entity
recognition.

Precision Recall
Model (%) (%) F1
RoBERTa-wwm-
ext + BiLSTM + CRF 81.11 85.13 83.07
BiLSTM + CRF 81.51 84.63 83.04
BERT-wmm-
ext + BiLSTM + CRF 80.96 84.90 82.89
BERT + BiLSTM + CRF 81.93 84.01 82.96
IDCNN 79.46 84.73 82.01

TaBLE 10: Test results of the relation extraction model.

Precision Recall Number
Label (%) (%) Fl statistics
Country 99.36 96.89 98.11 161
Activity 95.00 100 97.43 57
Equipment 96.61 9500  98.45 60
Collaboration 96.94 100 98.07 95
NULL 98.70 97.44 98.07 78
Overall 97.32 97.87 97.57 451

massive data training and has a good ability to express
knowledge. The RoBERTa-wwm-ext model is a further
improvement of the BERT model, so the experiment has
achieved good results. On the other hand, the dataset used
for the experiment contains fewer relationship types, which
may lead to a high effect on the experiment. In the future, the
relationship type of the dataset will be increased to further
verify the effect of the model.

4.4.3. Entity Alignment Experiment Results. The entity
alignment experiment in this study is based on the scikit-
learn and bert4keras framework. Combined experimental
analysis of four attribute similarity algorithms of SimHash,
edit distance, longest common subsequence (LCS), and
BERT word embedding and four classification algorithms of
support vector machine (SVM), decision tree, logistic re-
gression (LR), and naive Bayes (NB) was conducted. The
experimental results are shown in Table 12.

According to Table 12, the entity alignment algorithm
based on the attribute similarity of the longest common
subsequence has achieved the best results on the whole, and
the combination with the classification algorithm of logistic
regression has achieved the best results. Second, the algo-
rithm based on SimHash is better overall and achieves the
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TaBLE 11: Comparative experimental results of relation extraction.

Model Precision (%) Recall (%) F1

RoBERTa-wwm-ext 97.32 97.87 97.57
BERT 96.46 96.56 96.50
BERT-wwm-ext 98.11 98.14 98.13
BiGRU-ATT 77.87 74.22 75.74
BiLSTM-ATT 68.36 66.61 67.47

TaBLE 12: Comparison of the experimental results of entity
alignment.

. . . Precision Recall
Similarity Classification (%) (%) F1
SimHash SVM 97.79 97.66 97.72
SimHash Decision tree 98.31 98.28 98.29
SimHash LR 97.79 97.66 97.72
SimHash NB 98.00 97.84 97.91
Edit distance SVM 97.58 97.49  97.53
Edit distance Decision tree 97.24 97.08 97.15
Edit distance LR 97.37 97.31 97.34
Edit distance NB 95.40 95.65  95.46
LCS SVM 99.27 99.21 99.24
LCS Decision tree 99.59 99.65 99.62
LCS LR 99.80 99.81 99.81
LCS NB 99.27 99.21 99.24
Word ~ SVM 82.75 80.17  80.46
embedding
Word . Decision tree 92.41 92.40 92.41
embedding
Word
embedding LR 91.47 91.44 91.45
Word
embedding NB 67.02 63.40 59.84

local optimum when combined with the decision tree
classification algorithm.

5. Discussion

This study aims to provide an efficient and reliable method
for the construction of knowledge graphs in specific fields.
Taking the military field as an example, the two modules of
knowledge extraction and knowledge fusion mentioned in
the study are experimentally verified. Different from pre-
vious studies, this study uses the pretrained model RoB-
ERTa-wwm-ext for knowledge enhancement, which
improves the effect of knowledge extraction. In addition, this
article studies the knowledge fusion module that is less
studied in the construction of domain knowledge graphs in
the past and proposes a knowledge fusion framework based
on the longest common attribute entity alignment tech-
nology. In the process of graph construction, it is used to
ensure its quality, and it is used for knowledge expansion
and update in the process of graph maintenance.

In the knowledge extraction module, this study uses the
RoBERTa-wwm-ext model to vectorize text data, which is
different from the previous random initialization or
word2vec for text vectorization. The advantage of this is that
the vector of the knowledge extraction model in the data
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input stage has excellent semantic expression ability, so the
effect of the trained knowledge extraction model will be
greatly improved. Most of the previous research on domain
knowledge graph construction focused on knowledge ex-
traction, but this research not only studies knowledge ex-
traction but also studies knowledge fusion and proposes a
knowledge fusion framework. The framework brings in
different text similarity algorithms and machine learning
classification algorithms, all of which have achieved good
results.

There are also some limitations in this study. First, this
study uses the manual annotation method in the data
preprocessing stage to annotate the named body recognition
dataset and relation extraction dataset, which increases a lot
of labor costs. Although the most effective method is manual
annotation at present, semiautomatic annotation methods
will be considered in the future, for example, annotating a
small number of correct seed data and using the seed data to
iteratively annotate most of the data.

Second, in the knowledge extraction stage of this study,
the recognition effect of some entity labels in the named
entity recognition experiment is not good. After analyzing
the experimental process, in the named entity recognition
experiment, due to the small number of annotations for
some labels, the data distribution of each label in the data
samples used for training is unbalanced, resulting in poor
recognition of some labels. In the future, we will continue to
optimize the datasets of each experimental module to im-
prove the experimental effect of each module.

Third, in the knowledge fusion stage, a large amount of
text similarity between entity attributes needs to be calcu-
lated in the process of entity alignment, which will inevitably
lead to the low computational efficiency of the knowledge
fusion framework. In the future, the domain synonym
dictionary and stop word dictionary will be added to the text
similarity calculation process, which can reduce the number
of text similarity calculations and optimize the efficiency of
the knowledge fusion framework.

6. Conclusion

This study combines the machine learning and deep learning
technology to study the automatic construction technology
of knowledge graphs in the military domain and focuses on
the knowledge extraction and knowledge fusion technology
in the process of domain-specific graph construction. The
RoBERTa-wwm-ext model is used to enhance the knowledge
of the data in the knowledge extraction process to complete
the knowledge extraction. Second, this study proposes a
knowledge fusion framework based on the longest common
attribute entity alignment technology and brings in different
text similarity algorithms and classification algorithms for
verification, all of which have achieved good results. The
recognition effect of some labels in the named entity rec-
ognition model in this study is not good. In the future, the
model training dataset and the architecture of the model will
be improved to improve the effect of entity extraction. In
knowledge fusion, a large amount of data calculation needs
to be performed. The current knowledge fusion framework
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has low computational efficiency. In the future, a domain
synonym dictionary and a stop word dictionary will be
added to perform word segmentation calculation on attri-
bute information to improve computational efficiency.
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At present, the image inpainting method based on deep learning has achieved a better inpainting effect than traditional methods,
but the inpainting results still have problems such as local structure disorder and blurred texture when the images involving a large
defect area are processed. This paper proposes a second-order generative image inpainting model based on edge and feature self-
arrangement constraints. The model consists of two parts: edge repair network and image repair network. Based on the self-
encoder, the edge repair network generates the edges in the defect area according to the known information of the image and
improves the edge repair effect by minimizing the adversarial loss and feature matching loss. The image inpainting network fills
the defect area with the edge repair result as a priori condition. On the basis of U-Net, the feature self-arrangement module (FSM)
is proposed to reconstruct the coding features of a specific scale, and the reconstructed feature skips to connect the decoding layer
of the same scale, and it is fused with the upper layer underlying features for decoding. Meanwhile, guide loss, adversarial loss, and
reconstruction loss are introduced to narrow the difference between the repaired image and the original image. The experimental
results show that the inpainting results of the proposed model have stronger structural connectivity and clearer textures and the
performance of PSNR, SSIM, and mean L1 loss in the Celeba, Facade, and Places2 is better than other inpainting methods,
indicating that the algorithm can produce an inpainting effect with highly connected structure, reasonable semantics, and
fine details.

diffusion or pixel block matching mechanism, which does
not cover the generation and completion of semantic targets

Image inpainting can synthesize visually realistic and se-
mantically correct content for the missing area by using the
prior information in the missing image or image training
data. It is a crucial research direction in the domain of
computer vision, which can be used in a variety of appli-
cation scenarios, for instance, target removal, damaged or
occluded area inpainting, etc.

According to different utilization characteristics, current
inpainting strategies can be classified into two types: non-
semantic inpainting and semantic inpainting. Nonsemantic
inpainting is a traditional image inpainting method that
gradually fills the pixel information of the nondefective
region of the image into the defective area through the

but only focuses on the connection and duplication and the
filling of local structure and texture information. Semantic
inpainting is based on deep learning. Through learning
massive training data, the deep model constructs the
complete mapping relationship from the damaged image to
the repaired image based on the high-level semantic in-
formation extracted from the broken image and can generate
semantic targets that do not exist in the background area of
the broken image [1], achieving great performance in large-
scale defect work that cannot be completed by traditional
methods.

The current mainstream deep models all adopt gener-
ative adversarial networks (GANs) [2]. Through a
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continuous adversarial game between the generator and the
discriminator, the repaired image quality is gradually im-
proved. Pathak et al. [3] applied deep learning to the field of
image restoration for the first time and proposed a deep
network based on an autoencoder structure. By mapping the
broken image features to the low-dimensional feature space
by the encoder, the output signal is reconstructed with
deconvolution, and the 64 x 64 rectangular defect area with
the resolution of 128 x 128 image center can be repaired.
However, there are obvious traces in the inpainting results.
Based on the research of Pathak et al. [3], lizuka et al. [4]
used dilated convolution [5] to replace the ordinary con-
volution in the fully connected layer to enhance the receptive
field and introduced a local discriminator to enhance the
quality of details of the generated content. Finally, it is able to
repair rectangular defect areas of any size. However, the
model requires postprocessing similar to Poisson fusion [6]
to reduce inpainting traces, and the inpainting results are
significantly degraded when dealing with irregular defect
area. Yu et al. [7] divided the inpainting into two stages,
including rough estimation of damaged images and intro-
ducing an attention mechanism to further refine the rough
inpainting result, but the inpainting effect was significantly
reduced when dealing with the irregular broken area. For the
poor performance of deep model when processing irregular
defect area, Liu et al. [8] proposed a special convolution
method and applied it in the U-Net [9] architecture, which
can fill the defect area by only using the known pixel in-
formation and effectively reducing inpainting traces and
chromatic aberration. Zeng et al. [10] put forward a pyramid
context encoder network, which reconstructed the encoding
features of each layer to constrain the decoder, obtaining
high-quality inpainting results. However, there was a
problem of structure disorder when repairing irregular
broken images with the complex structure.

In general, the current mainstream depth model is able
to generate semantically plausible content in defect regions,
but there are problems of local pixel discontinuity, structure
disorder, and texture blur when repairing large-area irreg-
ular broken images. For these problems, the image
inpainting is decomposed into two parts in this paper: edge
repair and image inpainting, and a second-order image
inpainting network is proposed, which is composed of two
parts: edge repair network and image repair network. First,
the edge repair network extends the edge in the defect area
according to the pixel information and edge information
around the defect area to obtain the edge repair map and
then guides the image inpainting with the edge repair map as
a priori condition. In order to improve the contextual and
semantic consistency of potential features at all levels in the
process of image inpainting and reduce the structural fea-
tures loss, U-NET network architecture is adopted to
transfer the coding features at all levels to the corresponding
decoding layer through skip connection, using the rich
structural information and texture features in the low-level
features as much as possible. Meanwhile, the feature self-
arrangement module (FSM) is proposed to reconstruct the
specified coding features and fuse them with the potential
features and coding features of corresponding scales for the
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next step of decoding so as to restrict the generator to
improve the final inpainting effect.
Overall, the contribution of this paper is as follows:

(1) The edge repair network is proposed. The edge repair
network generates edges in the defect area according
to the high-frequency information features of the
background area of the broken image, repairs the
overall semantic contour of the image, perfects the
local structure details, and completes the edge repair.

(2) The feature self-arrangement module (FSM) is pro-
posed. The feature self-arrangement module refills
reasonable information in defective areas of latent
features according to the correlation between the
pixel block in the coded feature background area and
the pixel block in the corresponding decoded feature
defect area to effectively reconstruct the decoded
feature.

(3) An image inpainting network is proposed. The image
inpainting network fills the pixel with output of the
edge repair network as a priori condition and re-
stricts the decoder by introducing a feature self-ar-
rangement module on the basis of U-Net.
Combining the influence of edge information and
reconstruction features, high-quality repair results
with complete semantics, connected structure, and
clear texture can be obtained by using the image
inpainting network.

2. Related Work

Traditional repair strategies mainly use low-level non-
semantic features in the background area of the defect image
to fill in the defect area. The diffusion-based method [11-13]
spreads the pixel information around the defect area from
the outside region to the inside region, which can only fill in
small missing areas similar to scratches and ink dots. The
patch matching-based method [14, 15] can be applied into
more image inpainting. The method based on pixel block
matching fills the pixel information in the defect area se-
quentially by calculating the similarity between the
boundary of the defect area and the pixel block of the
background area. The traditional restoration methods only
use the existing pixel information of the defect image to
carry out diffusion or weighted copying, which lacks the
high-level semantic understanding of the image and cannot
generate the content with structural connectivity and clear
texture when faced with the repair work with a complex
structure and large defect area [16].

The image repair strategy based on deep learning learns
high-level semantic representation from large-scale data,
which greatly improves the inpainting effect. However, early
convolutional neural network-based methods [6, 7] cannot
handle structure and texture information separately and
cannot effectively use context information to reconstruct
missing content. Therefore, these methods often produce
inpainting results with noise or texture artifacts when
dealing with irregular defects. In order to solve these
problems, many scholars conducted research from different
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perspectives. Liu et al. [17] divided the inpainting into two
stages: rough estimation and refinement, and they proposed
a coherent semantic attention layer that predicted missing
content by modeling the correlation between semantic
features. It is embedded in the encoder of the image re-
finement network to improve the inpainting ability of image
details, but this method is more time-consuming and it lacks
the influence of advanced context information in the at-
tention operation. Sagong et al. [18] simplified the coarse-to-
fine second-order repair network to a single-level codec
network containing a contextual attention module, greatly
reducing training time and computing resources and
achieving high-quality inpainting results. The model pro-
posed by Liu et al. [19] treated the deep and shallow con-
volution features as the structural features and texture
features of the input image separately for inpainting. The two
types of repaired features are balanced, fused, and trans-
ferred to the decoding layer of each scale to constrain the
generated network. The semantic target with complete
outline and clear texture in the large-area irregular defect
area is effectively reconstructed [20].

Aiming at the above problems, this paper proposes a
second-order image inpainting model that combines edge
guidance and feature self-arrangement constraints. The edge
repair map generated by the edge repair network ensures the
structural connectivity of the final inpainting result; the
feature self-arrangement module fills in the effective pixel
information in the defective area of the feature level; and the
skip connection fuses the coding features of each level and
the FSM reconstruction features with the corresponding
decoding features to guide the decoding of the next layer.
The method makes full use of the context feature infor-
mation on both sides of the U-Net architecture “bottleneck,”
effectively reducing the blocked feature propagation in the
decoding process. The image inpainting network can finally
generate content with reasonable semantics, highly con-
nected structure, and exquisite details.

3. Generative Image Inpainting Model

3.1. Model Framework. The proposed second-order image
inpainting model includes the edge repair network and the
image inpainting network. The edge repair network adopts a
generative confrontation network structure, which is clas-
sified into a generator G, and a discriminator D,. The image
inpainting network includes a generator G, and a dis-
criminator D,. The edge repair network generates a rea-
sonable edge contour in the defect area according to the gray
value of the pixels around the broken image and the edge
information of the undefected area; taking the edge gen-
eration map as a priori condition, the image inpainting
network outputs all levels of coding features to the corre-
sponding decoding layer combined with skip connections
and fuses with the corresponding potential features for layer
decoding, which effectively uses the context information in
the encoding and decoding process, reducing the infor-
mation loss during feature propagation; taking the output of
the specified coding layer and the underlying features of the
corresponding decoding layer as input, the feature self-

arrangement module fills the defect part at the image feature
level to obtain the FSM reconstruction feature map. Then it
is fused with the underlying features and coding features of
the corresponding decoding layer for the next step decoding
to improve the final inpainting effect. The specific model
framework is shown in Figure 1.

3.2. Feature Self-Arrangement Module. For the broken image
I, Q is defined as the missing area and Q is the known area.
The U-Net frame of L-th layer is taken as an example. ¢' (I)
represents the coding feature of the I-th layer, ¢'~!(I)
represents the decoding feature of the (L —[)-th layer, and
F (-) represents the feature self-arrangement operation. The
corresponding output FSM reconstruction feature is

gl = F(q)l, (PL—z). (1)

As shown in Figure 2, the feature self-arrangement
module predicts ¢! (I) through ¢' (I) and ¢~ (I), making
it closer to the output feature ¢' (I g¢) of the original image I ;,
in the corresponding coding layer. For each
((pL l(I))ﬁ (B € Q), its related nearest neighbor search in
((/) (), ( €Q) can be derived by the following formula:

(" D)y (¢ <I))>
i (), ),

a (B) =

At the same time, the displacement vector of the feature
self-arrangement patch block is defined as pg = a* () - 3,
and then (¢L NI )) is predicted by copying and filling the
patch block of encodmg feature ((p (), that is

(47" ), =(¢' D)., 3)

The feature auto-arrangement module can use the pixel
block in the defective region of the decoded feature to
perform matching calculation with the known pixel value of
the corresponding encoding feature and refill the defective
region of the decoded feature, effectively improving the
content rationality at the feature level and providing a good
guiding foundation for the next step of decoding.

3.3. Edge Repair Network. The edge repair network adopts a
generative confrontation network structure, which is clas-
sified into a generator G, and a discriminator D;. The
generator adopts a self-encoder structure, and the input is
composed of the mask, the gray image of the broken image,
and the edge binary image which are used to obtain the
shallow features through the encoder of subsampling twice.
The shallow features are sent to the feature extraction area
composed of eight residual blocks combined with expansion
convolution (expansion factor is 2), and then the complete
image is decoded by a decoder that is up-sampled twice.
Spectral normalization is used for each layer in the generator
network [21, 22]. Apart from the last layer of convolution of
each residual block and the last layer of convolution of the
decoder, the ReLU activation function is used after each
layer of convolution. The network parameters of the edge
generator are shown in Table 1.
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TaBLE 1: The network parameters of the edge generator.

Layer Inputs (Hx WxC) Kernel size Stride Padding Dilation Activation function Outputs (Hx Wx C)
ReflectionPad 256 x 256 X 3 — — 3 — — 262 %x262x3
Conv 262%x262x%x3 7x7 1 0 1 ReLU 256 X 256 x 64
Conv 256 X 256 x 64 4x4 2 1 1 ReLU 128 X128 x 128
Conv 128 x 128 x 128 4x4 2 1 1 ReLU 64 X 64 X256
Residual Blocks x 8
ReflectionPad 64 x 64 X 256 — — 2 — — 68 X 68 X 256
Res-conv 68 X 68 X256 3x3 1 0 2 ReLU 64 X 64 X256
ReflectionPad 64 X 64 X 256 — — 1 — — 66 X 66 X 256
Res-conv 66 X 66 X 256 3x3 1 0 1 — 64 X 64 x 256
ConvTranspose 64 x 64 x 256 4x4 2 1 1 ReLU 128 x 128 x 128
ConvTranspose 128 x128 x 128 4x4 2 1 1 ReLU 256 x 256 x 64
ReflectionPad 256 X 256 x 64 — — 3 — ReLU 262 X262 x 64
Conv 262 X262 x 64 7x7 1 0 1 — 256 X256 x 1

The edge discriminator uses the Path GAN [23] archi-  area of the input image. Finally, the average value of X; ; is
tecture. Path GAN maps the input image to a matrix X of  the output of the discriminator. The introduction of Path
N x N through convolution, and each point of the matrix X;  GAN can make the edge repair network attach importance
that is, the value of X; ; stands for the evaluation of a small  to image details in training. The training process is stabilized
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TaBLE 2: Network parameters of the edge discriminator.

Layer Inputs (Hx WxC) Kernel size Stride Padding Dilation Activation function Outputs (H x W x C)
Conv 256 x 256 x 2 4x4 2 1 1 Leaky ReLU 128 x 128 x 64
Conv 128 x 128 x 64 4x4 2 1 1 Leaky ReLU 64 x 64 x128
Conv 64 x 64 x128 4x4 2 1 1 Leaky ReLU 32x32%x256
Conv 32x32x256 4x4 1 1 1 Leaky ReLU 31 x31x512
Conv 31 x31x512 4x4 1 1 1 — 30x30x1

by adding spectral normalization to each layer of the dis-
criminator network [21]. After the first four layers are
convolved, the slope parameters of Leaky ReLU are set to 0.2,
and the sigmoid activation function is utilized before the
discriminator outputs the final result. The network layer
parameters of the edge discriminator are shown in Table 2.

3.4. Image Inpainting Network. Similar to the edge gener-
ation network, the image inpainting network includes a
generator G, and a discriminator D,. Skip connection is
applied at each coding layer of the generator to transfer the
output of each coding layer to the corresponding decoding
layer, and it is fused with the underlying features to decode
layer by layer, which takes full advantage of the context
information in the encoding and decoding process to de-
crease the information loss during the layer-by-layer
transmission of features at all levels. In addition, in order for
the generator to generate content with consistent contextual
semantics and rich low-level details in the decoding process,
a feature self-arrangement module is proposed, which
performs pixel rearrangement and fills in the defect areas
with the coding features and decoding features of the same
scale as input. Finally, FSM feature map with a complete
semantic and structural connection can be reconstructed.
This method fills reasonable information in the defect area at
the feature level, playing a positive role in improving and
guiding the subsequent decoding at all levels. By minimizing
the introduced guidance loss, the specific decoding layer of
the generator is obliged to output a feature map that con-
forms to the real situation as much as possible. Meanwhile,
reconstruction loss and counter loss are applied to the final
output image to train the network, thereby continuously
improving the inpainting effect of the network.

The image repair network generator is divided into
encoding and decoding. Enc(-) represents the encoding
process, Ibrk represents the broken RGB image, and EpnZ d
represents the edge repair map. The input of the image repair
network is represented as I = Ih’kGBE pred- 1he encoding
features at all levels are expressed as

¢' (I) = Enc(I), (4)
¢’ (I) = Enc(¢' (I)), (5)
¢’ (I) = Enc(¢* (D)), (6)
9" (I) = Enc(¢” (D). (7)

By introducing skip connections, the coding features and
corresponding decoding features at each decoding layer are

tused for decoding. Dec (-) represents the decoding opera-
tion. F (-) represents the feature self-arrangement operation.
The decoding features at all levels are expressed as

¢’ (I) = Dec(9® (D)), 8)
9'"(I) = Dec(¢’ (Dag’ (1)), 9)
¢ (1) = F(o" (Dog’ (1)), (10)
9" (I) = Dec((9" (Dog’ (D))@9"), (11)
9" (I) = Dec(9™ (Dag* (D). (12)

Instance normalization is applied to each convolution
layer of the image generator network except the first and last
layers [24]. The slope parameters of Leaky ReLU are set to
0.2. The network parameters of the image generator are
shown in Table 3.

The image discriminator D, and the edge discriminator
D, adopt the same network architecture and parameter
settings, and the generator generates content that looks like
the raw image by minimizing the adversarial loss.

4. Loss Function

4.1. Overall Loss Function. The overall loss function of the
proposed model is

Lgen = Ledge + Limg = AaaviLaavt + AemLem

adv,

(13)
+/111Lll,

+ Aade adv2 T Agul gui
where L4, is the overall loss function of the edge repair
network; L;, is the overall loss function of the image repair
network; L, 4, is the adversarial loss of the edge discrim-
inator, which is applied to train the edge generation network;
Ly is the feature matching loss of the edge generation
network; L, 4,, is the adversarial loss of the image repair
network; Lg,; is the guiding loss of the output by the specific
decoding layer of the constrained image repair network; L;
is the reconstruction loss of the image repair network. A, 4, ,
Aem> Aadv> Aguir and Ay are the corresponding weight pa-
rameters. Each loss function is described in detail below.

4.2. Edge Loss. Iy, Ly, and Ey, respectively, represent the
original image of the input edge repair network and its
grayscale image and edge binary image; in the mask M, the
missing area is marked as 1, and the background area is
marked as 0. The broken image is expressed as
I'gtrk =1,0(1-M), and the defect grayscale image is
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TaBLE 3: Network parameters of the image generator.
Layer Inputs (Hx Wx C) Kernel size Stride Padding  Dilation  Activation function Outputs (H x W x C)
Conv 256 X256 x 4 4x4 2 1 1 — 128 x 128 x 64
Conv 128 x 128 x 64 4x4 2 1 1 Leaky ReLU 64 x 64 x128
Conv 64 x 64 x128 4x4 2 1 1 Leaky ReLU 32x32x256
Conv 32x32x256 4x4 2 1 1 Leaky ReLU 16 x16 x 512
Conv 16 x16 x 512 4x4 2 1 1 Leaky ReLU 8x8x512
Conv 8x8x512 4x4 2 1 1 Leaky ReLU 4x4x512
Conv 4x4x512 4x4 2 1 1 Leaky ReLU 2x2x512
Conv 2x2x512 4x4 2 1 1 Leaky ReLU 1x1x512
DeConv 1x1x512 4x4 2 1 1 ReLU 2x2x512
DeConv 2x2x1024 4x4 2 1 1 ReLU 4x4x512
DeConv 4x4x1024 4x4 2 1 1 ReLU 8x8x512
DeConv 8x8x1024 4x4 2 1 1 ReLU 16 x16 x 512
DeConv 16 x16 x1024 4x4 2 1 1 ReLU 32x32x256
DeConv 32x32x768 4x4 2 1 1 ReLU 64 x 64 x128
DeConv 64 x 64 x 256 4x4 2 1 1 ReLU 128 x 128 x 64
DeConv 128 x 128 x 128 4x4 2 1 1 Tanh 256 256 %3

expressed as Igr';‘y =Igy © (1= M), and the defect edge
binary image is expressed as Eg{k =E; 0 (1-M); ois the
Hadamard product, which means that the corresponding
elements of the matrix are multiplied. G, (-) stands for the
operation of the edge generator, and D, (-) stands for the
operation of the edge discriminator, then the edge repair
map is expressed as E..4 = G, (Igﬂ: ,E'gfk,M).

The adversarial loss L, 4, [1] is defined as follows, which

is used to train the edge repair network:
Lygvr = IE(Egt,Igmy)lOg [D(Egt’ Igray)]
+E; 108 [1 = D(Epreas Igay) -

The feature matching loss is introduced [25]. By com-
paring the activation features of the edge repair image and
the original image edge in the middle layer of the dis-
criminator, the generator is forced to produce more realistic
and reasonable results to stabilize the training process. L
represents the number of convolutional layers of D;, N;
represents the number of elements in the i-th active layer of
D,, and D{” represents the activation feature map of the i-th
layer in the discriminator. By comparing the activation maps
of the middle layer of the discriminator, the generator is
forced to produce results closer to the raw image to stabilize
the training process. The feature matching loss is as follows:

L
Ley = [E|:Z %"Df")(Egt) - Dl(i)(EPred)Hl :
14Vi

(14)

(15)

i=

The overall loss function of the edge generation network
is
L (16)

edge = /\adv,lLadv,l + /\FMLFM’

where A, 4, and Ay are the weight parameters. A,4,, = 1,
Aent = 15.

4.3. Image Inpainting Loss. G, (-) stands for the operation of
the image generator, and D, (-) stands for the operation of
the image discriminator; the generated image is expressed as

Ipeq = Gz(Itg’trk,Epred, M). The final output of the entire
inpainting network is the fused image, defined as
comy brk
Ig™ = IS + I © M.
The adversarial loss [2] A, 4, , is introduced, which is used
to train the image inpainting network.

Ladv,z - [E(Igvlpred)lOg [Dz(lgt’EPredﬂ
+Eg, log [1 =Dy (Ipreas Eprea) |

In the decoding process, in order to retain more of the
raw information of the image, the guidance loss is intro-
duced to judge the output feature of the L — I-th layer, so as
to reduce the difference between the output ¢'~'(I) and
o (I gt) of the decoding layer and enhance the decoding
capability of the model. The guidance loss is as follows:

teu = (o ) -6 (1)

The reconstruction loss is introduced to evaluate the final
repaired image, so as to make the content generated by the
image generator closer to the real image. The reconstruction
loss is as follows:

(17)

2

(18)
2

Lll :"Ipred _Igt"l' (19)
The overall loss function of this module is
Limg = Aa\dv,ZLadv,Z + AguiLgui + AllLll’ (20)

where A, 4, = 0.1, A4, = 0.01, and A; = 0.5.

adyv, gui

5. Experimental Comparison and Analysis

5.1. Experimental Set-Up. This network runs under the
Windowsl10 platform, Intel Xeon E5 is used by the CPU,
NVIDIA RTX 2070 is used by the GPU, the GPU memory
is 8G; the depth learning development frame is PyTorch,
and the CUDA installed version is V10.0. Two networks
are trained by using the mask set offered by Liu et al. [8],
and the image size of the input network is uniformly
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FIGURE 3: Comparison results on the Celeba.

adjusted to 256 x 256, and the mask required for each
image was randomly selected from the mask library
published by Liu et al. [8]. The mask library contained
12,000 irregular masks, and the mask rate was divided into
six categories: (0, 0.1], (0.1, 0.2], [(0.3, 0.4, 0.2, 0.3]], (0.4,
0.5], and (0.5, 0.6]. When the edge repair network is
trained, the batchsize is 8, the Adam optimizer with
parameter: betal =0, beta2 =0.9 is used for optimization.
The ratio of the learning rate of the generator to the
discriminator is 0.1. At the beginning of network training,
the learning rate uses 1 x 10, and when the loss tends to
be stable, the learning rate is changed to 1 x 10>, and then
training until convergence is realized. When the image
inpainting network is trained, batchsize is set to 4, and the
remaining training parameters and strategies are con-
sistent with the edge repair network.

Experiments are conducted on three datasets with dif-
ferent styles: Celeba [26], Fagade [27], and Places2 [28], and
GL [4] PCONV [8], and PEN-Net [10] are selected to
compare with the proposed model.

5.2. Wavelet Filterbank Theory

5.2.1. Qualitative Comparison. GL performs poorly in color
consistency and structural connectivity when repairing ir-
regular and defective face images. Although two discrimi-
nators are used to evaluate the overall semantic information
and local detailed features of the inpainting results, GL does
not perform targeted filling and inpainting of the defect area
at the feature level, and the performance of GL in the large-
area irregular broken image inpainting is inferior to that in
regular rectangular area. The content generated by PConv in
the defect area is close to the original image in color, but
there is an obvious blur. Moreover, due to the lack of the
guidance of the marginal prior conditions, there is structural
disorder in the inpainting result. PEN-Net is not stable
enough to repair such irregular face images. It can generate
semantic targets (such as eyes) in the defect area that are not
found in the surrounding background area, but lacking
prerequisite guidance for the edge results in the generated
content with reasonable semantics but disorderly location,
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PEN-Net Original Image

FIGURE 4: Comparison results on the Facade.

which affects the inpainting effect. Taking the edge repair
map as the guiding factor, through the flexible combination
of the feature self-arrangement module and the skip con-
nection, the context feature information is fully used, and
then the clear and reasonable content can be obtained. The
specific inpainting effect is shown in Figure 3.

The inpainting result of the image with the complex
structure such as the exterior wall of the building by GL is
relatively blurred. PConv can generate content with similar
structure and color to the raw image in the defect area, but
there are still obvious artifacts. The attention shift mech-
anism applied by PEN-Net can generate pixel content
similar to the original image at the defect location, and the
artifact is significantly improved. However, due to the lack
of guidance from the edge, the structure connectivity of the
generated content is insufficient. When the algorithm in
this paper repairs such irregular broken images with
complex structures, the edge generation map repaired by
the edge repair network plays a very important guiding

role. Because the edge repair network can generate a well-
structured edge in the defect area, the final inpainting result
avoids structural disorder. The specific inpainting effect is
shown in Figure 4.

Both GL and PCONYV have different degrees of artifacts
in the inpainting of natural images. Pen-Net performs well in
repairing solid color background areas, but the model has
poor performance when processing natural image texture
synthesis, resulting in color distortion and serious blurring,
which generates content with poor structural connectivity
and unreasonable color content. The edge repair network in
this paper generates reasonable structural information in the
broken area to ensure the structural connectivity of the final
inpainting effect. Through skip connection and feature
matching rearrangement network, the potential feature
information at all levels is fully utilized to ensure the se-
mantic coherence and color rationality of the final
inpainting effect. The specific inpainting effect is shown in
Figure 5.
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FIGURE 5: Comparison results on the Places2.

TaBLE 4: Quantitative comparison of algorithms.

Mean L1 losst PSNR¢ SSIM¢
GL PConv PEN-Net Ours GL PConv PEN-Net Ours GL PConv PEN-Net Ours

10% ~ 20% 0.035  0.031 0.026 0.012 2511  26.29 27.69 31.65 0.853 0.885 0.912 0.931
20% ~ 30% 0.062 0.051 0.041 0.036 2396 24.21 26.44 30.21 0811  0.817 0.826 0.839

Data set  Mask rate

Celeba 30% ~ 40% 0.081 0.055 0.051 0.037 23.64 23.85 23.86 27.03 0.795 0.811 0.811 0.841
40% ~ 50% 0.101  0.089 0.072 0.065 22.21 21.47 22.37 26.41 0.713 0.786 0.797 0.823
10% ~ 20% 0.043  0.033 0.031 0.019 23.08 23.59 24.19 32.36 0.801 0.857 0.841 0.943
Facade 20% ~ 30% 0.047 0.073 0.045 0.044 2357 23.21 23.91 2717 0.774 0.863 0.861 0.889
30% ~ 40% 0.088  0.091 0.073 0.055 21.15 2219 22.57 25.33 0.766  0.712 0.854 0.871
40% ~ 50% 0.101  0.113 0.076 0.067 21.67 2231 21.34 23.57 0.714  0.751 0.836 0.857
10% ~ 20% 0.037  0.021 0.023 0.011 21.61 23.61 25.33 30.19 0.784 0.835 0.814 0.919
Places2 20% ~ 30% 0.057 0.054 0.040 0.031 2117 2271 24.74 2747 0776  0.797 0.804 0.814

30% ~ 40% 0.051 0.058 0.053 0.046 20.53 2215 23.87 2531 0751 0.779 0.789 0.826
40% ~ 50% 0.071  0.083 0.075 0.066 20.27 21.94 21.61 22,92 0.737 0.764 0.778 0.793

The bold values are the experimental results in this paper.

5.2.2. Quantitative Comparison. In order to objectively  and structural similarity index measurement (SSIM) are
compare the repair effects of this model and other algo-  adopted to evaluate the inpainting results. The mean L1 loss
rithms, mean L1 loss, peak signal-to-noise ratio (PSNR),  is used to compare the L1 distance between the raw image
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FiGure 6: Edge repair network validity test.
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FIGURE 7: Validity test of edge prior conditions.

and the repaired image. PSNR focuses on the difference
between image pixels, and the SSIM is selected to compare
the difference between the two images in brightness,
contrast, and structure. The quantitative comparison re-
sults are shown in Table 4. The lower the value of mean L1
loss is, the better. The higher the value of PSNR and SSIM
are, the better. The method with the optimal inpainting
effect under different mask rates has been shown in bold (+

indicates that the lower the value is, the better, and ¢ in-
dicates that the higher the value is, the better).

5.3. Model Validity Analysis

5.3.1. Validity Analysis of Edge Repair Network. Under the
condition of given gray information and edge



Computational Intelligence and Neuroscience

without FSM module

Broken image

11

WS AR
PR 2P SRS RERR RR A teE e e Ke e e R
*»¥ ¥Y PR AT FE EW mmE - = PR EW == B
1 EiIEEER ER IEEE EEEER
yIEE Pt mE ERITEE T T IEP ERIEEE
{8 pLL & riZt ¥ FEm E
FIEL IR EEICE NY FE TIEL T FEE ERIEFE
P 13 3 L EE IRE
Tz LT T FEE L5
EEECEIRL
with FSM module Original image

FIGURE 8: FSM feature validity test.

information around the broken area, the edge repair
network can extend the edge in the broken area and
generate a partially closed and coherent semantic con-
tour. The comparison of the broken edge map and the
edge repair map in Figure 6 shows that the edge repair
network can connect the two ends of the broken structure
in the broken area, which fully indicates that the edge
repair network can accurately reconstruct high-fre-
quency structural information. At the same time, the
analysis of the repaired image by the edge repair map
shows that the semantic target structure in the broken
area is highly consistent with that of the edge generated
map in the broken area, which proves the validity of
image inpainting with the edge repair map as a prior
condition.

5.3.2. Validity Analysis of Edge Prior Conditions. With the
edge repair map as a priori condition, the model can
finally generate semantically coherent content in the
broken area. Without the edge repair map as a guide
condition, the model cannot generate content with rea-
sonable semantics and connected structure. It fully il-
lustrates the important role of the edge generated map in
the image inpainting to insure the structural connectivity
and semantic coherence of the inpainting effect, as shown
in Figure 7.

5.3.3. FSM Feature Validity Analysis. Without FSM feature
guiding inpainting, the final inpainting result generated in
this paper is quite distinct from the background region in
color, which does not conform to the human visual char-
acteristics; when the FSM feature guidance is introduced in
the decoding process, the content generated by the model in
the broken area is highly consistent with the background

area in color, and the texture blur in the broken area is
effectively reduced, indicating that the introduction of FSM
features in the decoding process enables the model to
generate content with more reasonable color and clearer
details, as shown in Figure 8.

6. Conclusions

A generative image inpainting model combining edge and
feature self-arrangement module is proposed. The edge
repair network can effectively reconstruct structural infor-
mation in the broken area and output a highly connected
and semantically coherent edge repair map; the image
inpainting network uses edge generation map as prior
conditions and fuses the encoding features at all levels with
the corresponding decoding features to decode layer by layer
through skip connection, which effectively utilizes the
context feature information in the process of encoding and
decoding, avoiding the loss of part of semantic information
and local details when the context features are transmitted
among convolutional layers; meanwhile, a feature self-ar-
rangement module is proposed to fill the broken area with
effective information at the feature level, and it fuses the
reconstruction features into the decoding process of the
corresponding layer to restrain the subsequent decoding.
Combined with the influence of the above three aspects, the
model of this article can eventually generate the content with
the same semantics, valid structure, and clear texture fea-
tures as the original image.

Data Availability

The datasets analyzed during the current study are available
from the corresponding author on reasonable request.
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Nursing is an important task in modern medical treatment, which can assist patients in the treatment and rehabilitation process.
Nursing practitioners’ skills and mentality can affect patient recovery and the speed of treatment. Therefore, there are already a
large number of colleges and universities to carry out nursing teaching work. However, the current nursing teaching work still
adopts the traditional teaching mode, which is no longer in line with the nursing work of the present era. Nursing teaching not
only imparts nursing expertise to students, but it also requires higher practical ability. This study considers the integration of short
video technology and text teaching mode into the teaching work of nursing. This study also used the transformer method to
extract and predict the characteristics of nursing knowledge, nursing actions, and student satisfaction in short nursing teaching
videos and texts. This study also explores the temporal characteristics existing in short videos of nursing teaching. The results show
that the T-CNN-L method has higher accuracy than the T-CNN method in predicting the relevant features of nursing teaching
short videos. The T-CNN-L method can also accurately and efficiently extract and predict nursing knowledge features and nursing

action features.

1. Introduction

With the continuous improvement of living standards, the
level of medical care also continues to improve. Nursing is
an important stage in patient recovery and treatment. Ef-
fective nursing work and the attitude of nursing staff can
affect the recovery process of the patient and the degree of
treatment of the condition [1, 2]. Therefore, the method of
nursing and the professionalism of nursing are a stage that
cannot be ignored for medical treatment. For patients, most
of the time is in the process of being cared for. It requires
effective nursing work, both during the initial hospitaliza-
tion phase and after the surgical phase. Therefore, the
learning and teaching process of nursing is particularly
important. The scope of nursing professional learning is also
relatively wide because the nursing mode and nursing
methods required by different diseases are different. There is
a gap between the teaching work of nursing and traditional
disciplines [3, 4]. Nursing students not only need to learn
professional nursing knowledge and nursing actions, but

also focus on practice. Professional nursing knowledge is the
foundation of nursing practice. Through textbooks, nursing
students can only learn the basic knowledge and precautions
of nursing [5, 6]. Successful nursing work also requires more
practice and internship process, which can improve the
practical and clinical nursing ability of nursing students. At
present, most colleges and universities use the form of
textbooks and PPT to transmit relevant knowledge, and
nursing students will also be exposed to practical links [7, 8].
However, the time for nursing students to be exposed to the
practice link is relatively small, so it is necessary to consider
other ways to integrate them into the teaching work of
nursing [9, 10]. With the advancement of science and
technology, video technology and text technology can be well
transmitted through the Internet, and students or teachers can
obtain more relevant video and text information about
nursing knowledge through Internet technology.

Video technology is a technology that integrates vision
and hearing. It can display relevant information in the form
of images and sounds. At the same time, video technology
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can help nursing students to fully watch and learn the
movements in the nursing process. Compared with text-
books and PPT teaching methods, visual teaching methods
can be more easily accepted by nursing students [11, 12].
This video technology has been used in teaching work in
many disciplines. It has also been proven that video teaching
methods can adequately impart knowledge. Unlike the
textbook method, video technology only transmits more
important knowledge, it can transmit the nursing profes-
sional knowledge in a comparatively complete manner. For a
more practical discipline such as nursing, video technology
will be more helpful. However, related videos in nursing
teaching have many complex features. The memory occu-
pied by video is larger than that of the image method, and the
short video of the nursing profession is also a kind of
continuous information expression, which shows that the
short video method of nursing teaching will have a lot of
characteristics. Simple neural network methods cannot ef-
fectively extract the spatial and temporal features of short
nursing teaching videos, which requires deepening the
number of network layers. Therefore, this study considers
the application of transformer technology to achieve the task
of extracting short nursing teaching videos and text features.

Artificial intelligence technology has been successfully
applied in various fields for many years. It also exhibits some
excellent algorithms [13, 14]. Among these algorithms, the
most successful and mature algorithms are mainly Con-
volutional Neural Network (CNN) and Recurrent Neural
Network (RNN) theory. RNN is mainly used in the field of
speech recognition, which can extract time-related features
and research objects. CNN is mainly used in the field of
image recognition-related research objects, it can complete
the mapping of input and output features and the task of
spatial feature extraction of research objects [15, 16]. Al-
though the CNN method can use the weight-sharing
mechanism to reduce the amount of operation parameters,
the RNN method still has a large amount of parameter
operation. This will lead to a relatively long training and
learning process and time of RNN, which will limit the depth
of the number of layers of RNN, which also limits the scope
of use of RNN and the accuracy of feature extraction. In
order to increase the scope of use of RNN and increase the
depth of RNN, researchers have successfully added the self-
attention mechanism to the RNN network layer, which is the
so-called transformer technology. Transformer technology is
actually an encoder-decoder structure. The encoder and
decoder also include feedforward neural network structures
such as CNN and RNN [17, 18]. Transformer technology can
further deepen the number of RNN network layers, which
can also reduce the amount of parameters in the RNN
learning and training process. For the short video and text
feature extraction tasks of nursing teaching, the transformer
technology can fully extract the relevant features of nursing
teaching tasks on the basis of reducing the amount of pa-
rameters. Transformer techniques is a deep learning method
that combines CNN and RNN methods, and it also includes
an attention mechanism. This will further improve its ac-
curacy and generalization ability in extracting features from
short nursing teaching videos.
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The main task of this research is to use transformer
technology to achieve feature extraction and related pre-
diction in short nursing videos and text knowledge. This
study designs a transformer structure according to the needs
of nursing specialty feature extraction and analyzes the
ability of this method in the extraction of nursing knowledge
features, nursing action features, and student satisfaction
features. This study presents research on transformers and
nursing short videos and texts from five different aspects.
Section 1 mainly describes the importance of the nursing
profession and the development background of transformer
technology. Section 2 investigates the related research status
of nursing and the research status of nursing teaching. The
application of transformer technology in feature extraction
of nursing short videos and the related structures and ex-
pressions of transformer technology is illustrated in Section
3. Section 4 presents the accuracy of the transformer
technique in nursing short videos and text feature extraction
through some statistical parameters. Section 5 is the last
section to summarize and illustrate the value and signifi-
cance of transformer technology for nursing teaching and
research.

2. Related Work

Nursing is an important job in medicine, and it is a guar-
antee for patients to restore their health. Different patients
have different requirements for nursing, which requires
nursing students to master the common sense of nursing
and nursing methods. Different conditions are treated dif-
ferently. It is precisely because of the importance of nursing
for the rehabilitation of medical patients that a large number
of researchers have conducted research on the methods and
methods of nursing. Hynes et al. [19] believed that there are
still many needs to improve work efficiency and methods in
the nursing work of intensive care, which is related to the
speed and effect of recovery of patients with the disease. This
study used a questionnaire to collect a large number of
nursing-related data in the Australian intensive care unit
setting. The findings suggest that the attitudes of nursing
professionals and the psychological role of nurses can have a
powerful effect on the rehabilitation and treatment of
critically ill patients. This study suggests that nursing work
should give more psychological care and a positive and
optimistic nursing attitude to critically ill patients. The study
also sheds light on how family care works. Al-Hakim et al.
[20] studied investigated the relationship between nursing
workload and job satisfaction, mainly from the perspective
of psychological attitude and perception. It also uses the
form of a questionnaire to study intensive care work in a
large number of hospitals. It tested the relationship between
nursing work and satisfaction using SPSS method and
univariate measurement model. The research results show
that there is a direct relationship between the psychological
attitude of nursing work and nursing job satisfaction, and
the perception of the author plays a certain moderating role.
Using a quantitative approach to explore the relationship,
the study allows nursing workers to see the key role between
workload and satisfaction, which can also help increase their
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psychological motivation at work. Oikarainen et al. [21]
present guidance on clinical safety and cultural aspects of
nursing work for nursing students from diverse back-
grounds. It believes that evaluating educational interven-
tions will diversify the culture and language of nursing
teaching, which will help nursing students deepen their
knowledge and understanding of nursing work. It designed
two different controlled experiments using data from two
hospitals in Finland, and it examined the difference between
the two using a repeated-measures mixed model. The results
of the study show that improving teachers’ guidance ability
can help improve students’ cognition of clinical nursing
profession, and it can also increase their enthusiasm for
nursing profession. It also has important implications for
increasing the linguistic diversity that leads to teaching and
for understanding the wishes of nursing students. Plaza et al.
[22] believed that the growth of the Spanish immigrant
population has changed the traditional medical care model,
which has brought certain difficulties for nursing students. It
also considers the literacy of nursing students to be im-
portant. It uses high-fidelity simulation to study ways and
means to improve nursing student literacy. This study also
employs a qualitative approach to explain phenomena. The
results of the study show that the high-fidelity simulation
method can improve the learning experience of nursing
students, which can also improve nursing students’ care and
understanding of patients with different cultural back-
grounds, which is beneficial to the development of nursing
work. This research also helps to improve nursing satis-
faction and communication skills in nursing jobs. Martin-
Delgado et al. [23] explore the student approach of clinical
nursing students during COVID-19, and it mainly uses
online clinical training to teach nursing students. It is mainly
to improve the health education ability of nursing students.
This study explores the changing roles of nursing students
and the content of their training during the pandemic. It
qualitatively investigates issues related to nursing students
using survey methods. The results of the study found that
clinical reductions did not bring much emotion to nursing
work. Cognitive teaching is also an essential knowledge for
nursing students for clinical practice. This study better
guides nursing students’ learning styles and psychological
changes during a period of COVID-19. The traditional
nursing teaching work has certain defects. This study will use
the T-CNN-L method to extract the temporal and spatial
correlations in short nursing teaching videos. This is a more
efficient and accurate way. It will save a lot of time resources.

3. Application and Research of Transformer in
Nursing Short Video and Text Teaching

3.1. The Importance of Transformers in Nursing Teaching
Application. This study mainly explores the role of short
videos and text content on nursing teaching tasks. It is
difficult to qualitatively and quantitatively analyze the ability
and effect of nursing students to absorb short videos and text
content, which makes it difficult to ensure that short videos
and texts are important for nursing. At the same time, short
videos and texts are a new way of teaching that is different

from traditional books, which requires nursing teachers to
fully explore the relevant nursing professional knowledge
contained in nursing short videos and nursing texts.
However, nursing short videos and texts will contain rich
text knowledge, graphic knowledge, and video action
knowledge, which requires nursing students and teachers to
grasp the key content. Transformer can realize the extraction
of short nursing videos and nursing text features and the
mapping of complex relationships, which can help nursing
students and teachers quickly absorb the nursing actions and
key content of nursing knowledge contained in short videos
and texts. This allows nursing students to learn and apply
nursing-related knowledge and related nursing actions in a
targeted manner. This can not only improve students’
awareness of nursing content, but also enhance students’
interest in learning nursing knowledge.

3.2. The Scheme Design of Transformer in Nursing Short
Video Teaching and the Principle of Transformer.
Different diseases have great differences in nursing expertise
and nursing actions. This requires nursing students to learn
more nursing knowledge and nursing actions. However, the
task of nursing care in real life is more complex because
everyone’s condition and physical state are different.
Cumbersome nursing knowledge can easily make students
lose interest in learning. This research mainly uses trans-
former technology to learn the characteristics of nursing
knowledge, nursing action, and student satisfaction con-
tained in nursing short videos and nursing texts. Trans-
former is also a kind of artificial intelligence technology. It
also requires a large amount of data for training and testing,
which can improve the accuracy of extracting nursing short
videos and nursing text features. In this study, an intelligent
feature recognition scheme of nursing short videos and text
features was designed to achieve this purpose. Figure 1
shows the application scheme of nursing short video and
text features based on transformer technology. First, it needs
to divide the collected dataset into three features: nursing
knowledge, nursing action, and nursing student satisfaction,
which will be used as the input layer of the transformer
technology. Transformer technology is actually a structure
that includes a variety of convolutional neural networks and
long and short-term memory neural networks. After the
nursing-related features are extracted, it can recommend
nursing-related learning knowledge and actions to students
and teachers using a computer system. In Figure 1, the
transformer technique can not only extract the spatial
features of nursing short videos, but it can also extract the
temporal features of nursing short videos. This is mainly
because short video technology is also a feature similar to the
field of speech recognition, which contains relatively rich
temporal features. When the weight and bias of this intel-
ligent algorithm are determined, it can be applied in
practical nursing teaching tasks. It only needs to provide
short videos and textual knowledge related to nursing. In
practical nursing teaching tasks, the optimal weights and
biases in transformer techniques have been determined.
When the test set is applied it does not go through the
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training and iterative process, it will directly perform the
matrix calculation using the weights and biases.

3.3. Principles of Transformer Technology and Related
Structures. Transformer technology is also a kind of big data
technology. It also uses the distribution of weights and biases
to realize the prediction and feature extraction of related
features. It can be applied to the feature extraction tasks of
short videos and texts in the nursing profession. Trans-
former technology is a solution proposed to solve the
training time comparison field problem of recurrent neural
network (RNN), which is equivalent to adding an attention
mechanism to the traditional neural network. Figure 2 shows
the basic structure of the transformer technology, which
mainly consists of multiple layers of decoders and encoders.
The input layer will be connected to the encoder, and the
output layer will be connected to the decoder.

Decoder and encoder are also common network
structures. Each layer of decoder or encoder will contain
CNN method and LSTM method, and one layer of encoder
may contain multiple layers of CNN and LSTM layers.
Transformer techniques add attention mechanisms to this
encoder and decoder structure. Figure 3 shows the detailed
structure of the encoder and decoder. It can be seen from
Figure 3 that the encoder mainly includes the attention
mechanism layer and the feedforward neural network layer.
The feedforward neural network layer can use the CNN
method and the LSTM method to extract the spatial and
temporal features of the research object. The decoder mainly
includes three parts: attention mechanism layer, feedforward
neural network layer, and encoding-decoding attention
layer. Transformer techniques include CNN and LSTM
structures, these two common deep learning methods are
just an important part of transformer techniques. It will use
CNN to form an encoder and decoder. It is the similarities
and differences between CNN and transformer techniques.

3.4. Transformer and Encoder-Decoder Expression Introduc-
tion and Working Process. In this study, in order to achieve
the extraction of short nursing videos and text features, CNN
and LSTM methods are used in the feedforward neural
network layers in the encoder and decoder of the trans-
former. The detailed self-attention representation and the
representation of the feedforward neural network layers are
presented below.

For the structure of the transformer, whether it is an
encoder or a decoder, it is a superposition of an attention
mechanism and a feedforward network layer. Expressions 1
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output
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FIGURE 2: Schematic diagram of the basic structure of transformer
technology.

and 2 show a computational relationship between the at-
tention mechanism layer and the feedforward network layer.

7l = Layer — Norm(Anomaly - Attention()(l_1 + XZH ),
(D)

Xl = Layer — Norm(Feed - Forward(Zl_1 + Zm).
(2

It is similar to RNN and CNN neural networks, there is
also an excitation function for attention. Expression 3 shows
the calculation method of the excitation function of the
transformer technique. Expression 4 shows one way of
computing the output layer of the transformer technique. It
will do matrix operations.

S' = Softma ( QKT ) (3)
= X\ — ),

\ldmodel
7' =sh. (4)

In the transformer technology, there is a distribution
between different layers of the self-attention mechanism
layer. This study uses the Gaussian distribution to process
the distribution of the attention mechanism layer. Expres-
sion 5 shows the Gaussian distribution function of the at-
tention mechanism layer.

o 1 P
G(lj_l|;ai) - \/Zﬂa»exp< |]20»| ) ®

For the transformer technology, the feedforward neural
network layer can be a CNN or RNN method, which involves
derivative calculations. The derivation calculation will process
the existing features of nursing teaching short videos with the
distribution of weights and biases. Expressions 6 and 7 show
the derivation process of the weights and biases of the feed-
forward neural network layer in the transformer technique.

OE
A = ==,
9= Mg (6)
0Eo
Al = —f——.
1= N ?)
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F1GURE 3: Detailed structure introduction of the encoder and decoder.

Expression 8 shows the loss function of the feedforward
neural network in the transformer technique. It will be
responsible for calculating the error between the predicted
value and the actual value of the relevant features of nursing
teaching short videos, and the iterative process of the
feedforward neural network will iterate according to the
direction of minimizing the loss function. The loss function
will calculate the error distribution between the predicted
value and the actual value of a feature, and it is also a
continuous process with iterations. The three kinds of
feature data will be separately calculated for the loss func-
tion. The three characteristics do not mix.

1

1 t
E = E(dout - ()real)2 = E Z (dK - OK)Z' (8)
k=1

Expressions (9) and (10) show the loss function calcu-
lation method for the self-attention layer of the transformer
technique. This is somewhat different from common loss
functions.

LTotal (X’ b, Sdetach’ -A )_C)’ (9)

Lo (6 2> S 4, X)- (10)

For the feedforward neural network of the transformer,
it requires convolution operations. Expression 11 shows how
the convolution of the feedforward neural network layer is
calculated.

V= conv2(W, X,“Valis”) +b. (11)

4. Result Analysis and Discussion

This research mainly uses transformer technology to study
the related characteristics of short videos and texts in the
nursing teaching process. In the design process of trans-
former technology, the feedforward neural network struc-
ture used in this study is CNN and LSTM methods. These
two algorithms belong to the category of big data technology,
which requires a large amount of data of short nursing

teaching videos and text features to support transformer
technology for training and testing. In order to better an-
alyze the important knowledge and characteristics of
nursing teaching, this study divides the characteristics of
nursing short videos and texts into three characteristics:
nursing knowledge characteristics, nursing action charac-
teristics, and nursing student satisfaction for related re-
search. It considers data related to multiple medical
specialties in Beijing as the dataset for this study. These
datasets will be divided into a training set and a test set of
nursing teaching features in a ratio of 7:3. In order to
improve the parameters and network layers and other
characteristics in the training process of nursing features,
this study uses a part of the dataset in the training set as the
validation set. The presence of a validation set can reduce the
time in the nursing feature extraction process.

In the process of extracting nursing short videos and text-
related features using transformers, this study will consider the
influence of with and without LSTM neural network layers.
This is also a sufficient reason to illustrate the temporal
characteristics contained in nursing short videos and nursing
textual knowledge. In this study, the transformer technique
with a single CNN feedforward neural network layer is marked
as T-CNN, and the transformer technique with CNN and
LSTM feedforward neural network is marked as T-CNN-L.
First, the prediction errors of the T-CNN method in predicting
the three characteristics of short nursing teaching videos and
texts are shown in Figure 4. From Figure 4, it can be seen that
the prediction errors of the three characteristics of short
nursing videos and texts are all about 3%. For the nursing
knowledge characteristics of short nursing videos, this part of
the prediction error has reached 3.12%. For the nursing action
characteristics of nursing short videos and texts, this part of the
prediction error has also reached 3.24%. Although the pre-
diction errors of the three characteristics of nursing teaching
short videos and texts are all within 5%, this only shows that the
T-CNN method can predict the short video characteristics of
nursing teaching, but the accuracy is relatively low.

This study uses the T-CNN-L method to study the
temporal characteristics of short nursing teaching videos
and texts. It also compares the difference in accuracy
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F1GURE 4: Prediction errors of short videos and text-related features
in nursing teaching using the T-CNN method.

between T-CNN and T-CNN-L methods in predicting short
nursing videos as well as text features. Figure 5 shows the
prediction errors of short nursing teaching videos and text-
related features using the T-CNN-L method. It can be seen
from Figure 5 that the prediction errors of the three char-
acteristics of the short nursing teaching videos have been
greatly reduced. This fully demonstrates that the T-CNN-L
method has obvious advantages over the T-CNN method in
predicting the relevant features of nursing short videos. This
is mainly because the T-CNN-L method can fully consider
the temporal features contained in short videos and text
information. It is difficult for the T-CNN method to capture
temporal correlations in short videos of nursing teaching.
For the nursing action characteristics of short nursing
teaching videos, the prediction error of this part is reduced
from 3.24% to 2.48%. The prediction error of the nursing
knowledge feature was reduced from 3.12% to 2.32%. The
prediction error of learning effect characteristics in short
nursing teaching videos was reduced by 0.97%, and the
reduction rate of nursing action characteristics was 0.76%.
Nursing knowledge characteristics decreased by 0.8%. The
prediction errors of these three features were reduced by a
relatively large margin. This fully demonstrates the effec-
tiveness of the T-CNN-L method in predicting the relevant
features of short nursing teaching videos.

Figures 4 and 5 compare the accuracy and difference of
two types of transformer techniques in predicting and
extracting nursing short videos and text features in the form
of mean error. Through the above study, we determined that
the T-CNN-L method was used to study the features present
in nursing teaching. In order to fully study the differences in
the prediction of the three teaching characteristics by the
T-CNN-L method, this study used different statistical pa-
rameters to analyze the three characteristics of nursing
teaching. First, Figure 6 shows the data distribution of
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FIGURE 5: Prediction errors of nursing teaching short videos and
text features using T-CNN-L method.

nursing action features of short videos and texts of nursing
teaching. In Figure 6, the red part represents the predicted
value of the nursing action feature, and the green part
represents the actual value of the nursing action feature.
Overall, the trends and data values in the red areas are
consistent with the green areas. It can be seen from Figure 6
that there is a certain degree of fluctuation in the data value
of the nursing action, whether it is the predicted value of the
nursing action or the characteristic value of the actual
nursing action. In general, the T-CNN-L method can more
accurately grasp the characteristic data values of nursing
actions and the changes in nursing action characteristics in
short nursing teaching videos. The distribution of the ei-
genvalues of nursing actions can prove that the T-CNN-L
method has enough confidence to help nursing students to
find the knowledge of nursing actions corresponding to
different diseases.

Nursing teaching short videos will have more relevant
nursing knowledge, and nursing students can extract
relevant knowledge and characteristics from it. This study
uses the T-CNN-L method to extract nursing knowledge
from short nursing videos and texts. Figure 7 shows the
data distribution of nursing knowledge in nursing short
videos. There is a large fluctuation in the prediction errors
of nursing knowledge features, which indicates that the
number of different nursing knowledge features is dif-
ferent in the dataset. It can also show that the data in the
test set is reasonably distributed. From Figure 7, it can be
seen that most of the predicted values of nursing
knowledge are distributed within 2%, and some predicted
eigenvalues of nursing knowledge are distributed below
1%. Only a small subset of nursing knowledge charac-
teristics had prediction errors distributed above 4%. Most
of the errors are distributed within a reasonable range for
nursing teaching tasks. Part of the reason for the larger
error may be that the characteristics of this part of nursing
knowledge are special and the characteristics of this part of
nursing knowledge are relatively sparse in the training set.
Through the error distribution of nursing knowledge, it
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FIGURe 7: Prediction error distribution of nursing knowledge
existing in nursing teaching short videos and texts.

can be seen that T-CNN-L can effectively help nursing
students and teachers to extract useful nursing-related
knowledge. Students in nursing teaching can not only
observe detailed nursing actions through short videos, but
also efficiently acquire nursing professional knowledge
through the T-CNN-L method. The reason for the large
differences in nursing knowledge characteristics of dif-
ferent groups may be that the disease characteristics in the
dataset are relatively small, which limits the learning and
training of transformer technology.

In the short nursing video and text teaching scheme
designed in this study, there is a teaching feedback
mechanism. It provides feedback on student satisfaction
to teachers and students based on student performance as
well as clinical performance. This method not only allows
students to fully understand their learning level of nursing
knowledge, but also shows the students’ adaptability to

Range
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FiGure 8: Data distribution of student satisfaction characteristics in
nursing teaching short videos.

this transformer technology. Figure 8 shows the data
distribution of student satisfaction features of short
nursing videos and texts. Figure 8 introduces the effect of
T-CNN-L on predicting student satisfaction features in
the form of a predicted box plot. If the distribution and
form of the box plots are consistent, this can illustrate the
reliability of the T-CNN-L method in predicting the
characteristics of student satisfaction. From Figure 8, it
can be seen that the predicted value of the short nursing
video and the text’s student satisfaction characteristics are
in good agreement with the actual value. This also fully
proves that the T-CNN-L method can extract the char-
acteristics of students’ satisfaction from nursing teaching
programs. This is a beneficial feedback mechanism for
both teachers and students. At the same time, the average
value of student satisfaction in the short nursing teaching
videos is in good agreement with the predicted average
value.

5. Conclusions

With the continuous improvement of medical levels and
people’s requirements for living standards, nursing work has
become an important part of medical work. Nursing work is
not only related to the speed of the patient’s recovery, but it
is also related to the level of recovery of the patient with the
disease. Positive optimism and more professional nursing
workers will have a positive effect on the recovery of patients
with the disease. Nursing teaching work has also been
carried out in many colleges and universities. However,
there is still a big difference between nursing teaching work
and traditional disciplines. Nursing teaching work not only
needs to learn nursing professional knowledge, but also
needs more input into nursing practice. Nursing teaching
short videos contain relatively rich features. Students can
only perceive relevant nursing knowledge and nursing



actions through sight and hearing, but it is difficult for
students and teachers to grasp relevant important features,
which is difficult to practice manually.

This study integrates short video and text technology
into nursing teaching work. At the same time, in order to
carry out the teaching of nursing more efficiently, this study
considers embedding artificial intelligence technology into
the teaching of nursing. Considering the huge amount of
data in short videos and texts of nursing teaching, this re-
quires deeper network layers. Therefore, this study utilizes
the transformer technique to solve this problem, which
needs to take into account the self-attention mechanism.
Through the above research, it can be found that the
T-CNN-L method has higher accuracy than the T-CNN
method in predicting and extracting short nursing teaching
videos and text features. Although the T-CNN method can
also predict the characteristics of nursing knowledge and
nursing actions in short nursing teaching videos and texts,
the maximum prediction error has reached 3.24%. For the
teaching work of nursing, this is an unfavorable error value.
This is because the T-CNN method does not fully extract the
temporal features in short nursing teaching videos. After
using the T-CNN-L method, the prediction error of nursing
knowledge was reduced to 2.32%. The prediction error for
nursing actions was reduced to 2.48%. The error of the
learning effect feature is also reduced to 2.02%. The T-CNN-
L method can effectively integrate short nursing videos and
texts to assist nursing students in their learning. The
T-CNN-L method can help people to identify and predict
the characteristics of nursing knowledge and nursing actions
in short nursing teaching videos. This is a more effective and
rapid method, and it has high value.
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Adaptive Learning System (ALS) is a supportive environment, which dynamically provides learners with services that can satisfy
their demand for personalized learning in accordance with the differentiation of their individual traits. At present, study on ALS is
still in the exploratory stage, and there are still many fields that deserve to be studied thoroughly. User characteristic model is the
foundation and core of ALS and the key to the implementation of intelligent and personalized recommendation service. Based on
this, this paper intends to analyze learners’ characteristics in ALS through several dimensions, such as basic information, interest,
preference, cognitive level and learning style, through which learners’ user characteristic model is established. In the end, ALS,
which supports the function of personalized recommendation, is implemented based on this model. It is suggested by the result of
the simulation experiment that ALS, which is developed through this model, demonstrates a satisfying effect in recommendation,
and it can dynamically recommend appropriate learning resources in accordance with learners’ personalized demands through

which learners’ quality and efficiency of learning can be effectively enhanced to a certain extent.

1. Introduction

With the rapid development of Internet information and
communication technology, E-learning, which is based on
digitalized network, has gradually become an important
learning style in the information era. Since E-learning
demonstrates many advantages in timeliness, convenience,
interaction, and resource-sharing, it makes learning activ-
ities more flexible, open, and liberal, and becomes quite
popular among an increasing number of scholars. However,
it is suggested by survey data that the current imple-
mentation of E-learning has not achieved a satisfying
learning effect. This can be mainly attributed to the fact that
many E-learning systems provide modularized or fixed
functions and learning resources, and fail to provide ac-
curate and superior learning resources in accordance with
learners’ demand for personalized learning. Consequently,
there are such phenomena as poor quality and efficiency in
learning, which leads to unsatisfying effect in the practical
application. Hence, how to build an E-learning system to

support personalized learning, and provide better and fur-
ther services for users’ learning has attracted extensive at-
tention of many of researchers.

At present, many researchers have implemented a great
deal of exploratory research work in certain fields, such as
intelligent tutoring system, adaptive learning system, per-
sonalized virtual learning environment, and E-learning
personalized recommendation technology. They have been
making attempts to explore an optimal personalized solution
to E-learning system through theoretical and practical re-
search. Researchers, who hold the objective of making
E-learning system more intelligent and personalized, and
enabling it to dynamically recommend appropriate learning
resources based on the accurate “understanding” of current
learners’ personalized demands, and further implementing
the effect of systematic and personalized learning, have
proposed their own viewpoints from different perspectives.
Voiskovskii et al. [1] invented a method which can improve
the algorithms in navigation systems, and they analyzed the
configuration of the hardware and software in the prototype
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integrated navigation system. Ghadirli and Rastgarpour [2]
introduced a simple E-learning system which determines
learning style and characteristics of learners by a ques-
tionnaire and then makes learners’ model. Kaziev and
Glukhova [3] analyzed key methods, approaches, and
technologies of adapting and intellectualizing web-learning,
and they introduced a special model of adaptive learning
decision-making. Alghofaily and Ding [4] took into con-
sideration the dataset features in the QoS-based service
recommendation process, and then used a meta-learning
algorithm to incorporate dataset features in the recom-
mendation process and study the use of different machine
learning algorithms. Rafiq et al. [5] introduced the possibility
of disaggregating query/question information in E-learning
system online lectures or course recommendations, and then
proposed a method for improving the classification of action
verbs to a more accurate level in E-learning system. Srid-
haran et al. [6] invented an adaptive learning management
system, which can create a customized course for every
student based on their level of knowledge, preferred mode of
learning, and continuously updating the course based on
their learning speed. However, for accurate and personalized
recommendation of learning resources, Tarus et al. [7]
proposed that learner’s context and sequential access pat-
terns should be incorporated into the recommender system,
and then introduced a hybrid recommendation approach for
recommending learning resources. In addition, an idea of
case-based reasoning has been adapted suitable for web page
recommendation. Bhavithra and Saradha [8]suggested that
apply weighted association rule mining to recommendation
system for enhancing its accuracy. Collaborative filtering is
an important approach to build a recommendation system.
Ambulgekar et al. [9] introduced the recommendation
technology of collaborative filtering and believed that this
technology can be utilized in E-learning system to acquire
learners’ feedback information to learning resources,
through which a personalized recommendation system can
be implemented, etc.

Adaptive Learning System (ALS) is a personalized
E-learning system solution. It can use data analysis tech-
nology to judge the characteristic attributes or behavioral
tendencies of current learners in real time, and then use
relevant teaching strategies, recommendation technologies,
algorithms, and other technical means to dynamically
provide learners with appropriate learning paths or learning
resources to meet their personalized learning needs. For
example, when learners prefer to browse video resources, the
system will recommend more video resources for learners;
when learners’ cognitive level is high, the system will rec-
ommend some resources with higher difficulty level for
learners. At present, a few achievements on the research of
ALS are mostly concentrated on recommendation tech-
nology, recommendation algorithm, system modeling,
adaptive engine, data mining, and cluster analysis. Specifi-
cally speaking, the commonly utilized recommendation
technology mainly includes content-based recommenda-
tion, collaborative filtering recommendation, association
rule recommendation, and integrated recommendation [10].
In terms of ALS modeling, there are also some typical
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representative achievements: Babori et al. suggested that the
frameworks model of ALS should be composed of three
components: learner model, domain model, and adaptation
model, and then invented a framework based on self-reg-
ulated learning (SRL) [11]. Vesin et al. [12] considered that
an intelligent tutoring system should provide smart and
interactive content, personalization options, adaptive fea-
tures, and then they presented the interactive learning an-
alytics component developed in ProTu, so as to deeply
discuss the key technologies of ALS recommendation.

By comparing and analyzing the above theoretical-
practical research achievements, it is clear that the
achievements can provide reference for our subsequent
research in relevant fields. At the same time, it is also found
that although many researchers have proposed various ideas
for building the ALS system framework, their research re-
sults or conclusions are still being explored and improved.
For example, some researchers focus on recommendation
algorithms, adaptive engines, or data mining, but their
thinking on the user model of ALS system is not compre-
hensive and in-depth enough, which leads to the unsatis-
factory recommendation effect of the ALS system [13]. Based
on this, we believe that it is necessary to conduct a com-
prehensive and in-depth study on the user feature model of
the ALS system. In this study, we will focus on more
comprehensive analysis and construction of user feature
model from multiple dimensions such as user basic infor-
mation, interest preference, cognitive level, and learning
style, so as to explore a new approach to personalized
recommendation in the ALS system. In order to carry out in-
depth research, we will model and analyze the attribute
structure, behavior characteristics, and construction process
of the user model of the ALS system based on other research
results, and we will propose a more comprehensive user
feature model structure. On this basis, we focus on exploring
the representation mode, matching relationship, and com-
putational reasoning process of user feature model from
multiple dimensions, and propose the multiple-tuple rep-
resentation method and calculation formula of user basic
model, interest preference model, cognitive level model, and
learning style model. Finally, a simulation experiment
scheme is proposed to verify the personalized recommen-
dation effect of the research results. It is suggested by the
result of the simulation experiment that the ALS system,
which is developed through this model, demonstrates a
satisfying effect in recommendation. Furthermore, it can
dynamically recommend appropriate learning resources in
accordance with learners’ personalized demands, which can
effectively enhance learners’ quality and efficiency of
learning to a certain extent.

2. Analysis of the User Characteristic Model for
Personalized ALS

In accordance with the characteristics and demands of
personalized learning, ALS users generally include learners
and resource managers. Specifically speaking, learners are
the acquirer of learning resources in ALS and the main
object of the implementation of personalized
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recommendation service; managers are mainly in charge of
the management and update of ALS learning resources, and
this position is generally taken by system managers or class
teachers. During the process of E-learning, there are sig-
nificant differences among individual learners in knowledge
base, disciplinary background, age, gender, learning style,
and personal abilities, which will further lead to constant
changes and development of the learning process and the
grasp of knowledge. In consideration of these, whether the
system can accurately acquire and analyze current learners’
status and information is the premise of the recommen-
dation of personalized learning materials to current learners
and the implementation of intelligence and adaptability.
Based on this, a user feature model for ALS learners is mainly
established and analyzed in this paper.

User feature model is a specific representation of system
users in the computer field. In the ALS system, the user
feature model plays a fundamental role. It is not only the
core component of the system to achieve intelligence and
adaptability but also an important basis for the system to
accurately recommend personalized resources. When the
ALS system is running, it will generally analyze and judge the
characteristic attributes of the current user, and then use
them as the basis for user learning needs to dynamically
recommend personalized learning paths or learning re-
sources. Generally, user feature model has many charac-
teristics of learning behavior attributes, so many researchers
have explored it based on the perspective of learner model.
For example, there are many viewpoints on the description
of learner model: Sweta and Lal [14] believed that learners’
learning style and behaviour to provide suitable learning
paths are important to the accuracy of ALS recommenda-
tion, so they suggested that learning style and learning
behavior should be able to be dynamically detected in ALS,
and then constructed a personalized adaptive learner model
(PALM). By experimental research, Fatahi [15] proposed
that personality and emotion are important parts of learner
feature model, and play important roles in the adaptive
learning system. Lwande et al. [16] believe that learning style
is very important for the definition of learner model.
Through learning behavior log analysis, learners’ style
preference can be predicted, which can be used as the basis
for learning system recommendation. By the analysis of the
abovementioned viewpoints, it is believed that the learner
model is a mathematical model, which is established to
present learners’ individual traits, such as personal infor-
mation, knowledge base, and cognitive structure, with the
objective of reflecting learners’ learning through the
E-learning system. In the practical application, since ALS
attaches much importance to the development of current
learners’ cognitive dimension, learner model’s accurate
acquisition of learners’ understanding of knowledge and
content is of great importance. Learners’ cognitive state is
generally their grasp of learning resources and an important
constituent part of the learner model.

Based on the consideration of the general attribute
characteristics, behavior operation and learning needs of
learner users in the E-learning environment, and on the
basis of reference to other research results, this study

analyzes the IMS LIP modeling standard of learner infor-
mation package in the international integrated management
system, and then proposes the basic structure of user feature
model of adaptive learning system from a more compre-
hensive perspective. The user feature model mainly includes
four dimensions: basic information, learning preference,
cognitive level, and learning style, which can basically meet
the general needs of personalized recommendation in the
ALS system. Of course, in the future research work, we will
continue to enrich and improve the model in this field to
provide more scientific and comprehensive research results.
In the user feature model, basic information features mainly
represent some static information of students, such as
student number, name, gender, age, major, learning expe-
rience, etc. Interest and preference is mainly utilized to
describe learners’ preference of the type of learning re-
sources. As the key to the learner model, learning style and
cognitive level are utilized to store learners’ dynamic in-
formation and jointly represent learners’ state. After sorting
out the personalized recommendation function of the ALS
system and its implementation technical scheme, we will
explore to build a learner model framework with dynamic
updating effect. Please see the modeling process from
Figure 1.

It can be seen from Figure 1 that the construction of a
learner model is a dynamic updating process, which mainly
includes three links: user initial model, user dynamic model,
and user evolution model. Among them, the user initial
model is mainly used to represent the basic-static infor-
mation of learners, such as student number, name, major,
etc. User dynamic model is mainly used to represent the
dynamic change characteristics of learners in the learning
process, such as learning preference, cognitive level, learning
style, etc. User evolution model is mainly used to represent
the change of learners’ learning behavior, and its analysis
results can be used as an important data source for updating
user dynamic model. In the ALS system, users’ basic in-
formation, interest preferences, cognitive level, and learning
style characteristics can be stored in the form of two-di-
mensional relationship tables or log files. For example, the
user’s basic information can be stored in the user table, and
the user’s learning behavior record can be stored in the log
file. When the ALS system is running, the user’s ID index can
be used to query the current learner’s basic personal in-
formation, and the data mining technology can also be used
to analyze and obtain the latest learning state characteristics
of the current learner from the user’s behavior log file, such
as learning preference, cognitive level, etc. According to the
dynamic construction process of the user model, after the
ALS system obtains various user feature information, the
system will usually use the program algorithm to dynami-
cally update the user model in real time, and use this as the
basis for subsequent judgment and analysis of user feature
status, and then recommend personalized learning materials
for them.

In the E-learning environment, each user often has
different behavior activities in the learning process. These
behavior activities can reflect varied implicit information
such as the learning style characteristics, cognitive level,
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FiGure 2: User behavior characteristic-based user model.

interest preference, etc. For instance, if a user browses a
certain knowledge point for a long time during the learning
process, it indicates that this user has a high degree of

interest or demand for such knowledge point content. If a
user frequently accesses, downloads, or saves a certain type
of resource during the learning process, it indicates that the



Computational Intelligence and Neuroscience

user prefers this type of learning resources. Thus, it can be
seen that it is very important to start with the behavior
activities of users in the E-learning environment, explore the
individual behavior characteristics of users hidden behind
these behavior activities, and further explore their value and
build user models. On this basis, an attempt is made to
further describe user behavioral model from four dimen-
sions, namely, basic information, learning preference,
cognitive level, and learning style. Please see the constructed
user model from Figure 2 [17, 18].

The user behavior characteristic model (Figure 2) shows
that the modeling of users’ basic information dimension is
acquired directly through the user database. User’s learning
preference model includes resource type, resource theme,
learning field, major preference, learning methods, learning
tools, etc. It excavates data through behavior record during
user’s E-learning. User’s cognitive level model, which in-
cludes beginning level, primary level, intermediate level, and
advanced level, is acquired from testing and exercise data-
base. Learning style model, which includes four properties as
sensing-intuitive, visual-verbal, active-reflective, and global-
sequential, can be comprehensively assessed and acquired
through the result of user’s learning style measurement, the
type of access resources, and the excavation of browsing
behavior. Specifically speaking, user behavior characteristic
includes access times, access time, download times, down-
load time, add bookmark, save, browse action, and feedback.
User’s browsing behavior mainly includes the times of

clicking the mouse, scrolling the scroll bar, and pressing the
up and down button. Under normal circumstances, more
operation behaviors during webpage-browsing can indi-
rectly reflect that the user is more interested in this web page,
for example, if a user shows behaviors like frequently
accessing a website, saving a website, adding a bookmark,
and downloading resources, this user’s interest in this web
page can be confirmed [19, 20].

After the above analysis of the dimensions of con-
structing a user characteristic model, relevant matching
rules, expressions, and algorithms can be utilized to analyze
user’s demand for learning resources, and confirm user’s
characteristic model in ALS. The specific methods of con-
struction will be described in the next article.

3. Methods of Constructing User Characteristic
Model for Personalized ALS

3.1. Basic User Model. Substantively speaking, personalized
recommendation forwards and presents appropriate re-
sources in accordance with the current users’ personalized
demands. Learner’s user model is the foundation of ALS
modeling. When constructing the user basic model, the
user’s characteristic attribute may include static information
such as name and gender, and also dynamic information
such as interest preference or learning experience. The user
model can be constructed by the following method [21, 22]:

UserModel = (BasicInformation, LearningPreference, CognitiveLevel, LearningStyle). (1)

In expression (1), “BasicInformation” represents user’s
basic-static information, which includes student no., name,
gender, age, professional background, learning experience,
user name, password for login, etc. “LearningPreference”
represents user’s learning preference, which is represented
through user’s interest in learning resources. “Cognitive-
Level” represents user’s current cognitive level or learning
ability. “LearningStyle” represents user’s learning style.
Learning Preference, Cognitive Level, and Learning Style,
which store user’s dynamic information, are the key to ALS
modeling and the implementation of personalized rec-
ommendation. Furthermore, real-time dynamic update is
realized in the value with the changes of the status of
E-learning. Next, an emphasis will be placed on the
elaboration of the specific modeling method for Learning
Preference, Cognitive Level, and Learning Style.

3.2. User Interest and Preference Model. User interest model
is an integrated description of user’s information and de-
mand during the learning after logging into the system,
which reflects the current user’s preference or interest
tendency for a certain learning content. For example, if the
user’s browsing time or download times for a learning

resource increases, it indicates that the user prefers the
learning resource. User interest information can generally be
obtained by user active description and user behavior record
mining. In order to ensure that the ALS system can more
accurately support personalized learning, based on the
thinking of the dynamic updating process of the user feature
model, we believe that it is an important way to build the
current user’s interest preference model based on user be-
havior records. Here, we will conduct a comprehensive
modeling and analysis of all learning behaviors related to
learners’ interests and preferences in the ALS system, such as
the access times, access time, download times, bookmark
actions, mouse events, etc., to ensure the integrity and
scientific nature of the data recording user behavior char-
acteristics. After the ALS system records the user behavior
preference information in the database table or log file, the
system will use the user learning preference model as the
basis to obtain more accurate interest values by mining the
user’s implicit learning behavior, and then recommend
appropriate personalized learning resources. In this section,
we will focus on how to calculate the user’s interest in the
current learning resources based on the user’s learning
behavior characteristics, and build its interest preference
model.



In accordance with the above analysis, the calculation of
user’s interest mainly takes the attention to the web page or
learning resources as the main basis, which can be calculated
and reflected through user’s behavior characteristic. The
more attention that a user pays to the learning resources, the
more interest he or she holds in the learning resources.
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Meanwhile, it is also a reflection of the user’s increasing
demand for the learning resources. With the purpose of
calculating user’s interest, the mode of tuple is adopted to
construct a calculation model of user’s attention. The user
interest model and the calculation method of its interest
degree are given as follows [23, 24]:

InterestDegree (n) ={(R1,A1 >, <Ry Ay>,o, <R A >, -+, <Ry, AP>}. (2)

In expression (2), R; represents the collection of web-
pages or resources for learning, A; represents user’s attention
to R;, and p is the quantity of the collection of webpages or
resources for learning, i = 1,2,3, - - - p. User’s attention to the
resources can be acquired through the accurate feedback
information and access pattern. Please see the method of
presenting the degree of attention in the following
expression:

A; = A(U,R,T)). (3)

In expression (3), 0 < A; <1, U represents learner user, R;
represents the learning resources being accessed, T; repre-
sents the type of user’s behavior characteristic, i represents
the number of learning resources, and i =1,2,3,--- p, A,
represents user (U)’s attention to the learning resources R;.
In accordance with the above analysis of user’s behavior
characteristic, the value range of T; in expression (3) is
T; e{Access times, Access time, Download times, Bookmark,
Save, Browse action, Feedback, . ..}. Access times represent
the times of accessing webpages or learning resources;
Access time represents the time of accessing webpages or
learning resources; Download times represents the times of
downloading learning resources; Bookmark represents the
behavior and action of adding learning webpages to the
bookmark; Save represents the behavior and action of saving
learning webpages; Browse action represents the behavior
and action of browsing learning webpages, such as scrolling
the mouse, clicking the mouse, moving forward and
backward, etc.; Feedback represents user’s feedback to the
given resources.

In accordance with the above user’s behavior charac-
teristic model, data matching and switching is needed in the
model of attention degree, namely, expression (3), so that
user’s interest in learning resources can be calculated. With
regard to the model of attention degree, the rules of data
matching and switching are set up as follows: if a user
downloads resources, adds webpages to the bookmark, and

1)

f1(ats, dts) =

dts
— + P
ats dtso

saves webpages, it suggests that this user holds a higher
degree of expectation and interest in the learning resources
presented through the webpages, and under this circum-
stance, the user’s degree of interest is set as 1; if none of these
behaviors or actions happen, the user’s interest in this kind
of learning resources can be calculated through other be-
haviors. Please see the method of calculation from the
following expression:

1, T; € {Downloa dB ookmarkSave},
£ (ats, dts),

£, (at, sc, cc),

ID = T; € {AccesstimesDownloa dt imes},

T; € {Access timeBrowseaction}.
(4)

In expression (4), ID represents the degree of interest; T;
represents the type of user’s behavior characteristic,
{Downloa d, Bookmark, Save} represents the collection of a
group of behaviors that the user might show during web-
page-browsing, including downloading resources, adding
webpages to a bookmark and saving learning webpages; ats
represents the times of accessing webpages or learning re-
sources; dt s represents the times of downloading resources;
at represents the time of accessing webpages, namely, the
learning time; sc represents the times of scrolling the scroll
bar when the user is browsing webpages; cc represents the
times of mouse-clicking when the user is browsing web-
pages; f, (ats,dts) represents the mapping function from
ats and dts to RD; f,(at,sc,cc) represents the mapping
function from at, sc, and cc to ID [23, 24].

As for the mapping function f, (ats, dts) in expression
(4), since user’s times of accessing resources ats and times of
downloading resources dts cannot objectively demonstrate
user’s interest in the resources, the average times of accessing
and downloading resources need to be quoted to evaluate the
current user’s interest degree. Therefore, the function
f1 (ats, dts) can be replaced with expression (5). Please see
the specific expression as follows:

(ats >ats, , dts > Wso),

(5)

, (ats <Fso,dts<rso).
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In expression (5), ats represents the times of accessing
webpages or learning resources; dts represents the times of
downloading resources; ats, represents the average times of
accessing webpages or learning resources; dts, represents
the average times of downloading resources; & and f3 rep-
resents weighing parameters. The modes of calculating afs,
and dts, are listed, respectively, as follows:

a5 = ats,numfso _ dts,num. 6)
usernum usernum

In expression (6), ats_num represents the total times of
accessing learning webpages or resources; user_num rep-
resents the total number of users in the system; dts_num
represents the total times of accessing learning webpages or
resources. When aats/ats, + fdts/dts;>1, the value of
f1 (ats,dts) is set as 1; when O<aats/ats, + pdt s/dts <1, the
value of f, (ats,dts) is aats/ats, + Bdts/dts,.

As for the mapping function f, (at, sc, cc) in expression
(4), the time of accessing webpages at is under the influence
of various factors, such as reading speed, length of content
and form of expression on the webpages. More content
generally means longer accessing time; more video resources
also mean longer accessing time. In addition, since the mode
of reading pictures and video resources manifests substantial
difference from the mode of reading texts, it is quite difficult
to simply quantify the time of accessing webpages at. In
consideration of this, the text resource is emphatically taken
as an example in this paper, and the access time ratio is
adopted to eliminate the influence brought about by the
length of content of user’s own factors. Please see the method
of calculation from the following expression:

at at Xtrs
atr = —==———-.
at, cl

(7)

In expression (7), atr represents access time ratio; at
represents user’s access time; af, represents the average
access time, and the mode of calculation is af, = cl/trs. cl
represents content length; trs represents user’s text reading
speed, and it can adopt the average standard value of reading
speed.

In accordance with user’s access behavior and habit, the
maximum and minimum threshold value of the average
access time is set as atr;, and tr,., respectively. If the
abovementioned function f,(at,sc,cc) is replaced by
f, (atr, sc,cc), a piecewise function can be achieved. Please
see the method of expression as follows:

0, (atr <atr )
f>(atr,sc,cc) =1 atr, (atryn <atr<atr,,.),
f3(sc,ce),  (atr>atr,,).
(8)
Expression (8) suggests that when atr <atr,;,, it sig-

nifies that the user spends very little time accessing the
webpages, and the interest degree can be recorded as 0; when
atr i, <atr <atr..., it signifies that the user spends a
normal length of time accessing the webpages, and the
interest degree can be acquired through normal calculation,

namely, f,(atr,sc,cc) = atr; when atr > atr,,, it signifies
that the user spends a lot of time accessing the webpages, and
the state of access might be abnormal, for example, the user
forgets to close the web page after clicking open. Under this
circumstance, another behavioral function f; (sc, cc) can be
adopted to acquire the interest degree. Function f; (sc, cc)
mainly involves such behavioral characteristics as scrolling
the scroll bar and clicking the mouse. Under general cir-
cumstances, the times of scrolling the scroll bar and clicking
the mouse should be directly proportional to the length of
the content. In other words, if there is much content on the
web page, the times of scrolling the scroll bar and clicking
the mouse will be more. With the purpose of calculating the
user’s interest degree more accurately and objectively, the
function f; (sc, cc) is expressed through piecewise function.
Please see the mode of expression from the following
expression:

0, (f5(sc,c0)' <0),
fi(sc,cc) =1 fs(se,ce)’,  (0< f5(sc,cc) 1), (9)
1, (f3(sc,c0)' =1).

In expression (9), f5(sc,cc)’ is the binary regression of
user’s behavior characteristic of scrolling the scroll bar and
clicking the mouse during webpage-browsing, and its
method of calculation is
f3(sc,cc)’ = axsclcl + Bxcclcl + ylcl. sc represents the
times of scrolling the scroll bar; cc represents the times of
clicking the mouse; cl represents the length of content; «, 3,
and y represent weighting parameters that are about to be
estimated.

3.3. User Cognitive Level Model. User cognition level indi-
cates the ability of individual users to understand and
process information. In the ALS system, the user’s cognitive
level reflects the user’s mastery of the learning content,
which provides a decision-making basis for the ALS system
to recommend learning materials of various difficulty levels.
In order to make the ALS system determine the current
cognitive level of users more accurately, it is usually possible
to conduct a comprehensive evaluation from multiple di-
mensions such as learners’ user test scores, test duration,
learning duration, and learning behavior. For example, if the
user’s current unit test score is very good, it indicates that the
user’s cognitive level of the unit knowledge is high. If the
user’s current unit test lasts for a long time, it indicates that
the user’s cognitive level of the unit knowledge is not high
enough. When the ALS system is running, it will dynami-
cally obtain the user’s current cognitive level information,
update the user’s cognitive level model in a timely manner,
and then match the learning resources in the system on this
basis to recommend learning materials suitable for users. An
attempt is made to adopt the method of four-level classi-
fication to determine the user’s cognitive level based on the
test performance. The four levels are the beginning level,
primary level, intermediate level, and advanced level, re-
spectively. And, the sectional range is set as {{0-59], [60-69],
[70-89], [90-100]} accordingly, and the corresponding



cognitive level is recorded as {1, 2, 3, 4}. Thus, user cognitive
level model can be defined as follows [21, 25]:

CognitiveLevel (U) = (U, CL)). (10)

In expression (10), Urepresents learner user; CL; rep-
resents user’s cognitive level, and it is under the range of
CL, €{1, 2, 3, 4}.

Likewise, the grade of difficulty also needs to be set up to
implement the function of recommending learning mate-
rials of different grades of difficulty in accordance with user’s
cognitive level. In consideration of this, we hereby divide the
grade of difficulty into four grades, namely, easy, relatively
easy, average, and difficult. The grade of difficulty is recorded
as {1, 2, 3, 4} accordingly. Thus, the level model of learning
materials can be defined as follows:

CognitiveLevel (R) = (R, DL;). (11)

In expression (11), R represents learning material; DL,
represents the level of learning material, and it is under the
range of DL; €{1, 2, 3, 4}. Under general circumstances, the
value of DL; is set up by the course teacher or system
manager during the establishment of curriculum resources
on the back-stage management web page.

After the above cognitive level and the grade of difficulty
of the learning materials are confirmed, the screening of
resources can be implemented through matching rules.
Please see the specific method as follows:

CLzX >

CognitiveLevel (CL;;,CLy) =
8 (CLy,CLy) { CLyX <

0
o (X =ClLuy = CLy).
(12)

In expression (12), CL; represents user’s cognitive level,
namely, the value of CognitiveLevel (U) = (U,CL;). CLy
represents the grade of difficulty, namely, the value of
CognitiveLevel (R) = (R,DL;). CognitiveLevel (CL;, CLg)
represents the matching degree of user (U)’s cognitive level
and the grade of difficulty of learning materials R. If the
learner’s current cognitive level is higher than the difficulty
level of the learning materials presented by the system, the
personalized learning materials will be randomly recom-
mended based on the system. On the contrary, if the
learner’s current cognitive level is lower than the difficulty
level of the learning materials presented by the system, the
personalized learning content that meets the cognitive
ability of the users will be recommended based on the
learner’s current cognitive level.

To a certain extent, the length of online testing also
reflects user’s cognitive level. Hence, the length of online
testing also needs to be taken into consideration during
the assessment of the cognitive level. Longer length of
online testing generally signifies lower cognitive level. On
the contrary, if the length of online testing is shorter, it
signifies higher cognitive level. Under this circumstance,
the function F(T) can be adopted to manifest the rela-
tionship between user’s cognitive level and the length of
online testing [25, 26].
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'1) TSTT”
T
F(T):< 1—m> Tr<TSTm’ (13)
[ 0, T>T,,.

In expression (13), T, represents the normal length of
testing; T, represents the maximum length of testing. Ex-
pression (13) shows that when the length of testing is shorter
than the normal length, it can be deemed that the user’s
cognitive level is higher, and the value is set as 1; on the
contrary, when the length of testing is longer than the
maximum length, it can be deemed that the user’s cognitive
level is relatively lower, and the value is set as 0. Likewise, the
relationship between user’s cognitive level and the length of
online testing can be achieved. Please see the method of
calculation as follows:

(1, T<P,
T
H(T)=< l—m, Pr<TSPm, (14)
[ 0, T>P,,

In expression (14), P, represents the normal length of
learning a certain chapter or knowledge point; P,, represents
the maximum length of learning.

In conclusion, the matching degree between the user and
learning materials can be calculated through the user’s
cognitive level, the grade of difficulty of learning materials,
and the length of online testing and learning. Please see the
expression as follows:

CognitiveLevel (U, R) = aCognitiveLevel (CL;, CLy)

(15)
+ BF(T) + yH (T).

In expression (15), CognitiveLevel (U, R) represents the
matching degree between the user and learning materials,
and greater value represents higher matching degree here.
a, B,y are weighing parameters that can be set up by course
teacher (or system manager) through the system manage-
ment web page.

3.4. User Learning Style Model. Learning style is one of the
research fields of pedagogy and psychology. In recent years,
it has also attracted the attention of computer science. Es-
pecially, in the aspect of adaptive personalized recom-
mendation system, many researchers try to explore it deeply.
Learning style generally refers to an inherent or biased
characteristic pattern of individual learners’ perception,
acquisition, and processing of information in the learning
process. It is an important embodiment of individual dif-
ferences of learners. For example, some learners prefer to
browse video learning resources, while others prefer to
browse text learning resources, which reflects the different
learning styles of learners. As for the types of learning styles,
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TaBLE 1: Felder-Silverman learning style model.

Dimension Values Description
Sensitive style shows inclination towards concreteness or practice, and is good at remembering
Perception Sensitive—intuitive details, facts, and figures; intuitive style shows inclination towards concept or innovation, and is
good at theoretical learning
Visual style shows an inclination to visual expression, such as chart, picture and flow diagram, and
Input Visual—verbal other media information; verbal style shows an inclination towards documents and verbal
expression
. . . Active style shows an inclination to practical activities, collaborative learning, activity, and exchange;
Processing Active—reflective

Understanding Global—sequential

reflective style shows an inclination to independent thinking and learning
Global style shows an inclination towards macroscopic blueprint and the grasp of overall concept;
sequential style shows an inclination towards specific steps and gradual learning by logical sequence

Sensing {“Text”, "Audio”} : {“Concept”, "Formula”, "Theory”}
Intuitive {“Image”, "Video™} : {“Concept”, "Formula”, "Theory”}
Visual {“Image”, "Animation”, "Video™} : {“Concept”, "Formula”, "Case”, *Theory”}
Verbal {“Text”, "Audio”} : {“Concept”, "Case”, "Theory”}
Active {“Animation”, "Audio”, "Video™} : {“Concept”, "Case”, "Theory”, “Activity”}
Reflective {“Text”,”Audio”, Video™} : {“Concept”, "Case”, "Theory”, "Problem”}
Global {“Text”, "Image”, "Video™} : {“Concept”, "Case”, "Theory”}
Sequential {“Text”, "Image”} : {“Concept”, "Formula”, "Case”}

FIGURE 3: Matching relation between learning style and resource type.

many researchers agree with the classification method of
learning styles proposed by psychologist Felder et al., which
divides learning styles into four categories based on the four
dimensions of learners’ perception, input, processing, and
understanding of information: sensing-intuitive, visual-
verbal, active-reflective, and global-sequentia (see Table 1).
In the ALS system, the user learning style model is mainly
used to represent the characteristics of the user learning
style, which has an important reference basis for the system
to recommend personalized learning paths or learning re-
sources. In order to accurately represent the learning style
model of learners in the ALS system, this study constructs
learner personality attributes based on four dimensions of
Felder’s learning style model: perception, input, processing,
and understanding, and each dimension is corresponding
with two opposite style types, respectively. When the ALS
system is running, it can extract the current user’s learning
style type from the user’s learning style model, and match the
user’s learning style with the learning resources in the system
for associated attributes, and then provide personalized
learning services for the current user by recommending
resources that match the user’s learning style. For example,
users of visual learning style will be mainly recommended
for video or animation resources, while users of verbal
learning style will be mainly recommended for text or audio
resources. Next, we will focus on the representation method
and construction process of user learning style model in the
ALS system [19, 27, 28].

Based on Felder’s four-dimensional learning style model,
an attempt is made to adopt the form of tetrad to construct
user learning style model. Please see the method of ex-
pression as follows [20]:

LearningStyle(U) = <D, Is, >, <D,,Is, >, <Dj,ls; >,
<Dy, ls,>.
(16)

In expression (16), <D,ls;>(1<i<4) represents
learner’s value in a certain dimension under Felder’s
learning style, D, represents the type of style value
(D; €{“Sensing-Intuitive,” “Visual-Verbal,” “Active-Reflec-
tive,” and “Global-Sequential”}), Is; is fuzzy value (Is; €[0,
1]), which represents the value of the dimension learning
style D;.

With the purpose of matching the rules of the user’s
learning style and learning resource model, the correlation
between the type of learning resources and learning style also
needs to be taken into consideration in the establishment of
the system model. In consideration of this, the following
learning resource model is established:

ResourceMode | = (Resourcelnformation, ResourceStyle).  (17)

In expression (17), Resourcelnformation represents
basic information of resources, such as name, size, uploader,
time and path of uploading, etc.; ResourceStyle represents
the type of decision style. ResourceStyle can be represented
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as ResourceStyle (i) = {{rs;, rt;>} in the form of two-tuples.
Specifically speaking, rs; represents the media type, and
rs; € {"Text","Image"," Animation”, "Audio”,"Video"}
; rt; represents the  strategy type, and r
t € {"Concept ,"Formula”, " Case”, " Theory”, " Problem”,

" Activity"}. For instance, Resource Style

(p) = {<"Image”,"Case” >} represents that the decision
style type of resource p is picture and case-oriented. After
this, a resource model is established, Felder-Silverman style
dimension can be taken as a reference to build a matching
relation between learning style and resource model. Please
see the rule of relation in Figure 3 [20, 29].

Figure 3 suggests the relation between learning resource
type and learning style. It cannot accurately calculate the
matching relation between learning style and resources
through the method of quantitative processing. Hence, the
matching relation between learning resource model and
learning style needs to be further converted into an ex-
pression that is of mathematical significance. An attempt is
made to construct the learning resource style model through
the form of tetrad. Please see the specific method of ex-
pression as follows [20, 25].

ResourceStyle(R) = <Dj,rs; >, <D,,rs, >, <Dj,1s;>,
<Dy, s, >.
(18)

In expression (18), <D;,rs;> (1<i<4) represents the
value of knowledge object in a certain dimension under
Felder’s learning style, D; represents the style type
(D; €{“Sensing-Intuitive,” “Visual-Verbal,” “Active-Reflec-
tive,” “Global-Sequential”}), the value of rs; is —1 or 1. The
value of rs; is generally set up by course teacher or system
manager in light of the matching rules of Figure 3 during the
establishment of curriculum resources.

It can be inferred from expression (16) and expression
(18) that the style matching degree of the learning and
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learning materials is decided by the sum of the numerical
value on the diagonal line of the matrix multiplication of
Learning Style and Resource Style.

The process of inference: tetrad expression (16) and
expression (18) that are defined above are converted into
4 x 1 column matrix and 1 x 4 row matrix, respectively, and

LearningStyle (U, R) = LearningStyle (U) x ResourceStyle (R)

Is,

Is,
= x(rs; rs, rsy rsy)
Is;
Is,
Irs[1,1] Irs[1,2] Irs[1,3] Irs[1,4]
Irs[2,1] Irs[2,2] Irs[2,3] Irs[2,4]
| Irs[3,1] Irs[3,2] Irs[3,3] Irs[3,4]
Irs[4,1] Irs[4,2] lIrs[4,3] Irs[4,4]

(19)

In expression 19, LearningSt yle (U, R) is the product of
two matrixes and a fourth-order matrix. A greater sum of the
numerical value of the diagonal line signifies the higher
matching degree between the learning and learning re-
sources. This value can be achieved from

LearningStyle(U,R) = (Is; —C) x rs; + (Is, = C) x rs,
+ (Is; = C) xrsy + (Is, — C) x rs,.
(20)

In expression (20), Cis a constant, and it is the median of
the data range of Is;(Is; €[0, 1]).

4. Simulation Experiment and Discussion

4.1. Simulation Experiment Design. With the purpose of
examining the validity of the research achievement, a user
characteristic model is constructed based on UML modeling
standard and XML + SQL Server database technology after
the analysis and organization of the user characteristic
model for personalized ALS. And then, NET Framework
environmental development is utilized on this basis to
implement the prototype of ALS. The development language
mainly utilizes C#, C, VBScript, JavaScript, SQL query
language, etc. In terms of the function of system imple-
mentation, the current ALS can provide different functions
to students and teachers. It can not only satisfy the demands
of general classroom teaching but also support students’
online personalized and independent learning. When a
student user logs in the system, he or she can select courses
online, study courses, browse resources, submit assignment,
take online tests, etc. When a teacher user logs in the system,
he or she can examine and verify students who are selecting
courses, manage curriculum resources, correct assignments,
etc. Figure 4 suggests the effect of course learning page when
a student user utilizes the mobile phone to log in the system.
[29].

With the purpose of examining whether ALS can dy-
namically recommend personalized learning materials in
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accordance with the user characteristic model, an attempt is
made to design and implement a series of experiments.
Before the experiment, 30 students were randomly selected
from two classes of educational technology major in our
school as experimental samples. And then, these students are
randomly divided into two groups, namely, T1 group (ex-
perimental group) and T2 group (control group). Mean-
while, account number and password are distributed to all
the students in Group T1. During the implementation of the
experiments, students in Group T1 and Group T2 are

arranged in the same computer network classroom. Students
in Group T1 are required to log in the personalized ALS that
is developed in this research through the previously given
account and password, and students in Group T2 are re-
quired to access ALS system directly through the computer
browser without logging into the account. The learning
contents for the two groups of students are the second
chapter (operator and expression) of Programming in C.
And, the students are required to learn all the knowledge
points in the appointed chapter within 90 minutes, and take
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FiGure 8: Distribution of test result in groups T1 and group T2.

an online test afterwards. During the learning, individual
students’ learning pages are captured in the two groups,
respectively, to examine whether the system can recommend
appropriate learning resources in accordance with students’
demand for personalized learning. Please see the effect from
Figures 5 and 6. After the experiments, all the learning
records in the system database are collected to form a sample
dataset. And then, the sample data are organized and
analyzed.

4.2. Experiment Result Analysis and Discussion. With the
comparison and analysis of the above experiments, it can be
found that the contents of different students’ learning re-
sources in the ALS system are not the same, and all the
learning resources can be browsed by clicking the button
“All Resources” during the learning. After the students
logged in ALS, there is no such button as “All Resources” in
Figure 6, and the system presents the same learning re-
sources to each student. This is because students in Group T1
are registered users, so that ALS could recommend per-
sonalized resources in accordance with the user character-
istic model; on the contrary, students in Group T2 are not
registered, and ALS cannot recommend personalized re-
sources because it could not have access to the user char-
acteristic model. Thus, it can be preliminarily judged that
ALS developed in this research has the function of per-
sonalized recommendation to a certain extent. With the
purpose of further analyzing the effect of ALS recommen-
dation, the sample data collected from the experiments are
organized and analyzed. And then, the effect of ALS rec-
ommendation is analyzed through two-dimension indexes,
namely, learning length and test result. Please see the
analysis result from Figures 7 and 8.

Figure 7 shows the distribution of students’ online
learning length in Group T1 and Group T2. This figure
suggests that the time of learning is mainly between 70 and
90 mins, and the distribution track of T1 is generally below
T2, which preliminarily suggests that students in T1 spend
shorter time, while students in T2 spend longer time. Fig-
ure 8 suggests the distribution of test result in Group T1 and

Group T2. This figure shows that the test result of the two
groups is mainly between 70 and 90, and the distribution
track of T1 is generally above T2, which preliminarily
suggests that students in T1 have better academic perfor-
mance. Therefore, we believe that the reason why T1 group
students generally get higher test scores is that they have
used the ALS system, which also shows that the system has
better personalized recommendation effect. With the pur-
pose of analyzing whether there is a difference between the
two groups in the distribution learning length and test result
more scientifically and accurately, SPSS is conducted in ¢-test
analysis. Please see the result from Table 2.

Table 2 shows that the average learning time of T1 and T2
is 78.27 and 82.87 respectively, which suggests that students
in T1 spend shorter time than students in T2 on average. The
standard deviation (Std. deviation) of learning time of the
two groups is 6.995 and 5.012, which indicates that students
in T2 group have relatively long concentrated performance
in learning time. The significance Sig. (2-tailed) of the av-
erage time is 0.049 (less than 0.05), which suggests that there
is a difference between T1 and T2 in the length of learning
time. In addition, it is found through the comparison of the
test result that the average score of TI and T2 is 82.67 and
79.83, respectively, which demonstrates that the average
score of T1 is higher than the average score of T2. The
standard deviation (Std. deviation) of test score of the two
groups is 5.960 and 8.205, which indicates that students in T1
group have relatively high scores in the test results. The
significance Sig. (2-tailed) of the average score is 0.046 (less
than 0.05), which demonstrates that there is a difference
between T1 and T2 in the test result. Thus, it can be inferred
from Table 2 that the quality and efficiency of learning in T1
is superior to T2.

Hence, Figures 7 and 8 and Table 2 are considered
comprehensively, and a conclusion is reached. The per-
sonalized ALS that is developed in this research manifests a
satisfying function of recommendation, and it can recom-
mend relatively ideal personalized learning resources in
accordance with user characteristic model, which can ef-
fectively enhance learner’s learning quality and efficiency to
a certain extent. Based on the inference, this can be mainly
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TaBLE 2: T sample test analysis result.

Group statistics

t-test for equality of means

Group N Mean Std. deviation Std. error. mean t Sig. (2-tailed)
. 1 15 78.27 6.995 1.806
Time T2 15 82.87 5.012 1.294 -2.083 0.049
1 15 82.67 5.960 1.539
Score 2 15 79.83 8.205 2118 2.088 0.046

attributed to the fact that ALS can analyze the current
learner’s demand in accordance with the user characteristic
model and recommend personalized learning resources
accordingly, which is conducive to learner’s efficient and
high-quality online learning.

5. Conclusions

With the purpose of implementing the effect of intelligent
and personalized recommendation in accordance with user’s
different demands via ALS, many domestic and overseas
scholars have conducted a great deal of theoretical and
practical research and yielded substantial achievements.
However, the current research on ALS is still in the ex-
ploratory stage, and there are a lot of fields that need to be
further studied. In consideration of this, this paper intends
to specifically analyze learners’ traits through several di-
mensions, such as basic information, interest and prefer-
ence, cognitive level, and learning style, and construct a user
characteristic model on this basis. It is found through the
research that user’s demand for learning resources can be
calculated through the excavation of behavior records based
on the multi-dimensional modeling of learner user, through
which a personalized recommendation mechanism for the
learning system can be realized. In the end, an attempt is
made to design and develop a prototype of the personalized
ALS to test and verify the recommendation effect. And then,
a series of experiments are implemented. It is suggested by
the result of the experiments that ALS, which is developed,
based on user characteristic model, manifests satisfying
effect in recommendation, and it can dynamically recom-
mend appropriate learning resources in accordance with
learners’ personalized demand, which can effectively en-
hance learners’ learning quality and efficiency to a certain
extent.
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Based on the mode of manufacturers dominating in the forward supply chain and retailers dominating in the backward supply
chain, a hybrid leading closed-loop supply chain structure with different two-way dominance is constructed to study the ad-
vantages and disadvantages of supply chain decision-making under logistics self-supporting and logistics outsourcing modes.
Stackelberg game theory is used to solve the equilibrium solution and optimal profit of the forward and backward supply chains
under different logistics modes. On this basis, the profits of manufacturers and retailers in the forward and backward closed-loop
supply chains are compared, and finally, the conclusion is verified by numerical examples. The influence of different logistics
modes on pricing decisions of manufacturers and retailers is studied based on the dual-agent hybrid dominant supply chain
model, and then, the logistics mode selection of manufacturers and retailers under different conditions of forward dominant body

and backward dominant body.

1. Introduction

When the whole world begins to gradually enter the post-
industrial era, it is urgent to reduce environmental pollution
and improve the efficiency of resource utilization. Therefore,
the government proposes to strongly support enterprises to
recycle waste products for remanufacturing. Compared with
traditional supply chain systems, the recycling and rema-
nufacturing closed-loop supply chain has a complex
structure, and dominant enterprises, recycling channels, and
logistics services have a cross-impact on the selection of
closed-loop supply chain mode. Based on the reproduction
capacity or recycling capacity, the closed-loop supply chain
is mostly dominated by manufacturers or retailers [1]. The
closed-loop supply chain dominated by different players
needs support from different recycling channels and decides
whether to adopt logistics outsourcing [2]. Savaskan and
Wassenhove [3] studied the closed-loop supply chain with
different recycling channels established by manufacturers,
sellers, and third parties in charge of recycling, respectively,
and the results showed that sellers in charge of recycling

were more effective than manufacturers and third parties.
Han [4] and Gao et al. [5] studied three recovery channel
strategies of retailer recovery, manufacturer recovery, and
third-party recovery in the closed-loop supply chain dom-
inated by sellers. Gong [6] designed four supply chain modes
based on the cross-combination of manufacturer- or seller-
dominant mode and recovery mode and then analyzed the
relationship between sales price, sales volume, recovery rate,
and profit under different modes to determine the stability of
the four supply chains. Meanwhile, the above dominant
modes combine logistics self-supporting or outsourcing to
form a new combination, and its stability is evaluated
through the total profit of the supply chain [7]. Zhang et al.
[8] proposed that enterprises in the forward and backward
processes of the closed-loop supply chain had different
concerns, so the dominant enterprises in the supply chain
should choose different logistics strategies to achieve the
stability of the supply chain.

The cross-combination of different dominant modes,
recovery modes, and logistics strategies forms closed-loop
supply chains with different structures. The structure of the
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closed-loop supply chain affects supply chain pricing, main
income (profit distribution), and supply chain stability and
ultimately influences the choice of supply chain model.
Karakayali et al. [9] studied the pricing service decision of
the backward supply chain from the perspective of the power
structure of different channels. Ma et al. [10] studied the two
closed-loop supply chains with or without government
subsidies and explored the benefits that consumers obtained
from them. Gao et al. [11] studied the product pricing and
member enterprises’ profit distribution in the closed-loop
supply chain under three situations: manufacturers’ domi-
nance, retailers’ dominance, and manufacturers and re-
tailers’ rights, and believed that retailers’ profits were the
largest rights when they dominated, and under the condition
of equal rights, this was most favorable for consumers, and at
this time, the product sales price was the lowest. Liu and Liu
[12] analyzed the dual-channel closed-loop supply chain
system in which the original manufacturers and the third-
party remanufacturing coexisted, analyzed the differential
pricing methods of new products and remanufactured
products by using the game model, and then obtained the
best pricing strategies under different modes. Sun et al. [13]
constructed a closed-loop supply chain structure of three
recycling channels based on the influence of sales quantity
and recycling price. Based on the closed-loop supply chain
structure with double sales and double recovery as two
competitive channels, Lin and Cao [14] explored the pricing
strategy model of the closed-loop supply chain with man-
ufacturers and retailers as the dominant players. Xie [15]
believed that revenue sharing contract could provide sup-
port for supply chain cooperation and proposed that for-
ward sales revenue and backward recovery revenue should
be distributed simultaneously based on contract theory,
which would help maximize the profits of both in the closed-
loop supply chain system cooperated by a single manu-
facturer and single retailer. Ding and Ma [16] conducted a
comparative analysis on pricing decisions and benefits of the
two closed-loop supply chain models in which suppliers
chose to participate in parts recycling and remanufacturing
under the situation of supplier dominance. Xu et al. [17]
analyzed the dual-channel supply chain model and obtained
several management suggestions on delivery lead time de-
cision-making. Matsui [18] used an observable delay game
framework in noncooperative game theory to analyze
pricing decisions in dual-channel supply chains. By mod-
eling the demand function of the two channels as a linear
function of the retail price and direct price, when manu-
facturers should set their direct price and wholesale price in
the dual-channel supply chain was revealed. Batarfi et al. [19]
extended the two-channel supply chain to a setup where
standard and customized products were sold through re-
tailers and online channels, respectively. The paper took
demand as a linear function of sales price, quoted delivery
time, and product difference and determined the best
business strategy to maximize the total profit of the system.
Besides, they also studied the impact of dual-channel
strategy on supply chain performance when inventory costs
were incorporated into the system. Meng et al. [20] used
Stackelberg game theory to establish a dual-channel green

Computational Intelligence and Neuroscience

supply chain model of consumers’ green preference and
channel preference. The research results show that the
higher the consumer’s green preference or the lower the
offline channel preference, the greater the demand for green
products. Zhang et al. [21] studied the dynamic pricing
strategy problem of a dual-channel supply chain composed
of manufacturers and retailers under consumers’ green
preferences. The research structure shows that the market
demand is concave with the selling price, and when the
selling price is equal to the reference price, the market
demand reaches the maximum value, so the manufacturer
should strategically decide to change the price in real time
according to the previous period price. Considering con-
sumer product differentiation preferences, Zhang and Zheng
[22] studied the company’s optimal customization strategy
and commodity diversification pricing decisions under both
online and offline channels, as well as the impact of cus-
tomization strategies on company pricing decisions, profits,
and consumer welfare. It is shown that, under unified
pricing, the only factor affecting the customization strategy
of a single-channel company is its cost efficiency, and the
customization strategy is likely to play a strategic role in
correctly guiding consumers’ “total traffic” level.

In conclusion, the closed-loop supply chain structure or
mode is influenced by the dominant enterprises, recycling
channels, logistics services, and other factors [23-25], and
the closed-loop supply chain structure affects the dominant
enterprises’ choice of closed-loop supply mode based on
product pricing, enterprise benefits, and other factors. These
conclusions have reached a consensus in the academic
community, which is also the basis of this study. Existing
studies may have the following shortcomings: (1) most of
them focus on the closed-loop supply chain structure of
single logistics service of logistics self-supporting or logistics
outsourcing, and there are few studies on the selection and
comparison of logistics self-supporting and logistics out-
sourcing services; (2) most of the studies on the closed-loop
supply chain considering logistics services do not reflect the
impact of logistics cost on the selection of recovery channel
and supply chain mode; (3) existing studies are mainly
manufacturer-dominant or retailer-dominant closed-loop
supply chain systems, without distinguishing the leading
enterprises of forward and backward supply chain systems,
but in the actual environment, different dominant enter-
prises lead their respective supply chains; and (4) the re-
search perspective of the closed-loop supply chain mode
selection is relatively single, most of them are based on the
pricing strategy and profit distribution strategy, and there
are few studies on closed-loop supply chain mode selection
from the perspective of logistics mode.

In the current recycling and remanufacturing cycle
system, the forward supply chain is usually still dominated
by manufacturers, while the backward supply chain is
dominated by retailers who control recycling channels
[26, 27]. Based on this, this paper mainly studies the forward
closed-loop supply chain structure dominated by manu-
facturers and the backward closed-loop supply chain
structure dominated by retailers. Based on the profit dis-
tribution mechanism, this paper discusses the logistics mode
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selection of manufacturers and retailers in the mixed
dominant closed-loop supply chain. The research framework
is as follows: Section 2 analyzes the closed-loop supply chain
model and puts forward basic assumptions. In Section 3, the
game model of the closed-loop supply chain model is
constructed and the equilibrium solution is obtained. Sec-
tion 4 is a comparative analysis of the closed-loop supply
chain under different logistics modes. In Section 5, nu-
merical examples are used to verify the research results.

2. Model Assumption

Based on a single sales channel and a single recycling
channel, this paper studies the more reasonable logistics
mode selection in the closed-loop supply chain. In the
forward supply chain, the manufacturer sells the product to
retailers, who then provide the product for consumers. In
the backward supply chain, recycling retailers recycle the
waste products and finally deliver them to the manufacturer
for remanufacturing. In the whole closed-loop supply chain
process, logistics outsourcing is mainly provided by the
third-party logistics enterprises or self-supporting logistics
mode. The closed-loop supply chain structure under dif-
ferent logistics modes studied in this paper is shown in
Figure 1.

In Figure 1, the manufacturer acts as the front end of the
forward supply chain and the end of the reverse supply
chain, the consumer market and the recycling market belong
to the intermediate links, and the retailer acts as the channel
of the forward supply chain and the reverse supply chain.
The logistics circulation link between manufacturers and
retailers in Figure 1(a) relies on the logistics team of the core
enterprise in the supply chain; the logistics circulation link
between manufacturers and retailers in Figure 1(b) relies on
the third party outside the supply chain. Different logistics
operation modes have a great impact on the decision-
making of the entire supply chain. On this basis, this paper
will further explore which decision-making scheme should
be selected by supply chain enterprises under different lo-
gistics operation modes to make the overall supply chain
operation optimal:

(1) The closed-loop supply chain studied in this paper is
composed of a single manufacturer, a single retailer,
and a single third-party logistics service provider (if
logistics outsourcing is selected); it only considers a
circulated closed-loop supply chain constituted by
single manufacturing, sales forward supply chain
and single recovery, and remanufacturing reverse
supply chain.

(2) As retailers and manufacturers have different sta-
tuses in the closed-loop supply chain, core enter-
prises are usually the leading party in the supply
chain. Therefore, this paper sets two situations:
manufacturers dominate in a forward supply chain,
and retailers dominate in a backward supply chain;
retailers dominate in a forward supply chain, and
manufacturers dominate in a backward supply
chain.

(3) Assuming that the demand of the consumer market is
determined, the market demand is a linear subtraction
function of demand price. Q = « — ffp,, where « is the
maximum possible demand of the market, i.e., the
market size, and >0 is the price sensitivity coeffi-
cient; the quantity of recycled products is Q, and the
expression is Q = k + ph,, where k (k > 0) represents
the number of products recycled by consumers’ en-
vironmental awareness [28].

(4) When the closed-loop supply chain chooses self-
supporting logistics, its unit logistics cost is 6. Based
on the scale efficiency and professional operation of
outsourcing logistics, the forward and backward unit
logistics costs of third-party logistics service pro-
viders are s8(0<s<1), respectively, and
s0< p;<0,s0< p;<0.

(5) As dominant enterprises are at the core of the closed-
loop supply chain and have decision-making power,
logistics costs are borne by subordinate enterprises in
both the forward and backward supply chains.
Whether the manufacturer dominates the supply
chain or the retailer dominates the supply chain,
manufacturers, retailers, and third-party logistics
service providers (under logistics outsourcing) in the
supply chain will choose decisions that are in line
with their own interests.

According to the above assumptions, the profits of
manufacturers, retailers, and third-party logistics service
providers under the logistics outsourcing mode are as
follows:

T = Ty + T = (pm _Cm)Q+(A -—w _p;)é’
= 7y + 7 = (py = $0)Q + (p) — s0)Q, (1)
T =T T T = (Pr ~ Pm _PI)Q+ (w - hr)é

Under the self-supporting logistics mode, the profits of

manufacturers and retailers are as follows:
Ty = Ty + Ty :(pm_cm)Q+(A_w_6)a (2)
M, =M+, = (pr —Pm— e)Q + ((U - hr)a

3. Model Building

3.1. Game Model and Equilibrium Solution of Logistics
Outsourcing Closed-Loop Supply Chain

3.1.1. Forward Supply Chain Game Equilibrium Dominated
by Manufacturers (MO)

max,, T, = (pm - Cm)Q’ (3)
s.t.max,m, = (p, - s0)Q, (4)
s.t. max, . = (pr = Pm— PZ)Q (5)

Based on the reverse solving method of Stackelberg
game, in the forward supply chain system dominated by
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F1Gure 1: (a) Closed-loop supply chain structure under the logistics self-supporting mode. (b) Closed-loop supply chain structure under the

logistics outsourcing mode.

manufacturers, first of all, manufacturers predict market
demand and then determine their production plan and
wholesale price. Secondly, the third-party logistics service
providers determine the price of logistics services according
to product transportation scale. Finally, sellers determine the
product’s sales price according to the wholesale and logistics
service price. Therefore, it is easy to get the following
statement (see Table 1 for equilibrium solutions).

Proposition 1. Under the logistics outsourcing mode, when
the forward supply chain reaches game equilibrium under the
leadership of the manufacturer, the wholesale price of the
manufacturer, the sales price of the retailer, the service price of
the third-party logistics service provider, the market demand,
the manufacturer’s profit, the retailer’s profit, and the logistics
service provider’s profit are as follows:

_a+fc,, — BsO
P
o= a+ 3ﬁiZ—/36m,
_ 7a+ s + Bc,
pr_ 8/3 4
a — 3s6 - fc,,
Q=" ©

_ (a=psO—pc,,)”
ml 16p ’

_ (a—ps6-pc,)’
m 64p ’

_ (a=ps0 - fc,.)’
T A

Proof. The reverse solution is carried out according to
Stackelberg game theory. The retailer’s decision should be
optimized first. Because d*r,,/dp? = -2 <0, the first-order
condition dm,,/dp, =0 is the retailer’s optimal decision.
Thus, according to dn, /dp, =0, p,(pP1) =0+
BPm + Bpi/2B. After substituting p, (p,,, p;) into (4), the
first-order condition is p;(p,,) = & — Bp,, + PsO/2p. After
substituting p; (p,,,) into Pr (P> P1)> p, (p,) =3a+
PP +Ps0/4f  can  be  obtained, and  then
pr =7a+ Bs0+ fBc, /88 and p; = o+ 3Bs0 — B¢, /4f. After
substituting p,,, p,» p; into (3), (4), and (5), the profits of
manufacturers, third-party logistics service providers, and
retailers can be obtained as follows: m,,; = (o — ffs0-
Be,)?16B,  my = (a—BsO—fc,)*/32B, and 7, = (a-
BsO — Bc,,)?164P.

The first-order derivative of the optimal price to the
logistics cost 6 is conducted to obtain the following results:
0p,,/00 = —(s/2) <0, Op;/08 = (3s/4)>0, and 0Jp,/00 =
(s/8)>0. This shows that the optimal prices p;and
p, increase as the logistic cost 6 increases and decrease as the
logistic cost 6 increases. According to dQ/06 = —(f3s/8) <0,
it can be known that Q increases with the increase of logistics
cost 6. In addition, we also know 07, /00 = — (s/8) (&« — Ss0—
Bc,,),0m,,/00 = —(s/32) (& — Bs0 — fBc,,,), and  Om, /00 =
—(s/16) (a — Bs6 — fc,,). As a—pPs6—fc,, >0, it can be
known that orm,,,/00,0m,,/00, and Om; /00 are less than 0.
This indicates optimal profits 7,,;,7,,, and 7;; decrease as the
logistics cost 0 increases. Besides, the trend of change of p,,,,
P P Q, 7,1, 7,1, and 7y, is related to the value of S, which is
caused by logistics outsourcing.

According to Proposition 1, it can be found that, in the
forward supply chain, when the logistics cost S of the third-
party logistics service provider is high, the wholesale price of
the manufacturer will decrease, the price of the retailer will
increase, and the product demand will decrease. This is
because in the forward supply chain, the manufacturer isin a
dominant position, and retailers of affiliate companies need
to bear the cost of logistics. To let retailers gain profit
margins, the manufacturer will lower wholesale prices. At



Computational Intelligence and Neuroscience

TaBLE 1: Equilibrium solutions of closed-loop supply chain under different logistics modes.

Logistics outsourcing

Logistics self-supporting

MO RO MI RI
Q a—fsd-fBc,/8 — o — 30— Bc,,/4 —
Q — k +yA —ys0/8 k+yA - y0/4 k+yA -y0/4
T, (a - Bs6O - Bc,,)? /168 (k +yA - ys0)*/64y (a— O - PBc,)*I8p (k +yA - y0)*/16y
7, Lot (k + yA — ys6)*/16y (a - B0 — Bc,,)* 1168 (k + yA — y6)*/8y
M 7(0‘435362;;&'")2 (k+yA - y59)2/32y — —

the same time, retailers will increase retail prices and transfer
costs to consumers in order to deal with high logistics costs,
which will produce a vicious cycle. Therefore, consumers
will buy fewer products, resulting in a lower quantity of
product demand. Finally, the profits of the manufacturers
and retailers will decrease. Thus, manufacturers and retailers
need to strengthen cooperation with third-party logistics
service providers to reduce logistics costs as much as possible
and gain more profits. O

3.1.2. Backward Retailer-Dominated Supply Chain Game
Equilibrium (RO)

max;, 7,, = (@ - h,)Q (7)
s.t. maxy 7, (p - s0)Q (8)
s.t. max, 7, = (A - w - p))Q. 9)

Based on the reverse solving method of the Stackelberg
game, in a backward retailer-dominated supply chain
system, the seller first determines the recycling price
according to the recycling amount of waste products. Then,
the third-party logistics service providers determine the
price of logistics according to the number of waste prod-
ucts. Finally, the manufacturer determines the transfer
price according to the recycling price and service price.
Meanwhile, when the manufacturer brings recycled
products to the market at the same wholesale price, it is easy
to get the following proposition (see Table 1 for equilibrium
solutions).

Proposition 2. Under the logistics outsourcing mode, when
the backward supply chain reaches game equilibrium under
the dominance of retailers, the manufacturer’s transfer price,
retailers’ recovery price, third-party logistics service pro-
viders’ service price, market demand, manufacturer’s profit,
retailers’ profit, and logistics service providers’ profit are as
follows:

-3k + 5yA — 5ys0
= 3K+ 5y~ 5ys

>

8y
L _ ~T7k +yA - ys0
r 8]/ >
, k+3ys0 + yA
pl:T’
— k+yA-ysO
Q=11

8 (10)
. _ (k+yA - ys6)’
m2 64)/ >
__ (k+yA—ys)’
r2— 16)/ >

(k +yA — ysB)*

”lzz—y Y -

32y

Proof. The reverse solution is carried out according to
Stackelberg game theory, and unit expected revenue of the
retailer is set as f, then w = h, + f. w = h, + f is substituted
into (9). The first step is to make the manufacturer’s decision
optimal, because d*7,,,/dw* = —21 <0, as the first order is 0,
w(f,p) =-k+yf+yA—ypi2y. After  substituting
w(f,ppinto w=h,+ f.h,(f,p) =~k =yf +yA-ypy2y
can be obtained, and then it is substituted into (8),
Pi(f) =k—yf+yA+ysh/2ycan be obtained by the first-
order condition. Substituting p;(f) and k, (f, p;) into (7),
p,(p,) =3+ Bp,, + Ps0/4B can be obtained. Substituting
p,(p,,) into (9), the first-order condition is 0, and then
f =k+yA-ys6/2y, S0 w = =3k + 5yA — 5ys6/8y,
h, = —7k + yA — ys0/8y, and p;=k+ 3ys6+yA/dy. By



substituting w, h,, p; into (7), (8), and (9), the profits of
manufacturers, third-party logistics service providers, and
retailers can be obtained: 7,, = (k + pA — ys6)*/64y,
iy = (k+yA —ys0)*/32y, and 7,, = (k + pA — ys0)*/16y.

The first-order derivative of the optimal price to the
logistics cost 6 can be obtained: dw/d0 = —(5s/8) <0,
0p;/06 = 3s/4>0, and 0h,/00 = —(s/8) <0. This indicates
that the optimal price p; increases with the increase of lo-
gistics cost 0, while w and h,decrease with the increase of
logistics cost 6. From the equation 0Q/00 = —(ys/8) <0, it
can be seen that Q increases with the increase of logistics cost
0. Besides, 0m,,/00 = —(s/32)(k + yA - ys0), 0m,,/00 =
—(s/8) (k + yA — ys6), and 0m,/08 = —(s/16) (k + yA — ys6).
As k+yA - ys0> 0, 9rm,,,/00, 0m,,/00, and 0m,/00 are less
than 0. This indicates that the optimal profits 7,,,,7,,, and
n,decrease as the logistics cost 6 increases, while the var-
iation tendency of w, h,, Q, 7,,,, 7,5, and 7, is related to S,
which is correlated with logistics outsourcing.

According to Proposition 2, it can be found that, in the
backward supply chain, the larger the logistics cost(S) is, the
larger the transfer price of the manufacturer is, and the
higher the recycling price of the retailer is, but the lower the
number of recycled waste products will be. This is because
the backward supply chain is dominated by retailers and the
manufacturers bear the cost of logistics outsourcing; to
obtain certain profits from remanufacturing, manufacturers
reduce the transfer price. At this time, the profits obtained by
the manufacturers from retailers will also reduce, thus
resulting in a declined recycling price and eventually leading
to a decline in enterprises’ profits. Therefore, backward
recycling channels also need to take corresponding measures
to reduce logistics costs. O

3.2. Game Model and Equilibrium Solution of Logistics Self-
Supporting Closed-Loop Supply Chain

3.2.1. Forward Supply Chain Game Equilibrium Dominated
by Manufacturers (MI)

max, 7,; = (P~ Cn)Q (11)

s.t. max, 7, = (p, = p, — 0)Q. (12)

According to the reverse solution method of the
Stackelberg game, in the forward manufacturer-dominated
supply chain system, the manufacturer first predicts the
market demand to determine its production plan and
wholesale price, and the seller decides the sales price of the
product according to the wholesale price; thus, the following
proposition can be easily obtained (see Table 1 for equi-
librium solutions).

Proposition 3. Under the logistics self-supporting mode,
when the forward supply chain reaches game equilibrium
under the leadership of the manufacturer, the wholesale price
of the manufacturer, the selling price of the retailer, the
market demand, the manufacturer’s profit, and the retailer’s
profit are as follows:
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Proof. According to the reverse solution, the first order of
(12) is 0, so p, (p,,) = & + Bp,,/2B. Substituting p, (p,,) into
(11), as the first order is 0, p,, = a + fic,, — $6/2f3, and then
p, =3a+fc,, +p0/48, Q=a-pfc, -p0/4, m,, = (a-
Be,, — B0)*/8pB, and 7,, = (« - fc,, — f6)*/16p.

The first-order derivative of the optimal price to the
logistics cost 6 can be obtained: dp,,/00 = —(1/2) <0,
0p,/00 = (1/4) > 0. This indicates that the optimal price
p,increases with the increase of logistics cost 6, while
pdecreases with the increase of logistics cost 6. From
0Q/00 = —(5/4) <0, it can be seen that Q decreases with the
increase of logistics cost 6. Besides, 07, /00 = —(1/4)
(o —pO-pc,)and 0m, /00 = —(1/8)(a— BO—fc,,). As
a - f30 - Bc,, > 0, both 0r,,,/00 and 0m,,/00 are less than 0,
which indicates that the optimal profits 7,,, and 7,,decrease
as the logistics cost 6 increases.

According to Proposition 3, it can be found that, in the
forward supply chain, when the logistics cost is higher, the
wholesale price and sale price will rise, and the demand of
the market can also be reduced accordingly, eventually
resulting in a decrease of profits of retailers and manufac-
turers. Therefore, enterprises must consider the impact of
logistics cost on their operation when carrying out self-
supporting logistics and then use various management
techniques and methods to reduce logistics cost. O

3.2.2. Backward Retailer-Dominated Supply Chain Game
Equilibrium (RI)

maxy, 7,, = (0 - h,)Q, (14)

s.t. max, 7, = (A — w - 60)Q. (15)

According to the reverse solution method of the
Stackelberg game, in the backward retailer-dominated
supply chain system, the retailer firstly determines the
recycling price according to the recycling amount of waste
products, and the manufacturer determines the transfer
price according to the recycling price, and then the man-
ufacturer flows the recycled products into the market at the
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same wholesale price; thus, the following proposition can be
easily obtained (see Table 1 for equilibrium solutions).

Proposition 4. Under the self-supporting logistics mode,
when the backward supply chain achieves game equilibrium
under the dominance of retailers, the manufacturer’s transfer
price, retailer’s recovery price, market demand, manufac-
turer’s profit, and retailer’s profit are as follows:
w=—k-3y0+3yA/4y, h,=-3k+yA-y0/4y, Q=k+
yA —y6/4, m,, = (k+yA-y0)*/16y, and m,= (k+7y
A - y0)*/8y.

Proof. Reverse solving, assume that the unit revenue ex-
pected by the retailer is f, then h, = w — f. Then, it is
substituted into Equation (152), and according to the
condition that the first order is 0, w(f) =-k+yf -0+
pA/2y and h, (f) = -k —yf + yA — y6/2y can be obtained.
After substitutingh, ( f) into (14), f = k + YA — y0/2r can be
obtained. So, w = =k — 390 + 3yA/4y, h, = =3k+ yA - y0/4y,
Q=k+yA-y0/4, (k +yA - y0)* /16y, and
7, = (k+yA - y6)*/8y.

The first-order derivative of the optimal price to the
logistics cost 0 is obtained: Ow/d0 = —(3/4) <0,
0h,/00 = —(1/4) <0. This indicates that the optimal prices
wand h, decrease as the logistics cost 0 increases. From
0Q/00 = —(y/4) <0, it can be seen that Q increases as the
logistics cost 6 increases. Besides, the following equations
can be obtained: 0m,,/00 =—-(1/8)(k+yA—-y8) and
0m,,/00 = —(1/4) (k + yA — y0). As k + yA — y8> 0, it can be
known that om,,/00 and 0m,,/00 are less than 0, which
indicates that the optimal profits 7,,, and 7,, decrease as the
logistics cost 6 increases.

According to Proposition 4, it can be found that, in the
backward supply chain, when the transfer price and recy-
cling amount of waste products are smaller, the profit of
enterprises will decrease with the increase of logistics cost.
Therefore, in the logistics self-supporting closed-loop supply
chain, manufacturers and distributors should strengthen
cooperation to reduce logistics costs. Meanwhile, the higher
the cost saving of remanufacturing is, the larger the transfer
price and recovery price will be, and the greater the recycling
amount will be. Therefore, the manufacturers of recycling
and reprocessing should improve the technical level and
increase the cost saving of remanufacturing to improve their
profits. (]

T2 =

4. Comparative Analysis of Closed-Loop Supply
Chain under Different Logistics Modes

From the perspective of social and economic value, selecting
an appropriate logistics mode can improve the profits of the
closed-loop supply chain. For the convenience of description
and expression, in this paper, H, T, H, and T are introduced
as replacement variables to compare the profits of manu-
facturers and retailers based on different logistics services.
H=a-Bs8-pc,,,T=k+y(A-s8), H=a-p0-pc,,
and T=k+yp(A-6). As0<s<1, H>H and T>T. Then,
the following conclusions are drawn.

Conclusion 1. In the forward supply chain, when H/H >2,
the product demand of the market under logistics out-
sourcing is greater than that under self-supporting logistics;
when 1 < H/H < 2, the product demand of the market under
the logistics self-supporting mode is greater than that under
the logistics outsourcing mode. In the backward supply
chain, when T/T >2, the product demand of the market
under the logistics outsourcing mode is greater than that
under the self-supporting logistics mode; when 1 < T/T <2,
the product demand of the market under the self-supporting
logistics mode is greater than that under the logistics out-
sourcing mode.

Proof. As QMO - QM = H/8 — H/4, when QMO >QM[
H/H >2. On the contrary, when QY% <QM! H/H <2, and
H>H, then 1<H/H, so 1<H/H<2. Similarly,
—=RO <RI RO _ =RI =

Q -Q =T/8-T/4, when Q >Q , T/T>2 and
Q<" 1<1/T<2. O
Conclusion 2. In the forward supply chain, when
1 <H/H < /2, the profits of manufacturers and retailers
when they choose self-supporting logistics are greater than
those when they choose outsourcing logistics; when
V2<H/H <2, the manufacturer chooses logistics out-
sourcing, whose profit is greater than that of logistics self-
supporting, while the retailer chooses logistics self-sup-
porting, whose profit is higher than that of logistics out-
sourcing. When H/H >2, the profits of manufacturers and
retailers choosing logistics outsourcing are greater than
those choosing logistics self-operating.

Proof. As MO — gMI = H2/16ﬁ H /8B, mMO— Ml =

ml rl
H?%/64f - ﬁ2/16[3 when MO > 7ML H/H > /2, and when
MO >7MI H/H>2. On the contrary, when 7P <Ml

nfj0<ngff, 1<H/H<+V2and 1<H/H<2 (H>H). O

Conclusion 3. In the backward supply chain, when
1 < T/T < /2, the profits of manufacturers and retailers when
they choose self-supporting logistics are greater than those
when they choose outsourcing logistics. When V2 < T/T <2,
the profit of the manufacturer when choosing self-supporting
logistics is greater than that when choosing logistics out-
sourcing, but the retailer has a high profit when choosing
logistics outsourcing. When T/T >2, the profit of manufac-
turers and retailers under the logistics outsourcing mode is
greater than that under the logistics self-supporting mode.

Proof. As mRQ — nRl = T2/64B - T~ /16B, mR0 — 7Rl = T?/
16 — T /8, when 789 > 7Rl T/T > 2, and when 0 > 7Rl,
T/T >+/2. On the contrary, when 79 <Rl 7RO < 7Rl
1<T/T<2and 1<T/T <2 (T=T). O

5. Numerical Simulation

The logistics mode of the closed-loop supply chain is affected
by sales market scale a, recycling market base amount k,
consumer price sensitive coefficients f and p, and
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FIGURE 2: (a) Profit comparison between manufacturers and retailers in the reverse supply chain under different logistics modes (s = 0.8). (b)
Profit comparison between manufacturers and retailers in the reverse supply chain under different logistics modes (s = 0.8). (c) Comparison
of total profit of the closed-loop supply chain under different logistics modes (s=0.8).

outsourcing logistics cost ratio s, but the fundamental
starting point of choosing logistics outsourcing or self-
supporting is to reduce logistics cost 6 and thereby improve
the profits of enterprises. Therefore, this paper starts from
the perspective of logistics cost 6, and the decision-making of
the closed-loop supply chain is explored based on the
proportion s of self-operated logistics and outsourcing lo-
gistics costs. The optimal equilibrium solutions under dif-
terent closed-loop supply chain modes are obtained through
numerical simulation, and then the analysis and comparison
are carried out.

To simplify the model and facilitate the analysis, the
corresponding parameters are assigned as follows: the
marginal cost per unit of the manufacturer’s production is
¢,, =8 and the marginal cost per unit of manufacturer
remanufacturing is c,, = 2, so the cost saved by remanu-
facturing is A= c,, — c,, = 6, a = 100, k = 20, f = 0.5, y = 1,

Q=100 -0.5p,, and Q = 20 + h,. In this paper, the values
when s=0.8, s=05, and s=0.2 are selected and the
analysis results are shown in Figures 2-4.

It can be seen from Figures 2(a), 3(a), and 4(a) that, in
the forward closed-loop supply chain, as the logistics cost 8
increases, the profits of manufacturers and retailers under
different logistics modes will gradually decrease. When the
logistics cost is very low, the profits of manufacturers and
retailers when selecting the logistics outsourcing mode are
lower than those when selecting the logistics self-sup-
porting mode, and manufacturers and retailers are more
willing to accept the self-supporting logistics mode.
However, as the logistics cost 0 rises, although the profits of
manufacturers and retailers choosing logistics outsourcing
and logistics self-supporting modes all decline, the decline
speed of the profits under the logistics outsourcing mode is
far less than that under the logistics self-supporting mode,
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Profit comparison between manufacturers and retailers in the reverse supply chain under different logistics modes (s = 0.5). (c) Comparison
of total profit of the closed-loop supply chain under different logistics modes (s=0.5).

which means that when the logistics cost is very high, the
advantages of logistics outsourcing are very outstanding, so
at this time, it is better to choose logistics outsourcing.
Similarly, in the backward supply chain, according to
Figures 2(b), 3(b), and 4(b), it can be known that, under
different values of s, when the logistics cost rises slowly, the
economic benefits of logistics outsourcing become more
obvious, and enterprises are more willing to choose the
outsourcing logistics mode.

This is consistent with the reality. Generally, supply
chain companies are in the period of business growth. Due to
the small business volume, the logistics and transportation of
goods between manufacturers and retailers will choose the
self-operated logistics mode, which is highly flexible and
convenient. However, as the business volume of the en-
terprise increases, the circulation pressure borne by the own
logistics team increases, the original logistics investment

cannot meet the existing business volume, and the logistics
cost will continue to rise. At this time, logistics outsourcing
can effectively relieve the operating pressure of enterprises.
At the same time, allowing a professional logistics team to
operate will improve efficiency, which can effectively reduce
logistics costs and achieve a win-win situation.

According to Figures 2(c), 3(c), and 4(c), it can be found
that the total profit of the closed-loop supply chain decreases
with the increase of logistics cost, which is consistent with
the willingness of enterprises to reduce logistics cost vig-
orously in reality. In the comparison of logistics outsourcing
and logistics self-supporting, it can be found when the lo-
gistics cost is low, the total profit of the closed-loop supply
chain when selecting logistics outsourcing is far lower than
that when selecting logistics self-supporting, which suggests
that, under the low logistics cost, logistics outsourcing
cannot bring enough profits to enterprises in the supply
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chain, and on the contrary, self-supporting logistics can
make enterprises gain more profits. As can be seen from the
straight downward trend in the figure, when the logistics
cost is high enough, no matter what the value of s is, the
profit of logistics outsourcing will gradually exceed that of
self-supporting logistics, and at this time, the profession-
alism and scale of logistics outsourcing will be reflected.
As a whole, at different levels of s, with the increase of
logistics cost 6, both the forward product demand and the
reverse backward product recovery will decrease when the
logistics cost increases, regardless of the self-supporting
logistics mode or the logistics outsourcing mode. This is
because logistics cost, as the main component of enterprise
circulation (including recycling) cost, directly affects
products’ sales (recycling) price, thus further influencing the

profits of enterprises. The high cost of self-supporting lo-
gistics will increase the burden of manufacturing enterprises
or retail enterprises, which will lead to enterprises preferring
the logistics outsourcing mode.

For the overall closed-loop supply chain, the level of
logistics costs will affect the total profit of the overall supply
chain. Pursuing the maximization of the overall profit of the
closed-loop supply chain, it is necessary to take into account
the profits of each subject in the closed-loop supply chain. At
this time, how to control the logistics cost becomes an ef-
fective way to expand the profit. When the logistics cost is
low, choosing the self-operated logistics mode is beneficial to
reducing the total cost of the closed-loop supply chain,
thereby increasing the profit of the closed-loop supply chain.
Scale and specialization improve the efficiency of the overall
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closed-loop supply chain, which can also achieve the goal of
reducing costs and increasing efficiency in the closed-loop
supply chain.

6. Conclusion

In this paper, a closed-loop supply chain structure of a single
manufacturer and retailer was constructed, in which the
forward supply chain is dominated by the manufacturer,
while the backward supply chain is dominated by the seller.
By considering logistics outsourcing and logistics self-sup-
porting modes simultaneously, the impact of choosing a
logistics mode for the supply chain under a hybrid dominant
mode on the pricing decisions of manufacturers and retailers
was studied. Based on the analysis of market demand,
recycling volume, and profits of manufacturers and retailers
under the two logistics modes, which logistics mode was
more reasonable under different leading enterprises in the
forward and backward supply chains was analyzed, and
numerical simulation was used to verify the conclusions. The
conclusions are as follows:

(1) Decision-making when market demand and recov-
ery volume are the largest: In the forward supply
chain link, when H/H >2, logistics outsourcing is
superior to logistics self-supporting; when
1 < H/H <2, logistics self-supporting is better than
logistics outsourcing decision. In the backward
supply chain, when T/T > 2, logistics outsourcing is
superior to logistics self-supporting; when
1 <T/T <2, logistics self-supporting is better than
logistics outsourcing.

(2) Manufacturer’s optimal decision: In the forward
supply chain, when 1 < H /H < /2, the manufacturer
had a higher profit when choosing a self-supporting
logistics strategy; when H/H > /2, the manufacturer
had a higher profit when choosing logistics out-
sourcing. In the backward supply chain, the man-
ufacturer had a higher profit when choosing the
logistics outsourcing mode; when 1<T/T <2, the
manufacturer had a higher profit when choosing the
logistics self-supporting mode.

(3) Retailer’s optimal decision: In the forward supply
chain, when 1< H/H <2, the manufacturer had a
higher profit when choosing a self-supporting lo-
gistics strategy; when H/H > 2, the manufacturer had
a higher profit when choosing logistics outsourcing.
In the backward supply chain, when T/T > /2, the
manufacturer had a higher profit when choosing the
logistics outsourcing mode; when 1<T/T < /2, the
manufacturer had a higher profit when choosing the
logistics self-supporting mode.

As the decision-making of the forward supply chain
and backward supply chain is dominated by different
enterprises, the forward supply chain and backward supply
chain can be seen as two separate supply chains. The
decision is made according to the optimal combination,
and the closed-loop supply chain eventually formed can be

11

a closed-loop supply chain outsourcing and whole self-
supporting, which also can be said to make the forward
supply chain outsourcing and the backward supply chain
self-supporting, and the principle is to maximize corporate
profits.

Future research can be carried out from the following
perspectives: on the one hand, the decision-making problem
of the closed-loop supply chain under uncertain market
demand should be studied, and at the same time, the choice
mode of logistics mode under two-way and dual-channel,
namely, two-way sales channel and two-way recovery
channel, should be further studied; on the other hand, the
closed-loop supply chain constructed by a single manu-
facturer and a single retailer should be extended to a
competitive closed-loop supply chain constituted by mul-
tiple manufacturers and multiple retailers, and carrying out
an in-depth study on this type of supply chain decision-
making will have stronger theoretical and practical
significance.
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Due to the combined influence of complex engineering geological conditions and environmental factors from agricultural
mountainous areas, the evolution of slope deformation is complicated and nonlinear. Support vector machine (SVM) technology
could effectively solve the technical problems of small sample, high dimension, and nonlinear, so it is applied to data mining of the
measured slope displacement and the prediction and analysis of the slope deformation trend. In order to avoid blindness of
human choice of SVM parameters and to improve the prediction accuracy and generalization ability of the model, an ACO-SVM
model is built by adopting an improved ant colony algorithm (ACO) to optimize parameters in association with the rolling
forecasting method of displacement time series. The model was applied to two engineering examples. The research results showed
that the ACO-SVM model was correct with high accuracy. The ACO-SVM model had higher accuracy of prediction and stronger
generalization ability than optimizing SVM based on the genetic algorithm or particle swarm optimization. The forecasting results

were more reasonable. It has certain engineering application values for slope deformation prediction.

1. Introduction

Landslides are one of the most harmful natural disasters in
the world and pose a serious threat to human beings and
society. Monitoring and early warning of the slope dis-
placement is the main technical means to avoid this hazard
[1]. According to the displacement monitoring data, the
future evolution and regular development trend of the slope
will be predicted. It is of great significance to grasp the slope
deformation law for engineering management in the future.
At present, the prediction methods of displacement of time
series mainly include time series analysis, grey system, ar-
tificial neural network, support vector machine (SVM), and
various combinations of prediction methods [2]. In all
methods, time series analysis is difficult to determine the
parameter of an autocorrelation coefficient r, a partial
correlation coefficient g, and reasonable identification to the
model. The grey system is mainly suitable for the time series
of exponentials, and the prediction results often have large
errors for complex nonlinear slope displacement series [3].

An artificial neural network is based on the heuristic al-
gorithm, and its disadvantage is that there is no complete
theoretical basis. When the number of samples is limited, it
is difficult to guarantee the accuracy, while when there are
many learning samples, it is easy to fall into the dimension
disaster, and the generalization ability of the algorithm is not
high. A support vector machine (SVM) based on the
principle of structural risk minimization has strong gen-
eralization ability and effectively solves problems such as
small sample, high dimension, and nonlinear. SVM can
realize adaptive decomposition according to the data scale
and obtain the displacement of the trend term, periodic
term, and random term by setting a static component, which
has the advantages of high decomposition precision, strong
robustness, and clear physical meaning.

One of the outstanding problems of SVM is that it is
difficult to determine the parameters of penalty parameter C
and kernel function y and the accuracy of SVM is directly
related to the ability of model prediction and generalization.
Previous studies have conducted a lot of research on the


mailto:chenjuan3@sxgkd.edu.cn
https://orcid.org/0000-0003-0119-4751
https://orcid.org/0000-0002-9142-8218
https://orcid.org/0000-0002-3308-2941
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/2519035

optimization of SVM model parameters, mainly involving
metaheuristic algorithms, such as the simulation of the living
habits of the American monarch butterfly, and the monarch
butterfly optimization (MBO) [4] migration operator biased to
local search. A slime mould algorithm (SMA) [5] was proposed
based on the oscillating predation behavior of slime mould
individuals. Proposed by Al-Attar Ali Mohamed in 2016, a moth
swarm algorithm (MSA) [6] was designed inspired by the photo
taxis and flight patterns of moths. Hunger games search (HGS)
[6] based on animal hunger-driven activities and behavior was
proposed. The Runge-Kutta method (RUN) is a high-precision
single-step algorithm widely used in engineering. Kok Meng of
Malaysia proposed the swarm predation algorithm (CPA) [6] in
2020, inspired by how carnivorous plants adapt to harsh en-
vironments such as insect hunting and pollination. The weighted
mean of vectors algorithm (INFO) is a new intelligent opti-
mization algorithm proposed in 2022, which achieves optimi-
zation through different weighted average rules of vectors.
Harris hawks optimization (HHO) [7] is a swarm optimization
algorithm proposed by Heidari in 2019, which simulates the
predation behavior of Harris hawks. Ant colony optimization
(ACO) is a new method to simulate biological evolution and has
the advantages of parallel computing, positive feedback
searching, and good adaptability [8]. The feature parameter
dimension of parameter data in an SVM model is higher. In
order to avoid “dimension disaster,” overfitting phenomenon,
and improve the classification accuracy and efficiency of the
model, feature selection is necessary. Feature selection is es-
sentially a combinatorial optimization problem, so an ACO
algorithm can be used to reduce dimension.

In this paper, the improved ant colony optimization
algorithm is proposed on the basis of existing research, and
support vector machine (SVM) technology is used to op-
timize the prediction model so as to reduce the blindness of
model parameter selection. This technique is applied to slope
monitoring, displacement training and learning, and rolling
prediction of displacement change time sequences [9]. In
this paper, several commonly used algorithms and the
improved ACO-SVM are applied to slope treatment tech-
nology, and the efficiency of the algorithm is analysed and
compared; in the end, the superiority of the improved ACO-
SVM is verified. The specific research work includes the
following three aspects: (1) monitoring the changes of
horizontal displacement data of slope of a hydropower
station and determining monitoring parameters; (2) based
on the improved ACO-SVM algorithm model, the slope
stability is analysed; (3) the slope displacement is predicted
and analysed based on the improved algorithm model. The
improved ACO-SVM model has higher prediction accuracy,
stronger generalization ability, and more reasonable pre-
diction results, which has certain engineering application
values in slope deformation prediction.

2. Materials and Methods

2.1. Research Status of Slope Deformation. In recent years,
slope deformation accidents caused by engineering con-
struction, earthquakes, and rainfall have occurred in many
places in China. Many scholars in the world have
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performed relevant work. For example, a GM (1, 1) model
was successfully applied to the north slope of a tunnel by
using the grey system model for beneficial exploration
[10]. Combining the relevant scientific knowledge with
traditional grey theory, the unbiased grey fuzzy Markov
prediction model is constructed and applied to the slope
displacement prediction of a mine. The least-squares
support vector machine and radial basis kernel function
were used to train and predict slope data, and the optimal
model parameters were found by a quantum particle
swarm optimization algorithm [11].The results show that
the prediction accuracy is improved. Numerical simula-
tion and slope stability analysis were used to evaluate and
predict the high slope stability of tailings. The Gaussian
kernel function and polynomial kernel function were
combined to construct the mixed kernel function, and the
particle swarm optimization algorithm was applied to find
the best parameters of the least-squares support vector
machine [12]. Finally, the PSO-LSSVM model of the slope
displacement sequence was established, and it was applied
to the left bank slope data of a hydropower station [13].
After the slope stability parameters were determined, the
limit equilibrium method and discrete element numerical
simulation were adopted to analyse the stability and
failure mode of the open-pit mine slope [14, 15]. Con-
sidering six influencing factors of the research object, the
slope stability of an open-pit mine could be judged and
calculated by gene expression. Tan et al. proposed a new
method to measure slope stability, which is to calculate the
permanent displacement of slope by the stiffness reduc-
tion method [16].

It can be seen that there are many factors affecting slope
deformation, and some models have to take many factors
into account in slope prediction, which undoubtedly in-
creases the difficulty of slope deformation prediction [17].

2.2. Support Vector Machine Regression Prediction Model.
SVM is a small sample intelligent learning algorithm pro-
posed by Vapnik based on statistical theory. This algorithm
uses kernel snapping from transforming the known space to
higher dimensional space through nonlinear mapping so
that the samples of higher dimensional space could be
linearly separable [3].

For the regression problem, let the training sample set be
expressed as {(x; y)|x;€Ry I=1, 2, ..., n}, x; is the d-di-
mensional vector of input, y; is the output value, R is the set
space of all real numbers, and 7 is the number of samples.
Make nonlinear mapping: R;— H, where is a high-di-
mensional feature mapping and H is a high-dimensional
feature space, and we construct the optimal decision
function in this feature space, the formula is as follows:

y(x) = wo(x;) + b, (1)

In the formula, w is the weight vector in an H space and b
is the offset term. The fitting error and the insensitive
function ¢ are considered, and the relaxation factors and are
introduced to minimize the objective function (2) of the
error.
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(60 8) = g +CY (6 +E). (2)

In formula (2), C is the penalty parameter and (C > 0) is
the sample penalty beyond e. The constraint condition of
formula (2) is as follows:

yi—wep(x;)-b<gi+e
we(x)+b-y<e+i], (3)
§>0,&>0.

Aiming at the convex quadratic optimization problem,
the Lagrange function is introduced for partial differentia-
tion so as to obtain the dual form of the optimization target
and the maximization function.

* 1 - * *
Wea') = =5 3 (o= a)) (o = ) ()
1,j=
(4)

n

+3 (a3 e

i1
The constraint condition is as follows:

n

i 1* =0,
;(cx +al) 5)

0<a;a; <C.

In formula (5), « and a* are Lagrange multipliers. In the
dual problem, the optimization of the objective function
only involves the inner product operation between training
samples (x; y;), so the inner product operation is actually
carried out in higher dimensions. This operation can be
realized by using the functions in the original space.
According to functional theory, as long as a kernel function
K (x; y;) satisfies the Mercer condition, it will correspond to
the inner product of the spatial transformation. SVM
constructed by different kernel functions is different
[18].The key point of SVM classification lies in the con-
struction and selection of kernel functions. Appropriate
kernel functions can effectively solve the problem of di-
mension disasters in a high-dimensional space and reduce
the complexity of calculation in a high-dimensional space.
There are four kernel functions commonly used in SVM:
linear kernel function, polynomial kernel function, RBF
kernel function, and sigmoid kernel function. When the
ACO-SVM model is used, the accuracy of parameter se-
lection and the classification time are taken as the effective
indexes to evaluate the parameter model. In order to make
the results more close to its real performance, a grid opti-
mization method and cross validation of ten-fold are
adopted. It can be found from Figure 1 that the ACO-SVM
model has the highest efficiency when an RBF kernel
function is adopted, and no matter which kernel function is
adopted, its accuracy is improved compared with SVM
classification directly. Specifically, when linear, polynomial,
RBF, and sigmoid kernel functions are adopted, accuracy
increases by 1.6%, 3.34%, 2.5%, and 2.5%, respectively. As

can be seen from Table 1, in terms of selection efficiency, no
matter which kernel function is used, the classification ef-
ficiency of the ACO-SVM model is significantly improved
compared with that of direct selection, indicating that the
ACO-SVM selection model is very effective for slope dis-
placement prediction. Its expression is as follows:

K(x,7,) = exp(~pfsi -5, ) ©

Then, formula (4) can be converted to the following
formula, which is expressed as follows:

W(a,a") = —% i]z:l (o; — oci*)(ocj - (x;f)K(xpxj)

(7)
+ Z(“i - o)y - Z(“z‘ - )e,
i=1 i=1

w=Y" (a;—af)e(x;), and solving the convex quadratic
programming problem to nonlinear mapping is represented
by the following formula:

n

y(x) =) (o - af )K(x;x;) +b. (8)

i=1

From (5) and (6), it can be seen that the parameters in
penalty functions C and K(x;*x;) kernel functions in
support vector machines have great influence on the gen-
eralization ability and calculation efficiency of the algorithm.
Generally, it is blind and inefficient to determine two pa-
rameters manually. Based on the situation, the paper uses the
ant colony algorithm (ACO) to search for parameters to find
the optimal support vector machine parameters [14].

2.3. Continuous Domain’s Ant Colony Algorithm. The ant
colony algorithm (ACO) is a new intelligent optimization
algorithm proposed by Italian scholar Dorigo in the early
1990s [19]. The algorithm was first used to solve the dis-
creteness optimization problem. The optimization of sup-
port vector machine parameters is to solve the problem of
continuous domains. In this paper, the ant colony algorithm
is improved by optimizing parameters of continuous do-
main model, and the model parameters of the continuous
domain are optimized. The key factors of the ant colony
algorithm are the movement rule and pheromone update.
The ant colony searches for positive feedback of volatile
accumulation of pheromone and selects the optimal path
[20].

Suppose the objective function of the continuous field is
as follows:

{ min Q = f(x),x = (x1,%,,---, Xp),

. y (9)

X, <xp<xp30=1,2,---,D.

In the formula, xu/b and x1/b are the upper and lower

limits of the independent variable x; and D is the number

of independent variables. The search optimization steps for

formula (9) by using the ant colony algorithm are as
follows:
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FiGure 1: Comparison of model selection accuracy with four different kernel functions.

TaBLE 1: Comparison of model classification efficiency using four
different kernel functions.

. . Time (s)
Classification model . ] ) )
Linear Polynomial ~RBF  Sigmoid
SVM 183.39 148.22 170.48  159.21
ACO-SVM 7.37 7.6 7.17 7.01

(1) Ant colony initialization. The ant colony size is set as
N, the number of cycles is K, and the ant colony is
randomly distributed in the optimization space [21].
As the starting point for each ant to search, the
continuous domain is discretized into a number of
intervals, and the length matrix of each variable
quantum interval is expressed as formula:

u

1
Len(b) = xb;]xb (10)

According to the current location situation of ants
and different types of optimization goals, we make
sure the initial pheromone concentration vector T (i)
of the ant i is as follows:

T (i) = exp(—f (x;)). (11)

In formula (11), x; = xi/1,xi/2,---,xil§j,---,xi/D,
i=1,2,---,N, N is the initial position of the ant i.
From formula (10), it can be known that the target
function value f(x;) is smaller, and more phero-
mones are left by the position x; of the ant i.

(2) Movement rules of ant colony: When all ants
complete searching, they will start the next searching
according to the corresponding movement rules. In
the paper, the dynamic global selection factor and the
dynamic volatile factor are introduced to improve
the global searching ability [22].

The basic rules of searching: After the ant colony
completes a cycle, one ant will find the optimal
solution of the cycle, namely, the head ant, and its
position is x leader. The other ants in the next cycle
will use the head ant position as the target for

transfer searching, which is called global search. The
leader with the optimal solution is randomly
searched in the neighbourhood to obtain a better
solution, which is called local searching [23]. The
transfer probability of the ant i at the position
x;(i=1,2, ..., N, i#leader) to the position x4, Of
the head ant is P(i):

_exp (T (leader) — T (i)

P) exp (T (leader)) (12

In formula (12), (leader) is a t pheromone con-
centration of the first ant’s location and 7(i) is a
pheromone concentration of the location of the ant i.

In the global searching, the selection factor of the
dynamic global Py is introduced into the step size
transferred from the ant i to the optimal solution
position X, q4.,- The specific expression is

- { (1 - A)xi + A’Xleaderp(i) < PO’ (13)

x; +rand(-1,1) x LenP (i) = P,,.

The local searching is a random searching in the
Xleader Neighborhood of the ant leader. Let the new
search location be Xy, If Xicpy, is better than xjeger
we replace Xjq,g., With X, Otherwise, we keep the
original location. In order to obtain the optimal
solution of later fine searching, the step size is in-
troduced to update a parameter w, so the searching
step size decreases with the increase of iteration
times.

Specifically, it is expressed as follows:
Xtemp > T (leader) < T (temp),
Xleader =

(14)
Xleader> else.

In formula (14), 7(temp) is a pheromone concen-
tration of the ant location xp,,.

Xjeader + W X step,rand (1) < 0.5,
xtemp = (15)

Xjeader — W X step, else,
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In formula (15), step = 0.1 x rand(D, N, K) is the local
search step size, and the w step size updating rule is
as follows:

k
min)E' (16)

w:wmax_(wmax_w
In formula (16), w,,,, and w,;, are the initial setting
values, generally w,;, €(0.2, 0.8) and w,,,, €(1.2,
1.4); k is an iteration number of the current ant
colony; K is the maximum iteration number of the
ant colony.

(3) Pheromone updating rules. In the completion of
global searching and local searching, ants will update
the pheromone 7(i) of the location of the ant i. The
pheromone updating rules can be expressed as
follows:

T (i) = (1 - p)T (i) + AT (i). (17)

In formula (17), AT (i) is a pheromone increment
and AT (i) = exp (- f (x;)). p is a pheromone vola-
tilization factor (p €(0,1)) and, and the dynamic
change is first small and then large with the number
of iterations. The reason is to expand the global
searching capability in the early stage and accelerate
the convergence rate in the later stage.

2.4. Slope Displacement Prediction. The comprehensive
prediction model of the slope displacement needs to
consider emphatically:(1) how to choose the influencing
factors of the slope displacement and the corresponding
relationship between them and the slope displacement; (2)
how to realize the time series decomposition of the slope
displacement and whether the decomposition quantity has
physical significance; (3) construction of an efficient and
reliable slope displacement prediction model [24]. The
combination of three methods can effectively improve the
accuracy of slope displacement prediction. In order to
obtain the random term of the slope displacement, the
commonly used methods include empirical mode de-
composition (EMD), ensemble empirical mode decom-
position (EEMD), and wavelet analysis. However, their
decomposition components are usually more than five, and
the physical meaning represented by each component is
difficult to understand [25]. To solve the above problems,
SVM is used to extract the displacement component of
slope random terms. SVM can achieve adaptive decom-
position according to the data scale and obtain the dis-
placement of the trend term, periodic term, and random
term by setting the modal component, which has the ad-
vantages of high decomposition accuracy, strong robust-
ness, and clear physical meaning. Therefore, SVM can be
combined with time sequence analysis to achieve effective
extraction of a random term displacement. In this process,
the optimal decomposition parameters can be further
determined by introducing an ACO algorithm. The double
exponential smoothing (DES) method was used to predict
the trend term displacement [26]. As a special weighted

moving average method, DES is more suitable for the
prediction of time series with a certain trend. Its charac-
teristic is that the weight of the latest data is higher than
that of early data, and the factor of this weight decreases
exponentially with aging of data, taking into account the
timeliness of landslide displacement data.

The abovementioned ant colony algorithm is used to
optimize the parameter searching in the kernel functions of
penalty functions C and K (x;,x;) in the support vector
machine [27]. First, the objective function is determined as
follows:

min f (C,y) =

(18)

Ce [Cmin’cmax]’y = [ymin’ Ymax]

In formula (18), z; is the measured displacement of its
sample and z; is a predictive value for samples. In formula
(8), n is the total number of training samples. Due to the
monitoring displacement, {x1, x,,. . ., X} is a time series, and
its phase space is reconstructed to find the i+ p time dis-
placement sequence value and the sequence value (x;, x;4;
.Xi4p-1) at the previous p months, namely, x;.,=g(x;
Xi+1-Xirp—1)- P is the number of historical steps, and g is the
nonlinear mapping function. According to SVM theory, the
nonlinear relation of displacement time series can be de-
scribed as follows:

n-p
2('xm-%—n) = Z ((Xi - (Xl*) - K(xnﬁ—n’ xi+p) +b. (19)

i=1

In formula (19), z(x,,,,) represents the predicted dis-
placement at time m+n; x,,,, represents the measured
displacement time series value x at p moments before time
Mm+n Xpn= (xm+n—p) Xm+n—p+1> - + - Xman—1); Xitp represents
the measured displacement time series value x;,, = (x;, Xi41
-+ Xixp—1) at p moments before the (i + p) moment. It should
be noted that the predicted value is used as the training and
learning sample of the next prediction. After all, the pre-
dicted value is not measured and has a certain range of
application. In the actual engineering process, the prediction
model can be updated in real time with the acquisition of the
monitoring value [16]. In the algorithm model, ACO op-
timizes the parameters in SVM. The main idea is to search
for the smallest set of parameters by defining a set of pa-
rameters (C, y) in the domain as the position vector of ants
so that the predicted value can be closer to the monitored
value. The specific steps are as follows:

An ACO-SVM prediction model was built based on the
deep learning toolbox framework of MATLAB2020a soft-
ware and completed on the computer with Intel Core
15-9400F CPU and 16G RAM.

(1) According to the monitored displacement data, the
historical step size p and the predicted step size m are
normalized, learning samples and test samples are
established, and the dataset is normalized by min-
max.



(2) We set the initialization of the system, including ant
colony size N, cycle iteration times K, the value range
of the parameter C and y to be optimized, the number
of steps, and the location of the ant. Each position
value corresponds to a set of parameters (C, y).

(3) The optimization support vector machine (SVM)
learning prediction model is established based on the
theory in Section 2 of this paper, and the corre-
sponding objective function of each ant individual is
calculated, as shown in formula (18). Global
searching and local searching are conducted, and
pheromones are updated to determine the optimal
solution.

(4) First, we determine the appropriate number of it-
erations through multiple iterations and then judge
whether the value of the objective function meets the
conditions. If the conditions are met, the optimi-
zation is finished, and the optimal parameters C and
y are output. Otherwise, we return to step (3).

(5) The optimized parameters C and y are used to es-
tablish a support vector machine (SVM) prediction
model to carry out rolling prediction of displacement
time series and fulfil engineering prediction
requirements.

The process of optimization ACO-SVM for prediction of
the slope displacement is shown in Figure 2.

2.5. Model Evaluation Index. The coefficient of determina-
tion (R?) and the root mean square error (RMSE) are often
used to evaluate the performance of slope displacement
prediction models. Therefore, the performance of the pre-
diction model is analysed based on these indicators, which
are defined as follows:

Zf\il (ye - J7t)2 ,
Zi\; (ye - i)z

R*=1-

(20)

(21)

In formula (20) and (21), t denotes the time, N denotes
the predicted time, y,denotes the actual observed value of
the landslide displacement, ¥, denotes the predicted value of
the landslide displacement in our model, and y, denotes the
average of the observed values of the displacement in the
predicted time. The value range of RMSE is [0, co], and the
smaller the value , the stronger the model fitting ability. The
value of R* is usually [0, 1], and the larger the value, the
better the surface model fitting degree. When the value of
RMSE is smaller and the value of R” is larger, the prediction
effect of the model is better.

3. Algorithm Application

3.1. Shallow Deformation Prediction of the Left Bank Slope of
the Hydropower Station. In the paper, the improved ant
colony algorithm is used to optimize the support vector
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Normalization processing according to the detection data

I

Input historical and predicted steps
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No Y+es

| Update pheromone

Output the optional solution
Output (c.r)

| Establish ACO-SVM prediciton model |

v

| Rolling prediction of displacement time series

End

F1GUrE 2: Flowchart of ACO-SVM optimization for prediction of
the slope displacement.

machine (ACO-SVM) to predict the displacement of the
monitoring displacement sequence of the slope in reference
10. Monitoring data are the orifice displacement of the M4-7
multipoint displacement meter (elevation 1886 m) of the left
bank cable crane platform slope at the exposed part of f42-9
fault[10].

The learning samples are shown in Table 2 to verify the
accuracy of the ACO-SVM prediction model.

In this paper, the improved ACO algorithm is used for
feature selection and combined with the SVM data model,
and comparative simulation experiments are carried out. In
the experimental steps, the history of the selected feature set
is set to 10, the prediction step is set to 1, the maximum
number of iterations is set to 100, and the classification error
rate is taken as the adaptive value of the fitness function. The
performance of the feature selection algorithm is evaluated
by the support vector machine (SVM) classifier (mesh op-
timization method is used to calculate the optimal parameter
values) and the adaptive values obtained by cross-validation.
The lower the adaptive value, the better the performance of
the feature selection algorithm. The relation between the
ACO iteration number and adaptive value is shown in



Computational Intelligence and Neuroscience

TABLE 2: Training data of multipoint extensometer M4-7.

1D Measured value (mm) ID Measured value (mm) 1D Measured value (mm)
1 7.65 11 10.55 21 12.21
2 8.04 12 10.70 22 12.26
3 8.28 13 10.83 23 12.18
4 8.66 14 10.83 24 12.53
5 9.04 15 11.34 25 12.56
6 9.38 16 11.20 26 12.70
7 9.93 17 11.44 27 12.72
8 10.04 18 11.35 28 12.85
9 10.15 19 11.59 29 12.88
10 10.34 20 11.71 30 13.11

Figure 3. The optimal result is 0.025, and the earliest algebra
value of the optimal result is 39. In order to reduce the
computational overhead without significantly reducing the
optimization effect, it is appropriate to set the maximum
iteration number to 50. By calculating the evaluation indexes
R? and RMSE of the SVM data model, the prediction result
of the periodic displacement can be obtained. With the
increase of the training set data, the prediction accuracy of
the model is also improved. For periodic datasets, ACO-
SVM can achieve the best effect for random datasets. The
model parameters (C, y) obtained by the ACO optimization
method proposed in this paper are 20.305 and 2.514, re-
spectively. The prediction results of the ACO-SVM model
are shown in Table 3. Compared with the prediction results
of the improved SVM (hybrid kernel least-squares support
vector machine) in literature [14], the accuracy of the ACO-
SVM prediction is better than that of the improved SVM
except for a few points. The maximum relative error of the
ACO-SVM prediction is 2.23%, less than 3.19% of the
improved SVM, which proves the correctness of the ACO-
SVM prediction model proposed in the paper.

3.2. Prediction Grey Model for the Slope Displacement in the
Hydropower Station. The first-level hydropower project of
HuaGuangTan is located in the middle and lower reaches of the
Juxi River, Lin’an city, Zhejiang province. The first-level plant is
located on the right bank of Juxi, and the overall flow direction
of the nearby rivers is 120°~130". The slope behind the plant was
fully developed, and the gully direction is 40°~50°, which is
nearly orthogonal to the Juxi River. The upper and lower
reaches of the workshop have a cutting depth of 50~70m,
forming a long and narrow ridge facing the air and spreading in
the northeast direction. The surface of the slope body is qua-
ternary colluvial deposit, the middle part is the broken rock
body with strong unloading action, and the lower part is fresh
Jurassic fused tuff. During the heavy rainfall from May to June
2018, subsidence and external bulge occurred in 250 raceways of
the plant area, and multiple tensile cracks were found in the
middle and upper part of the slope body during a subsequent
supplementary survey. In order to grasp the law and devel-
opment trend of slope deformation, a safety monitoring system
for slope deformation was established. In the established slope
surface observation system, a total of 14 surface displacement
observation points are arranged, and the number of displace-
ment observation points is 1# to 14# according to elevation.
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FiGURE 3: Performance evaluation of the ACO feature selection
algorithm.

In the paper, the horizontal displacement data of
measuring point 7# on the direction of the main slide are
selected to predict and analyse the slope deformation.
Through trial calculation, the optimal historical step p is 4,
the predicted step m is 1, the ant colony size is 200, the total
number of iterations is 50, and the optimal objective
function value is f< 1 x 107°. 30 displacement timing series
monitored from the measuring point 7#, 2019-01-20 to 2019-
08-11 (as shown in Table 4) were constructed into 26
training samples, and the next 10 displacement timing series
were predicted with a time interval. The new prediction
value was added to the training sample, the first training
sample was deleted and the number of samples was kept
unchanged, then the next prediction was performed, and so
on.

Using ACO-SVM model research on the monitoring
data in Table 3 for training and prediction analysis, at the
same time in order to compare the accuracy of the models
respectively, the traditional SVM, GA to optimize SVM and
PSO to optimize SVM to forecast the monitoring data
analysis and comparison of model parameter optimization
(C, y) is shown in Table 5, and the corresponding prediction
results are shown in Table 6.

According to Table 5, it can be seen that most of the
prediction results of the ACO-SVM model are better than
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TaBLE 3: Comparison of prediction results among different models for extensometer M4-7.
Predicted value (mm) Relative error (%)

ID Measured value/mm

SVM Improved SVM ACO-SVM SVM Improved SVM ACO-SVM
31 12.83 13.27 13.02 13.01 3.40 1.45 1.41
32 13.01 13.30 13.05 13.00 2.20 0.55 0.57
33 12.76 13.27 12.99 12.91 4.03 1.79 1.17
34 12.86 13.30 13.06 12.99 3.42 1.56 1.02
35 13.14 12.50 12.72 12.74 4.91 3.19 2.23
36 13.13 12.66 12.96 12.94 3.62 1.40 1.47
37 13.01 13.28 13.01 12.92 2.09 0.73 0.72

TaBLE 4: Horizontal resultant displacement of monitoring point 7#.

Date Measured values (mm) Date Measured values (mm) Date Measured values (mm)
2019-01-20 10.06 2019-03-31 14.01 2019-06-09 16.27
2019-01-27 10.34 2019-04-07 13.83 2019-06-16 16.52
2019-02-03 10.62 2019-04-14 15.42 2019-06-23 16.28
2019-02-10 10.90 2019-04-21 15.75 2019-06-30 16.63
2019-02-17 11.73 2019-04-28 15.53 2019-07-07 17.50
2019-02-24 12.55 2019-05-05 16.01 2019-07-14 18.18
2019-03-03 13.38 2019-05-12 16.33 2019-07-21 18.24
2019-03-10 13.74 2019-05-19 16.65 2019-07-28 18.21
2019-03-17 13.78 2019-05-26 15.70 2019-08-04 17.68
2019-03-24 14.20 2019-06-02 16.27 2019-08-11 18.22

TaBLE 5: Optimal parameters of different prediction models.
Model name C Y
SVM 128.00 0.001
GA-SVM 99.30 0.005
PSO-SVM 100.00 0.010
ACO-SVM 44.68 2.990

TaBLE 6: Comparison of prediction results among different models for monitoring point 7#.
Predictive value (mm) Relative error (%)%
Date Measured value (mm)
SVM  GA-SVM PSO-SVM ACO-SVM SVM  GA-SVM  PSO-SVM  ACO-SVM

2019-08-18 18.10 18.09 1843 18.51 18.36 0.06 1.86 2.26 1.46
2019-08-25 18.00 18.03  18.49 18.59 18.41 017 2.76 3.30 2.29
2019-09-01 18.30 1801  18.58 18.66 18.50 1.56 1.53 2.00 1.08
2019-09-08 18.45 18.03 1872 18.82 18.61 2.30 1.42 1.96 0.85
2019-09-15 18.84 1801  18.83 18.96 18.71 4.39 0.04 0.64 0.71
2019-09-22 18.79 18.00  18.93 19.08 18.79 419 0.76 1.53 0.01
2019-09-29 18.45 18.00  19.03 19.18 18.88 2.46 3.14 3.96 2.31
2019-10-06 18.89 1799 1912 19.29 18.96 476 1.24 2.09 0.36
2019-10-13 18.85 1798 1921 19.39 19.03 4.61 1.91 2.82 0.96
2019-10-20 18.76 17.98 19.3 19.48 19.11 419 2.84 3.8 1.82

those of the other three prediction models in Figure 4, with
higher prediction accuracy, the maximum relative error is
2.31%, which is smaller than the maximum relative error of
the other three models. The average relative error rate of the
ACO-SVM algorithm is 1.19%, which is obviously lower
than that of the other three algorithms in Figure 5. The
traditional SVM model has high short-term prediction ac-
curacy but weak generalization ability and large prediction
error. The improved ACO-SVM model overcomes the
problems of generalization ability and prediction error. The
generalization ability of the three SVM models using the

optimization algorithm is better than that of the traditional
SVM model.

By comparing the predicted value of the ACO-SVM
model with the measured value in Figure 6, it can be seen
from the change law that the slope displacement changes
little at the later stage, the deformation trend is gentle, and
the displacement tends to converge, which proves that the
slope is relatively stable. The measured value of the slope
displacement at the later stage also verifies that the dis-
placement tends to converge, so the predicted result meets
the actual demand of the project.
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4. Conclusions

It is of great significance for engineering construction and
safe operation to predict the future deformation trend of the
slope based on displacement monitoring data. In view of the
influence of model parameters (C, y) of the support vector
machine (SVM) on prediction accuracy and generalization
ability, in order to avoid the blindness of artificial parameter
selection, the paper proposed the improved ant colony al-
gorithm to optimize SVM, search for optimal parameters,
and apply the model to deformation prediction of slope
engineering examples. It is found that the ACO-SVM model
is able to predict the slope deformation and meet the de-
mand of engineering prediction.

In the prediction of shallow deformation of the left bank
slope of a first-stage hydropower station, the accuracy of the
ACO-SVM model and the hybrid kernel least-squares SVM
model is similar, which is more accurate than the traditional
SVM model, indicating the accuracy of the ACO-SVM
model.

The ACO-SVM model has higher prediction accuracy
and stronger generalization ability than the genetic algo-
rithm and particle swarm optimization to optimize SVM
prediction results.

The comparison between the predicted value of the
improved ACO-SVM model and the measured value shows
that according to its variation law, the slope displacement
changes little in the late stage, the deformation trend is
gentle, and the displacement tends to converge, which
proves that the slope is relatively stable. The measured value
of the slope displacement in the later period also verifies that
the displacement tends to converge, so the predicted results
meet the actual engineering needs.

The ACO-SVM also has some shortcomings. For ex-
ample, the searching time of this algorithm is longer than
that of other optimization algorithms, which is a process of
balancing accuracy and time consumption in optimization
problems, which needs further research.
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To further study the issue of false information classification on social platforms after major emergencies, this study regards
opinion leaders and Internet users as a false-information classification system and constructs three differential game models of
decentralized, centralized, and subsidized decision-making based on optimal control and differential game theory. Comparison
analyses and numerical simulations of optimal equilibrium strategies and the optimal benefit between opinion leaders and
Internet users, the optimal trajectory and the steady-state value of the total volume of real information, and the optimal benefit of
the false information clarification system are carried out. It is found that under centralized decision-making, equilibrium strategy
and total benefit of opinion leaders and Internet users, system total benefit, and total volume of real information can achieve
Pareto optimality. Although subsidized decision-making fails to achieve Pareto optimality, with opinion leaders providing cost
subsidies for Internet users, it is possible to reach relative Pareto improvement compared with decentralized decision-making.

1. Introduction

With the rapid development of the Internet, the public is
now able to quickly learn of, and exchange information
about, major emergencies in some places via social platforms
of new media, such as Facebook, Instagram, Tiktok, and
Weibo. With major emergencies featuring abruptness, the
wildness of dissemination, and high levels of danger [1],
relevant departments find it hard to carry out overall re-
search effectively, therefore failing to release any relevant
information to the public in the first place. This leads to a
lack of accurate and real information about major emer-
gencies from the public view, who are interested in those
emergencies. It is possible that the public, influenced by false
information disseminated on social platforms, becomes
panicked causing severe online cluster behavior or even the
appearance of cluster events, which will obstruct the process
of relevant government departments dealing with major
emergencies and negatively impact social stability and
prosperity. Therefore, to develop countermeasures against
false information of major emergencies on social platforms,

opinion leaders are encouraged to clarify false information
by releasing real information, channeling Internet users’
attention, and advising them to adopt real information. It is
also very important to establish a false-information clarifi-
cation system, so that any panic among Internet users could
be eliminated, and any repeating impact could be reduced.

Academic circles have carried out multi-perspective
research on different clusters’ behavior under the back-
ground of major emergencies. Kang et al. [2] studied the
influence of support provided by e-commerce platforms to
businesses after major emergencies. Wu et al. [3] studied
social influence and public voice after major emergencies
and constructed a public opinion evolution model between
the public and the government by means of information
entropy. Cao et al. [4] studied the influence of extremist
behavior on cluster decision-making and particularly fo-
cused on cluster decision-making under major emergencies.
Din et al. [5] investigated the impact of Internet customers’
behavior on food supply chains. Other scholars carried out
research on major emergencies’ influence on the public; for
example, Akatu et al. [6] studied the public’s negative
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emotions after the COVID-19 pandemic. From the per-
spective of emergencies, Hong et al. [7] proposed that panic
emotions could be disseminated via both the virtual world
and the real world when information is exchanged. Liu [8]
suggested that the quality of information released by social
media is in inverse proportion to the amount of panic be-
havior caused by major emergencies. McElroy et al. [9]
discovered that the level of anxiety caused by major
emergencies is related to an individual’s age, gender, and
health status.

In terms of false-information clarification, Liao and
Wang [10] believed that a timely and effective clarification of
false information could reduce the negative impact of major
emergencies and promote cooperation among the public to
disseminate real information. Hosseini and Zandvakili [11]
held the view that the dissemination of false information
negatively affects the stability of society. Pal and [12] studied
individuals with different levels of risk preference and their
selection of false information or real information. It was
concluded that the individuals were more interested in false
information regardless of the level of their risk preference.
Bordia et al. [13] proposed effectively limiting the dissem-
ination of false information by clarifying it. Buchanan and
Benson [14] found that the dissemination of false infor-
mation was affected by the level of recognition the receiver
had of the disseminator, as well as the receiver’s own risk
preference. Guess et al. [15] believed that the dissemination
of false information affects the public judgment. Vosoughi
et al. [16] found that the scope and speed of the dissemi-
nation of false information are higher than those of real
information. Agarwal et al. [17] thought that after major
emergencies, timely clarification of false information should
be carried out so that its negative impact could be ame-
liorated. Ozturk et al. [18] found that clarification of false
information could effectively control its dissemination.

Differential game theory has been widely applied in
various fields including military science [19], cybernetics
[20], science of management [21], and economics [22]. This
study mainly applies differential game theory to research on
false information clarification systems after major emer-
gencies. Combining classical game theory and cybernetics
theory, differential game theory was first applied in modern
war to deal with optimal control theory between two or
multiple parties. Later, with the improvement of its theo-
retical framework, differential game theory has become a
tool for analyzing different participants’ decision behavior.
Differential game theory was applied by Shchelchkov [23] to
study the issue of chase-and-run among individuals,
Machowska et al. [24] to study the business reputation of
advertisers, Biancardi et al. [25] to study the recovery of
underground water by peasants and water supply institu-
tions, and Garcia-Meza [26] to study the behavior of en-
terprises and workers in the labor market. To summarize,
differential game theory can be regarded as an optimal
control process of the gaming interaction among relevant
stakeholders. Therefore, this study regards opinion leaders
and Internet users involved in social platforms as a false-
information clarification system where false-information
clarification issues after major emergencies could be studied
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based on differential game theory. We believe this work is
innovative.

This study is based on optimal control theory and dif-
ferential game theory, and it sets the post-major-emergency
impact of multiple false information on the public involved
in social platforms as its research object. First of all, three
differential game models are constructed under decentral-
ized decision-making, centralized decision-making, and
subsidized decision-making between opinion leaders and
Internet users; Second, the solution of three differential
game models is obtained, and the optimal equilibrium
strategies and the respective optimal benefit of opinion
leaders and Internet users, the trajectory of the total volume
of real information, and the steady-state value and the
optimal benefit of the false-information clarification system
are analyzed. Finally, a comparative analysis is performed on
the three results, and MATLAB numerical simulation
software is applied to all key parameters so that the validity
of the equilibrium results could be determined. This study
provides a vital theoretical basis and decision-making
references.

2. Problem Description and Basic Assumption

2.1. Problem Description. The research objective is a false-
information clarification system consisting of a single
opinion leader (L) and a single Internet user (U), and the
research is carried out under the differential game per-
spective. After a major emergency begins, many people pay
attention to its relative progress, and due to information
asymmetry, social platforms are flooded with false infor-
mation. Therefore, when false information appears, taking
self-interest into consideration, opinion leaders could attract
Internet users’ attention through investigation and evidence
collection, so as to obtain more traffic and exposure. Internet
users, on the other hand, could have a better sense of
participation and the truth of the event through forwarding
real information more frequently, so more people would be
exposed to it. Benefits are therefore obtained by a sound
information dissemination channel created by posting real
information.

2.2. Model Assumption

Assumption 1. This study assumes that the effort cost for
opinion leaders to release real information is a convex
function of the level of their own effort, with diminishing
marginal utility; the cost of effort for Internet users to forward
real information is a convex function of the level of their own
effort, with diminishing marginal utility. The effort cost for
opinion leaders and Internet users at time ¢ is denoted as
C; (t) and Cy (t), and the equations are as follows:

1
C (1) = E.ULEi (t),
(1)
1
Cy(t) = E.MUEf;(t),
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where y; and y; denote the effort cost coefficients of opinion
leaders and Internet users, respectively, with both coeffi-
cients being greater than zero; and E; (¢) and Ej; (t) denote
the level of effort of opinion leaders and Internet users at
time t, respectively.

Assumption 2. The total volume of real information released
on social platforms changes dynamically with time and effort
of opinion leaders and Internet users. It is noted that in the
real world, some real information fails to reach its expected
effect of clarifying false information due to a lack of dis-
semination. Therefore, it is presumed that the total volume
of real information, R(f), changes with time based on the
following dynamic equation:

{ R(t) = a, E; (t) + ayEy (t) — SR (1),

(2)
R(0) = R, >0,

where «; and a; denote the level of influence of effort by
opinion leaders and Internet users on the volume of real
information; and & denotes real information’s natural dis-
sipation coeflicient, with «, 8, and § being greater than zero.

Assumption 3. Opinion leaders and Internet users could
benefit from traffic brought by real information dissemi-
nation, the amount of which is co-affected by the initial
popularity level of social platforms and the efforts of opinion
leaders and Internet users. A similar liner equation for the
function of Internet traffic is as follows:

F(t) = f +y[AR(t) + BLEL (t) + ByEy (1)], (3)

with f denoting the initial popularity level of social
platforms, y denoting the level of attention received by major
emergencies, A denoting the total volume of real informa-
tion’s influence coefficient on social platforms’ traffic, f;
denoting the effort of opinion leaders’ influence coefficient
on social platforms’ traffic, and f; denoting the effort of
Internet users’ influence coefficient on social platforms’
traffic, with 0 < y <1 and f8; and f3; being greater than zero.
Opinion leaders not only benefit from visitor traffic but also
from Internet users directly.

L

U

Theorem 1. Under the decentralized decision-making of

opinion leaders and Internet users, the equilibrium results are
as follows:

(1) The optimal equilibrium strategy for opinion leaders is:

BV = yr[Aay + (8 + p)B,]
t O+pu,

(6)

Assumption 4. The discount rate, p, of opinion leaders and
Internet users is the same and greater than zero. Behavior
strategy selection of both opinion leaders and Internet users
is on the basis of maximizing their own interest, with no time
limit.

Based on Assumptions 1-4, the objective functions of
opinion leaders and Internet users are as follows:

J. = J:O e Pt [wEy (£) + 1, F(t) — C, (¢)]dt,
0o (4)
Ju = JO e " [, F (1) - Cy (1)]dt,

where wEj; (t) denotes benefits of opinion leaders obtained
directly from Internet users, w denotes direct benefit per unit
gained by opinion leaders from the effort of Internet users,
7, F (t) denotes benefits of opinion leaders obtained from the
traffic of visitors on social platforms, 7; denotes benefits of
marginal traffic of visitors obtained by opinion leaders,
iy F(t) denotes benefits of Internet users obtained from
traffic of visitors on social platforms, and m; denotes
marginal benefits of traffic obtained by Internet users.

All parameters of the models in this study are denoted by
constants that do not vary with time, and the game behavior
happens in any time period with no limitation. To simplify
the writing process, time ¢ will not be listed in the following
paragraphs.

3. Model Construction and Solution

3.1. Decentralized Decision-Making of Opinion Leaders and
Internet Users. Under decentralized decision-making,
opinion leaders and Internet users need to make an inde-
pendent decision based on the principle of maximizing their
own benefits, and the post-game equilibrium strategy is
called the Nash equilibrium strategy. Denoting N as a
decentralized strategy, at this moment, the decision behavior
of opinion leaders and Internet users is as follows:

00 1
max ]2\] = .[o e_Pt{wEU +m f +my[AR+ BLE. + ByEy] - EyLEi]»dt,

(5)

oo 1
max Iy = J-O e pt{”Uf +myy[AR + BLE; + PyEy] - EVUE?J}dt'

(2) The optimal equilibrium strategy for Internet users is:

N* _ YTy [)‘“U +(68 +P)/3U]
Fu = (0 +puy ' @)

(3) The optimal trajectory of the total volume of real
information is:



R =(Ry - RY)e™™ + R,

RN = yoym[Aag + (8 +p)B; ] V“U”U [Aay + (3 + p)By]
s 8(8+p)uy 8(8+ puy

(8)

with R¢ being the steady-state value of real infor-
mation under decentralized decision-making.

(4) The optimal benefit for opinion leaders is:

A”L})RN ”Lf + ”LY my[Aay + (8 +p ﬂU]

Vi (R) =
' S+p = p p(8+p) 'y

ey + @+ )R] | ymyo[hay + (8 +p)y]
2p(8+p)uy P8+ puy

(9)

(5) The optimal benefit for Internet users is:

AﬂUyRN T[Uf ”UY (A“U +(d +P)ﬁu)
d+p P 20 (8 +p)uy

VY (R) =

oy m (A +(8+p)py)”

P8+ u
(10)
(6) The optimal benefit for the system is:
VYN (R =VY (R + V] (R)
Vv (R) = Ay (m + ”U)st\f + [ +my)
d+p P
V my (my + 2m) [Aay + (8 + p)By]”
) 2p(8+p)uy (11)

V my, (7, + 2my) [Aay, + (8 + P)ﬁL]
2p(8+p)py

Y”U“’[/\“U +(0+ P)/5U]
{ p(8+p)uy '

Verification 1. According to optimal control theory, if R>0,
then both VN (R) and VJ(R) satisfy the Hamil-
ton-Jacobi-Bellman (HJB) equation, and both have first and
second derivatives, namely:
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wEy + 7 f + mpy[AR + BLEp + By Ey]
pVi\] (R) = max ,
E, 1 5 N
_El’lLEL +Vy [ Ep + ayEy — 0R]

(12)
my f + gy [AR+ BLE; + By Ey]

N
pVy (R) = H}E?]X 1 ) N
_E‘”UEU +Vy (e Ep + ayEy — 0R]

(13)

To solve Ej, the first derivative of the function on the

right side of equation (12) is taken and set equal to zero,
which gives:

EN = P+ e Vy . (14)
br

To solve Ey, the first derivative of the function on the

right of the equation (13) is taken and set equal to zero,
which gives:

Yy + a4 Vy ' (15)

EN =
v Hu

After inputting equations (14) and (15) in to (12), it is

concluded that:

pVT (R) = (Aﬂw -ovy )R

N
+Vy

+

“L((XLV?] +ﬂL”LV> aU(“UV(I\J] +ﬂU7TUY)
Hr, Hu

’ 2 ’
(“LVQI + ﬁL”LY) w(“UVLZ\]] + ﬁU”UY)
i 2u;, i Hu

+7ry +

L(“LVQJ +/3L7TLY) ﬁu(“UVzI}] +/3U7TUY)
M Hu .

(16)

Inputting equations (14) and (15) in to (13), it is con-

cluded that:

PVY(R) = (lﬂuy - 5V§’,)R

+Vy +

N “L(“LVEI +/5L7TLY) “U(“UVLAJ[ +ﬂU”UY)
Hr Hu

, 2
(“UVLI\II + ﬁUﬂUy)

+ny f - 2
U

+

L("‘LVILV +/3L7TLY) ﬁU(“UVi\/] +/5U”UY)
+71Y .
Hr Hu

(17)
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From the structural characteristics of equations (16) and
(17), the linear optimal value function for R is the solution of
the HJB equation. Therefore, it is assumed that the analytic
equations of V¥ (R) and V}J (R) for Rare:

VY (R) = a\R + a,, (18)

VD (R) = bR +b,, (19)

with a3, a,, by, and b, being undetermined coefficients. It
is further concluded from equations (18) and (19) that:

VY (R) = a,, (20)

VY (R) = b,. (21)

Equations (18)-(21) are inputted into equations (16) and
(17). Using the method of undetermined coefficients, the
values of a;, a,, by, and b, could be obtained:

Ay
a, = o+p’ (22)
a, = mf + ”LYZ”U [Aay + (8 +P)ﬁU]2
p p(8+p)Yuy
Y[y + 8+ p)p ]’ (23)
2p(8+p) 'y
LWTU‘U[M‘U + (8 +p)By]
p(3+puy ’
Amyy
b, =9t
1 8 +p (24)
p, = ™S, o [ay + O+ )y’
p 2p(8+p) 'y (25)
+ ”UYZT[L [Aag + (6 + P)/5L]2 '
p(8+p) u

Inputting equations (20) and (22) into equation (14),
the optimal equilibrium strategy for opinion leaders is
shown as equation (6); inputting equations (21) and (24)
into equation (15), the optimal equilibrium strategy for
Internet users is shown as equation (7); inputting equations
(6) and (7) into equation (2), the optimal trajectory of the
total volume of real information and the steady-state value
are shown as equation (8); inputting equations (22) and
(23) into equation (18), the optimal benefit for opinion
leaders is shown as equation (9); inputting equations (24)
and (25) into equation (19), the optimal benefit for Internet
users is shown as equation (10); from equations (9) and
(10), the optimal benefit for the whole false information
clarification system is shown as equation (11). So far,
theorem 1 has been verified.

Deduction 1. From Theorem 1, it is known that under the
context of the decentralized decision, both Internet users
and opinion leaders make their decision based on the
maximum of their own benefit, and the decision behavior of
both sides has no impact on the other. The optimal equi-
librium of both sides (i.e., the level of their effort) is si-
multaneously affected by: the level of attention gained after
major emergencies, each side’s marginal traffic benefit, in-
fluential coefficients of the total volume of real information,
and effort level of each side on social platform traffic, and
effort level of each side’s influential coefficient on the total
volume of real information and each side’s effort cost
coefficient.

The total volume of real information is decided by the
effort level of both opinion leaders and Internet users. The
optimal benefit of opinion leaders, Internet users, and false
information clarification systems increases with the growth
of the total volume of real information. This means that the
more effort opinion leaders and Internet users pay, the more
benefit they will get. A detailed interrelated relationship is
shown in Table 1.

3.2. Centralized Decision-Making of Opinion Leaders and
Internet Users. Under the context of centralized decision-
making, meaning cooperation, opinion leaders and In-
ternet users, as a cooperative system who shares the same
goal, aim to maximize system benefit while making
decisions. The post-game equilibrium strategy is called
the Nash equilibrium strategy. Denoting C as centralized
decision-making, the decision behavior of the current
system is:

1 - 1 5
. wEy - EAMLEL - EHUEU
max ]g = J et dt.
LU
+(mp + ) [f +y (AR + BLE;, + By Ey)]
(26)

Theorem 2. The equilibrium result under centralized deci-
sion-making of opinion leaders and Internet users is:

(1) The optimal equilibrium strategy of opinion leaders is:

cr _ y (m + ) [Aag + (8 + p)By ]
E; = PREEYS . (27)

(2) The optimal equilibrium strategy of Internet users is:

. w(8+p) +y(7rL+7TU)[/1(xU+(8+p)ﬁU].

py (8 +p) 29

C
EU

(3) The optimal trajectory of the total volume of real
information is:
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TaBLE 1: Influence of different parameters on optimal equilibrium strategy of opinion leaders and internet users under decentralized

decision strategy.

Y L Ty A [438) ﬂL ﬂU UL Hu
EV 2 7 — 7 — 7 — N —
EY 2 — / % — / — 7 — N

Note. / refers to positive influence, \ refers to negative influence, —refers to irrelevance.

(R“ =(Ry—R§)e ™ +R§

RC = YU (m + my) [Aay, + (8 + p)By ]
17 Our (8 +p)

Lway (8+p) + yay (m, + my) [Aay + (8 + p)By]
' Sy (8+p) '

(29)

with RS being the steady-state value of real infor-
mation under centralized decision-making.

(4) The optimal benefit of the system is:

VC»« (R) = /\Y(ﬂL + ﬂu)RC n wV(T[L + ﬂU)[/th +(6+ p)ﬂU]

S+p ° p(8+puy
=f(7'fL +my) + Y2 (mp + 7TU)2 [Aay + (8 +P)/3U]2
P 2p(8+p) 'y '

) YZ (m, + 7TU)Z [Aag + (3 + P)ﬁL]Z n w’
2p(8+p)uy 2ppy

(30)

Verification 2. According to optimal control theory, if R >0,
then Vg (R) satisfies the HJB equation, and Vg (R) has first
and second derivatives, namely:

L

|
wEy - E#LEL - EHUEU

c
pVs (R) = e +(m +my) [f +y(AR+ BLEL + ByEy)]

+V$ [a,E, + a Eyy — OR]
(31)
To solve E; and Ey, the first derivatives of the function

on the right side of the equations are taken and set equal to
zero, which gives:

C/
ES = (7 + 7o) yBr + @,V ) (32)
HUr
C!
ES _wt (7, + 710) Yy + &y Vs ' (33)
Hu

Inputting equations (32) and (33) into equation (31), it is
concluded that:

pVg (R) = [/\y(nL +my) - (SVSC,

< “L[“ng +ﬁLy(ﬂL+ﬂU)]

w[w + ocUVg + Buy(m, + ﬂU)]
R+

Hu

“U[w + “UVg + Buy (m, + ”U)]

+
s
U

+
Hu

ﬁL[“LVg + By (my, + ”U)] 1 (34)

+(mp+my)y f+y

4

ﬁu[“’ + “UVg +Byy (m + ”U)]

UL

J 2 ’
W+ “UVg +Byy (m, + ”U)] [‘Xng +Bry(m + ”U)]

Hu 4]

2

2uy

2uy,
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From the structural characteristics of equation (34), it is

assumed that the analytic equation of Vg (R) for R is:
VS (R) = ¢,R + ¢, (35)

with ¢; and ¢, being undetermined coeflicients. It is further
obtained from equation (35) that:

VS (R) =c,. (36)

Equations (35) and (36) are inputted into equation (34).
According to the method of undetermined coeflicients, the
values of ¢; and ¢, could be obtained:

¢ = AV(:;L-'—’;”U) (37)
e = Y’ (my +7p)’ [y + (8 +p)B, ] + Y (i + my)* Aoy + (8 +p)By]’
’ 2p(8+p) 2p(8+ )’y 8)

+f(7TL+”U)+ w’

+ wy (1, + my) [Aay + (8 + p)By ]

P 2ppy

Inputting equations (36) and (37) into equation (32), the
optimal equilibrium strategy for opinion leaders is shown as
equation (27); inputting equations (36) and (37) into
equation (33), the optimal equilibrium strategy for Internet
users is shown as equation (28); inputting equations (27) and
(28) into equation (2), the optimal trajectory of total volume
of real information and the steady-state value are shown as
equation (29); inputting equations (37) and (38) into
equation (35), the optimal benefit for the whole false in-
formation clarification system is shown as equation (30). So
far, theorem 2 has been verified.

Deduction 2. From Theorem 2, it is known that under the
context of the centralized decision, both Internet users and
opinion leaders make their decision based on the maximum
of false information clarification system’s benefit, and the
decision behavior of both sides is interrelated. Compared
with decentralized decision, the optimal equilibrium strategy
of opinion leaders (i.e., effort level of themselves) is addi-
tionally affected by the marginal traffic benefit of Internet
users; the optimal equilibrium strategy of Internet users (i.e.,
effort level of themselves) is additionally affected by opinion
leaders’ marginal traffic benefit and direct benefit per unit
gained from Internet users’ effort. The optimal trajectory of
the total volume of real information is dependent on the
effort paid by opinion leaders and Internet users, while the
optimal benefit of the false information clarification system
increases with the growth of the total volume of real

E; e

p(&+pluy

information. This means that the more effort paid by
opinion leaders and Internet users, the more benefit they will
receive. A detailed interrelated relationship is shown in
Table 2.

3.3. Cost-Subsidized Decision-Making of Opinion Leaders and
Internet Users. In the real world, opinion leaders could
attract Internet users’ attention using the method of “For-
warding + Commenting, drawing a lottery.” With rewards
from opinion leaders, Internet users are more willing to
forward and spread real information. This study refers to
such reward behaviors of opinion leaders as a cost subsidy.

Under such a decision-making behavior, a Stackelberg
subordinate game model is established, with opinion leaders
being leaders and Internet users being followers. The whole
decision-making process is divided into two phases: in the
first phrase, opinion leaders confirm their own effort level as
E$ and provide a cost subsidy for Internet users who forward
and spread information. The proportion of the cost subsidy
provided by opinion leaders to Internet users is £(0 <e<1);
in the second phrase, based on the obtained cost subsidy and
decision-making behavior of opinion leaders, Internet users
confirm their own effort level as Ef,. The post-game equi-
librium strategy is called the Stackelberg equilibrium
strategy. Denoting S as opinion leaders’ cost-subsidy deci-
sion, the decision-making behavior of both opinion leaders
and Internet users at this moment is:

0 1 1
max J = J e Pt{wEU + 7 f +my[AR + BLE + ByEy] - EyLEi - EsyUEf]}dt,
0

(39)

® 1
max Jo = Jo e pt{nUf+ nyy[AR + BLEL + BuEy] ) (1- s)yUEf,}dt.
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TaBLE 2: Influence of different parameters on optimal equilibrium strategy of opinion leaders and internet users under centralized decision
strategy.

y L my A oy ay Bu Bu pL tHu w
E 2 7 7 7 7 — / — N — —
ES 2 / / / — / — 7 — N 7

Note. / refers to positive influence, \ refers to negative influence, —refers to irrelevance.

Theorem 3. The equilibrium results under the cost-subsidy (4) The optimal trajectory of the total volume of real
decision of opinion leaders and Internet users are: information is:
(1) The cost-subsidy proportion of opinion leaders is: R =(Ry-R)e ” + R

28+ p)w+y(2m, — my) [Aay + (8 + p)By]

D <1, s _yoLmg [Aag + (8 +p)BL] | yaymy [Aay + (8 + p)By]
o 208+ p)w+y(2m + my) [Aay + (8 + p)fy] RS = 5007 Py 00 6 g
0,D>1. _yum [Aay, + (3 +p)B.]
08+ pug
p=Y (mry = 2m) [Aay + (8 + P)ﬁU]' auf2(8+ plw+y(2my +7y) [Aay + (8 + p)Byl}
2(8+p)w ' 26(8+ pluy '
(40) (43)
(2) The optimal equilibrium strategy of opinion leaders is: with RS being the steady-state value of the total
o ym[hay +(8+p)B,] volgme of real information under the cost-subsidy
E . (41) decision.

) =
(6+p)
P (5) The optimal benefit of opinion leaders is:

(3) The optimal equilibrium strategy of Internet users is:

_Y [Aagy + (8 +p)By]
(1-¢)(8+pluy

s
Ey

_ 2060+ p)w+y(2m, + my) [Aay + (8 + p)By]
206+ puy

(42)

_Amyps  my'm ey + 8+ )R] yim e + 8+ )R]

Vi(R) = +
t S+p° p(1-0)(+pVuy 2p(8+p)

Loymy [y + 0+ p)By]_ yrelhay + 0+ L | muf

p(1-¢)(8+puy 20(1- &> S+pYuy P
_ A”L)’RS + “f]AZYZ (2m + ”U)2 + [ag) + B (8 + p)) 7y + mf (44)
S+p° " 8p(8+p)Vuy 208 +p)uy p

+V/”U (2my + my) [By (27, + 7))y + 4] + 4o’
8ppy

1/1)}0‘U (27 + my) [20 + yBy (2, + my)] .
4p (8 + pluy
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(6) The optimal benefit of Internet users is:

)”TUV S

N
Vo R) =R

+ ”UVZ”L [Aay + (8 + P)ﬁL]2
p(8+p)Vu

”Uf ”UY [A“U +(6+ P)ﬁu]

p 20(1-¢)(8+p)uy

A”UV S

”Uﬂ%} (2m, + ”U))’2

, Loud+ B, (6 + p)Pmymy? (45)

CS+p Rs

4ppy

p(8+p) u

7TU"‘U)t 4 (2”L +71y) +1u fry

4p (8 +p) 'y

p

”UV{“U)W + By [ayA (2mp + 1)y + (8 + p)w]} ‘

2p (8 + puy

(7) The optimal benefit of the system is:

VS (R) = VS (R) + VY (R)

_ Ay (7 + ”U)RS

wymy [Aay + (8 + p)By]

+f(7TL +my)

T S+p §

Y i [2my + m ] [Aag + (8 +P)/3L]

p(1=&)(8+pluy p

_Vrge[day + (8 + p)By]”

2p(8+p)p;

Y ”U[Z”L + 1y [Aay + (8 + p) ﬁu]

2p(1— &> (8 +p)’uy

2p(1—€) (8 + p) 2y

_Mp(m+ ”U)Rs . flm + 7TU) (27 + 3my) (27, + my)ap Ay’

(46)

S+p

8p(8+p)uy

+4w2 + By (2my + my) [(27, + 3my)yPy +4w]

Bpuy

(Z”U + ”L)”LV [ A + B (8 + P)]

2p(8+p)uy

wZnUy[sz/\ + By (8 +p)] + Myay (27, + my) 2w + (271, + SnU)yﬁU]

4p (6 + puy

Verification 3. To obtain the equilibrium solution of the
Stackelberg subordinate game, the optimal control issue of
Internet users should be addressed first with the backward
induction method. According to optimal control theory, if
R >0, then Vf] (R) satisfies the HJB equation, and Vf] (R) has
first and second derivatives, namely:

iy f + myy[AR + BLE; + PyEy]
pVE(R) = max§ ’ . (47)
- (1 - &)uyEy + VS [a,EL + ayEy — OR]

To solve Ey, the first derivative of the function on the
right side of the equation is taken and set equal to zero,
which gives:
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g
s _ ¥y +aVy

(48)
v py(1—¢)

To maximize their own interest, opinion leaders would
predict the behavior strategy of Internet users so as to
confirm their own effort level and cost-subsidy proportion.
At this moment, the HJB equation for opinion leaders is:

1
wEy +m f +my[AR+BLE + PyEy] *E#LEi
PVL(R) = max
" 1 2, 1S
- euyEy + Vit [a Ep + ayEy — 6R]
(49)

' “)(ﬂUYﬁU + “UVEJI>
py (1 —¢)

S 1 1
Vi (R) = 1 ——y E? =
PV (R) E;‘li( 2;4LEL 5 &

S
+Vir|a Ep +

To solve ¢, the first derivative of the function on the right
of the formula (51) is taken and set equal to zero, which
gives:

2(‘0 + aUVi, + VﬁU”L) _<YﬁU7TU + “UV5>

€= 2(‘0 +ayVy + V/3U7TL> + (Yﬁu”v + “UV(SJ>

,B>C,

0,B<C,
(52)

(“UVISJ + ﬁU”UY)
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To solve E;, the first derivative of the function on the
right side of equation (49) is taken and set equal to zero,
which gives:

Sl
_ YL+ Vy
HUr

ES (50)

Inputting equation (48) into (49), it is concluded that:

R E ﬁU(”UYﬂU + “UV§J>

+7 + +

LY ﬁL L MU (1 _ 8)

/2
myyPy + oV [ (51)
MU[ ‘blU(l—S) +7TLf
“U(”UYﬂU + “UVISJ) SR
py (1 —¢) B

With B=2(w + ocUVi, +yBumy), C = yymy + ay Ve,
Inputting equations (48) and (50) into equation (47), it is
concluded that:

2 g
5(“UVU + /3U7TUY>

PV (R) = (/\ﬂUy — oV, )R -

2uy (1 —5)2

aL(‘xLVi, +/3L7TLY> aU(‘xUV?J +/3U7TUY)

+m, f+
vf 2uy (1 - 5)2

+VS’
v Hr

PRCED (53)

ﬁL(aLVi, +ﬁL”LY> ﬁU(“UVlS] +ﬁU7TUY>

+yY +

Hr

Uy (1-¢)
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Inputting equations (48) and (50) into equation (49), it is
concluded that:

, 2

s s (“va] +ﬁL7TLY>

v (R)=<AnLy—8VLI)R+nL fA
L

VS “L(“LVISJ +/3L7TLV) “U(“UV(SJ +ﬁU”UV>
+V3 +
t UL py (1-¢)

’ , 2
w(“UV(SJ +ﬂU7TUV) 5(“val +ﬂU7TUV>
py (1-¢) 2uy (1-¢)?

ﬁL(“LV(SJ +ﬁL7TLY> ﬁU(“UVlSJ +f3U7TUY>
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From the structural characteristics of equations (53) and
(54), the linear optimal value function for R is the solution to
the HJB equation. Therefore, it is assumed that V5 (R)’s and
VISJ (R)’s linear analytic equations for R are:

Vi (R) = g,R+ gy, (55)

Vi (R) = bR+, (56)

With gy, g,, h;, and h, being undetermined coeflicients.
From equations (55) and (56), it is further determined that:

Ve (R) = gy, (57)

VS (R) = h,. (58)

Equations (55)-(58) are inputted into equations (53) and
(54). With the undetermined coefficients method, the values
of g1, g, hy, and h, could be obtained:

+ +
Ly Hr uy (1-¢)
(54)
Ay
gl - 6+P’ (59)
2 2 2 2 2
_ ﬂ+ my my [Aay + (8 +p)By] L [Aay + (8 +p)B, ]
L=
P p(1-)(8+p) uy 2p(8+p) 'y
, (60)
wymy [Aay + (8 +p)By] V' mpe[Aay + 8+ p)By]’
p(1-¢)(8+puy 2p(1 - €)* (8 +p)uy
B Amyy
h, = 5—+p) (61)
mof moy[Aay + B +p)By]’ muy m[Aag + (8 +p)BL)
h2 — L_'_ U U U + U L L L ) (62)

Inputting equations (57), (58), (59), and (61) into
equation (52), can get the equation (40) of cost-subsidy
proportion of opinion leaders.

p 2p0(1 - ) (8 +p) py

values of g and h,

p(8+p)

Inputting equation (40) into equations (60) and (62), the
under  y(my —27y)
[Aay; + (8 + p)Byl <2(8 + p)w could be obtained:
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_ o'y 2y + my)* + yBu (271, + my) [By (27 + 1)y + 4] + 4w”

P 8p(0+p) uy 8puy
, (63)
+ [ A+ B, (6 + P)]zﬂi)’z + nf + Myay (2my + my) [20 + yBy (27 + 7y)]
20 (8 +p)uy P 4p (6 + puy
hy = ﬂUﬁer (2m, + 7TU)Y2 + [a A+ B, (6 + /7)]27TU7'[LY2 + 7'[U"‘12]A2Y2 (2my +my)
4puy p(&+p)uy 4p(8+p)uy (64)
: myylayre + By [ayA (21, + my)y + (8 + plw]} + ﬂ
2p (8 + pluy p
Inputting equations (57) and (59) into equation (50), the 4, Model Analysis

optimal equilibrium strategy for opinion leaders is shown as
equation (41); inputting equations (40), (58), and (61) into
equation (48), the optimal equilibrium strategy for Internet
users is shown as equation (42); inputting equations (41) and
(42) into equation (2), the optimal trajectory of total volume
of real information and the steady-state value are shown as
equation (43); inputting equations (59), (60), and (63) into
equation (55), the optimal benefit of opinion leaders is
shown as equation (44); inputting equations (61), (62), and
(64) into equation (56), the optimal benefit of Internet users
is shown as equation (45); from equations (44) and (45), the
optimal benefit for the whole false information clarification
system is shown as equation (46).
So far, Theorem 3 has been verified.

Deduction 3. From Theorem 3, it is known that opinion
leaders would provide a cost subsidy to Internet users when
y(my = 2mp) [Aay + (8 + p)Byl/2(6+ p)w< 1. In addition,
the proportion of the cost subsidy provided by opinion
leaders is affected simultaneously by the attention level of
major emergencies, direct benefit per unit opinion leaders
gained from effort paid by Internet users, marginal traffic
benefit for opinion leaders and Internet users, the total
volume of real information, and influential coefficients of the
total volume of real information, and the effort level of
Internet users on social platforms.

Under decentralized decision-making with a cost
subsidy provided by opinion leaders, the optimal equi-
librium strategy of opinion leaders (i.e., their effort level) is
consistent with that under decentralized decision-making
without a cost subsidy; the optimal equilibrium strategy
(i.e., their effort level) is additionally affected by the cost-
subsidy proportion of opinion leaders. The optimal tra-
jectory of the total volume of real information is dependent
on efforts paid by opinion leaders and Internet users, while
the optimal benefit of the false information clarification
system increases with the growth of the total volume of real
information. This means that the more effort paid by
opinion leaders and Internet users, the more benefit they
will receive. Details of the interrelated relationship are
shown in Table 3.

4.1. Comparative Analysis. From equation (40), it is known
that  when y(ny —2m)[Aay + (8 +p)Byl <2(6 +plw,
opinion leaders will provide a cost subsidy for Internet users;
when y (my — 2m;) [Aay + (6 + p)Byl 22(8 + p)w, € = 0, this
means the cost-subsidy proportion is zero, so Internet users
get zero cost subsidy, and the decision behavior at this time
is the same as that under decentralized decision-making.
Therefore, this study will do a comparative analysis under
the circumstance of y(my — 2m) [Aay + (8§ + p)Byl <2(6 +
p)w and determine the optimal equilibrium strategy for
opinion leaders and Internet users, the steady-state value of
the total volume of real information, and the optimal benefit
for opinion leaders, Internet users, and the system under
three decision behaviors (i.e., centralized decision-making,
decentralized decision-making, and cost-subsidy decision-
making). Deductions are as follows:

Deduction 4. The optimal strategy of opinion leaders under
different decision behaviors: EN = E§ < E¢”

The optimal strategy of Internet users under different
decision behaviors: EY < E}; <ES

Verification 4. Comparing equations (6), (27), and (41):

s _ Yy [Aa, + (8 +p)By ]

N* S* C*
-E, =0E; —-E
L L L ‘uL(8+P)

E) , (65)

Because all related parameters exceed zero,
EN' = Ef <E{" is met;

Comparing equations (7), (28), and (42):
< 28+ p)w+yQ2my —my) [Aay + (8 + p)By]

E, -E) =
v 2(8 + puy
S _gs Y [Aay + (6 +p)By]
U U=
20y (6 +p)
(66)
Because all related parameters exceed zero,

EY" <E}; <ES is met; So far,Deduction 4 has been verified.
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TaBLE 3: Influence of different parameters on optimal equilibrium strategy of opinion leaders and internet users and cost-subsidy proportion

under decentralized decision with cost subsidy.

Y Ty, Ty A ar ay BL Bu “L Hu w
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Note. / refers to positive influence, \ refers to negative influence, —refers to irrelevance.

From Deduction 4, it is known that whatever the value of
parameters, the optimal effort level paid by opinion leaders
and Internet users under centralized decision-making be-
havior is higher than that under the other two decision-
making behaviors. Under decentralized decision-making
and cost-subsidy decision-making, the optimal effort paid by
opinion leaders is the same; only when a certain condition is
met between the attention level of a major emergency and
the direct benefit per unit opinion leaders gained from the
effort paid by Internet users, marginal traffic benefit for
opinion leaders and Internet users, total volume of real
information, and the influential coeflicients of effort level of
Internet users on social platform traffic will the optimal
effort level paid by Internet users under decentralized de-
cision-making be lower than that under cost-subsidy deci-
sion-making. Otherwise, the results are the same.

Deduction 5. Steady-state value of the total volume of real
information under different circumstances: RY < RS < R§.

Verification 5. By comparing the steady-state value of the
total volume of real information, it is known that:

C S _ Yoy [Aay + (8 +p)By ]

3 yaymy [Aay + (8 + p)By]
Rs~Rs= 50+ piy *

20y (8 +p)

RE_RY — 2ay (8 + p)w + yay (2m, — my) [Aay + (8 + p)fy]
s 20(8 + pluy

(67)

Because all related parameters exceed zero and
y(my = 2m) ey + (8 + p)Byl <2(8 + p)w, RY <RS<RS is
met.

So far,Deduction 5 has been verified.

From Deduction 5, it is known that whatever the value of
parameters, the steady-state value of the total volume of real
information under centralized decision-making behavior is
greater than that of under the other two decision-making
behavior. Only when a certain condition is met between the
attention level of a major emergency, the direct benefit per
unit opinion leaders gained from effort paid by Internet
users, marginal traffic benefit for opinion leaders and In-
ternet users, the total volume of real information, and the
influential coeflicients of effort level of Internet users on
social platform traffic will the steady-state value of the total
volume of real information under decentralized decision-
making behavior be smaller than that under cost-subsidy
decision-making behavior. Otherwise, the results are the
same.

Deduction 6. The optimal benefit for opinion leaders under
different circumstances is: VY "(R) < Vi* (R).

The optimal benefit for Internet users under different
circumstances is: V{}’* (R)< V[S; (R).

The optimal benefit for the system under different cir-
cumstances is: VN (R) < VS (R) <V (R)

Verification 6. Comparing (9) and (44):

VSR - VY (R) = Y (Rs-RY)

S+p
, (68
2@ +pw+y@m - ) [May + 3+ p)yl}
8p (8 +p)’py
From Deduction 5 it is known that RY < RS, all related
parameters exceed zero and
y(my —2mp) [Aay + (8 + p)Bul <2(6 + plw; therefore,

VN (R) <V$ (R) is met.
Comparing (10) and (45):

. . Amyy
Vi (R) -V (R)=6fp(R§—R§’)+

ey’ [May + 0+ p)pu]’
2p(1 =€) (8 + p)uy
(69)

From Deduction 5, it is known that Rg’ < Rg, all related

parameters exceed zero, and 0<e<]; therefore,
VY (R) <V (R) is met.
Because

VN (R) = VY (R) + VY (R), VS (R) = V§ (R) + V¢, (R)
and VN (R) <V§ (R),VY (R) <V} (R),
VN (R) <V§ (R),VY (R <V} (R) must exist. Therefore,
only comparing the value of V¢ (R) and VS (R) is needed.
Comparing (30) and (46):

VE(R) -VS (R) = Ay (m+ my) (’(;L;D”U) (R§ - RY)

N Y {alhag + (8 +p)B, 1 uy + [Aay + (8+ p)By ]}
8p (8 + )y

(70)

From Deduction 5, it is known that RS <R, and all
related parameters exceed Z€ero; therefore,
VN (R) < V¥ (R) < VE (R) is met.

So far, Deduction 6 has been verified.

From Deduction 6, it is known that the optimal benefit
for both opinion leaders and Internet users under cost-
subsidy decision-making is greater than that under decen-
tralized decision-making. For the whole system, the optimal
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benefit obtained under centralized decision-making, cost-
subsidy decision-making, and decentralized decision-mak-
ing diminishes.

4.2. Numerical Simulation Analysis. To further verify the
above theoretical analysis, MATLAB 2017 has been applied
to assign theoretical parameters under decentralized, cen-
tralized, and cost-subsidy decision-making of opinion
leaders and Internet users, so as to explore the progressive
evolution of the total volume of real information, the benefit
of opinion leaders and Internet users, and the total benefit of
false information clarification system over time in a more
visual way. Because relevant parameters of opinion leaders
and Internet users could not be obtained directly in the real
world, this study will try its best to rationalize the above
values according to the real situation. The assignment of
relevant parameters is as follows:

Y =64y =450, =3, 0y, =2,6=1,
Ry=0,f=1,9=07p,=15p, =1, (71)
p=02,m; =4,1; =2,0=151=08.

Based on the above assignments, the equilibrium results
of differential games under different decision-making be-
haviors are given in Table 4.

The equilibrium results in Table 4 prove that the theo-
retical analysis in Deduction 4-Deduction 6 is correct.

4.2.1. Simulation Analysis of Changing Trajectory of the Total
Volume of Real Information. Keeping the values of other
parameters unchanged, Ry=5 and Ry=13 are taken as the
total volume of real information at the initial moment, and a
numerical simulation analysis is applied to the optimal
trajectory of the total volume of real information under three
different decision-making types. The evolution trajectory of
the total volume of real information over time is shown in
Figure 1.

From Figure 1, it is found that the evolution trajectories
of the total volume of real information under the three
decision-making types are related to the initial value of the
total volume of real information. When the initial value is
relatively high, the total volume of real information di-
minishes over time; when the initial value is relatively low,
the total volume of real information increases over time.
Both converge to the same steady-state value. From the
deductions above, it is known that the steady-state value of
the total volume of real information is irrelevant to the initial
value, but relevant only to different decision-making
behaviors.

Because the cost-subsidy behavior of opinion leaders
under subsidized decision-making behavior could reach
Pareto improvement on the total volume of real information,
the steady-state value of the total volume of real information
under decentralized decision-making is the smallest,
followed by that under cost-subsidy decision-making, and
the value under centralized decision reaches Pareto
optimality.
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4.2.2. Simulation Analysis of Changing Trajectories of the
Total Benefit of Opinion Leaders and Internet Users. A
numerical simulation analysis is applied to the benefits of
opinion leaders under decentralized and cost-subsidy de-
cision-making, and the trajectories of opinion leaders’ total
benefit over time are shown in Figure 2. A numerical
simulation analysis is also applied to the benefits of Internet
users under decentralized and cost-subsidy decision-mak-
ing, and the trajectories of Internet users’ total benefits over
time are shown in Figure 3.

Based on Figures 2 and 3, it is found that the total benefit
of opinion leaders and Internet users increases slightly over
time, and finally plateaus at a fixed value. After reaching the
fixed value (the maximum), the total benefits of both parties
will not change over time, and both parties’ total benefits are
higher under cost-subsidy decision-making than under
decentralized decision. Although additional cost subsidy for
Internet users is needed during cost-subsidy decision-
making, the total benefits are significantly improved. This is
because the total volume of real information achieves Pareto
improvement; with the increase of the total volume of real
information, the benefit for opinion leaders and Internet
users increases.

4.2.3. Simulation Analysis of the Trajectory of the System’s
Total Benefit. A numerical simulation analysis is applied to
the total benefit of the system under decentralized, cen-
tralized, and cost-subsidy decision-making, and the trajec-
tories of the system’s total benefit over time are shown in
Figure 4.

Based on Figure 4, it is found that regardless of the
decision-making behavior, the system’s total benefit in-
creased. Trajectories under the three decision-making be-
haviors plateaued at a fixed value over time, which means
total benefit will not increase with time when it reaches the
maximum. Under centralized decision-making, because
both opinion leaders and Internet users set the maximum of
the system’s benefit as their goals, they fully cooperate with
each other without changing their own behavior out of
personal interest; therefore, the system’s total benefit reaches
Pareto optimality, higher than that under decentralized or
cost-subsidy decision-making; under decentralized deci-
sion-making, because both opinion leaders and Internet
users set the maximum of their own benefit as their goals,
they will not change their behavior to improve the system’s
benefit, making the system’s benefit the lowest among all
three decision-making types; under cost-subsidy decision-
making, which is an improvement to decentralized decision-
making, opinion leaders provide a cost subsidy to Internet
users so as to achieve Pareto improvement for the system’s
total benefit. Therefore, the system’s total benefit under cost-
subsidy decision-making is higher than that under decen-
tralized decision-making but lower than that under cen-
tralized decision-making due to the failure to achieve Pareto
optimality.

4.2.4. Analysis of Each Parameter’s Sensibility to Equilibrium
Results. Analyses of each important parameter’s sensibility



Computational Intelligence and Neuroscience

TABLE 4: Equilibrium results of differential game under different decision behavior.

15

Decentralized decision

Centralized decision

Cost-subsidy decision

Effort level of opinion leaders 1.6333 2.4500 1.6333
Effort level of internet users 0.7259 2.5111 2.1481
Cost-subsidy proportion — — 0.6621
Total volume of real information 6.3519 12.3722 9.1963
Total benefit of opinion leaders 101.0315 — 129.0967
Total benefit of internet users 61.8735 — 76.1431
Total benefit of the system 162.9049 225.6186 205.2398
Note. 4 digits after the decimal point kept.
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Decentralized Decision
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FIGURE 5: The influence of parameter a; and ay on the total volume of real information under decentralized decision.
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TaBLE 5: Analysis of key parameters’ sensitivity to differential game equilibrium results.

Decentralized decision
Key

parameters Total volume of real

information

System’s total
benefit

Centralized decision

Total volume of real
information

Cost-subsidy decision

Total volume of real
information

System’s total
benefit

System’s total
benefit
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Note: ~ refers to positive relevance, \s refers to negative relevance, —refers to irrelevance.

to equilibrium results under decentralized, centralized, and
cost-subsidy decision-making are carried out. Limited by the
length of this study, only several parameters’ sensibility
analysis figures are listed below, with the rest of the pa-
rameters’ sensibilities analyzed based on —20%, —10%, +10%,
and +20% of the previously mentioned (71) standard value.
Details of the changes of equilibrium results with the in-
crease of parameter value are given in Figure 5.

The influence of parameters a; and «ay on the total
volume of real information under decentralized decision-
making, that of parameters 7; and 7y on the system’s total
benefit under centralized decision-making, and that pa-
rameters yy and py on the total volume of real information
under cost-subsidy decision-making are shown in
Figures 5-7, respectively.

Based on Figure 5, the greater the influential coeflicient
of effort level of opinion leaders and Internet users on the
total volume of real information under decentralized deci-
sion-making, the more real information on social platforms.
Based on Figure 6, opinion leaders’ and Internet users’
marginal traffic under centralized decision-making is pos-
itively related to the system’s total benefit, which means the
greater the marginal traffic, the higher the system’s total
benefit. Based on Figure 7, opinion leaders’ and Internet
users’ effort cost coeflicient is negatively related to the total
volume of real information under cost-subsidy decision-
making, which means the greater the effort cost coefficient,
the less real information on social platforms.

From the results in Table 5, it is found that:

(1) Regardless of decision behavior, opinion leaders and
Internet users marginal traffic benefit 7 and 7y,
effort level’s influential coefficients a1 and ay; on the
total volume of real information, effort level’s in-
fluential coefficients i and By on the traffic of social
platform, attention level y received by major
emergencies, and the total volume of real informa-
tion’s influential coefficient A on the traffic of social

platform are positively related to the total volume of
real information and the system’s total benefit.

(2) Regardless of decision behavior, the effort cost co-
efficients yy, and py of opinion leaders and Internet
users, the natural dissipation coefficient of real in-
formation, and the discount rate p are negatively
correlated with the total volume of real information
and the system’s total benefit.

(3) A social platform’s initial traffic has no influence on
the total volume of real information, but it is posi-
tively correlated with the system’s total benefit.
Under decentralized decision-making, the direct
benefit per unit obtained by opinion leaders from the
effort of Internet users w has no influence on the total
volume of real information, but it is positively
correlated with the system’s total benefit; under
centralized and cost-subsidy decision-making, the
direct benefit per unit obtained by opinion leaders
from the effort of Internet users w is positively
correlated with the total volume of real information
and the system’s total benefit.

5. Conclusion

Under the background of false information on social plat-
forms after major emergencies, this study explores the dy-
namic optimization of a clarification system consisting of
false information released by opinion leaders and Internet
users. Based on optimal control theory and differential game
theory, differential game models under decentralized, cen-
tralized, and cost-subsidy decision-making are constructed,
and opinion leaders’ and Internet users’” optimal equilibrium
strategies and optimal benefit, optimal trajectory, and
steady-state value of the total volume of real information,
and the optimal benefit of the false information clarification
system are obtained. The following conclusions can be
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drawn after comparative analyses and numerical
simulations:

(1) Compared with the other two decision behaviors,
under centralized decision-making, opinion leaders’
and Internet users’ optimal equilibrium strategies
and optimal benefit, the optimal trajectory and
steady-state value of the total volume of real infor-
mation, and the optimal benefit of false information
clarification system reach their maxima; therefore,
Pareto optimality is achieved. This means that
centralized decision-making could, to the largest
extent, reduce public panic caused by false infor-
mation after major emergencies, and could be
regarded as the optimal decision-making type for
opinion leaders and Internet users.

(2) Cost-subsidy decision-making, as compared with
centralized decision-making, fails to achieve Pareto
optimality but efficiently improves decentralized
behavior because opinion leaders provide a cost
subsidy for Internet users. When the cost subsidy
reaches a certain proportion, the optimal benefit of
opinion leaders and Internet users, the optimal
trajectory of the total volume of real information and
its steady-state value, and the false information
clarification system could achieve Pareto improve-
ment. Although cost-subsidy decision-making fails
to achieve Pareto optimality, as opinion leaders and
Internet users could not be absolutely rational to
reach centralized decision, cost-subsidy decision-
making has its practical significance.

(3) Opinion leaders’ and Internet users’ effort cost co-
efficient, discount rate, and real information’s nat-
ural dissipation rate are negatively correlated with
the volume of real information. Therefore, in the real
world, a certain extent of subsidy could be provided
by social platforms or the relevant departments of
the government to opinion leaders and Internet
users, so as to increase the volume of real infor-
mation and reduce public panic.

Data Availability

The authors confirm that the data supporting the findings of
this study are included within the article.

Conflicts of Interest

The authors declare that the research was conducted in the
absence of any commercial or financial relationships that
could be construed as a potential conflict of interest.

Authors’ Contributions

B.L. and H.L. conceptualized the study; B.L. developed the
methodology; B.L. helped with software; B.L. and R.L.
validated the study; B.L. wrote and prepared the original
draft; H.L. and Q.S. wrote, reviewed, and edited the study;
H.L. and Q.S. carried out funding acquisition. All authors

Computational Intelligence and Neuroscience

have read and agreed to the published version of the
manuscript.

Acknowledgments

This research was funded by the Natural Science Foundation
of China (no. 71771112) and the Project of Liaoning Pro-
vincial Federation Social Science Circles of China (no.
L20BGL047).

References

[1] B. Li, H. Li, Q. Sun, R. Lv, and J. Zhao, “Evolutionary game
analysis of the dissemination of false information by multiple
parties after major emergencies,” Complexity, vol. 2022, Ar-
ticle ID 3527674, 14 pages, 2022.

[2] J. Kang, Y. Zeng, S. Chen, and Y. Wang, “E-commerce
platform response to major public emergencies-Optimal
strategies and benefits of e-commerce platform subsidies,”
Systems Engineering-Theory & Practice, vol. 42, no. 2,
pp. 345-367, 2022.

[3] X. Wu, X. Liu, and J. Zhou, “Evolution model of NIMBY
opinion based on public perception and governmental
guidance,” Systems Engineering-Theory & Practice, vol. 39,
no. 11, pp. 2865-2879, 2019.

[4] J. Cao, X. Xu, and X. Chen, “Risk evolution model for large
group emergency decision-making influenced by extreme
preference,” Systems Engineering-Theory ¢ Practice, vol. 39,
no. 3, pp. 596-614, 2019.

[5] A. U. Din, H. Han, A. Ariza-Montes, A. Vega-Munoz,
A. Raposo, and S. Mohapatra, “The impact of COVID-19 on
the food supply chain and the role of E-commerce for food
purchasing,” Sustainability, vol. 14, no. 5, 2022.

[6] T. Y. Akalu, K. A. Gelaye, M. A. Bishaw, S. Y. Tilahun,

Y. Yeshaw, and T. Azale, “Depression, anxiety, and stress

symptoms and its associated factors among residents of

gondar town during the early stage of COVID-19 pandemic,”

Risk Management and Healthcare Policy, vol. 14, pp. 1073-

1083, 2021.

X. Hong, G.J. Zhang, D. J. Lu, H. Liu, L. Zhu, and M. L. Xu,

“Personalized crowd emotional contagion coupling the virtual

and physical cyberspace,” IEEE Transactions on Systems Man

Cybernetics-Systems, vol. 52, no. 3, pp. 1638-1652, 2022.

[8] H. Liu, “Official social media and its impact on public be-

havior during the first wave of COVID-19 in China,” BMC

Public Health, vol. 22, no. 1, 2022.

E. McElroy, P. Patalay, B. Moltrecht, M. Shevlin, A. Shum, and

C. Creswell, “Demographic and health factors associated with

pandemic anxiety in the context of COVID-19,” British

Journal of Health Psychology, vol. 25, no. 4, pp. 934-944, 2020.

[10] H. P. Liao and J. L. Wang, “The impact of epidemic infor-

mation on the public’s worries and attitude toward epidemic
prevention measures during the COVID-19 outbreak,”
Current Psychology, vol. 2021, no. 5, 2021.

[11] S. Hosseini and A. Zandvakili, “Information dissemination

modeling based on rumor propagation in online social net-

works with fuzzy logic,” SOCIAL NETWORK ANALYSIS

AND MINING, vol. 12, no. 1, 2022.

A. Pal and S. Banerjee, “Internet users beware, you follow

online health rumors (more than counter-rumors) irre-

spective of risk propensity and prior endorsement,” Infor-

mation Technology and People, vol. 34, no. 7, pp. 1721-1739,

2021.

[7

[9

(12



Computational Intelligence and Neuroscience

(13]

(14]

(15

(16

(17

[18

(19]

[20

[21

[22

[23

(24]

(25]

(26]

P. Bordia, N. DiFonzo, R. Haines, and E. Chaseling, “Rumors
denials as persuasive messages: effects of personal relevance,
source, and message characteristics,” Journal of Applied Social
Psychology, vol. 35, no. 6, pp. 1301-1331, 2005.

T. Buchanan and V. Benson, “Spreading disinformation on
Facebook: do trust in message source, risk propensity, or
personality affect the organic reach of fake news,” SOCIAL
MEDIA + SOCIETY, vol. 5, no. 4, 2019.

A. Guess, J. Nagler, and J. Tucker, “Less than you think:
prevalence and predictors of fake news dissemination on
Facebook,” Science Advances, vol. 5, no. 1, 2019.

S. Vosoughi, D. Roy, and S. Aral, “The spread of true and false
news online,” Science, vol. 359, no. 6380, pp. 1146—+, 2018.

P. Agarwal, R. Al Aziz, and J. Zhuang, “Interplay of rumor
propagation and clarification on social media during crisis
events-A game-theoretic approach,” European Journal of
Operational Research, vol. 298, no. 2, pp. 714-733, 2022.

P. Ozturk, H. Y. Li, and Y. Sakamoto, “Combating rumor
spread on social media: the effectiveness of refutation and
warning,” in Proceedings of the 2015 48TH HAWAII IN-
TERNATIONAL CONFERENCE ON SYSTEM SCIENCES
(HICSS), pp. 2406-2414, Kauai, Hawaii, January, 2015.

A. Perelman, T. Shima, and I. Rusnak, “Cooperative differ-
ential games strategies for active aircraft protection from a
homing missile,” Journal of Guidance, Control, and Dynamics,
vol. 34, no. 3, pp. 761-773, 2011.

H. G. Zhang, Q. L. Wei, and D. R. Liu, “An iterative adaptive
dynamic programming method for solving a class of non-
linear zero-sum differential games,” Automatica, vol. 47, no. 1,
pp. 207-214, 2011.

A. Prasad and S. P. Sethi, “Competitive advertising under
uncertainty: a stochastic differential game approach,” Journal
of Optimization Theory and Applications, vol. 123, no. 1,
pp. 163-185, 2004.

G. Fibich, A. Gavious, and O. Lowengart, “Explicit solutions
of optimization models and differential games with non-
smooth (asymmetric) reference-price effects,” Operations
Research, vol. 51, no. 5, pp. 721-734, 2003.

K. A. Shchelchkov, “Estimate of the capture time and con-
struction of the pursuer’s strategy in a nonlinear two-person
differential game,” Differential Equations, vol. 58, no. 2,
pp. 264-274, 2022.

D. Machowska, A. Nowakowski, and A. Wiszniewska-
Matyszkiel, “Closed-loop Nash equilibrium for a partial
differential game with application to competitive personalized
advertising,” Automatica, vol. 140, 2022.

M. Biancardi, G. Iannucci, and G. Villani, “Groundwater
exploitation and illegal behaviors in a differential game,”
Dynamic Games and Applications, vol. 12, no. 3, pp. 996-1009,
2022.

M. A. Garcia-Meza, “The cost of work discrimination: a
market capture differential game model,” Mathematics, vol. 9,
no. 19, 2021.

19



Hindawi

Computational Intelligence and Neuroscience
Volume 2022, Article ID 2974960, 10 pages
https://doi.org/10.1155/2022/2974960

Research Article

@ Hindawi

A Fine-Grained Image Classification and Detection Method
Based on Convolutional Neural Network Fused with

Attention Mechanism

Yue Zhang
Centre for Modern Educational Technology, Henan College of Police, Zhengzhou 450000, Henan, China

Correspondence should be addressed to Yue Zhang; wlzx@hnp.edu.cn

Received 24 July 2022; Accepted 1 September 2022; Published 14 September 2022
Academic Editor: Zaoli Yang

Copyright © 2022 Yue Zhang. This is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Due to the existence of attention system, people pay attention to the distinguishable area of the image, rather than directly
receiving and processing the information of the whole image. This natural advantage makes attention mechanism widely used in
fine-grained image classification. The research goal of fine-grained image classification task often is to differentiate subclass objects
belonging to the same basic category. The difficulty of classification is that there are only slight local differences between different
categories, but there may be large feature differences within the same category. At the same time, complex background features
also bring interference factors to image recognition. In order to further extract discriminant regional features, this paper proposes
a fine-grained image classification method WSFF-BCNN based on weak supervision feature fusion from two aspects: the
improvement of the loss function in the training process of convolution neural network and the refinement of fine-grained image
feature extraction. It uses the mixed attention of channel domain and spatial domain to obtain the detailed description in-
formation in the feature to highlight the response of the corresponding channel and spatial location in the feature map and pay
attention to the attention characteristics of different dimensions. The original images of different sizes are input into the improved
bilinear model to obtain multi-scale features. The large-scale features can represent the spatial location information of key areas,
and the small-scale features represent the low-level features of the image. The backbone network of bilinear network uses
ResNet50 to extract features and sample and zoom and uses bilinear pooling to fuse features of different scales to obtain a rich

image feature representation.

1. Introduction

Accurate classification of various types of visual objects is the
basis of many advanced image understanding tasks. The
research of fine-grained image classification has gradually
become one of the hot research directions in the field of
computer vision. It mainly includes two categories: fine-
grained image classification based on strong supervision
information and weak supervision information [1]. The
former needs to introduce additional manual annotation,
and the latter can locate the key areas of the image only
under the supervision of label information. Fine-grained
image classification is a research direction for fine-grained
image classification [2]. Compared with the coarse-grained
image classification task, the classification granularity of the

category to which the fine-grained image belongs is more
detailed. The characteristics of different subcategories often
have only slight local differences but disturbed by uncertain
factors such as light, occlusion, and shooting angle; the
samples of the same subcategory may have large feature
differences, making fine-grained image classification a
challenging task [3].

As one of the important branches of machine learning,
deep learning has developed rapidly in recent years and is
widely used in computer vision, speech recognition, natural
language processing, and other fields. The proposal of CNN
meets the needs of automatic extraction of image features,
greatly improves the operation speed and accuracy of image
recognition, and saves unnecessary human consumption.
Applying CNN to the field of fine-grained image
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classification, with its powerful feature extraction ability, we
can obtain more effective multi-dimensional abstract fea-
tures, mine the subtle local feature information of fine-
grained images, further improve the recognition efficiency
and accuracy, and reduce the recognition cost. It is of great
research significance to the application and development of
fine-grained image recognition in various fields [4]. B-CNN
(Bilinear CNN) model is an end-to-end fine-grained image
classification algorithm based on feature coding. It can
complete classification only by using image category tags,
which belongs to the weak supervised learning method.
However, the B-CNN model uses the image features
extracted by two ResNet50 to complete the classification by
feature fusion; the feature extractor does not capture the
local regional features of the image comprehensively, and
only considers the construction of a strong feature repre-
sentation of the image [5, 6]. Therefore, this paper considers
improving the B-CNN model from the aspect of capturing
the local distinctive regional features of the image and adopts
the improved ResNet50 as the backbone network of bilinear
CNN, combine the proposed attention mechanism to au-
tomatically focus the space and channel, suppress the
characteristics of background interference, integrate local
localization into the bilinear deep learning framework, and
carry out end-to-end training, so as to effectively improve
the accuracy of fine-grained classification and further im-
prove the classification performance of the model.

The main contribution of this paper is to propose a fine-
grained classification scheme, which can learn useful re-
gional features from many local features under the super-
vision of only label information and combine local features
with semantic features to achieve effective classification. The
model is composed of a target acquisition network and an
image classification network. A bilinear convolution neural
network based on attention mechanism is proposed. Two
improved ResNet50 are used as feature extractors, which not
only increase the depth of the network model but also reduce
the amount of parameters. Then, an attention mechanism is
proposed based on space and channel, which enables the
network to automatically obtain the features of the image
with distinguishing local areas and fuse the high-dimen-
sional and low-dimensional features extracted by the two
networks, respectively. With the help of the image category
label, the image classification task is automatically com-
pleted, which improves the classification accuracy of the
network and reduces the calculation cost.

2. Related Work

The fine-grained image classification method based on deep
learning is divided into three ways: strong supervised
learning, weak supervised learning, and unsupervised
learning. The essential difference between these three ways is
that the strong supervised learning method uses not only
image-level labels but also bounding box and component
annotation. The weak supervised learning method only uses
image-level labels, while the unsupervised learning method
does not use any labels for classification. When training the
model, the fine-grained image classification algorithm based
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on strongly supervised learning needs to use the annotation
box of image targets, the annotation information of target
components, and image category labels [7, 8]. Extracting the
component details of the target in the image is the key to the
task of fine-grained image classification, so there are many
algorithms using manually labeled component labels, but the
labeled information needs to be made carefully and man-
ually, and the cost is large, which hinders the application of
the method relying on component label information in the
actual scene under certain conditions.

Therefore, only using image category tags for classifi-
cation and prediction is the research hotspot of fine-grained
image classification. Attention mechanism plays an indis-
pensable role in deep learning [9, 10]. Attention mechanism
is a mode of resource allocation, which can focus on local
information, invest more energy in dealing with important
information, and ignore unimportant information. In recent
years, the idea of attention mechanism has been widely used
in various disciplines, especially in natural language pro-
cessing and computer vision. Generally speaking, the at-
tention mechanism is to get the parts that need to be mainly
concerned from the image and then add a lot of attention
resources to the parts that need to be mainly concerned, so as
to obtain the information of the parts that need to be mainly
concerned in the image [11]. At the same time, it also
suppresses other irrelevant information in the image, so that
we can accurately and quickly know what the main content
of the painting is. From the differentiability of attention,
attention can be divided into hard attention and soft at-
tention. ResNet50 network adds attention modules to the
convolution blocks of conv2 and conv3 and conv4 and
conv5 of the two networks, respectively, to obtain richer and
discriminative attention features [12]. Input the converged
bilinear eigenvectors into the classification function to ob-
tain the classification probability. Because the classification
layer of Resnet50 network is set with 1000 categories of
image classification tasks. Therefore, this paper is to remove
the original classification layer and set a fixed number of
neuron classification layer according to the actual needs of
classification tasks [13].

Da P et al. [14] presented region-based, convolutional
neural network for accurate and efficient TV logo classifi-
cation. Maximally stable extremal region (MSER) was used
as a method of generating candidate boxes per image. Zhang
etal. [15] presented a novel method based on Random Forest
classification with multi-type features to detect the logo
regions on arbitrary images, and the detected logo regions
were further recognized using the visual words with spatial
correlated information. Druzhkov and Kustikova [16]
consider such deep models as autoencoders, restricted
Boltzmann machines, and convolutional neural networks.
Existing software packages for deep learning problems are
compared. Song et al. [17] proposed a synchronized deep
autoencoder network for the simultaneous detection and
classification of cells in bone marrow histology images. The
proposed network used a single architecture to detect the
positions of cells and classify the detected cells, in parallel.
Liu and An [18] introduced the idea of sparse representation
into the architecture of the deep learning network and
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comprehensively utilized the sparse representation of well
multi-dimensional data linear decomposition ability and the
deep structural advantages of multilayer nonlinear mapping
to complete the complex function approximation in the deep
learning model. Liu et al. [19] proposed an active learning
algorithm based on a weighted incremental dictionary
learning. This algorithm trained a deep network efficiently
by actively selecting training samples at each iteration. Chen
et al. [20] proposed the idea of deep learning ensemble
framework, which was loosely based on the integration of
deep learning model and random subspace-based ensemble
learning. Ma et al. [21] proposed a sparse representation
classification method based on the optimized kernel func-
tion to replace the classifier in the deep learning model,
thereby improving the image classification effect. [22]
presented a vehicle logo recognition using a deep con-
volutional neural network (CNN) method and whitening
transformation technique to remove the redundancy of
adjacent image pixels.

Backpropagation algorithm with stochastic gradient
descent optimization technique had been deployed to train
and obtain weight filters of the networks. Li et al. [23] aimed
to minimize the user variability in training CNN by auto-
matically searching and optimizing the CNN architecture,
particularly in the field of vehicle logo recognition system.
Soon et al. [24] used deep learning methods that were based
on data optimization for vehicle logo in complex scenes.
They proposed three augmentation strategies for vehicle
logo data: cross-sliding segmentation method, small frame
method, and Gaussian distribution segmentation method.
Bianco et al. [25] proposed a mapreduce-based CNN called
MRCNN to train the networks. Furthermore, unlike the
previous classical CNN starting from a random initializa-
tion, they proposed a novel genetic algorithm global opti-
mization and Bayesian regularization approach called GABR
in order to initialize the weights of classifier. Yousaf et al.
[26] developed and applied an improved deep convolutional
neural network model to perform the automatic classifica-
tion of breast cancer using pathological images, in which
data enhancement and migration learning methods were
used to effectively avoid the overfitting problems with deep
learning models when they are limited by the training image
sample size. Soon et al. [27] proposed two multi-view
learning approaches to tackle the insufficient data issue. On
one hand, a multi-view ordinal classification with a multi-
view max pooling (MVMP) approach was proposed. On the
other hand, in order to account for the ordinal relation, they
proposed a double-task learning on MVMP for classification
and average pooling for regression. Ke and Du [28] proposed
a deep multi-view learning method to deal with the small
sample problem of HSI. Li and Hu [29] used an end-to-end
Convolutional Long Short Term Memory (ConvLSTM)
network to learn the deep mutual information of polari-
metric coherent matrices in the rotation domain with dif-
ferent polarimetric orientation angles (POAs) for
unsupervised PolSAR image classification.

The feature differences of objects in fine-grained images
are only reflected in local nuances. The difficulties of clas-
sification are mainly manifested in two aspects: one is to

accurately locate the key areas with discrimination in the
image, and the other is to extract effective features from the
detected key areas and classify them. Therefore, how to
effectively detect the foreground objects in the image and
mine the local details of fine-grained objects is the primary
problem that fine-grained image classification algorithms
need to solve. Most of the early fine-grained image classi-
fication algorithms follow this process: first, find the key
feature areas of the foreground object, then extract features
on these areas and process them appropriately, and finally
complete the training or prediction of the model through the
classifier. Most of these algorithms rely on artificial feature
extraction, and the description of fine-grained image fea-
tures is limited, which makes the classification accuracy
difficult to meet the actual needs.

3. Convolutional Neural Network with
Attention Mechanism

This paper studies a fine-grained image classification method
with high classification accuracy without additional local
information annotation, extracting distinguishing features
and fusing global features to achieve effective classification.

3.1. Channel Domain Weighted Attention Network.
Taking the features extracted from the convolution layer as
the input features, the input features contain multiple dif-
ferent feature channels, and each channel may correspond to
different feature information in the image. The information
contained in these channel features is different, which leads
to their different importance for fine-grained image classi-
fication. The desired result is to focus only on those channels
with discriminative information and weaken the influence of
features without discriminative information. Channel do-
main attention is simply to use a weight value coefficient to
express the importance of each channel feature. For the two-
dimensional feature map obtained by convolution, channel
attention can be expressed as a 11 dimensional eigenvector.

The bilinear convolution network used in this paper still
adopts two branch networks. However, both branch net-
works use the improved ResNet50 as the feature extractor,
mainly to enhance the representation ability of network
feature extraction. In this paper, the attention module is
added between conv2, conv3 and conv4, conv5 of the two
branch networks, respectively. Then, the weighted feature
map processed by the attention module adopts a bilinear
pooling operation, and a full connection layer is connected
at the end of the network as the classification function. The
number of neurons in the classification layer should be
consistent with the number of categories of the classification
task. Input the bilinear feature vector into the classification
function to get the final result of fine-grained image
classification.

For the weighted features generated by the two branches
through the attention module: F.. € R“*¢, the obtained
weighted vectors are input to the next convolution block.
Finally, the sum of the feature vectors obtained by network A
and network B is bilinear fused
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Finally, the obtained bilinear weighted vector is used as
the input of the classification function to get the final
classification result

s=0(W,;z+b), (4)

where ¢ represents the Softmax classification function and b
is the offset value of the current layer.

The bilinear convolution neural network based on the
attention mechanism proposed in this paper, by adding the
attention module, highlights the channels that can distin-
guish the local regional features, suppresses the useless in-
formation interference that has little impact on the
classification results, improves the accuracy of local feature
location, reduces the impact of background occlusion and
object deformation on the classification results, and thus
improves the classification accuracy of fine-grained images.

The calculation steps of the channel domain attention are
as follows:

(1) Squeezing: the feature map generated by the residual
network is used as the original input x of the at-
tention model, and the global average pooling
method is used to compress the features of all
channels into a number, expressed in z, then:

x, (i, j),x € R""™, z € R". (5)
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Among them, the dimension of x is w*hx*c; ¢
represents the channel of the feature, (i, j) represents
the coordinate position on a certain channel, and
after the extrusion calculation z is a vector of one
dimension;

(2) Activation, input z to the full connection layer and
calculate the relationship between channels;

s =0 (W,ReLU (W ,;2)). (6)

The bottleneck structure is used in the two fully
connected layers. An FC pair is used to reduce the
dimension z. The dimension reduction ratio is 1/r;
ris the dimension reduction coefficient, and then
activated it using Re L U, and an FC is used to in-
crease the dimension. The parameters of the two fully
connected layers are expressed by W, and W, re-
spectively. s belongs to R°. The dimension of s is
equal to z. o(*) indicates sigmoid activation;
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Figure 1: Channel domain attention network module.

(3) Sigmoid activation function normalizes the channel
weight value to (0, 1) and multiplies the activated
weight value with the original feature points to
obtain the weighted feature map as xe RV,

3.2. Spatial Domain Weighted Attention Network. Spatial
attention pays more attention to the information on the
spatial position of the discriminative region of the feature
map. It can be said that spatial attention is a supplement to
channel attention. The schematic diagram of the spatial
attention module is shown in Figure 1 [30].

The pixel values of each spatial position in the feature
map are taken out separately and combined into a one-
dimensional feature vector. The spatial domain attention
mechanism refers to learning a weighted real number for all
one-dimensional features in these spatial positions to rep-
resent the importance of these features. For the entire three-
dimensional feature map, the weight that spatial domain
attention needs to learn is a two-dimensional weight matrix
corresponding to the size. Through the learning of spatial
attention, the feature response at the significant local spatial
position in the feature map will continue to increase. The
spatial attention module is added to the residual network.
The specific process of feature extraction and fusion of at-
tention module is as follows:

(1) The feature function extracts the feature map
F,F € R where w * h is the spatial dimension of
the feature map, c indicating the number of channels.

(2) Global average pooling P, and global maximum
pooling P,, are used to reduce the dimension of the
feature map F. The obtained two feature maps
w * h * I are spliced by summing the corresponding
elements, and useful information is extracted
through a full connection layer.

(3) Using a 7x7 convolution kernel convolutes the
characteristic image obtained in the previous step,
and the size is compressed to w * h * 1. Then, use the
sigmoid activation function to map and generate the
spatial attention map A, A, € RV,

(4) The method of point multiplication by element is
used to fuse the features of F and A to generate the
final spatial attention feature map F,, F, € R¥>¢,

(5) Through global average pooling P, and full con-
nection layer learning of spatial attention feature
mapkF, the descriptors of all output feature maps are
obtained, with the size of I x c.
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Figure 2: Overall network framework.

(6) Use the activation function ReLU to allocate the
channel attention weight and generate the channel
attention weight A, A, € R,

(7) The feature fusion of F and A, is carried out by the
method of corresponding element point formation,
and the key extraction of channel dimension is re-
alized. Finally, a multi-dimensional attention feature
map F, is generated, F,, € RW",

Combining the two dimensions of attention, it has a
stronger local feature extraction ability, so that the network
can obtain more abundant features. Through multi-di-
mensional attention, we can avoid the loss of important
information when extracting features from the network.
Add the attention module, first obtain the local areas with
discriminative information with spatial attention, and then
distinguish the channels corresponding to the local features
of different subcategories through the channel attention
retention significant high response. The two promote each
other. After weighting the feature map, it is input to the
Softmax classification layer to get the category of the image
and realize the classification task.

3.3. Fine-Grained Classification Based on Attention Mecha-
nism and Multi-Scale Features. The difference between
different subclasses of fine-grained images is small and
difficult to detect; different individual images of the same
subcategory have large intra-class differences due to the
influence of posture, angle, background, and so on. In order
to strengthen the attention to distinguishing local regional
features, this paper designs a classification method that
integrates attention mechanism and multi-scale features and
improves it. ResNet50, a residual network with more layers
of features and stronger expression ability, is used to extract
global features and local features, respectively, and the upper
and lower networks interact. By adding the attention
mechanism of channel domain and spatial domain to the
residual structure, filtering out the irrelevant channels in the
feature map, and focusing on the local region of spatial
response, we get rich multi-dimensional attention features.
Automatically focus on key parts without using additional
manual labels to improve the classification effect of the
network.

3.3.1. Multiscale Feature Fusion. Through the multi-level
feature combination to enrich the feature representation of
the significant region, obtain the key part features while
retaining the global features and get rich multi-level features.
In the designed network model, it is also to improve the
representation ability of features and fuse multi-scale fea-
tures. The two inputs of the bilinear network correspond to
the original graph. Multiscale feature fusion network model
is shown in Figure 2.

The network convolutes the input images of different
sizes with the scaled sample image of the original image to
obtain the characteristic images of different sizes. Each
position of the feature map output by the network corre-
sponds to different sizes of regions in the original image, and
the feature map of different scales can represent the features
of different sizes in the image.

When the convolution kernel is in the same size, the
large-scale features often correspond to the larger region in
the original image, and the small-scale features correspond
to the smaller region. They describe the global information
and detailed information of the image, respectively. In the
task of fine-grained image classification, large-scale features
are used to represent the key parts, and small-scale features
are used to represent the low-level information of these
parts. By fusing the features of different scales, more ex-
pressive features can be combined, which is more conducive
to fine-grained image classification.

Multi-scale features can be obtained by controlling the
size of the input image. Before fusing different size features,
the two feature images need to be unified into the same size.
The bilinear interpolation method is used to sample the
small-size feature map, enlarge it to the size of the large-size
feature map, and make full use of the information in the two
feature maps.

3.3.2. Attention Characteristics. This paper analyzes the
fusion of channel attention and spatial attention features and
uses ResNet50 as a feature extractor to add channel domain
attention to the residual block of the upper network and
spatial domain attention to the residual block of the lower
network. Through the two kinds of attention, the salient
parts of images with different sizes are detected, and the
features are extracted, respectively, and finally combined



them. ResNet50 is composed of 50 convolution layers, which
contain five stages, which are represented by stagell-stage5,
respectively. Each stage2-stage5 also contains three, four, six,
and three residual blocks. If the size of the image input by
ResNet50 is 224%224+3, the feature size of the convolution
output of the last layer is 7+7%2048, the size of the feature
image is reduced by half on each stage, and the number of
channels is doubled.

After using the residual network to obtain the weighted
feature maps in the channel domain and spatial domain, we
can use bilinear interpolation to unify the size of these two
different sized attention maps and then use bilinear pooling
to fuse features. The channel attention characteristic map
can be expressed as M, and the spatial attention charac-
teristic map can be expressed as M, then:

M, = (p(M.) M, )

M ¢ represents the fusion result of the two feature maps, and
¢ (*) represents the bilinear interpolation operation. Adding
multiple channel domain and spatial domain attention
modules to the residual network can focus on the salient
teatures from different dimensions.

4. Improved Loss Function

4.1. Improvement of Classification Function. The loss func-
tion of target detection task consists of classification loss and
regression loss. The loss function is divided into the fol-
lowing four parts: confidence loss Loss_,, category loss
Lossj,ss> cOordinate loss Loss,,, and width height loss Loss,,.
The formula is as follows:

xy

class

=1 i Z I?;)j(z —w; X hj)[(xi —fi)z +(yi - }A’i)z]

i=0 j=0

Loss (object) = Loss,.,, + Loss,; + L0sscop¢ + Loss
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=217 [Blog (pi(0)) + (1= i (0))log (1= Bi())].
i=0 ceclass
(8)

The loss function Loss,, is expressed as (x;, ;) co-
ordinate error, the second item Loss,, is the width height
coordinate error, WI, h; is the length and width of the ith
grid prediction frame, k * k is the number of grids, M is
the candidate boxes generated by the grid, and each
candidate box will get the corresponding bounding box
through the network, and finally get k * k * m bounding
boxes. The confidence error Loss., is calculated using
cross-entropy, using cross-entropy loss. However, the
original cross-entropy loss function will reduce the
recognition accuracy in the case of unbalanced samples,
and there are more small targets and fewer targets in the
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target statistics of sample data. Therefore, the prominent
challenge of target detection is the extreme imbalance
between positive and negative samples and difficult
samples. In order to solve the problem of sample im-
balance, focal loss is introduced to replace the original
cross-entropy classification loss function. The formula is
as follows:

—a(1-y)lo " =1,
Focalloss = (1=y') logy 7 (9)

—(1- (x)y'ﬁ'log (1-5"), y=0o,

where y € { + I}is the real category, and the probability
value between y' € {0, 1} is the model probability estimated
by the activation function. In addition, focal loss introduces
two hyperparametric sums « and f3, in which the balance
factor « represents the corresponding weights of different
categories, which is equivalent to weighting the positive and
negative samples, so as to balance the positive and negative
samples; The attenuation coefficient >0, as the loss of
samples, pays more attention to difficult samples. The larger
the attenuation coefficient f3 is, the greater the attenuation
degree of samples with the correct focus loss classification,
which also makes its loss pay more attention to difficult and
misclassified samples.

4.2. Improvement of Regression Function. The target detec-
tion task is to detect the position and category of the target in
the image. The most commonly used evaluation index is
average accuracy (MAP), and the index of accuracy between
the prediction box and the real box is intersection union
ratio (IOU). L2 regression loss function is the original re-
gression loss function L1 norm loss function, also known as
the minimum absolute deviation (LAD), which minimizes
the sum of the absolute differences between the target value y
and the estimated value. The L2 norm loss function, also
known as least-squares error (LSE), minimizes the sum of
squares of the differences between the target value and the
estimated value. Formula:

L,(3y) = i|yw -7,
i=0

m

L3y =Y (?-77).

i=0

(10)

The original regression function uses the L2 loss function
for bounding box regression, but this kind of loss function
does not always reflect the positioning accuracy well.
Therefore, in the process of target detection, IOU will be
considered to measure the target positioning loss directly,
and the IOU loss formula is expressed as

B nB"
IoU=—sm—, (11)
B uB”
where R oy is the penalty term of the prediction box B, 4

and target box By,. The original IOU-based loss function is
defined as
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Loy = 10I0U. (12)

Although IOU loss solves the two major problems that
smooth L1/L2 series variables are independent of each other
and do not have scale invariance, IOU loss only works when
the bounding boxes overlap and will not provide any moving
gradient in the case of non-overlap. CIOU loss, based on
IOU, introduces the minimum circumscribed rectangle of
the prediction box and real box, which can solve the gradient
optimization problem of a disjoint rectangular box, but there
are still some limitations in training and convergence speed.
In this paper, CIOU loss is added to replace the original
regression function to achieve more accurate prediction box
regression. The overall formula is expressed as

Ljoy = 1°IoU + RCIoU(de’ Bgt)' (13)

The difference between CIOU and IOU loss is that
three geometric factors, including overlapping area, center
point distance, and aspect ratio, are considered in the
boundary box regression to solve the inconsistency between
the measurement function and the boundary regression
mechanism in the process of target detection. In CIOU|,
the specific settings are:

2 t
b, b9
Regyy = Lz) +av, (14)
[}

where b and b¥", respectively, represent the distance between
the center points of the prediction frame and the target
frame, ¢ (-) represents the Euclidean distance between two
points, and ¢ represents the shortest distance of the diagonal
between the two frames, while taking into account the
overlapping area and the center point distance.

In addition, the parameters & and v take the aspect ratio
between the two boxes into account, and the formula is as
follows:

2
4 . w9t . w

v = —| arctan— — arctan— | ,
7 hot h

(15)
~ v
*= (I-IoU)+v

The final regression function used for classification
detection is

2 gt
¢°(bb
LCIOU =1-IoU+ %
, (16)
% 4 w?* w
+ m‘; arctan W —arctan E .

5. Experimental Results and
Performance Evaluation

The data sets used in the experiment are fine-grained public
data sets: CUB-200-2011 data set. The CUB-200-2011 data
set has 200 different bird categories, with a total of 11788
images. Each category covers different angles, different

scenes, and different postures, including 5794 test pictures
and 5994 training pictures. A comparison of the PR curve is
shown in Figure 3.

The experimental process is divided into two stages: in
the first stage, the data are input into two networks and the
two networks work in parallel at the same time. All the
convolution layer parameters in front of the attention
module are fixed. The parameters of the attention module
are initialized randomly, and then only the parameters of the
attention module and the full connection layer are trained.
Finally, the classification is completed and the parameters
when the classification performance of the model is the best
are saved. In the second stage, the whole model is initialized
with the optimal parameters saved in the previous stage, and
then the parameters of all layers in the network are fine-
tuned to obtain the classification accuracy and model pa-
rameters of the final model. Since the full connection layer is
used, it is necessary to set the size of the input data. In the
experiment, the data input into the network is 448 x 448. The
SGD optimizer with a momentum of 0.9 and a weight at-
tenuation coefficient of 0.00001 was used in the experiment.
Setting of learning rate: in the first stage, the initial learning
rate of the full connection layer is 0.9, and the initial learning
rate of the attention module is 0.09, and the initial learning
rate of the second stage is 0.001.

It can be seen from Figure 3 that the number of cate-
gories gradually increases from 2000 to 4000 and 6000.
Compared with BCNN, the WSFF-BCNN model achieves
better performance than other benchmarks on data sets of
different sizes. This paper further calculates the “precision”
and “recall” of BCNN and WSFF-BCNN to illustrate the
accuracy and missed detection rate of detection. The larger
the area surrounded under the curve, the better the detection
performance. It can be seen that WSFF-BCNN significantly
improves the recall rate, which shows that this method al-
leviates the lack of small objects in target detection.

This paper evaluates the detection performance by
changing different IOU thresholds from 0.6 to 0.9 at 0.05
intervals. As shown in Figure 4(a), when changing the IOU
threshold, WSFF-BCNN (red curve) has a more stable
performance improvement than BCNN (blue curve). This
paper also sets different iteration times to compare the
convergence and accuracy of the model. Figure 4(b) shows
that with the increase of the number of iterations, the
performance is gradually improved, and the accuracy is
higher than that of BCNN.

Obviously, compared with the BCNN method, WSFF-
BCNN can detect some targets that are not easy to detect,
such as occluded, blurred, and small targets. The method
proposed in this paper has great advantages in small area
detection, which shows the effectiveness of multi-scale
feature fusion.

The ROC curves of all methods are drawn in Figure 5 to
show the stability of each method. The larger the area below
the curve, the more stable its classification performance is,
which shows that the performance of this method is the best.
Compared with other methods, the classification difficulty
increases with the increase of categories, and the prediction
accuracy is still very high.
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FIGUure 3: Comparison of PR curve (CUB-200-2011). (a) CUB-200-2011 2000, (b) CUB-200-2011 4000, and (c) CUB-200-2011 6000.

The improved model in this paper solves some limita-
tions of the original B-CNN model. For the input image, the
specific location of the target object is obtained through
network to reduce the interference of background infor-
mation. Compared with the network of the original model,
the improved ResNet50 is used as the feature extractor to
enhance the ability of feature representation, improve the

training speed of the network, and reduce the phenomenon
of overfitting. Adding the attention module to the residual
network has a stronger ability of the local feature extraction
and richer feature representation. The high-dimensional and
low-dimensional features extracted by the two networks are
fused with bilinear features, so that the proposed bilinear
convolution neural network based on attention mechanism
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Z 090 240 . X
g T H the fine-grained field, it shows better advantages. Compared
/ 7z, . . .
E 0.88 s P with other models, it proves the effectiveness of the WSFF-
= 086 o 2 BCNN model proposed in this paper, the effect is better, and
084y 7 7/ it is more suitable for the target detection task in the real
0824 77 scene.
0.80 In addition, although this paper solves the problems of

0 01 02 03 04 05 06 07 08 09 1

False positive rate

--- WSFF-BCNN --- ResNet-164
BCNN --- Vggl9-Network

--— ResNet-110 —— Network-in-Network
ResNet-50

Figure 5: ROC classification curve.

pays more attention to the more discriminative local region
features in learning and training and improves the classi-
fication accuracy of the whole network.

6. Conclusion and Future Work

There are many difficulties in fine-grained classification task,
which leads to poor classification effect. There are only subtle
feature differences among various types of fine-grained
images. How to find and use these local area information is
the problem that fine-grained image algorithm needs to
solve. Based on the relevant research of CNN, this paper
studies the fine-grained image feature extraction and thin-
ning and the improvement of loss function in the training
process of convolutional neural network. Firstly, the features
extracted by the traditional CNN algorithm in the feature
extraction stage cannot capture the location of the local
region of the image, which makes the model unable to pay

large-scale classification, multi-scale detection, and effective
feature extraction in images to a certain extent, due to the
diversified development of various images, the algorithm
should be further optimized. Although the training method
proposed in this paper is an effective classification with label
information, it is still a supervised method in essence.
Therefore, the next step can focus on the unsupervised fine-
grained classification. At the same time, in the detection task,
we still face severe challenges such as multi-label and large-
scale problems. Although the method proposed in this paper
effectively improves the effect of target detection, it still
needs further research on target classification and detection
in the future.
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1. Introduction

Copyright © 2022 Ming Fu et al. This is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

From trivial matters in life to major scientific projects related to the fate of mankind, decision-making is everywhere. Whether
high-quality decisions can be made often directly affects the development of affairs, especially when sudden disasters occur. As the
basis of decision-making, data are crucial. The continuously probabilistic linguistic set, a data structure of the fuzzy mathematics,
is selected in the paper to collect original data after careful comparisons, because this data structure can fully consider the
hesitation of decision-makers and the fuzziness of complex problems. Although all alternatives are costly, the costs of different
alternatives still vary greatly; obviously, the low-cost alternative is better than others when the same predetermined goal can be
achieved, which is one of the research objectives and characteristics of this paper. Different from other researchers who only take
the cost as one of the decision-making indicators, the algorithm proposed in the paper pays much more attention on the cost
reduction. When dealing with an emergency, it is often difficult to solve the problem by taking measures only once; usually,
multiple rounds of measures are needed. Each round of decision-making has both connections and differences, and the
multiround decision-making model is proposed and built in the paper. Different from traditional linear structures, the model
mainly adopts the closed-loop structure, which divides the whole process into multiple sub-decision-making points, the severities
measured at the current time point will be compared with the values estimated at the latter time point, and then, the differences
will be input into the system, the corresponding automatic adjustment modules will be activated immediately according to the
values. The accuracy of the system can be verified and adjusted in time by the closed-loop control module. Finally, several
experiments are carried out and the results show that the algorithm proposed in the paper is more effective and the cost is lower.

decision [3]. Generally speaking, decision-making is
regarded as the process in which individuals or groups make

People are always faced with all kinds of decision-making
problems, how to make an appropriate decision in time is a
scientific problem and has become one of research hotspots
in the academic circle.

There are several different descriptions for the definition
of decision-making. Simon believes that decision-making is
essentially management [1]; Mikesell and Griffin, manage-
ment professors, point out that decision-making is a process
in which an appropriate alternative will be selected from
multiple alternatives [2]; the American scholars Ebers and
Maurer believe that decision-making should also include all
activities, which must be carried out before making the final

appropriate decisions for specific goals.

Decision-making problems can be roughly divided into
three categories from the perspective of known conditions:
(1) the deterministic decision-making problem, such
problems have clear alternatives and expected results; (2) the
risky decision-making problem, the predetermined goal is
clear; however, there are many paths to the goal, every path
has certain risks and uncertainties, and fortunately, the
probabilities can be roughly calculated; (3) the uncertain
decision-making problem, it is similar to the risky decision-
making problem; however, the probabilities can only be
estimated, and even worse, there may be certain deviations
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in the estimated values. The problem studied in this paper
belongs to the third category, which has many uncertainties
and is the most complex of the three categories.

Information collection is a basic and key step of the
decision-making; however, most information provided by
interviewees is uncertain, vague, and hard to be denoted
mathematically, how to scientifically record uncertain
information is the first problem to be solved. In 1965, the
Professor Zadeh has put forward the concept of the fuzzy
set, which provided a new idea for solving such problems
[4], the main contribution is that the concept of the
membership degree has been proposed; subsequently, the
theory has been widely recognized and developed rapidly,
and various forms have been expanded, such as the in-
terval-valued fuzzy set [5], the n-type fuzzy set [6], the
intuitionistic fuzzy set [7], the interval intuitionistic fuzzy
set [8], the hesitant fuzzy set [9], and the probabilistic
linguistic set [10]. The main features of these fuzzy sets can
be briefly summarized as follows: the membership degrees
are described by interval values in the interval-valued
fuzzy set; the membership degrees are represented by sets
in the n-type fuzzy set; both the membership degree and
the nonmembership degree can be considered in the
intuitionistic fuzzy set; beyond that, the hesitation de-
grees, which are denoted by interval values, are included
in the interval intuitionistic fuzzy set. The hesitations of
the decision-makers can be described in the hesitant fuzzy
set; in addition, the structure is concise and efficient, and
therefore, the theory of the hesitant fuzzy set has become
one of research hotspots in recent years. The probabilistic
linguistic set is developed on the basis of the hesitant fuzzy
set, and it adds occurrence probabilities to membership
degrees, so as to increase further descriptions for mem-
bership degrees.

Mathematics is recognized as one of the best analytical
tools. In order to use mathematical tools to carry out
researches, scholars have put forward several basic
mathematical concepts for fuzzy sets. Xia and Xu first gave
the mathematical definition of the hesitant fuzzy set [11],
and Liao and Xu defined some special hesitant fuzzy sets
from the perspective of solving practical problems [12],
such as the empty set O*, the complete set E*, and the
meaningless set ®*. Unfortunately, fuzzy sets cannot be
added, subtracted, multiplied, and divided directly; for this
reason, several basic operation methods for fuzzy sets are
proposed by scholars. Torra defined the complement,
union, and intersection operations for hesitant fuzzy el-
ements [13]. Xu and Xia conducted further researches and
proposed the addition, multiplication, number multipli-
cation, and power operations for hesitant fuzzy elements
[14]; on this basis, Liao and Xu proposed the definitions of
subtraction and division [15].

In addition, fuzzy elements cannot be compared di-
rectly like real numbers. Therefore, Xia and Xu have put
forward the concept of the score value, which provides a
method for comparing different fuzzy elements; however,
when the score values are equal, it needs to be further
judged with the help of the variance values [16], which was
proposed by Liao et al.
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Unfortunately, the basic operation methods mentioned
above can only meet simple aggregation requirements and
would be unable to finish the calculation when a large
number of fuzzy elements participate. Therefore, researchers
proposed several effective fuzzy aggregation operators. Xia
and Xu proposed the hesitant fuzzy-weighted averaging
(HFWA) operator and the hesitant fuzzy hybrid averaging
(HFHA) operator in the paper listed in the Reference [11]
mentioned above, considering the importance of location
and data simultaneously. Liao and Xu defined a series of new
hesitant fuzzy mixed integration operators and studied their
boundaries and relationships [17]. Zhu and Xu proposed the
hesitant fuzzy Bonferroni average operator and the weighted
hesitant fuzzy Bonferroni average operator from the per-
spective of logical relationships, and studied their mono-
tonicity, commutativity, and boundedness [18].

In particular, due to its outstanding structure, the theory
of the probabilistic hesitation fuzzy set has been developing
rapidly. Zhang et al. studied the preference relationships,
ranking methods, basic operation rules, and aggregation
operators [19]. Hao et al. studied the basic properties of the
probabilistic dual hesitant fuzzy sets and proposed the en-
tropy measurement methods, the comparison methods, and
the aggregation operators [20], such as the weighted average
operator and the geometric average operator. On this basis,
Garg and Kaur studied the distance measurement methods
of probabilistic dual hesitant fuzzy sets [21]. Ye proposed the
correlation coefficients of probabilistic hesitant fuzzy sets in
discrete and continuous cases, respectively [22]. Li and
Wang proposed the concept of the probability hesitation
tuzzy likelihood [23]. These theories have built a solid
foundation for the probabilistic hesitation fuzzy theory.

Scholars have also conducted in-depth discussions on
decision-making methods. The main idea can be simply
summarized as using operators to aggregate estimation data
and then rank alternatives according to the score values.
These methods can be roughly divided into two categories:
(1) optimize the aggregation operators and (2) innovate
decision-making methods. For the first category, Jiang and
Ma proposed the probability hesitation fuzzy frank-
weighted average operator and the probability hesitation
fuzzy frank-weighted geometric operator, and then dis-
cussed the relationships between them [24]. Zhao et al.
considered the psychological preferences of decision-makers
and proposed the probabilistic hesitant fuzzy Einstein ag-
gregation operator [25]. Shao et al. proposed the probabi-
listic hesitation fuzzy priority integration operator after
considering the internal correlations of indicators [26]. Li
et al. proposed a new probabilistic hesitant fuzzy priority
aggregation operator, which can make full use of the priority
relationships among indicators [27]. For the second cate-
gory, on the one hand, several commonly used methods in
the field of the decision-making have been extended to the
probabilistic hesitation fuzzy environment, such as the
TOPSIS method, the QUALIFLEX method, and the LIN-
MAP method; on the other hand, other theories or methods
are introduced into the probabilistic hesitation fuzzy envi-
ronment and make the theory more diversified. Zhou and
Xu introduced several financial concepts into fuzzy sets and
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then applied the hybrid algorithm to the practice of the stock
investment decision-making [28]. Tian et al. established a
consensus process based on the probability hesitation fuzzy
preference relationships and the prospect theory, and then
applied it to financial venture investment [29]. Wu et al.
introduced the GM (1,1) model of the grey theory and
applied it to coal mine safety production [30]. Guo et al.
introduced time series analysis and established a time series
prediction model based on hesitation probability fuzzy sets
[31]. For this article, we not only optimize the aggregation
operators but also innovate decision-making methods; by
comparison, the main work of the paper is to innovate the
decision-making methods, and especially, the closed-loop
control model is combined with the fuzzy decision-making
algorithm.

2. The Basic Theories

This section will briefly introduce some important basic
theories, which will be used in the following chapters, and it
is helpful for other researchers to better understand the
algorithm proposed in this paper.

2.1. The Continuously Probabilistic Linguistic Set. The con-
tinuously probabilistic linguistic set is an extended form of
the probabilistic linguistic set, which overcomes the dis-
advantage of the limited number of possible values in the
probabilistic linguistic set. The definition of the continuously
probabilistic linguistic set (CPLS) can be mathematically
described by the following equation:

L, = {y,|pm €[0,1],p € [0,1],1=1,2,,m, ) p = 1}.
=1

(1)

In the above definition, the evaluation value is
recorded by the symbol y; and its corresponding proba-
bility is recorded by the symbol p;; the restraint condition
y; € [0, 1] points out the range of evaluation values, and
the greater the value of the y;, the higher the evaluation
acquired from experts; similarly, the restraint condition
p; € [0, 1] points out the range of probability values, and
the greater the value of the p;, the greater the occurrence
probability of the corresponding evaluation value; the pair
of the symbol y,/p, can be called the continuously
probabilistic linguistic element (CPLE); the restraint
condition [ = 1,2, -,m indicates the value range of the I,
and the symbol m indicates the total number of evaluation
values in the CPLS; the restraint condition )", p, =1
indicates that the sum of all the probability values in any
CPLS must equal to 1.

Unlike real numbers, CPLSs cannot be directly
compared with each other, how to compare CPLSs is a
difficult problem in front of researchers. The score
function, which is first proposed by Farhadinia, can
handle this problem effectively [32], and the calculation
results are real numbers; therefore, they are easy to
compare with each other. The definition of the score

function can be mathematically described as equation (2).
Generally, the score value of the CPLS represents the final
evaluation result.

S(Lys) = IZ)’I - pr- (2)
-1

It is also necessary to briefly introduce several other
commonly used calculation formulas of CPLSs, which are
listed as follows:

A 1
(Lrs) = YIELW{YI lpl=1,2,--- ,m},

M= U {1-(-p)Ipl =12, m},

Vi€l

LoeL, = U Vi, + Y, — Y vlen Pk
e P Yz,eLerIprq»PlleLerzzﬁqu{ ! 2 et
= ]’2...’;71112 = 1,2...)m2}’
L®Ly = U Yyl Ll =12, ml,
e Pa Y!leLrs'leequ’PlleLrs'PZEqu{ et
=1,2---,m,).
(3)

We can find that only one CPLS is involved in the first
and the second calculation formulas; while there are two
CPLSs involved in the third and the fourth calculation
formulas, more calculation formulas can be obtained
according to these four basic formulas.

2.2. The Collaborative Decision-Making Problem. The defi-
nition of the collaborative decision-making can be simply
described as a process in which several experts try to find the
most appropriate alternative from multiple alternatives
according to values of key indicators [33]. The experts can be
denoted as E = {E,, E,,---,E, }, and the alternatives can be
denoted as A = {A}, A,,---, A,} mathematically.

The emergency decision-making is an important branch
of collaborative decision-making problems, and they have
many similarities [34], while there are great differences in
complexity between them. The main difference is that the
emergency decision-making problem has strict restrictions
on the time, and the information acquired by experts is
limited; even worse, it is always difficult for experts to
evaluate alternatives with single values, and they often
hesitate among multiple values. Fortunately, the introduc-
tion of the continuously probabilistic linguistic set can
handle this problem efficiently [35], and all the possible
evaluation information for an alternative given by experts
can be recorded, which avoids the loss of the original
information.

A simple example is given to illustrate the above
theory. Supposing dangerous chemicals suddenly leak on
the highway and the emergency threatens the safety of
people around and causes damage to the surrounding
environment. Several experts are urgently summoned
to find solutions for the incident, and then, they are asked
to assess each solution within a limited time. It is as-
sumed that there are three experts and four alternatives
available to handle this incident, which can be denoted as



A={A},A,), Ay, A,} and E = {E,, E,, E;}, respectively. The
CPLSs mentioned above can be used to record all the
original evaluation information. Supposing the evalua-
tion information given by the third expert for the second
alternative is denoted as
L,, ={0.3]0.4,0.36]0.42,0.38|0.18}, the values in the set
{0.3,0.36,0.38} are evaluation values, and the values in the
set {0.4,0.42,0.18} are the corresponding probability in-
formation, the calculation process of the score value is
S,3=0.3x0.4+0.36 x0.42 +0.38 x 0.18 = 0.3396.

The situation of emergencies always changes dynami-
cally over time [36]; therefore, decisions need to be made
according to the actual situations at different stages, and
these problems will be discussed in detail in the next chapter
of this paper.

2.3. The Information Aggregation Operators. The scattered
information given by experts separately must be aggregated
and obtained the final evaluation value for each alternative
[37]. At present, there are several different aggregation
methods [38], and the dynamic hesitant probability fuzzy
weighted arithmetic (DHPFWA) operator is selected in this
paper after comparisons because of its simple and intuitive
characteristics.

Supposing a total of k experts have, respectively, given
their evaluation information for the alternative A,, which
can be denoted mathematically as L, = {L,;,L,5, -+, Ly}
the weights of experts can be denoted as
w = (w,w,, -+, w), which can be obtained according to
their past experiences and authorities in this field; the greater
the value is, the more important the evaluation information
given by the expert is [39]; and the weights satisfy the
constraints, which are w; € (0,1) and Zf-il w; = 1. Equation
(3) gives the specific calculation method of the DHPFWA
operator.

DHPFWA(L,) = & (w,L,;)

i=

—

= U
Vi, €Ly Y1y €Lpa -y €Ly Py €Ly1spry €Ly pyy €Ly (4)
k

w;
1=TT=2) " pupy - opy g
1

1

where I, =1,2---,my,l, = 1,2+ ,my, [, = 1,2---,my, and
we must point out that the values of m,, m,,---,m; are not
necessarily equal to each other, which means that the total
number of elements in different CPLSs can be completely
unequal with each other. Let us give a simple example to
illustrate the above theories, supposing the CPLSs
L,, = {034]036,038/035,040/029}, L, = {0321}  and
L., = {035]07,039|03} are the evaluation information for the
alternative A, given by three experts, respectively. We can
find that a total number of elements in the three CPLSs are
m, = 3,m, = 1,and m; = 2, respectively, and they are totally
different from each other. Now further assume that the
weights of the three experts are w = (0.32,0.27,0.41), and
the aggregated value of the three CPLSs can be calculated
according to equation (3), which is shown as follows:

Computational Intelligence and Neuroscience

DHPFWA(L,) = ;«3;1 (w,L,;)

0.338811]0.252,0.351907|0.245 (5)
=| 0.358672(0.203, 0.355806/0.108
0.368566|0.105,0.375157|0.087

We can find that the aggregated value is also in the form of
CPLS and cannot be compared with other values directly [40],
the score value can be further calculated according to
equation (2) mentioned in Section 2.1, which is shown as
follows:

S(L,) =Y y,- py = 0.354173. (6)
=1

The form of the score value is very simple, and it is a real
number, which is easy to be compared with other values and
perform algebraic operations.

2.4. The Decision-Making Problem with Cost Constraints.
Obviously, the cost is one of the most important constraints
in the decision-making process, which cannot be ignored
[41]. Although every alternative for dealing with emergencies
is costly, while there are still wide gaps among different
alternatives. The more rigorous the alternative is designed;
usually, the better effect can be acquired, while the
disadvantage is also obvious, which often have a great adverse
impact on the local economy and increase burdens on the
people and the government [42]. The costs include not only
economic costs but also casualties, labour costs,
environmental pollution, and expected income loss and so on;
particularly, the casualties are the most important cost
and must be seriously considered in the decision-making
process [43].

Through the above analysis, we believe that the most
appropriate alternative is not necessarily the one that just has
the best effect, the cost and the effect must be considered
comprehensively, which is more in line with the actual
situation [44].

The main idea of dealing with the decision-making
problem with cost constraints can be briefly described as
follows: first, we reorder all the alternatives according to their
costs, which can be denoted as A ={A,A,,---,A,}; the
estimated costs of these alternatives can be denoted as
An = {Ano, Ay, -+ A1k }> in which the symbol Az,_y;
indicates the estimated cost from the time point t;_; to the
time point t;; the estimated effects acquired by implementing
these alternatives can be denoted as AT = {Ar;, A1y, -+,
A1y}, and similarly, the symbol A7,_,; indicates the esti-
mated effect acquired from the time point t;_; to the time
point t;. We give the definition of the effect per cost (EPC),
which can be described as v ={y,,,i=1,2,---,k},
W, y; = AT;_1;/An;_y;. The definition of the EPC firstly pro-
posed in the paper can consider the cost and effect com-
prehensively, and we believe that the most appropriate
alternative in the current time point is the one that has the
lowest EPC.



Computational Intelligence and Neuroscience

2.5. The Closed-Loop Control System. The closed-loop con-
trol system is a concept of the automatic control theory in
the engineering technology. Its principle can be briefly
described as follows: part or all of the output signals will be
sent back to the input of the system, the differential signals
between the original input signals and the feedback signals
will be calculated, and then, they will be input into the
system to automatically adjust relevant parameters [45],
which is helpful to avoid the system from deviating from the
predetermined goal.

We find that there are always differences between the
values estimated at the previous time point and the values
measured currently, the closed-loop control system provides
a way to solve this problem, and we try to construct a closed-
loop control system in the decision-making field [46].
Specifically speaking, we calculate the differences of the
values estimated at the previous time point and the values
measured currently and then input the differences into the
decision-making system; thus, the relevant parameters of the
system will be automatically adjusted in time according to
the differences, and this is helpful to improve the evaluation
accuracy of the system [47]. This is also one of the important
improvements between the algorithm proposed in the paper
and other decision-making methods.

3. The Closed-Loop Method of
Collaborative Decision-Making

In this section, we will introduce the algorithm proposed in
this paper in detail and build the mathematical model.

3.1.  Mathematicize the Decision-Making  Problem.
Usually, it is impossible to achieve the expected goal by
taking measures only once for dealing with emergencies, we
need to adjust measures in time with the development of the
situation. First of all, we make the following assumptions:
the initial time point is denoted as T'j, and the time point of
achieving the expected goal is denoted as T, and all time
points are recorded in the set T = {T,,T,, -+, T}. All the
time  intervals  are  recorded in  the  set
AT = {AT,,AT,, -, AT)_1x}, and they can also be called
periods. Generally, they are equal to each other, while, in
some special cases, such as, when a major unexpected event
occurs suddenly, a new time point must be inserted
immediately.

The experts invited to deal with the emergency are
denoted as E = {E,,E,,---,E,,}, and their corresponding
weights are denoted as w = {w;, w,, - w,,}; the alternatives
proposed by experts at the time point T; are denoted as
A;={AL A%,-.. A"}, the values of the parameter
i(i=0,1,---k) indicate different time points; and the values
of the n;(i =1,2,---k) are not necessarily equal to each
other. The experts will measure the current severity of the
emergency according to the information acquired at each
time point, these measurements will be denoted as
7 ={1, 7y, -+, Tx}> and each value 7; in the set 7 is in the
form of CPLS.

3.2. The Subtraction between Any Two CPLSs. In order to
build the feedback network, first of all, we need to calculate
the differences between the estimated values made at the
previous time point and the values measured at the current
time point. Both data are in the form of CPLSs, and
therefore, the subtraction between any two CPLSs must be
required [48]; however, this theory is rarely mentioned by
other researchers, and for this reason, the paper proposes a
subtraction method between any two continuously proba-
bilistic linguistic sets, which is shown as equation (4). We
suppose the L, and the L, are two ordinary continuously
probabilistic linguistic sets.

Ly=L,—L,,

- U i -vleph ()

Vi, €LroVi, €LpgoPry €Lros 1, €Ly

= L,2,ml = 1,20, my).

We find that the calculation result obtained by equation
(4) is also a set, which can be called a special continuously
probabilistic linguistic set. The main difference is that the
values satisfy the constraint condition, which is -1<y; -
y;,<1 in the subtraction set, while the values satisfy the
constraint condition, which is 0<y;<1 in any ordinary
continuously probabilistic linguistic set. It can be further
illustrated by a simple example, supposing that there are two
ordinary CPLSs, which are recorded as L, = {04/02,041]08}
and Ly = {0.38/0.3,0.410.1, 0.43]|0.6}, respectively, and the
subtraction result can be calculated according to equation
(4) and the result is as follows:

Ly=L,-L,
={0.02]0.06, —0.01]0.02, —0.03|0.12, 0.03]0.24,

0]0.08,—-0.02]0.48}. (8)

We can find that some values are greater than zero,
while other values are less than zero, which is different
from the definition of the ordinary continuously proba-
bilistic linguistic set. The sum of probabilities is also equal
to one, which is the same with the ordinary continuously
probabilistic linguistic set. However, the above result is
still not intuitive enough to reflect the differences;
therefore, the score value of the special continuously
probabilistic linguistic set needs to be further calculated.
We must point out that the method mentioned in
equation (2) is still applicable to the calculation of the
special continuously probabilistic linguistic set, and the
result is called as the special score value. The only dif-
ference is that the value range is 0<S(L) <1 for any or-
dinary CPLS, while the value range will be -1 <S(L;)<1
for the special CPLS. For example, the special score value
of the above example can be calculated according to
equation (2), and the result is as follows:

S(Lg) =Y y;- p = —0.009. (9)

I=1



When the score value is less than zero, it indicates that
the value measured currently is better than the value esti-
mated at the previous time point; when the score value is
greater than zero, it indicates that the value measured
currently is worse than the value estimated at the previous
time point; when the score value is equal to zero, it indicates
that the value measured currently is exactly equal to the
value estimated at the previous time point; however, this
ideal situation is almost impossible to happen.

3.3. The Method of Obtaining the Most Appropriate
Alternative. Let us illustrate the algorithm proposed in the
paper in the chronological order. At the initial time point T,
the current severity of the emergency measured by experts is
denoted as 7, the specific form can be denoted as
7y ={1d,73,---, 70"}, each value 7} given by the corre-
sponding expert E; is in the form of the continuously
probabilistic linguistic set, and the specific form of the 7, is
further described in Table 1. The alternatives proposed at the
time point T, are denoted as A, = {A}, AZ,--+, A"}, and the
estimated severities for the next time point T', are denoted as

1 1 ,/ . . b
7= {T{’, T{/,-‘-,T?O}. When using different alternatives,

each value 7¥ in the set 7/ is also a set, which can be denoted
1 1

i il il i, i
as 7] = {Tlo, T11,~-~,T1m}, for example, the symbol 7}; in-

dicates the severity that the expert E; estimated at the time
point T, by using the alternative A;, and the specific form of

the 7, is further described in Table 2. We must point out that
all the elements in Table 2 are also in the form of the

continuously probabilistic linguistic set. Each value T’I/ (i=
1,2,---,n,) consists of the elements in the corresponding
row of Table 2. For the sake of simplicity, the specific forms
of the elements in Table 2 are not given and they are similar
to the elements in Table 1.

All the scattered information provided by experts can be
aggregated by the DHPFW A operator, and then, the score
value can be further calculated, and these theories have
already been introduced in Section 2.3. Equations (5) and (6)
are specific expansion forms for this problem. The calcu-
lation result of the DHPFWA (7,) is in the form of the
continuously probabilistic linguistic set, and the symbol m
indicates the total number of elements in the DHPFWA (7).

DHPFWA (17,) fﬁ (@;Tg;)s

Y1 €T01:Y1, € T02 Y1y €Tom P1y €T015L1, €To2 Ply €Tom ( 10)
m w;

{1 - 1_[1 (1 - Vli) lp1, Py, "'Plk})
i=

’
m

S(Ty) = S(DHPFWA(79)) = Y v, pi. (11)

I=1

Similarly, the score values of the estimated severities at
the time point T, can also be calculated, which can be

denoted as S’ (T) = {S (T{’), S (Tfl/), . S(TTO,/)}; then, all the

estimated effects can be calculated according to equation (7).
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TaBLE 1: The current severity of the emergency at the initial time
point.

Experts E, E, e E,
Measured - | . | . |
values To = VulPyp %o = \YelPip o To =\ VielPry

TaBLE 2: The estimated severities at the time point T.

Experts estimated

severities 1 2 m
1/ 1/ 1/ 1/
7 8 T12 e Tim
% 2 2 ... 2
7 ™ 12 Tim

1o/ 1o/ 1o/ . 1o/
7 i Ti2 Tim
_ 1 2/ 1o/
Ay, = (ATOI’ Aty Aty )

- s(:}'/) - S(TO),S(T?) ~S(T,),- ..,s(r’;v'/) - S(TO)}.
(12)

Each value in the set A7, satisfies the constraint, which
is =1 <Al <1; when the value is negative, it indicates that
the emergency has become worse after using the corre-
sponding alternative A;; when the value is positive, it in-
dicates that the emergency has been alleviated after using the
corresponding alternative A;; and when the value is zero, it
indicates that the emergency has not changed after using the
corresponding alternative A;.

The cost of each period is recorded in the set
An = {Angy, Ay, -+ Afi_yi ). The symbol Ay, indicates
the estimated cost from the time point T to the time point
T;,1> because different alternatives A; = {A}, A?,..., A"} for
dealing with the emergency will produce different costs, and
the Apn;,, is also a set, which can be denoted as
Aty = { D> Ao A .

For the first period, the effect per cost y,, of using
different alternatives can be calculated according to equation
(8); obviously, the result is a set.

) ‘ AT:’/ .
%1:{%1|%1=A ?11:1’2""’”0} (13)

o1

The most appropriate alternative at this time point is the
one that has the lowest EPC, which is shown as follows:

ygy = min(yp, ).’ . (14)

Similarly, the most appropriate alternative at other time
points can be obtained by this method.

3.4. The Construction of the Closed-Loop System. The most
appropriate alternative A; found in the previous step will be
implemented immediately. The current severity of the
emergency will be measured again at the time point T,
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which can be denoted as 7,. The 7, is a set that contains
several values {7},7%,---,77"} given by different experts,
respectively, according to the information acquired at the
time point T4, and the specific form of the 7, is further
described in Table 3.

The differences between the values estimated at the
initial time point T\, and the values measured at the first time
point T, will be calculated, and the calculation method is
shown in equation (10), and its specific form is further
described in Table 4.

d, ={d},d}, -, d}"}
(15)
TT}

We must point out that all the 7 (i = 1,2, - --
Th(l =1,2,-

calculation equation d} = Tll -7 (i=1,2,---,m) is a sub-
traction between CPLSs, and they must be calculated
according to equation (4) mentioned in Section 3.2. All the
differences d' (i = 1,2,---,m) are also in the form of CPLS,
and they will be aggregated according to equation (5) and
equation (6) to obtain the total difference of the first period,
which can be denoted as S(d,).

The flow chart of the closed-loop submodule is shown in
Figure 1. At this time, the system will enter the automatic
adjustment stage. Four parameters that are denoted as
A A,y 6 and ¢ will be set in advance, and the inequalities
1<) < —e<0<e<A, <1 and 0<¢<1 hold. The smaller
the value of ¢ is set, the higher the system accuracy is re-
quired; the larger the value of A, is set, the easier it is for the
system to conduct conservative evaluation; the larger the
value of A, is set, the easier it is for the system to conduct
optimistic evaluation; and the greater the value of ¢ is set, the
easier the predetermined goal can be achieved. If the in-
equality [S(d,)| <& holds, it indicates that the system works
well and no adjustment is required; if the inequalities
IS(d;)|>e and A, <S(d;) <A, hold, it indicates that only
minor adjustments are needed and the automatic adjust-
ment method will be activated immediately; if the inequality
A, <S8(d;) <1 holds, it indicates that the system is too op-
timistic, experts are not fully aware of the severity and the
development trend of the accident, and the system can be
adjusted from two aspects: the first suggestion is that experts
must propose more stringent alternatives, and the other
suggestion is that experts should reduce the estimated
values; if the inequality —1<S(d,) <A, holds, it indicates
that the system is too pessimistic, the alternative used has
achieved better results than expected. Similarly, the system
can also be adjusted from two aspects: the first suggestion is
that the experts can propose looser alternatives with lower
costs, and the other suggestion is that the experts should
appropriately raise the estimated values.

jl il 2 il
{711 71’712 Ty Ty, —

,m) and the

-..,m) are in the form of CPLS; therefore, each

3.5. The Automatic Adjustment Algorithm. The symbol &
mentioned above is called the acceptable threshold. In this
section, we propose an automatic adjustment algorithm for
the estimated values and its specific steps are listed as
follows:

TaBLE 3: The current severity of the emergency at the first time
point.

Experts E, E, e E,

={Y11|Pzi} T = {VV'PV} T :%YZMPZ;"}

TaBLE 4: The differences between the estimated values and mea-
sured values.

Measured
values

Experts E, E, e E

m

: 1 _ 2 _ e J/
Differences ! T” -7 di= 112 2 ap =1y, -1

Step 1. Appropriate values will be set for the system pa-
rameters 1;,4,, and € according to the actual situation of the
emergency.

Step 2. Calculate the total differences of the current period
S(d) ={S(d)li=1,2,---,k} by using the method men-
tioned in Section 3.4.

Step 3. Let us take the first period as an example to illustrate
the algorithm, suppose the inequality A, <S(d,) <A, holds,
and the inequality |S(d,)| <& does not hold.

Step 4. Tt can be divided into two categories according to the
value of the S(d;). When the inequality A, <S(d,)< —¢
holds, first of all, the maximum value must be found from all
the estimated values, supposing the symbol y; represents the
maximum value, then increase m x [S(d,)| to the value, and
the symbol m represents the total number of experts. On the
other hand, when the inequality ¢ <S(d,) <A, holds, simi-
larly, the maximum value should decrease m x S(d;). We
can summarize that the adjustment method can be unified
for both categories after the above analysis, which can be
shown as follows:

y; =y —mxS(d,). (16)

Step 5. Similarly, the total difference S'(d,) can be calcu-
lated again according to the updated estimated values, and
the step 3 and the step 4 will be repeated until the inequality
IS(d,)| < ¢ holds.

Step 6. The qualified estimated values will be obtained after
several rounds of automatic adjustments.

The automatic adjustment algorithm has two advantages:
the first advantage is that the algorithm is efficient and highly
automated, and another advantage is that the original es-
timated information given by experts is minimally modified
compared with other algorithms. The flow chart of the
automatic adjustment submodule is shown in Figure 2.

3.6. The Brief Summary of the Algorithm Proposed in the Paper.
The overall flow chart of the algorithm proposed in the paper
is shown in Figure 3. The whole algorithm is divided into
multiple time points, which are denoted as {T,, T}, -+, Ty},
and the time that spans any two adjacent time points can be
called a period, such as AT = [T, T,].
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FIGURE 1: The flow chart of the closed-loop submodule.

At the time point T, the current severity of the emer-
gency will be measured by experts, and the data can be called
measured values for short; then, the algorithm will judge
whether the predetermined goal has been achieved or not
according to the measured values. If the goal has been
achieved, the algorithm will be terminated immediately; if the
goal has not been achieved, experts will estimate the severities
at the next time point when using different alternatives and
the data obtained can be called estimated values for short. The
estimated effects of different alternatives can be calculated
according to the measured values and the evaluated values,
and the cost of each alternative can be estimated according to
specific measures. After above preparation, the effect per cost
of each alternative can be calculated. Finally, the most ap-
propriate alternative that has the lowest EPC will be found
and it will be implemented immediately.

Similarly, at the time point T, experts will measure the
current severity of the emergency, and then, they will judge
whether the predetermined goal has been achieved or not
again. If the goal has been achieved, the algorithm will be
terminated; if the goal has not been achieved, the total
differences between the values estimated at the previous time
point and the values measured currently will be calculated,
and the corresponding automatic adjustment submodules
will be activated according to the differences. The following
processing methods are similar to the above steps, and the
most appropriate alternative of this time point will be found
and implemented.

From the time point T, to the time point T}_;, the al-
gorithm will repeat the above processes and the severity of

the emergency will gradually decrease. The emergency will
be effectively controlled after several rounds of treatment.

At the time point T}, experts will measure the current
severity of the emergency, and they find that the inequality
|1 — S(T})| < holds, which indicates that the predetermined
goal has been achieved, the algorithm will be terminated
immediately. The parameter ¢ is called the completion
threshold. The emergency has been handled effectively with
the lowest cost.

4. A Case of the Closed-Loop Collaborative
Decision-Making Algorithm

4.1. The General Description of the Emergency. The whole
world is facing the severe challenge of the COVID-19
(corona virus disease 2019), and the latest prediction shows
that the epidemic will lead to a global economic recession
and large-scale unemployment. It has caused a large number
of infections; even worse, various prevention and control
methods are not mature enough to fundamentally eradicate
the infectious disease.

At present, the COVID-19 has been basically controlled
in China; however, we found that the epidemic is still
breaking out occasionally in some areas of China and has the
trend of further expansion, and it has added great resistance
to the employment and the economic development of China.
The Chinese government has taken various measures to deal
with the epidemic for many years; however, the epidemic
situation is changing continuously over time. Obviously, this
problem belongs to the dynamic decision-making problem;
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in addition, we can hardly hope to solve this problem
through only a round of measures, and therefore, the
multiround decision-making algorithm discussed in the
paper is suitable to deal with this problem. The specific steps
of the proposed algorithm will be introduced in this section
according to the chronological order.

4.2. The Processing Methods at the Time Point T,,. Let us take
one of universities in the high-risk areas as an example to
illustrate the algorithm and the university is facing the
threat of the epidemic. The appropriate alternatives must
be found out at different time points to prevent and
control the epidemic. Supposing that a total of three
experts are summoned to deal with this emergency, and
they have put forward four response alternatives, which
can be denoted as A, = {A}, A%, A}, Ag} at the initial time
point T\. The predetermined goal is to minimize the
adverse impact of the COVID-19 on normal teaching and
student activities.

Table 5 lists the alternatives proposed by experts for
handling the emergency at the initial time point (7). We
can find that the measures in the table have gradually
become more and more stringent from top to bottom,
and we must admit that the latter alternative is indeed
better than the former alternative in controlling the
epidemic situation; however, the disadvantage is that the
cost will be higher; once again, we point out that the most
appropriate alternative is not necessarily the most
stringent alternative.

The current severities of the emergency measured by
experts separately according to the available information are
listed in Table 6, and the weights of experts are also given.
Obviously, the predetermined goal has not been achieved.
The scattered information can be aggregated according to
equations (5) and (6). The score value obtained ranges from
0 to 1, and the symbol “0” indicates that the situation is
extremely bad, while the symbol “1” indicates that the sit-
uation is perfect. The current severity is 0.1554, and the
specific calculation processes are shown as follows:

DHPFWA (t,) = k{BI (wep)

0.117281]0.096, 0.136686]0.064, 0.144651
0.16, 0.130477(0.024
0.149592(0.016, 0.157438]0.04, 0.147927
0.144, 0.166659]0.096
0.174347]0.24, 0.160665]0.036,0.179116
0.024, 0.18669]0.06

(17)

S(Ty) =Y y,- p = 0.1554. (18)
I=1

The values of the estimated severities at the time point T',
when using different alternatives are listed in Table 7.
Similarly, the score values are calculated and their specific
calculation steps are shown as follows:

9
0.219122]0.144, 0.225504/0.072, 0.228737
0.024, 0.238284]0.096
3 " 0.244509]0.048, 0.247663|0.016, 0.225345
Tl = & (wkrlk) = >
0.216,0.231675/0.108
0.234882/0.036, 0.244354|0.144, 0.250529
0.072, 0.253658|0.024
m
s(r}’) =Yy p =02333,
=1
0.287015]0.045, 0.293015/0.075, 0.29606
0.03,0.2986160.105
Y s M 0.304519]0.175, 0.307514/0.07, 0.293504
= ®k:1<wkT1k> =1
10.045, 0.299450.075
0.302467]0.03, 0.305]0.105, 0.310849
0.175,0.3138170.07
s(rf’) =Yy pr=03031,
I=1 (19)
0.345523(0.09, 0.352035]0.045, 0.35869
0.015,0.356817(0.09
Y s M 0.363217]0.045, 0.369757/0.015,0.351727
= @k:1<“)k71k> =
0.21,0.358178/0.105
0.364769]0.035, 0.362914/0.21, 0.369253
0.105,0.375731]0.035

0.37366910.054, 0.376717(0.036, 0.3798
10.09, 0.385363]0.036
0.388354(0.024, 0.39137910.06, 0.386471
10.126, 0.389457]0.084
0.39247710.21, 0.3979260.084, 0.400856
10.056,0.40382(0.14

4 _ 3 47\ _
= ®k:1<wk71k> =1

s(r‘f’) = iy, - py = 0.3908.
I=1
The score values of the estimated severities at the time point T',
can be recorded as S'(T,) = {0.2333,0.3031, 0.3587, 0.3908}.
Subsequently, the estimated effects at the period AT can be
calculated according to equation (7), which are shown as follows:

Aty = {Ar(i)l, Argl, Argl, ATél}
(20)
={0.0779,0.1477,0.2033, 0.2354}.

The costs at the period AT, can be denoted as
Angy = {And,, And,, And,, And }when using different alterna-
tives. Supposing the cost of the alternative A, is normalized and is
regarded as “1,” other values will be standardized based on this
value. The estimated costs of all alternatives are
Aoy = (1,1.2,1.7,2).

Obviously, the alternative A, has the best effect; however,
its cost is also the highest, and therefore, the most appropriate
alternative cannot be determined directly, and the effects per
cost of all alternatives need to be further calculated according to
equation (8), which are shown as follows:

. . AT .
Vor = I| Yo vor = A 1=1,234
Hor (21)

={0.0779,0.123083,0.119588,0.1177}.

The order of the alternatives can be denoted as
Ve, >V, > Vo, > We, according to the values of EPCs; there-
fore, the alternative A, is the most appropriate alternative at the
time point T, and it will be implemented immediately.
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4.3. The Processing Methods at the Time Point T),.
Similarly, the experts will measure the severities again at the
time point T, and their values are listed in Table 8.

Obviously, the predetermined goal has still not been
achieved. In order to test and improve the accuracy of the
system, the differences between the values estimated at the
T, and the values measured at the T'; will be calculated and
their values are listed in Table 9.

dy = &, (wed)) = 1

S(dy) =Y v+ p; = ~0.0005360609,
I=1

The system parameters are set as A, = —0.001,1, =

0.001, € = 00005, and ¢ = 0.04. We can find that the inequality

S'(dy) = Yy pr = —00001092876.
I=1

( —0.004481|0.0054, —0.010407]0.0126, 0.001529(0.0090, —0.004481|0.0210 )
0.004565(0.0036, —0.001487(0.0084, —0.017554/0.0081, —0.023557|0.0189
—0.011467(0.0135, -0.017554]0.0315, —0.008391]0.0054, —0.014521|0.0126
0.002194/0.0054, —0.003693]0.0126, 0.008163]0.0090, 0.002194(0.0210
0.011179]0.0036, 0.005168|0.0084, —0.011062[0.0081, —0.017027|0.0189
—0.005014/0.0135, -0.011062[0.0315, —0.001957]0.0054, —0.008048|0.0126
0.006739|0.0126, 0.000879|0.0294, 0.012681[0.0210, 0.006739(0.0490
0.0156830.0084, 0.009700(0.0196, —0.006188]0.0189, —0.012125[0.0441
—0.000169]0.0315, -0.006188]0.0735, 0.002873]0.0126, —0.0031890.0294
0.013339]0.0126,0.007518|0.0294, 0.019241]0.0210, 0.013339(0.0490
0.022224/0.0084, 0.016280|0.0196, 0.000231]0.0189, —0.005668|0.0441

0.0062120.0315,0.000231|0.0735, 0.009234[0.0126, 0.003211]0.0294

[ —0.004481]0.0054, —0.010407]0.0126, 0.001529]0.0090, —0.004481|0.0210
0.004565/0.0036, —0.001487]|0.0084, —0.017554/0.0081, —0.023557|0.0189
—-0.011467|0.0135, -0.017554[0.0315, —0.008391]0.0054, —0.014521]0.0126
0.002194/0.0054, —0.003693|0.0126, 0.008163]0.0090, 0.002194[0.0210
0.011179]0.0036, 0.005168|0.0084, —0.011062]0.0081, —0.017027(0.0189
dl - é (wkd,/k> _ -0.005014/0.0135,-0.011062]0.0315, —0.001957]0.0054, —0.008048|0.0126
! 0.007346|0.0126, 0.001490]0.0294, 0.013285]0.0210, 0.007346|0.0490
0.016285[0.0084, 0.010305]0.0196, —0.005573]0.0189, —0.011506|0.0441
-0.000442(0.0315,-0.005573]0.0735, 0.003482]0.0126, —0.002576|0.0294
0.013942(0.0126, 0.008125]0.0294, 0.019841]0.0210, 0.013942|0.0490
0.022822[0.0084,0.016881|0.0196, 0.000842(0.0189, —0.005053|0.0441
0.006819|0.0315,0.000842]0.0735, 0.009840/0.0126, 0.003820]0.0294
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A, <S(d;) <A, holds; therefore, major adjustments are not
required, and however, the inequality —e <S(d,) <& does not
hold, which indicates minor adjustments are still required and
the automatic adjustment module will be activated immediately.
According to the algorithm, the maximum estimated value of the
alternative AZ in Table 7 can be found, the value 0.32 will increase
to 0.3216081827 according to equation (11), and other values
remain unchanged. The updated severities are shown in Table 10.

(22)

The total difference will be calculated again according to the
data in Table 11, and the specific steps are shown as follows:

(23)
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We can find that the inequality —e< S’ (d,) < ¢ holds at
this time, which indicates that the automatic adjustment
module works well. The updated values in Table 10 can
provide references for experts in the next estimation.

Since the inequality A, <S(d;) <A, holds, the most
appropriate alternative at this time point is the same as the
one at the previous time point; therefore, the alternative
A, is still the most appropriate alternative at the time
point T, and it will be implemented immediately. Table 12
lists the estimated severities at the time point T, when
using different alternatives. Since all the alternatives
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proposed by experts have not changed, the costs remain
unchanged.

4.4. The Processing Methods at the Time Point T,. In the
same way, the experts will measure the severities again at the
time point T, and their values are listed in Table 13.

Obviously, the predetermined goal has not been achieved.
The differences between the values estimated at the time point
T, and the values measured at the time point T, will be
calculated, which are shown in Table 14. The total difference
will be aggregated according to the data in Table 14.

(—0.17952/0.0105, -0.18553|0.0063, —0.19147|0.0042, —0.16727|0.0420 )

-0.17343]0.0252,-0.17952]0.0168, —0.18265]0.0245, —0.18868|0.0147
—0.19464/0.0098, —0.17038|0.0980, —0.17655/0.0588, —0.18265|0.0392
—0.16356/0.0105, —0.16949]0.0063, —0.17536/0.0042, —0.15148|0.0420
—0.15756(0.0252,—0.16356|0.0168, —0.16679|0.0245, —0.17274(0.0147
—0.17862(0.0098, —0.15468|0.0980, —0.16077|0.0588, —0.16679]0.0392
—0.17181|0.0045, -0.17779]0.0027, —0.18369(0.0018, —0.15965]0.0180
—0.16577|0.0108, -0.17181]0.0072, —0.17493]0.0105, —0.18092]0.0063
—0.18684/0.0042, -0.16273]0.0420, —0.16887|0.0252, —0.17493]0.0168
—0.15596|0.0045, —0.16186/0.0027, —0.16768]0.0018, —0.14396]0.0180
—0.15000]0.0108, —0.15596|0.0072, —0.15917]0.0105, —0.16508]0.0063

| —0.17092|0.0042, —0.14714]0.0420, —0.15319]0.0252, -0.15917]0.0168

(24)

S(dy) =) v, py = ~01659861303.
=1

We can find that the inequality S(d,) <A, holds, which
indicates that the actual effects of the alternative are much better
than the estimated effects and major adjustments must be re-
quired. Experts need to check the system carefully to find out
whether any important information for decision-making is
missing. The alternative with lower cost should be adopted, if the
alternative adopted in the last round of decision-making is
already the cheapest alternative, experts should propose a new
and cheaper alternative. Since the inequality An; < A3, holds
in this case, which indicates that the alternative with lower cost
exists, therefore, there is no need to propose a new alternative,
and the alternative A, will be the most appropriate alternative at
the time point T',, and it will be implemented immediately.

Duo to the good effect of the alternative, the experts will
give more optimistic estimated values in the next round of
estimations, which are shown in Table 15.

4.5. Achieve the Predetermined Goal. The experts will
measure the severities of the emergency again at the time
point T'5, and their values are listed in Table 16, and then, the
score value will be calculated.

$(T5) = Zw - py = 0968163. (25)
I=1

We can find that the inequality |1 —S(T;)| <¢ holds,
which indicates that the emergency has almost been

eliminated, and only routine inspections are required and
the algorithm will be terminated.

5. The Comparisons and Discussions

Many scholars have also proposed several outstanding al-
gorithms in the field of decision-making from various
perspectives, and these algorithms have their characteristics
and suitable application scopes [49]. The comparisons be-
tween the algorithms proposed in the paper and others will
be made in this section, which will be helpful for finding out
the advantages and disadvantages of the algorithm proposed
in this paper.

5.1. The Hesitant Fuzzy Set and Its Processing Methods.
The hesitant fuzzy set, a classic data structure, is one of the
important definitions in the fuzzy mathematics [50], and its
information aggregation operators and comparison methods are
also quite mature; particularly, many complex data structures are
developed from it. Unfortunately, the probability information of
the evaluation values cannot be recorded together in the hesitant
fuzzy set. Table 17 lists the conversion values of Table 7 when the
data are recorded in the form of hesitant fuzzy sets.

We find that only the evaluation values can be recorded,
and all the corresponding probability information is missing.
From the other point of view, it can be considered that all the



12

The automatic
adjustment algorithm
sub module

Other sub

No- modules

L <S(d) <A and|S(d,)|>

Yes
Rz

Start the automatic
adjustment algorithm

¥

Find the maximum evaluation
value from all the evaluation
values given by all experts

¥
Adjust the maximum
estimated value according to
the step (4)

¥

Calculate the total difference
again

Achieve the automatic
adjustment goal

FiGure 2: The flow chart of the automatic adjustment submodule.

probability values are equal to each other in any hesitant fuzzy
set. Therefore, the hesitant fuzzy set is a special case of the
continuously probabilistic linguistic set, and the continuously
probabilistic linguistic set can record more detail information,
which will make the algorithm more accurate fundamentally.

5.2. The Probabilistic Linguistic Set and Its Processing Methods.
The probabilistic linguistic set (PLS) is also one of the ef-
ficient data structures, and it is widely used in the field of
dealing with fuzzy problems, especially the collection and
storage of the fuzzy data [51].

The total number of the possible evaluation values in the
PLS is limited [52], and all the possible evaluation values are
contained in the additive linguistic term set, which are
denoted as S = {s,Ja =0,1,---,27}, and the symbol 7 in-
dicates a positive integer. The definition of the probabilistic
linguistic set can be described mathematically as follows:

m,zpl =1 }
=1

(26)

LP :{Ll(pl)|Ll € S,pIZO,lz 1,2,"‘)
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Obviously, the data structure CPLS proposed in the
paper is developed from the probabilistic linguistic set and it
not only inherits the advantages of the PLS but also over-
comes its disadvantages, and it expands the number of
possible evaluation values from limited to countless.

For the case mentioned above, the additive linguistic
term set can be set as S = {s,Ja = 0,1,2, 3,4}, the symbol s,
indicates “terrible”; the symbol s, indicates “bad”; the
symbol s, indicates “moderate”; the symbol s; indicates
“good”; and the symbol s, indicates “perfect.” Let us also take
the data in Table 7 as an example to illustrate the data
structure, and the estimated values cannot be directly
converted to the additive linguistic term sets; therefore, first,
we should establish the transformation rules, which can be
described as follows: the values will be set as s, if the in-
equality 0< 7 h <19 2 holds; the values will be set as s, if the
inequality 0.2< 7 S /0.4 holds; the values will be set as s, if
the inequality 0.4 < 7' < 0.6 holds; the values will be set as s,
if the inequality 0.6 < 7' <0.8 holds, and the values will be
set as s, if the inequality 0.8 <7 " < 1 holds. Table 18 lists the
transformed values when the data are recorded in the form
of the probabilistic hesitant fuzzy sets.

We find that the values in the A}, A?, A} are equal to each
other and all the evaluation values given by different experts
are s; and s,; obviously, the discrimination ability of this
method is poorer than the algorithm proposed in the paper.

5.3. The Decision-Making Algorithms without the Cost
Limitation. The cost limitation in the decision-making
process is one of the characteristics of the algorithm pro-
posed in the paper. Although many other algorithms have
considered costs, they only take the cost as one of decision-
making indicators and do not list it separately [53]. In some
cases, we found that the increase in cost does not improve
any effect. For the case discussed in the paper, the most
appropriate alternatives will be A, ~ A, ~ A, if only the
effects are considered, the total cost will be
n= Angl + An‘fz + An% = 6. The final resultis A, ~ A, ~ A,,
which is obtained by the algorithm proposed in the paper,
and the total cost is ' = A3, + An?, + A, = 3.4. We can
find that the same goal has been achieved, but the cost is
saved by 43.3%, which verifies the superiority of the algo-
rithm proposed in the paper from the perspective of the cost.

5.4. The Open-Loop Decision-Making Algorithms. At present,
most decision-making algorithms adopt the open-loop
mode; in other words, they fail to establish a set of feedback
mechanisms [54]. Now we will demonstrate the method
without feedback mechanisms to solve the above case and
point out the differences between the method and the al-
gorithm proposed in the paper.

The alternative A, will still be the most appropriate
alternative at the time point T';. The estimated values cannot
be compared with the measured values at the time point T';
therefore, the accuracy of the system cannot be verified, the
automatic adjustment module proposed in the paper cannot
be activated, the system cannot be adjusted in time, and the
error rate will be higher and higher with the increasing of
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FiGgure 3: Continued.
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FIGURE 3: The overall flow chart of the algorithm proposed in the paper.
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TaBLE 5: The alternatives proposed by experts at the initial time point.

Alternatives The specific measures

A} We isolate all close contacts and provide disinfection equipment for the dormitories and classrooms visited by close contacts
Ag In addition to the A(l), we measure the temperature of all the students

A} In addition to the A2, we suspend the courses held by the college of close contacts

A In addition to the AJ, we suspend all the courses and cancel all unnecessary activities among students

TaBLE 6: The current severities measured at the initial time point.

Experts E, (w, =0.3) E, (w, = 0.32) E; (w5 = 0.38)
Measured values (0.1]0.4,0.2]0.6) (0.13]0.8,0.17]0.2) (0.12]0.3,0.17]0.2, 0.19]0.5)

TaBLE 7: The estimated severities at the time point T, when using different alternatives.

Experts alternatives E,(w; =0.3) E, (w, = 0.32) E;(w; = 0.38)

Al (0.240.4, 0.26/0.6) (0.210.6,0.23]0.3, 0.24[0.1) (0.21]0.6, 0.26]0.4)
A2 (0.280.3,0.30/0.5, 031]0.2) (0.29]0.5, 0.31]0.5) (0.29]0.3, 0.32/0.7)
A3 (0.36/0.3,0.38|0.7) (0.35/0.6,0.37|0.3,0.39/0.1) (0.33]0.5,0.36|0.5)
Al (0.380.3, 0.39]0.2, 0.40]0.5) (0.36)0.3, 0.40[0.7) (0.380.6, 0.410.4])

TaBLE 8: The current severities measured at the time point T',.

Experts E, (w; =0.3) E, (w, =0.32) E; (w5 = 0.38)
Measured values (0.29]0.3,0.31]0.7) (0.26]0.4,0.3|0.6) (0.32|1)

TasLE 9: The differences at the first period.

Experts E, (w; =0.3) E, (w, = 0.32) E;(w; = 0.38)
Differences ~0.0110.09,-0.030.21 0.030.2,-0.01[0.3 (~0.03]0.3,0]0.7)
0.01]0.15,-0.01]0.35 0.05(0.2,0.01]0.3
0.02]0.06,0]0.14

TaBLE 10: The updated estimated severities of the implemented alternative at the time point T}.

Experts alternatives E,(w, =0.3) E, (w, = 0.32) E; (w5 = 0.38)
A’§ (0.280.3,0.300.5, 0.31]0.2) (0.29]0.5,0.31]0.5) ( 0.3216081827(0.7 >
0.29]0.3

TaBLE 11: The updated differences at the first period.

Experts E, (w; =0.3) E, (w, =0.32) E; (w5 =0.38)

Differences —006011)0'109’ —0060131)0‘321 0.03]0.2,-0.01]0.3 0.0016081827/0.7
:01/0.15, -0.010.35 0.05[0.2,0.01]0.3 ~0.03/0.3
0.02/0.06, 0/0.14

time. One of the noticed differences will occur at the time ~ improved in the next estimation cannot be drawn, and this

point T,, the A, instead of the A, will be the most ap-  will directly lead to the increase of costs and processing
propriate alternative if the feedback mechanism fails  cycles.
work, and the conclusion that only the alternative with In short, the feedback mechanism is effective for timely

lower cost is needed and the estimated values must be  verifying the correctness of the system, and it can save the
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TaBLE 12: The estimated severities at the time point T, when using different alternatives.

Experts alternatives E,(w; =0.3) E, (w, = 0.32) E;(w; = 0.38)
Al (0.42]1) (0.41]0.6,0.44/0.4) (0.3910.3, 0.4310.7)
Al (0.460.2,0.5/0.8) (0.470.5, 0.52/0.5) (0.49]0.7,0.51]0.3)
Ag (0.550.8,0.57|0.2) (0.52]0.4, 0.56|0.6) (0.54|1)

Al (0.58]0.4, 0.62|0.6) (0.61) (0.58(0.7]0.61]0.3)

TaBLE 13: The current severities measured at the time point T',.

Experts E, (w; =0.3) E, (w, =0.32) E;(w; = 0.38)
Measured values (0.63]0.5,0.65]0.3,0.67]0.2) (0.670.3,0.68|0.7) (0.66|1)
TaBLE 14: The differences at the second period.
Experts E, (w0, =0.3) E, (w, =0.32) E; (w5 =0.38)
Differences ~0.1710.10,-0.1510.06 ~0.20(0.15,-0.21/0.35 (-0.1710.7,-0.15/0.3)
~0.21]0.04, —0.13]0.40 0.15[0.15,-0.16]0.35
~0.15]0.24, -0.17]0.16

TaBLE 15: The estimated severities at the time point T; when using different alternatives.

Experts alternatives E, (w, =0.3) E, (w, =0.32) E; (w5 = 0.38)
A; (0.88]0.2,0.92/0.2) (0.9110.6, 0.93]0.4) (0.82]1)

A? (0.94/0.4, 0.96/0.6) (0.95]1) (0.93]0.7, 0.96/0.3)
A (0.97/0.5, 0.98/0.5) (0.95/0.4, 0.97|0.6) (0.96/1)

Al (0.97]1) (0.98/0.4, 0.99]0.6) (0.94]0.710.960.3)

TaBLE 16: The current severities measured at the time point T'.

Experts E, (w, =0.3)

E, (w, = 0.32) E; (w5 = 0.38)

Measured values (0.95|0.4,0.98]0.6)

(0.97]1) (0.96/0.8, 0.98/0.2)

TasLE 17: The conversion values in the form of hesitant fuzzy sets.

Experts _ _ _
alternatives E (w, =0.3) E,(w, =0.32) E;(w; =0.38)
A (0.24,0.26) (0.21,0.23,0.24)  (0.21,0.26)
A2 (0.28,0.30,0.31) (0.29,0.31) (0.29,0.32)
A3 (0.36,0.38) (0.35,0.37,0.39)  (0.33,0.36)
Al (0.38,0.39,0.40) (0.36,0.40) (0.38,0.41)

total cost and reduce time effectively [55], which verifies the
superiority of the algorithm proposed in the paper from the
perspective of the accuracy.

6. Conclusions

When faced with emergencies, especially disasters, it is
crucial to make timely and appropriate decisions; however, it
is not easy to achieve this goal because of the limited time for
making decisions and the fuzzy information that can be
acquired.

TaBLE 18: The transformed values in the form of the probabilistic
hesitant fuzzy sets.

Experts

e e E1(@=03) B (@,=032)  E;(w;=038)
A} (s; (1)) (s; (1)) (s, (1))
A (s (1)) (s (1)) (s; (1))
A} (s (1)) (s, (1)) (s; (1))
A (5,(0.5),5,(0.5)) (5,(0.3),5,(0.7)) (s,(0.6),5,(0.3))

The accuracy of data can directly affect the quality of the
final decision, while we find that it is hard to record data
accurately and scientifically. How to improve the accuracy of
the collected data is the first problem to be solved. The data
structure, the continuously probabilistic linguistic set, is
adopted to save original data after comparisons. This data
structure allows multiple possible values can be stored to-
gether in a record; meanwhile, the probability information of
each possible value can also be stored together, and these
characteristics can overcome the uncertainty and fuzziness
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in the process of data acquisition, which can improve the
data quality to the greatest extent and lay a solid foundation
for the later decision-making.

At present, most decision-making models adopt the
linear structure and single-round mode, although these
models have been elaborately designed, an important defect
cannot be ignored; that is, it is impossible to verify the
accuracy of the estimated results given by the system in
time. In order to solve this problem, a new structure is
proposed in the paper. The whole decision-making process
is divided into multiple sub-decision-making stages, and
each estimated result can be verified at the next decision-
making time point. The estimated values and the current
measured values are two different types of signals used in
the system, the differences of the values estimated at the
previous time point, and the values measured currently will
be calculated by the fuzzy subtraction proposed in the
paper. In general, there are certain differences between
them, and the greater the difference, the lower the accuracy
of the system. Due to time constraints, it is almost im-
possible for experts to reevaluate alternatives; fortunately,
the paper proposes an automatic repair algorithm, which
can solve this problem. The repair algorithm contains
several submodules according to different situations, when
the inequality S(d)<|e| holds, which indicates that the
system works well and does not need any adjustment; when
the inequalities A, <S(d) < — € or £<S(d) <A, hold, which
indicates that the system needs minor adjustments and the
automatic adjustment algorithm will be activated imme-
diately; when the inequality A, <S(d)<1 holds, which
indicates that the system is too optimistic and the actual
situation is more serious than estimated; and when the
inequality —1<S(d) <A, holds, which indicates that the
system is too prudent and the actual effect is much better
than estimated. The closed-loop decision-making system
can be constructed through the establishment of the
tfeedback mechanisms, and the accuracy of the whole model
will be improved effectively.

The cost is one of the most important factors in the
decision-making process, and we must point out again that
the cost mentioned in the paper refers to the generalized
cost, not just the economic cost. The effectiveness of each
alternative will be evaluated separately in each round of
decision-making. Generally, the rigorous alternative can
achieve better results, while it may also cause a lot of losses;
thus, it is not necessarily the most appropriate alternative.
Based on these considerations, the paper proposes the
definition and calculation method of the effect per cost,
when the predetermined goal can be achieved, we believe
that the most appropriate alternative must be the one that
has the lowest cost. The establishment of the above theory is
also one of the innovations of this paper.

We have to point out some limitations of the paper. As
one of the initial conditions, the estimated cost is essentially
a fuzzy value, which is difficult to be accurately described by
a simple value. Thus, the problem discussed in the paper is
actually a double fuzzy problem and more fuzzy variables
need to be considered. Further researches will be conducted
by our team for this problem in the near future.

17

Data Availability

The data used to support the findings of this study are in-
cluded within the article, and they are obtained through
practical investigations.

Conflicts of Interest

The authors declare that there are no conflicts of interest.

Authors’ Contributions

M.F. conceptualized the data; L.F.W. supervised the study;
X.N.C. involved in project administration; B.Y.Z. validated
the study; X.X.Z. investigated the study; and S.S.Y. wrote
original draft preparation. All authors have read and agreed
to the published version of the manuscript.

Acknowledgments

This research was funded by the Excellent Young Talents
Fund Program of Higher Education Institutions of Anhui
Province (no. gxyqZD2021110), the scientific research
program of Anhui University of Finance and Economics
(nos. ACKYB21014 and ACKYC19024), the humanities and
social sciences research project of the Anhui Provincial
Department of Education (no. SK2021A0250), and “the six
outstanding and one top-notch” outstanding talent training
innovation project of Anhui University of Finance and
Economics, Anhui Province (nos. aclzy2020010 and
2020zyrc005).

References

[1] A.J.Simon,J. N. Schachtner, and C. L. Gallen, “Disentangling
expectation from selective attention during perceptual deci-
sion making,” Journal of Neurophysiology, vol. 121, no. 6,
pp. 1977-1980, 2019.

[2] D. Mikesell and C. Griffin, “Optimal decision-making in an
opportunistic sensing problem,” IEEE Transactions on Cy-
bernetics, vol. 46, no. 12, pp. 3285-3293, 2016.

[3] M. Ebers and I. Maurer, “To continue or not to continue?
Drivers of recurrent partnering in temporary organizations,”
Organization Studies, vol. 37, no. 12, pp. 1861-1895, 2016.

[4] L. A. Zadeh, “Fuzzy sets,” Information and Control, vol. 8,
no. 3, pp. 338-353, 1965.

[5] I. B. Turksen, “Interval valued fuzzy sets based on normal
forms,” Fuzzy Sets and Systems, vol. 20, no. 2, pp. 191-210,
1986.

[6] Y. G. Shang, X. H. Yuan, and E. S. Lee, “The n-dimensional
fuzzy sets and Zadeh fuzzy sets based on the finite valued fuzzy
sets,” Computers ¢ Mathematics with Applications, vol. 60,
pp. 442-463, 2010.

[7] K. T. Atanassov, “Intuitionistic fuzzy sets,” Fuzzy Sets and
Systems, vol. 20, no. 1, pp. 87-96, 1986.

[8] J. Ye, “Multicriteria fuzzy decision-making method using
entropy weights-based correlation coefficients of interval-
valued intuitionistic fuzzy sets,” Applied Mathematical
Modelling, vol. 34, no. 12, pp. 3864-3870, 2010.

[9] R. M. Rodriguez, L. Martinez, and F. Herrera, “Hesitant fuzzy
linguistic term sets for decision making,” IEEE Transactions
on Fuzzy Systems, vol. 20, no. 1, pp. 109-119, 2012, [CrossRef].



18

[10] Z. S. Xu and W. Zhou, “Consensus building with a group of
decision makers under the hesitant probabilistic fuzzy envi-
ronment,” Fuzzy Optimization and Decision Making, vol. 16,
no. 4, pp. 481-503, 2017.

[11] M. M. Xia and Z. S. Xu, “Hesitant fuzzy information ag-
gregation in decision making,” International Journal of Ap-
proximate Reasoning, vol. 52, no. 3, pp. 395-407, 2011.

[12] H. C. Liao and Z. S. Xu, “Satisfaction degree based interactive
decision making under hesitant fuzzy environment with in-
complete weights,” International Journal of Uncertainty,
Fuzziness and Knowledge-Based Systems, vol. 22, no. 04,
pp. 553-572, 2014.

[13] V. Torra, “Hesitant fuzzy sets,” International Journal of In-
telligent Systems, vol. 25, pp. 529-539, 2010.

[14] Z.S. Xuand M. M. Xia, “Distance and similarity measures for
hesitant fuzzy sets,” Information Sciences, vol. 181, no. 11,
pp. 2128-2138, 2011.

[15] H. C. Liao and Z. S. Xu, “Subtraction and division operations
over hesitant fuzzy sets,” Journal of Intelligent and Fuzzy
Systems, vol. 27, no. 1, pp. 65-72, 2014.

[16] H. C. Liao, Z. S. Xu, and M. M. Xia, “Multiplicative con-
sistency of hesitant fuzzy preference relation and its appli-
cation in group decision making,” International Journal of
Information Technology and Decision Making, vol. 13, no. 01,
pp. 47-76, 2014.

[17] H. C. Liao and Z. S. Xu, “Some new hybrid weighted ag-
gregation operators under hesitant fuzzy multi-criteria de-
cision making environment,” Journal of Intelligent and Fuzzy
Systems, vol. 26, no. 4, pp. 1601-1617, 2014.

[18] B. Zhu and Z. S. Xu, “Hesitant fuzzy Bonferroni means for
multi-criteria decision making,” Journal of the Operational
Research Society, vol. 64, no. 12, pp. 1831-1840, 2013.

[19] S.Zhang, Z.S. Xu, and Y. He, “Operations and integrations of
probabilistic hesitant fuzzy information in decision making,”
Information Fusion, vol. 38, pp. 1-11, 2017.

[20] Z. N. Hao, Z. S. Xu, H. Zhao, and Z. Su, “Probabilistic dual
hesitant fuzzy set and its application in risk evaluation,”
Knowledge-Based Systems, vol. 127, pp. 16-28, 2017.

[21] H. Garg and G. Kaur, “Algorithm for probabilistic dual
hesitant fuzzy multi-criteria decision-making based on ag-
gregation operators with new distance measures,” Mathe-
matics, vol. 6, no. 12, pp. 1-30, 2018.

[22] J. Ye, “Fuzzy decision-making method based on the weighted
correlation coefficient under intuitionistic fuzzy environ-
ment,” European Journal of Operational Research, vol. 205,
no. 1, pp. 202-204, 2010, [CrossRef].

[23] J. Li and Z. X. Wang, “Multi-Attribute decision making based
on prioritized operators under probabilistic hesitant fuzzy
environments,” Soft Computing, vol. 23, no. 11, pp. 3853-
3868, 2019, [CrossRef].

[24] F. J. Jiang and Q. G. Ma, “Multi-Attribute group decision
making under probabilistic hesitant fuzzy environment with
application to evaluate the transformation efficiency,” Applied
Intelligence, vol. 48, no. 4, pp. 953-965, 2018, [CrossRef].

[25] X. F. Zhao, R. Lin, and G. W. Wei, “Hesitant triangular fuzzy
information aggregation based on Einstein operations and
their application to multiple attribute decision making,”
Expert Systems with Applications, vol. 41, no. 4, pp. 1086-1094,
2014, [CrossRef].

[26] S. T. Shao, X. H. Zhang, and Q. Zhao, “Multi-Attribute de-
cision making based on probabilistic neutrosophic hesitant
fuzzy choquet aggregation operators,” Symmetry, vol. 11,
no. 5, pp. 1-15, 2019, [CrossRef].

Computational Intelligence and Neuroscience

[27] C.Q.Li, H. Zhao, and Z. S. Xu, “Hesitant fuzzy psychological
distance measure,” International Journal of Machine Learning
and Cybernetics, vol. 11, no. 9, pp. 2089-2100, 2020,
[CrossRef].

[28] W. Zhou and Z. S. Xu, “Expected hesitant var for tail decision
making under probabilistic hesitant fuzzy environment,”
Applied Soft Computing, vol. 60, pp. 297-311, 2017,
[CrossRef].

[29] X. L. Tian, Z. S. Xu, and H. Fujita, “Sequential funding the
venture project or not? A prospect consensus process with
probabilistic hesitant fuzzy preference information,” Knowl-
edge-Based Systems, vol. 161, pp. 172-184, 2018, [CrossRef].

[30] J. Wu, X. D. Liu, Z. W. Wang, and S. T. Zhang, “Dynamic
emergency decision-making method with probabilistic hesi-
tant fuzzy information based on GM(1, 1) and TOPSIS,” IEEE
Access, vol. 7, pp. 7054-7066, 2019, [CrossRef].

[31] H. Y. Guo, W. Pedrycz, and X. D. Liu, “Fuzzy time series
forecasting based on axiomatic fuzzy set theory,” Neural
Computing & Applications, vol. 31, no. 8, pp. 3921-3932, 2019,
[CrossRef].

[32] B. Farhadinia, “A series of score functions for hesitant fuzzy
sets,” Information Sciences, vol. 277, pp. 102-110, 2014,
[CrossRef].

[33] M. Fu, L. F. Wang, J. M. Zhu, and B. Y. Zheng, “Emergency
optimization decision-making with incomplete probabilistic
information under the background of COVID-19,” Com-
plexity, vol. 2021, pp. 1-16, [CrossRef].

[34] F. Ming, L. F. Wang, and J. Zhou, “The identification of
poverty alleviation targets based on the multiple hybrid de-
cision-making algorithms,” IEEE Access, vol. 8, pp. 169585
169593, 2020, [CrossRef].

[35] M. Fu, L. F. Wang, B. Y. Zheng, and H. Y. Shao, “The optimal
emergency decision-making method with incomplete prob-
abilistic information,” Scientific Reports, vol. 11, pp. 23400-
23414, 2021, [CrossRef].

[36] X.]. Gou and Z. S. Xu, “Managing noncooperative behaviors
in large-scale group decision-making with linguistic prefer-
ence orderings: the application in Internet venture capital,”
Information Fusion, vol. 69, pp. 142-155, 2021, [CrossRef].

[37] M. W. Lin, X. M. Li, R. Q. Chen, H. Fujita, and J. Lin, “Picture
fuzzy interactional partitioned Heronian mean aggregation
operators: an application to MADM process,” Artificial In-
telligence Review, vol. 55, no. 2, pp. 1171-1208, 2021,
[CrossRef].

[38] F. Y. Meng and S. M. Chen, “A framework for group decision
making with multiplicative trapezoidal fuzzy preference re-
lations,” Information Sciences, vol. 577, pp. 722-747, 2021,
[CrossRef].

[39] D. H. Peng, B. Peng, and T. D. Wang, “Reconfiguring IVHF-
TOPSIS decision making method with parameterized refer-
ence solutions and a novel distance for corporate carbon
performance evaluation,” Journal of Ambient Intelligence and
Humanized Computing, vol. 11, no. 9, pp. 3811-3832, 2020,
[CrossRef].

[40] J. P. Liu, M. D. Fang, F. F. Jin, Z. F. Tao, H. Y. Chen, and
P. C. Du, “Pythagorean fuzzy linguistic decision support
model based on consistency-adjustment strategy and con-
sensus reaching process,” Soft Computing, vol. 25, no. 13,
pp- 8205-8221, 2021, [CrossRef].

[41] L. G. Zhou, H. Fujita, H. Ding, and R. Ma, “Credit risk
modeling on data with two timestamps in peer-to-peer
lending by gradient boosting,” Applied Soft Computing, p. 110,
2021 [CrossRef].



Computational Intelligence and Neuroscience

[42] S. Z. Zeng, S. M. Chen, and K. Y. Fan, “Interval-valued
intuitionistic fuzzy multiple attribute decision making based
on nonlinear programming methodology and TOPSIS
method,” Information Sciences, vol. 506, pp. 424-442, 2020,
[CrossRef].

[43] Y. M. Song, G. X. Li, T. Li, and Y. H. Li, “A purchase decision
support model considering consumer personalization about
aspirations and risk attitudes,” Journal of Retailing and
Consumer Services, vol. 63, p. 102728, 2021 [CrossRef].

[44] J.D. Qin, M. X. Li, and Y. Y. Liang, “Minimum cost consensus
model for CRP-driven preference optimization analysis in
large-scale group decision making using Louvain algorithm,”
Information Fusion, vol. 80, pp. 121-136, 2022, [CrossRef].

[45] Q. Z. He, P. F. Xia, B. Li, and J. B. Liu, “Evaluating investors’
recognition abilities for risk and profit in online loan markets
using nonlinear models and financial big data,” J. Funct.
Space., [CrossRef], 2021.

[46] Z. P. Fan, G. M. Li, and Y. Liu, “Processes and methods of
information fusion for ranking products based on online
reviews: an overview,” Information Fusion, vol. 60, pp. 87-97,
2020, [CrossRef].

[47] Y.F.Yeand D. F. Li, “A direct approach to compute triangular
fuzzy banzhaf values of cooperative games with coalitions’
values represented by triangular fuzzy numbers,” IEEE
Transactions on Fuzzy Systems, vol. 29, no. 6, pp. 1567-1575,
2021, [CrossRef].

[48] J. M. Zhan, K. Zhang, and W. Z. Wu, “An investigation on
Wu-Leung multi-scale information systems and multi-expert
group decision-making,” Expert Systems with Applications,
p- 170, 2021 [CrossRef].

[49] H. Wang, D.]. Yu, and Z. S. Xu, “A novel process to determine
consensus thresholds and its application in probabilistic
linguistic group decision-making,” Expert Systems with Ap-
plications, p. 168, 2021 [CrossRef].

[50] D.C. Liang, M. W. Wang, Z. S. Xu, and D. Liu, “Risk appetite
dual hesitant fuzzy three-way decisions with TODIM,” In-
formation Sciences, vol. 507, pp. 585-605, 2020, [CrossRef].

[51] Z. W. Gong, W. W. Guo, and R. Slowinski, “Transaction and
interaction behavior-based consensus model and its appli-
cation to optimal carbon emission reduction,” Omega,
p. 102491, 2021 [CrossRef].

[52] S. P. Wan, W. C. Zou, J. Y. Dong, and L. Martinez, “A

consensual method for multi-criteria group decision-making

with linguistic intuitionistic information,” Information Sci-
ences, vol. 582, pp. 797-832, 2022, [CrossRef].

Z.B. Wu and J. C. Tu, “Managing transitivity and consistency

of preferences in AHP group decision making based on

minimum modifications,” Information Fusion, vol. 67,

pp. 125-135, 2021, [CrossRef].

W. Li and J. Ye, “Group decision-making problems based on

mixed aggregation operations of interval-valued fuzzy and

entropy elements in single- and interval-valued fuzzy envi-

ronments,” Mathematics, vol. 10, no. 7, p. 1077, 2022

[CrossRef].

W. Yang and Y. Pang, “T-spherical fuzzy Bonferroni mean

operators and their application in multiple attribute decision

making,” Mathematics, vol. 10, no. 6, p. 988, 2022 [CrossRef].

[53

(54

(55

19



Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9790234, 1 page
https://doi.org/10.1155/2023/9790234

Retraction

@ Hindawi

Retracted: A Lightweight Semantic Segmentation Algorithm
Based on Deep Convolutional Neural Networks

Computational Intelligence and Neuroscience

Received 10 October 2023; Accepted 10 October 2023; Published 11 October 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] C. Yang and H. Guo, “A Lightweight Semantic Segmentation
Algorithm Based on Deep Convolutional Neural Networks,”
Computational Intelligence and Neuroscience, vol. 2022, Article
ID 5339664, 9 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9790234

Hindawi

Computational Intelligence and Neuroscience
Volume 2022, Article ID 5339664, 9 pages
https://doi.org/10.1155/2022/5339664

Research Article

@ Hindawi

A Lightweight Semantic Segmentation Algorithm Based on Deep

Convolutional Neural Networks

Chengzhi Yang ) and Hongjun Guo

Laboratory of Intelligent Information Processing, Suzhou University, Suzhou 234000, Anhui, China

Correspondence should be addressed to Chengzhi Yang; szxyycz@ahszu.edu.cn

Received 27 July 2022; Accepted 20 August 2022; Published 6 September 2022

Academic Editor: Zaoli Yang

Copyright © 2022 Chengzhi Yang and Hongjun Guo. This is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

With the development of deep learning theory and the decrease of the cost of acquiring massive data, the image semantic
segmentation algorithm based on Convolutional Neural Networks (CNNs) is gradually replacing the conventional segmentation
algorithm by its high accuracy segmentation performance. By increasing the amount of training data and stacking more
convolutional layers to form Deep Convolutional Neural Networks (DCNNs), a neural network model with higher segmentation
accuracy can be obtained, but it faces the problems of serious memory consumption and long latency. For some special application
scenarios, such as augmented reality and mobile interaction, real-time processing cannot be performed. To improve the speed of
semantic segmentation while obtaining the most accurate segmentation results as possible, this paper proposes a semantic
segmentation algorithm based on lightweight convolutional neural networks. Taking the computational complexity and seg-
mentation accuracy into account, the algorithm starts from the perspective of extracting high-level semantic features and in-
troduces a position-attention mechanism with richer contextual information to model the relationship between different pixels,
avoiding the convolutional local perceptual field to be too small. To recover clearer target boundaries, a channel attention
mechanism is introduced in the decoding part of the model to mine more useful feature channel information and effectively
improve the fusion of low-level features with high-level features. By verifying the effectiveness of the above model on a publicly
available dataset and comparing it with the more popular semantic segmentation methods, the model proposed in this paper has
higher semantic segmentation accuracy and reflects certain advantages in objective evaluation.

1. Introduction

There are diverse targets in images, differences in sizes, and
lighting conditions of the same object, and similar features
among different objects, which increase the difficulty of
semantic segmentation and are prone to confusion of or-
ganisms, so a broader range of feature information is needed
to complete segmentation [1]. Convolutional neural net-
works have strong local perceptual abilities but are poor in
acquiring global features. At the same time, the resolution of
the feature map gradually decreases with the increasing
number of network layers, and the extracted features change
from figurative features such as texture and color to in-
creasingly abstract feature information, so detail informa-
tion is missing. The loss of detail information leads to coarser

segmentation result, and there are also problems such as
incomplete object contours [2].

In computer vision systems, image semantic segmen-
tation is a difficult task. Among the deep learning methods,
the techniques to implement the image semantic segmen-
tation task are divided into two categories: one is the image
semantic segmentation method based on region classifica-
tion; the other is the image semantic segmentation method
based on pixel classification. The region classification-based
image semantic segmentation method is a method based on
conventional methods combined with deep neural network
structures. This method is to segment the input image into
target candidate blocks according to certain rules, and then
use deep neural networks to semantically classify the can-
didate blocks and label the classification to the original
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image [3]. Since the semantic segmentation methods based
on region classification have problems such as blurred
segmentation boundaries and slow running speed, thus
prompting researchers to invest a lot of effort in pixel-level-
based image semantic segmentation methods. The current
pixel-level-based methods are divided into two modes: a
fully supervised mode; and a semisupervised mode. The
semantic segmentation method in fully supervised mode
means that manually labeled tags are required as the input
samples, and the label data of each pixel in the image is first
read after input, and then the label data are used to train the
deep neural networks, and the trained neural networks are
used for semantic segmentation [4]. The main methods for
semantic segmentation of images in fully supervised mode
are currently based on fully convolutional neural networks,
methods based on optimized convolutional structures,
methods based on codecs, methods based on probabilistic
graphical models, methods based on feature fusion, methods
based on convolutional neural networks, and methods based
on adversarial generative networks. Due to the increasing
width and depth of network layers, convolutional neural
networks are getting deeper and deeper; however, deep
convolutional neural networks require a lot of manual in-
tervention, and it is very time-consuming to collect labeled
data sets manually, so semantic segmentation of images in
semisupervised or weakly supervised mode has become
popular at present [5]. The current mainstream semi-
supervised or weakly supervised image semantic segmen-
tation methods are classified into image-level labeling,
multilevel labeling, and bounding box labeling methods.
DeepLab network is a novel deep neural semantic seg-
mentation network proposed after the fully convolutional
semantic segmentation network, which has good advantages
over the previously proposed semantic segmentation net-
works; recently the concept of attention mechanism has been
proposed in academia, aiming to use the attention mech-
anism to simulate human vision and thus to provide an
intuitive interpretation of the network model [6]. In
problems involving language or vision, some parts of the
input will be more helpful for decision-making than others.
The DeepLab v2 network introduces three new ideas in the
model based on the shortcomings and deficiencies of the
FCN network: Atrous Convolution (also known as Dilated
Convolution), Atrous Spatial Pyramid Pooling, and Full-
connected Conditional Random Field (CRF) [7].

This paper focuses on proposing a new parallel multi-
branching module for capturing contextual information to
solve the problem of comparative dependence on square
convolution and pooling operations, which lack the ability to
perceive anisotropic contextual information. In order to
better mine the channel information of the network output
feature map, a channel attention module is introduced in the
decoder of the network to ensure good performance and low
computational complexity of the network.

2. Related Works

The success of AlexNet, VGG, GoogleNet, and ResNet’s
convolutional neural network for image classification and
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target detection has inspired researchers to explore the field
of semantic segmentation with deep learning methods [8].
The key advantages of deep learning make it superior to
conventional semantic segmentation methods. The pixel
points of the images in the dataset are labeled one by one,
and the results of semantic segmentation are obtained by
end-to-end supervised training with CNNs, without the
complicated processes of image processing, manual feature
design, and feature extraction, so the successful semantic
segmentation methods in recent years have been studied
based on deep learning [9]. In recent years, the more suc-
cessful semantic segmentation techniques are fully con-
volutional networks. This technique uses VGG as the
network infrastructure and creatively replaces the fully
connected layer at the end of the network with a fully
convolutional layer, making the network directly output a
segmentation result map with the same resolution as the
original map. However, the segmentation map obtained by
FCN is relatively coarse, so SegNet fills in the value of the
maximum value and position of each pooling area before
pooling by recording it and sets the value at that position and
zero at other positions during up-sampling, but the obtained
results are still not fine enough [10]. As the network
structure deepens, the results of feature information ex-
traction become more and more abstract, but at the same
time, the obtained feature map resolution becomes smaller
and smaller, and lacks a lot of spatial information. Most
methods use direct recovery of the feature map to the
resolution of the original map by bilinear interpolation, but
the obtained results are mostly coarse. The convolutional
operation of convolutional neural network extracts primary
features such as texture and color in the shallow network and
gets more abstract feature representation in the deep net-
work, while the extracted information is based on local
information features. The global information is necessary for
segmentation, and the class to which the pixel belongs can be
predicted more accurately by combining with the current
environment [11, 12].

Compared with traditional image segmentation
methods, the semantic segmentation algorithm based on
CNN has great advantages in segmentation accuracy and
visual performance. However, in some outdoor scenes, in
the face of mutual occlusion of different objects, multi-
scale changes of the same target and weather changes, the
task of image semantic segmentation still faces great
challenges. Zhao et al. [13] developed an image semantic
segmentation algorithm that combined fully convolu-
tional network (FCN) with Simple Linear Iterative
Clustering (SLIC). They also mixed the FCN semantic
segmentation results with the superpixel information and
introduced the superpixel semantic annotation. Zhang
et al. [14] presented a novel semantic segmentation al-
gorithm with DeepLab v3+ and superpixel segmentation
algorithm-quick shift, which can further refine the se-
mantic segmentation results. Meng and Choi [15]
designed a semantic segmentation algorithm for point
clouds based on the PointNet architecture. Their approach
also applied the PointSIFT module, which can encode
polydirectional information and adapt to the proportions
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of the shape being considered. Qiang et al. [16] proposed
an object detection algorithm by jointing semantic seg-
mentation (SSOD) for images. They constructed a feature
extraction network that mixed the hourglass structure
network with an attention mechanism layer to extract
multiscale features and allowed the algorithm for mul-
titask learning. Liu et al. [17] proposed an image semantic
segmentation algorithm based on a deep neural network.
Based on the Mask Scoring R-CNN, this algorithm used a
symmetrical feature pyramid network and added a mul-
tiple-threshold architecture to improve the sample
screening precision. Jiang and Li [18] proposed an im-
proved semantic segmentation method for remote sensing
images based on neural network. Based on residual net-
work, it changed the dilated convolution kernels before
extracting the correlations between geophysical objects,
thus improving the segmentation accuracy and used a
pixel-level method to achieve semantic segmentation.
Girisha et al. [19] proposed an enhanced encoder-decoder
based CNN architecture (UVid-Net) for unmanned aerial
vehicle (UAV) video semantic segmentation. This ad-
vanced algorithm greatly enhanced the accuracy of the
localization. Gharghabi et al. [20] presented a multidi-
mensional algorithm, which was domain agnostic, had
only one, easily determined parameter, and could handle
data streaming at a high rate. Jiang et al. [21] designed
Random-Walk-SegNet (RWSNet), a semantic segmenta-
tion network based on SegNet combined with random
walk. It took SegNet as the basic architecture and adopted
the sliding window strategy, realizing high-performance
semantic segmentation of remote-sensing images. Yi et al.
[22] trained the semantic segmentation neural network in
different scenarios to obtain the models with the same
number of scene categories, and experiments showed that
the results of scene-aware semantic segmentation were
much better than semantic segmentation without con-
sidering categories. Yang and Yu [23] introduced the
progression of object detection and semantic segmenta-
tion in medical imaging study. They also discussed how to
accurately define the location and boundary of diseases.
Tan et al. [24] proposed a novel framework called joint 3D
semantic-instance segmentation via multiscale semantic
association and salient point clustering optimization, and
designed a Multi-scale Semantic Association (MSA)
module to explore the constructive effect of the context
information for semantic segmentation. Jiang et al. [25]
proposed a contouraware network for semantic seg-
mentation via adaptive depth. They also constructed an
adaptive deep model that could adaptively determine
feedback from neural network and forward processes. Su
and Wang [26] proposed a novel and practical con-
volutional neural network for effective semantic seg-
mentation. It was comprised of three modules, namely
broadening the residual convolutional neural network
module, refining the residual feature pyramid module,
and rolling the guidance edge retention layer module. Wu
et al. [27] proposed a special semantic segmentation
network by simulating the ventral and dorsal pathways of
the brain visual cortex, which greatly enhanced the

extraction of semantic information, and effectively im-
proved the problem of spatial information loss during
segmentation. Some classical image segmentation
methods, such as FCN, SegNet, in order to pursue high
segmentation accuracy, lead to complex models and high
requirements for computing resources, which are not
conducive to the use of semantic segmentation algorithms
on resource constrained embedded devices. Because of its
simplified model structure, lightweight semantic seg-
mentation algorithm has the advantages of small amount
of computation and fast segmentation speed, and can run
in devices with limited computing resources. Therefore,
the lightweight semantic segmentation method not only
has practical application prospects but also promotes the
improvement of segmentation algorithm.

3. Improvement of Image Semantic
Segmentation Algorithm for DeepLabV3+

3.1. DeepLabV3+ Algorithm. The DeepLab algorithm is a
model that focuses on semantic segmentation and intro-
duces multiscale features, designs convolution and pooling
operations with different parameters to obtain feature maps
of different sizes, and efficiently fuses the obtained feature
maps in the network model to improve the training per-
formance of the whole network model. DeepLabV3+ al-
gorithm is one of the more popular network model
structures for the field of image semantic segmentation. The
general construction of the DeepLabV3+ algorithm is shown
in Figure 1 [28].

DeepLabV3+ is based on the structure of DeepLabV3,
with a simple and eflicient decoding module to refine the
feature information and improve the segmentation effect. In
the encoder part, the improved Xception model is used as
the backbone network to extract different feature infor-
mation in the image through the depth-separable convo-
lution operation of different channels in the Xception model,
and then the 1#1 convolution and 3 parallel 3 * 3 null
convolutions with void rates of 6, 12 and 18, respectively, in
the spatial pyramid pooling module and the global average
pooling operation are used. After processing, and channel
compression by 1 * 1 convolution, the high-level semantic
information is obtained. In the decoder part, the feature
maps extracted from the input layer of the backbone net-
work are first downscaled using 1#1 convolution, after
which they are fused with the high-level features obtained
after encoder up-sampling, and then the spatial information
in the feature maps is recovered using several 3 %3 con-
volutions and the target boundaries are refined using bi-
linear up-sampling to obtain the final segmentation result
maps.

In the implementation of the DeepLabV3+ algorithm,
the depth-separable convolution layer is proposed to replace
the original maximum pooling layer, and the depth-sepa-
rable convolution replaces the empty convolution operation
in the Xception network model and decoder module, re-
spectively, which can effectively by combining the ideas of
depthwise conv and pointwise conv instead of null con-
volution, the computational complexity of the model in the
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FIGURE 1: DeepLabV3+ algorithm structure diagram.

training process can be effectively reduced to achieve a faster
and stronger coder—decoder network.

3.2. Improvement of DeepLabV3+ Image Semantic Segmen-
tation Algorithm. In order to improve the quality of feature
map and solve the problems ignored in Deeplabv3+ algo-
rithm, such as the different importance of features displayed
in different feature maps, the loss of a large amount of detail
information, and the impact on the final segmentation effect,
this paper proposes an image semantic segmentation
method based on improved Deeplabv3+. According to
different levels of feature map and different attention
mechanism modules, the image semantic segmentation al-
gorithm adopts encoding-decoding structure, the backbone
network still adopts Xception model. The attention mech-
anism module is divided into channel attention (CA)
module and spatial attention (SA) module. Channel atten-
tion is added to the encoder and spatial attention is added to
the decoder.

The input image is first extracted by the depth-separable
convolutional layer of different channels in the Xception
model; second, the feature map obtained from the output
layer is processed in parallel by the atrous spatial pyramid
pooling module and the channel attention module, and the
specific implementation process is as follows: (1) the 1x1
convolution, the 3 x 3 null convolution with 3 null rates of 6,
12 and 18, respectively, and the global average pooling are
used in the atrous spatial pyramid pooling module. After
processing, stitching and fusion are performed, and then 1
pair of convolution is used for dimensionality reduction. (2)
The feature map obtained through the network model is first
reduced to 256 by 1 x 1 convolution, and then the channel
attention module is used for weighting; finally, the feature

map processed by ca and the feature map reduced by atrous
spatial pyramid pooling module are summed for feature
fusion to extract the rich contextual information to obtain
effective high-level features.

Because the encoder part obtains high-level features
through the parallel way of channel attention module and
spatial pyramid pooling module, in order to obtain more
efficient segmentation effect, this paper adopts the way of
connecting channel attention module and spatial pyramid
pooling module in series. In the encoder, the input image
goes through the depth-separable convolution layer of
different channels in the Xception model for feature ex-
traction, and the feature map output from the output layer is
processed by the atrous spatial pyramid pooling module and
the channel attention module. Firstly, using the 1x 1 con-
volution in the atrous spatial pyramid pooling module, the
void rate of 6, 12, and 18, respectively, and global average
pooling operation, respectively, and then perform feature
fusion operation on them, and reduce the number of feature
map channels from 2048 to 256 by 1 x 1 convolution of the
obtained feature map again, and second, fuse the feature
map obtained in atrous spatial pyramid pooling module
using the channel attention module and perform weighting
operation on them to obtain effective high-level features.

3.3. DeepLab Network Model Based on Attention Mechanism
Module. The formula according to the SE attention module
is

f{wl,wz} (y) = WZRelu(le)’ (1)

W, and W, are the fully connected parameter matrices, y is
the output weight of the feature map after global average
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pooling, Relu is the activation function. The use of fully
connected layers W, and W, reduces the complexity of the
model and consequently the dimensionality; this indirect
approach also destroys the direct correspondence between
channels and weights.

This paper proposes the module which aims to ensure
the multidimensional relationship between channels and
weights as well as not to increase the complexity of the whole
module computation. The formula for the module is the
following:

w=0(Wy), (2)
y is still the output weight after global average pooling, o (e)

is the activation function. W is the vector matrix used to
calculate the channel attention. Its form is

whl e w0 0 e 0
w2 o w2k o . e 0
0 0 0 . WOCKHL L peC

(3)

The matrix W involves K x C parameters, and the matrix
avoids the complete independence of the different group
categories in the SE module. For the weight y, in order to
simplify the calculation and avoid dimensionality reduction,
only the information interaction between it and its k
neighboring elements is considered here and calculated as
follows:

k . . .
w =0l Yuwlyl |yl eq;. (4)
=

To further improve performance, let all channels share
weight information, that is,

k
wi=a| Y wyl )yl eqf. (5)
j=1

Therefore, if all channels share the weight information,
then the information sharing and interaction between
channels can be achieved by one-dimensional convolution
with a convolution kernel of size k:

w; = 0(Convld, (), (6)

Convld means the one-dimensional convolution operation,
which involves only k parameter information, and when
k = 3, the module can achieve the same effect as the SE
module but with a lower model complexity. This approach of
capturing cross-channel information interactions without
downscaling ensures performance results and low com-
plexity of the module.

Since the module aims to properly capture the local
cross-channel information interaction sharing, it is neces-
sary to determine the approximate region k (the size of the
convolutional kernel in a 1D convolution) of the channel
interaction. Although manual optimization can be

performed for different convolutional blocks with different
number of channels in different convolutional neural net-
work architectures to achieve the optimal solution for in-
formation interaction, cross-validation tuning can be
resource-intensive if performed manually and manually.
Grouped convolution methods are known to have been
successfully used to improve deep convolutional network
architectures: for a fixed number of groups, high-dimen-
sional (low-dimensional) channels are proportional to long-
distance (short-distance) convolutions. Similarly, it follows
that the coverage k of cross-channel information interac-
tions should also be proportional to the number of channel
dimensions C. That is, there may be a mapping relationship
¢ between region C and channel C:

C = g(k). (7)

The simplest mapping method is the linear mapping
relationship. Due to the limitations of linear functions in
deep neural networks for some features and the fact that the
channel depth is generally an exponential multiple of 2, an
exponent with a base of 2 is used to represent the nonlinear
mapping relationship:

C = g(k) = 2%, (8)

In this way, given the channel dimension C, the one-
dimensional convolutional kernel size k can be derived from
the following equation:

log, (C) +é

k=y(C) =
v (C) " "

(9)

b
odd

[tloqq is the nearest odd number to t. y and b are hyper-
parameters that need to be set, which are related to the
structure of the network being joined. In the DeepLab
network to be optimized, it is set to y = 2,b = 1.

At the same time, since the module only introduces a
one-dimensional convolutional kernel size k as a parameter,
it does not introduce a large number of parameters when the
attention mechanism module is introduced into the net-
work, and only one one-dimensional convolutional com-
putation and dimensional expansion operations are
calculated in terms of computation.

After performing a null convolution, after global average
pooling (GAP) without dimensionality reduction, a one-
dimensional convolution of convolution kernel size is used
to extract cross-channel interaction information of neigh-
boring elements between channels, where the k-value in-
dicates the coverage of local cross-channel interactions, that
is, how many neighboring elements are involved in the
attention prediction of that channel. The tensor of the one-
dimensional convolution output is passed through the ac-
tivation function g, which has different weight shares of the
attention prediction attributes; the tensor is matrixed with
the original null convolution channel to obtain an output
with the same dimensions as the original input and with
channel attention prediction. It is proved that this method
ensures the learning efficiency and computational results of
the model.



In order to compare the effect before and after the
improvement, the DeepLab network model based on the
module is constructed in this paper. In order to avoid the
easy overfitting problem caused by the unavailability of the
pretrained network model after the module is added to the
backbone network, the module is added to the structure of
the decoder part of the DeepLab network, and this is em-
bedded in the feature pyramid after the convolution of the
voids, and then multiscale feature fusion is performed after
the attention mechanism prediction, as shown in Figure 2. In
addition to using different backbone networks VGG-16
network and Res-50 network in the experiments with and
without the addition of module, the Res-101 network with
deeper structure is also added. Since these three networks
have more layers, in order to achieve better classification
results on the SBD and ADE20K datasets, the input image
size was preset to 321 x 321 when conducting the computer
simulation experiments, and then the images were fed into
the network for learning training and validating the
predictions.

In this paper, the proposed algorithm combines the
advantages of depth-separable convolution with the atten-
tion mechanism and uses different attention modules to
effectively fuse the low-level and high-level features for
different levels of important features in the input image. In
the process of implementation, all the empty convolution
operations in the attention mechanism are replaced by the
deep separable convolution operations, and as the number of
features to be extracted gradually increases, the deep sep-
arable convolution can save more parameters and improve
the computational speed of the training model compared
with the empty convolution.

4. Experimental Results and Analysis
4.1. Data Sources and Evaluation Indicators

4.1.1. Data Sources. The SBD dataset is an enhanced version
of the VOC 2011 dataset, which contains the annotation of
11355 images from the Pascal VOC 2011 data set. The 11355
images in the SBD are completely selected from the pictures
in the VOC 2011 dataset, and more of them are annotated.
The category is also the same as VOC 2011 (21 categories).
ADE20k is composed of 27000 images from the sun and
places data sets. ADE20k consists of more than 3000 object
categories, many of which comprise the categories of parts
and components of objects, as well as the categories of parts
and components of parts and components, such as auto
parts, door parts, and windows. The ID of the instance is also
marked in ADE20k, which can be used for instance
segmentation.

4.1.2. Evaluation Indicators. In this paper, we use mean
Intersection over Union (mlIoU) to evaluate the network
performance, which is a standard measure of semantic
segmentation accuracy. mIoU is larger, which means better
segmentation. In semantic segmentation, the two sets in IoU
represent the predicted segmentation and the true value
(GT) of the segmentation. The IoU of each category is

Computational Intelligence and Neuroscience

calculated first, which is the intersection of the two sets of the
predicted and true values of the model segmentation and the
overlap ratio of its concurrent set, and then averaged to
obtain mloU. The expression is shown as

1 & TP
k+1t:onP+FP+FN'

mloU = (10)

TP denotes positive samples predicted to be positive, FN
denotes positive samples predicted to be negative, FP de-
notes negative samples predicted to be positive, and TN
denotes negative samples predicted to be negative.

4.2. Model Parameter Tuning. Before starting to train the
model, the weights of the network are initialized, and the
weights of the remaining convolutional layers of the network
to be learned are initialized to obey a Gaussian distribution
with mean 0 and standard deviation 0.01, and the bias is set
to 0. During the training process, the weights are updated
iteratively according to the chain rule, and this fine-tuning
scheme greatly reduces the convergence time during the
training of the semantic segmentation model.

In the process of model design, the ReLU function is
used in the activation layer and the Softmax function is used
in the loss layer. During the training of the semantic seg-
mentation model, the input is the predicted value of the
network with the real label map. To prevent overfitting, the
weight decay rate decay =0.0001. The function is the cross-
entropy loss function:

N %
loss = - ) ylog| == | (11)
L5t

j=1

The optimizer uses the Stochastic Gradient Descent
(SGD) and Momentum method (Momentum = 0.9) with the
following equation for the optimization function:

w, = w,_; + momentum x v — Ir X Aw. (12)

In (12), Ir denotes the learning rate, Aw denotes the first-
order derivative of the loss function with respect to the
weights, denotes the update rate, and w,_, and w, denote the
weights of the previous iteration and the updated weights
values, respectively. In the process of gradient update, the
momentum term can be increased for dimensions with the
same direction out at the gradient point, while the mo-
mentum term is reduced for dimensions that change di-
rection at the gradient point. Therefore, the optimization
method of SGD and momentum helps to reduce the training
time.

In the later stages of training, the decay of the learning
rate Ir contributes to the stability of convergence, and the
learning strategy in this paper is as follows:

(13)

lter power
Ir = base;, ><<1 - )

maxiter
In (13), power is 0.95, base_Ir is 0.007, maximum iter-

ations is 40 k, set the output step to 15, and batch size to 10.
The following shows the training results with different
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FIGURE 2: DeepLab network decoder model based on channel attention module.
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FIGURE 3: Training of the model proposed in this paper on the SBD dataset: (a) loss curve and (b) accuracy curve.

parameter settings. Figures 3(a) and 3(b) show the loss curve
(Loss) and accuracy curve (mloU) obtained from the model
training under different experimental schemes, respectively,
on SBD dataset.

From Figure 3 we can see that the model converges
basically after 30 k iterations, and the loss value converges to
a smaller value when the initial learning rate base_lr is 0.007;
the initial learning rate is set too small at the beginning,
which leads to the slow convergence of SGD + momentum
method, and the final accuracy is poor.

4.3. Comparative Experimental Results and Analysis.
Under the experimental conditions, semantic segmentation
models of different backbone networks, including FCN-8s,
DeepLabV3, and DeepLabV3+, were trained under the same

TaBLE 1: Comparison results of each model on the SBD dataset.

Segmentation method Backbone network mloU (%)
FCN-8s VGGI16 63.72
DeepLabV3 MobileNetV1 73.56
DeepLabV3+ ResNet50 76.18
This model MobileNetV2 79.03

configuration using the same data enhancement (flipping
and multiscale), and the methods in this paper were com-
pared with these semantic segmentation methods. Table 1
shows the results of the comparison experiments on the SBD
dataset.

As seen from Table 1, the method in this paper takes
good care of the number of parameters, computation and
performance of the network, and achieves a good balance
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FIGURE 4: Training of the model proposed in this paper on the ADE20k dataset (a) loss curve (b) accuracy curve.

between segmentation accuracy and efficiency. In terms of
segmentation accuracy, this method has different degrees of
advantages over FCN-8s (VGG16), DeepLabV3 (Mobile-
NetV1), and DeepLabV3+ (ResNet50) in Table 1.

When training this paper’s model on the ADE20k
dataset, the images were cropped to 768 x 768, the batch size
is 10 and the maximum iterations is 30 k for the maximum
number of iterations, and the rest of the hyperparameters
were set as above. The loss (Loss) curve as well as the ac-
curacy curve (mloU) plots during model training is shown
in Figure 4. The final mIoU of the method in this paper on
the ADE20k is up to 72.8%.

5. Conclusion and Future Work

In this paper, we study the backbone network, atrous spatial
pyramid pooling module and decoder in DeepLabV3+, an-
alyze the limitations of each part, introduce the channel at-
tention module, and propose an image semantic
segmentation algorithm based on spatial attention mecha-
nism to address the problem of insufficient segmentation
accuracy of existing algorithms. The proposed algorithm uses
channel attention to weight the feature maps obtained from
the backbone network, and then fuses them with the feature
maps processed by the atrous spatial pyramid pooling module
to obtain rich contextual information and get high-level
features; spatial attention is used to fuse the two low-level
features with the high-level features processed by convolution,
respectively, to filter a large amount of background infor-
mation and highlight feature points. In addition, the feature
map is linearly transformed using the feature transformation
principle to reduce unnecessary convolution operations. In
addition, the shallow feature map information is reused in the
decoder section using a shortcut connection to enrich the
image details. The experimental results verify the effectiveness
of the proposed algorithm in this paper, which has obvious
advantages in terms of computational complexity and seg-
mentation accuracy compared with similar algorithms.

The efficient semantic segmentation method based on
DCNN is also based on the convolutional and pooling layers
of CNN, and the network architecture is optimized. How-
ever, the activation layer is also an important part of the deep
network design. Therefore, the impact of the activation
function on the model performance will be further inves-
tigated in the subsequent study. Since the great success of
transformer in natural language processing tasks has been
explored in the field of computer vision, using transformer
for semantic segmentation vision tasks to reduce the
complexity of the structure and explore scalability and
training efficiency will also be a direction for future research.
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