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Objective. Using PSG-guided acute selective REM/SWS sleep deprivation in volunteers, this study examined the effects of sleep
deprivation on the cardiovascular and autonomic nervous systems, as well as the relationship between cardiac neuromodulation
homeostasis and cardiovascular disease. Methods. An experiment was conducted using 30 healthy volunteers
(male : female = 1 : 1, aged 26:33 ± 4:5 years) divided into groups for sleep deprivation of SWS and REM sleep, and then, each
group was crossed over for normal sleep (2 days) and repeated sleep deprivation (1 day, 3 times). During the study period, PSG
and ELECTRO ECG monitoring were conducted, and five-minute frequency domain parameters and blood pressure values were
measured before and after sleep deprivation. Results. Changes in VLF, LFnu, LF/HF, HF, and HFnu after SWS sleep deprivation
were statistically significant (P < 0:05), but not LF (P = 0:063). Changes in VLF, LF, HF, LF/HF, LFnu, and HFnu after REM
sleep deprivation were not statistically significant (P > 0:05). Conclusions. An increase in sympathetic nerve activity results from
sleep deprivation and sudden awakening from SWS sleep is associated with a greater risk of cardiovascular disease.

1. Introduction

In addition to changes in awareness, sleep is characterized by
a relatively inhibited sensory activity, decreased muscular
activity, and inhibition of practically all voluntary muscles
during fast eye movements, as well as decreased interaction
with the surrounding environment [1]. It differs from wake-
fulness in that it is less responsive to stimuli, yet it is more
reactive than comas or disturbing states of consciousness.
As a result of sleep, the brain exhibits a different pattern of
active activity [2]. A good night’s sleep enhances the human
body’s energy and resistance, supports proper human
growth and development, and ensures that the human body
receives sufficient rest. It is impossible to overestimate the
importance of sleep in maintaining mental activity and
protecting mental health [3, 4]. Getting enough sleep and
maintaining good sleep quality can help maintain a normal
metabolism and reduce the occurrence and mortality of

certain diseases. It has become increasingly evident that
sleep deprivation (SD) is a serious public health issue [5].
Aging, lifestyle, time stress, shift work, insomnia, and sleep
disorders are all factors that contribute to insufficient sleep,
microawakening, and fragmented sleep [5, 6]. In addition
to cardiovascular disease, obesity, and diabetes, SD can also
increase the risk of depression. Clinical trials have shown
that SD can weaken the autonomic nervous system and
change the stability of the cardiovascular system [7]. Heart
rate changes and the maintenance of cardiac sinus rhythm
are primarily regulated by sympathetic and parasympathetic
nerves. In terms of cardiac autonomic nerve regulation anal-
ysis, heart rate variability (HRV) is the best noninvasive
monitoring method [8]. Studies examining cardiovascular
neuromodulation during sleep have been widely evaluated
using 5-minute frequency domain analysis [9]. According
to the literature, the sympathetic nervous system is enhanced
after acute sleep deprivation, and the vagal nerve is
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decreased after acute sleep deprivation [5]. However, there is
a significant difference between the activity of sympathetic
and parasympathetic nerves during different sleep stages,
and the effects of sleep deprivation on the autonomic ner-
vous system in different sleep stages have not been reported.
By analyzing heart rate variability 5 minutes before and after
selective sleep deprivation (frequency domain analysis), this
study investigated the relationship between acute selective
sleep deprivation HRV and cardiovascular disease.

2. Methods

2.1. Samples and Standards. This study has been approved
by the Medical Ethics Committee of Qingdao Central Hospi-
tal (Ethics Review Approval No. Ky-p201807501), and the
clinical trial has been registered online (registration number
ChiCTR1900020622). Prior to explaining the purpose and
procedure of the study to the healthy subjects, healthy
volunteers were recruited, and the study was conducted
between February 2019 and December 2020. During the
clinical screening process, patients undergo a detailed
history and physical examination in addition to basic exam-
inations (heart function, blood pressure, electrocardiogram,
lung function, etc.) and evaluation questionnaires.

2.2. Criteria for Inclusion and Exclusion. Criteria for inclu-
sion are as follows: between 20 and 39 years of age, one week
of stable sleep prior to the experiment, no shift work during
the preceding three months, and one week of stable daily
activities and work prior to the experiment. Criteria for
exclusion are as follows: a BMI of more than 30 kg/m2, acute
or chronic cardiopulmonary diseases, smoking more than
ten cigarettes per day, alcoholism, consuming more than
100 g of alcohol per week, recent negative life events, physi-
cal and neurological examinations that are abnormal,
mothers who are pregnant or nursing, and any sleep-
related breathing disorder. The study protocols for the
examinations were conducted in accordance with the
Helsinki Declaration (2000), and the participants were com-
pensated monetarily upon completion of the tests.

2.3. Sleep Intervention. 30 volunteers (male: female ratio of
1 : 1, mean age of 26:3 ± 4:5 years) who met the inclusion
and exclusion criteria were randomly assigned to either the
REM sleep deprivation or SWS sleep deprivation group.
Prior to the trial, all subjects were instructed to maintain a
regular sleep schedule between 10 : 00 p.m. and 7 : 00 a.m.
Trials were conducted for three days: normal sleep on day
one (excluding the effects of first night sleep and screening
for exclusion criteria during sleep), selective sleep depriva-
tion on day two, and normal sleep after sleep deprivation
on day three. In the event of sleep restriction and normal
sleep, PSG monitoring was performed in order to determine
sleep stages, and a dynamic electrocardiogram was worn in
order to evaluate autonomic nervous system indicators.
Monitoring took place from 21 : 00 to 7 : 00 the following
morning. During the night of sleep deprivation, volunteers
woke up after entering SWS sleep or REM sleep. Sensei’s
methods were to turn on the light, and by playing a specific

decibel of ringtones and vibration signals, wake up the loser
for three minutes of artificial intervention, let it stay awake
for five minutes, and then, turn off the light into the next
round of sleep. Three times a night, they were deprived of
sleep. Blood pressure monitoring: during sleep and after
waking, the blood pressure is monitored in terms of systolic
and diastolic values.

2.4. Data Collection. Data from polysomnography (PSG) was
recorded simultaneously in order to assess sleep phases. A
dynamic ECG recorder (CT-086, CT-082, and CT-083s)
was developed by Hangzhou Baihui Medical Equipment
Co., Ltd. The data was analyzed using the company’s most
recent software (V1.0.0), and the recording period was from
21 : 00 to 07 : 00 in the evening. An analysis of the frequency
domain of the dynamic ECG was performed in order to
determine the HRV. During and after sleep deprivation,
continuous 5-minute HRV frequency domain data was ana-
lyzed without interruption. In addition to the VLF (very low
frequency), LF (low frequency), HF (high frequency), and
LF/HF (low frequency/high frequency) ratios, the LFnu
(standardized low-frequency component) and HFnu (stan-
dardized high-frequency component) represent sympathetic
tone. HF is a marker of cardiac vagal tone, and the LF/HF
ratio is a more sensitive indicator of sympathetic nerves.

2.5. Statistical Analysis. For the statistical analysis, SPSS24.0
statistical software was used. In this study, the measurement
data of normal distributions were expressed as X ± S. A
paired T-test was used to compare quantitative data with a
normal distribution before and after treatment, and P <
0:05 was considered statistically significant.

3. Results

3.1. Analysis of Patient Data Using Statistical Methods. The
study recruited 30 qualified participants from a pool of fifty
healthy participants. In the SWS sleep deprivation group,
one individual was eliminated from the study due to a lack
of slow-wave sleep on the night of sleep deprivation, result-
ing in a total of 29 subjects being included in the analysis. As
shown in Table 1, healthy individuals have the following
baseline characteristics.

3.2. An Analysis of the HRV Frequency Domain for Five
Minutes. As compared with before deprivation, VLF, LFnu,
and LF/HF increased after sleep deprivation, whereas HF

Table 1: Baseline characteristics of healthy volunteers.

Factor Mean (�X ± S)

Age (y) 26:27 ± 4:479
Height (cm) 168:93 ± 7:803
Weight (kg) 65:53 ± 13:568
BMI (kg/m2) 22:76 ± 3:283
HR (bpm) 72:53 ± 8:561
SBP (mmHg) 114:80 ± 12:344
DBP (mmHg) 70:73 ± 9:381
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and HFnu decreased, and the difference was statistically sig-
nificant (P < 0:05). There was a significant difference
between the LF/HF before SWS deprivation and the LF/HF
before REM deprivation. In contrast, the LF/HF after SWS
deprivation was significantly higher than the LF/HF after
REM deprivation, as shown in Table 2. Table 2 shows that
there was no statistical significance between before and after
REM sleep deprivation in VLF, LF, HF, LF/HF, LFnu, or
HFnu in the REM sleep deprivation group (P > 0:05).

Heart rate variability is measured throughHRV (heart rate
variability), VLF (extremely low frequency), LF (low fre-
quency), HF (high frequency), LF/HF (low-frequency to
high-frequency ratio), LFnu (normalized low-frequency com-
ponent), and HFnu (normalized high-frequency component).

3.3. The Results of Changes in Blood Pressure. A significant
difference (P < 0:05) was found between the diastolic blood
pressure after waking after SWS and REM sleep deprivation,
as shown in Table 3.

4. Discussion

An adult experiences four to six cycles of REM and non-
REM sleep during the night, and increased dopamine (DA)
secretion in the basolateral amygdala (BLA) terminates
SWS sleep and initiates REM sleep [9]. The sympathetic ner-
vous system is primarily responsible for regulating REM
sleep, and sympathetic activity may result in dramatic
fluctuations in cardiopulmonary function [10, 11]. Conse-
quently, sleep deprivation has been linked to cardiovascular
disease in epidemiological studies, but the extent of the asso-
ciation is unclear [12].

There have been several studies suggesting that sleep
deprivation may increase blood pressure, regardless of
whether the deprivation is complete or partial [13, 14]. Five
healthy adults were subjected to partial sleep deprivation
(4.2 hours of nighttime sleep) by Meier-Ewert et al. [15]. It
was found that the systolic blood pressure and heart rate
increased as well as the high-sensitivity C-reactive protein
(CRP) level during sleep deprivation. There is evidence to
suggest that sleep deprivation may activate inflammatory
processes and therefore result in an increase in cardiovascu-
lar disease incidence.

According to our findings, SWS sleep deprivation
decreases vagal innervation activity and increases sympa-
thetic activity, such as decreased HF, increased LF to HF
ratio, and decreased LFNU and HFNU, reflecting sleep

deprivation’s subtle effects on cardiovascular health that
are difficult to capture through clinical assessments. The
HRV-related indicators (VLF, LF, HF, LF/HF, LFnu, and
HFnu) did not differ statistically significantly after REM
sleep deprivation, which may be explained by the dominance
of sympathetic activity during REM sleep deprivation. A
study by Scholz et al. [16] found that LF/HF began to
increase even 15 minutes before REM sleep, suggesting that
the risk of cardiovascular disease may be associated with
REM sleep, which may also explain the higher rate of cardio-
vascular events in the morning [17]. A typical eight-hour
sleep cycle includes 90 to 120 minutes of REM sleep, which
means that there is a higher risk of sudden death, up to 1.2
times that of awakened sleep [18]. It is assumed that sympa-
thetic innervation is enhanced during REM sleep than
during SWS sleep due to the body’s physiological waking
activity, since LF/HF values decrease after SWS sleep
deprivation but remain higher than those after REM sleep
deprivation. According to current theories, the body’s phys-
iological regulation of waking activity enables it to avoid a
surge in sympathetic activity levels during sudden awaken-
ing as a result of increased sympathetic innervation during
REM sleep compared to SWS sleep. Sudden awakening from
slow-wave sleep causes greater fluctuations in autonomic
activity, and an increased cardiovascular risk is associated
with sudden awakening from slow-wave sleep in vulnerable
individuals. It is consistent with the experimental results of
Goff et al. [19] who found that waking from slow-wave sleep
was associated with more dramatic fluctuations in blood
pressure in the morning than waking from rapid eye move-
ment sleep. Consequently, a sudden change in autonomic
nervous system innervation during transitions between deep
sleep and light sleep or awakening may result in adverse
cardiac events in patients with severe impaired autonomic
nervous system function [20].

Pure diastolic hypertension has been reported, especially
in the early stages of sleep-disordered breathing, as a specific
pattern of hypertension associated with the disease [21], and
DBP may be an early indicator of cardiovascular outcomes
in OSA patients. Elevated DBP is generally associated with
increased peripheral resistance, which is primarily deter-
mined by the arterial vessels, whereas elevated SBP is
primarily determined by the large and medium vessels [22,
23]. In the absence of elevated SBP, DBP increases suggest
that repeated sleep deprivation has a greater impact on the
peripheral vasculature than the large to medium vessels. In
this study, blood pressure studies after selective sleep

Table 2: Analyses of 5-minute HRV frequency domains before and after selective sleep deprivation in volunteers (�X ± S).

Project REM deprivation (before) REM deprivation (after) P SWS deprivation (before) SWS deprivation (after) P

VLF 2925 ± 2724 3524 ± 2425 0.403 808 ± 665 2299 ± 1745 0.003

LF 974 ± 612 1005 ± 603 0.867 608 ± 433 1048 ± 854 0.063

HF 1273 ± 670 916 ± 676 0.387 1169 ± 571 548 ± 214 0.001

LF/HF 1:42 ± 1:01 1:65 ± 2:09 0.665 0:58 ± 0:49 2:05 ± 1:43 0.005

LFNU 52:50 ± 16:70 52:87 ± 14:92 0.94 33:20 ± 3:61 59:63 ± 19:23 0.002

HFNU 47:50 ± 16:70 46:93 ± 14:85 0.909 66:80 ± 13:50 40:37 ± 19:23 0.002
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deprivation indicated that following repeated deprivation of
SWS and REM sleep for three times, postwake DBP was
higher than prewake DBP, while changes in SBP were not
statistically significant, which suggests that peripheral
resistance and fluctuation in blood pressure are caused by
sympathetic activation [24]. Nevertheless, changes in sym-
pathetic nerve activity are not always accompanied by
changes in blood pressure, and more research is necessary
to determine the exact mechanisms behind these changes.

Several health risks are associated with sleep depriva-
tion, including cardiovascular, respiratory, neurological,
gastrointestinal, immune, cutaneous, endocrine, and repro-
ductive health [25]. As the number of indicators for analysis
in our study was limited, we intend to expand the cohort to
include more indicators in our next study in order to obtain
clinical data.

5. Conclusions

As a result of REM/SWS sleep deprivation, diastolic blood
pressure increased. Various HRV parameters are associated
with different sleep stages after sleep deprivation. For
example, the REM period is not significantly affected by
sleep-related parameters of HRV after sleep deprivation of
the SWS period. People with a healthy autonomic nervous
system are better able to tolerate this fluctuation, whereas
people with a vulnerable autonomic nervous system are at
a higher risk of cardiovascular events as a result of slow-
wave sleep. Due to the increased sympathetic activity of
REM sleep compared to NREM sleep, the impact of REM
sleep on patients at high risk of cardiovascular disease
cannot be overlooked. Therefore, cardiac monitoring and
advance intervention are important in high-risk patients
during different sleep periods at night in order to reduce
the occurrence of adverse events. In addition, we will further
investigate the changes in hemodynamics and related factors
during different sleep periods and the specific mechanisms
of cardiovascular events during different sleep periods.
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Melanoma is a dangerous form of skin cancer that results in the demise of patients at the developed stage. Researchers have
attempted to develop automated systems for the timely recognition of this deadly disease. However, reliable and precise
identification of melanoma moles is a tedious and complex activity as there exist huge differences in the mass, structure, and
color of the skin lesions. Additionally, the incidence of noise, blurring, and chrominance changes in the suspected images
further enhance the complexity of the detection procedure. In the proposed work, we try to overcome the limitations of the
existing work by presenting a deep learning (DL) model. Descriptively, after accomplishing the preprocessing task, we have
utilized an object detection approach named CornerNet model to detect melanoma lesions. Then the localized moles are
passed as input to the fuzzy K-means (FLM) clustering approach to perform the segmentation task. To assess the segmentation
power of the proposed approach, two standard databases named ISIC-2017 and ISIC-2018 are employed. Extensive
experimentation has been conducted to demonstrate the robustness of the proposed approach through both numeric and
pictorial results. The proposed approach is capable of detecting and segmenting the moles of arbitrary shapes and orientations.
Furthermore, the presented work can tackle the presence of noise, blurring, and brightness variations as well. We have attained
the segmentation accuracy values of 99.32% and 99.63% over the ISIC-2017 and ISIC-2018 databases correspondingly which
clearly depicts the effectiveness of our model for the melanoma mole segmentation.

1. Introduction

The abnormal growth of the skin cells results in cancer
inside the human body which is broadly categorized into
three types namely squamous cell carcinoma, melanoma,
and basal, respectively [1]. Among all three types, melanoma
is designated as the most fatal type of skin cancer that
develops inside the skin cells namely melanocytes. In a
recent study published in [2], it is found that only in the
US, approximately 10 thousand victims are dying annually

due to this dangerous disease. The unnecessary expansion
of the skin cells generates lesions in the human body that
differ in structure, appearance, and mass. The irregular
lesion is about 6mm in size and contains a rare appearance
usually in red, brown, pink, or black color which requires an
urgent inspection by the dermatologist. Melanoma is further
distributed into two categories named benign and malig-
nant. The first category of melanoma known as benign is
the less fatal type of skin cancer and is easily curable,
whereas malignant is the advanced stage of skin cancer that
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may cause the victim death if not detected timely. Mainly,
experts execute physical checkups of skin lesions by examin-
ing their appearance, structure, and size. However, such an
examination process is a time-consuming activity because
of the shortage of dermatologists. The timely detection of
melanoma lesions is vital as it can control the mortality rate
of victims and also protect them from painful surgical pro-
cesses. Now, computer vision (CV) and artificial intelligence
(AI) approaches have assisted the research community to
design valued and computer-aided melanoma diagnostic
techniques.

Research areas of AI which are working in the medical
area are widely distributed into two types namely the
machine learning (ML) and DL frameworks. For the ML
techniques, the researchers employ pattern-based methods
to extract the feature vector from the input samples which
are later classified into respective classes with the help of
some classifiers like KNN, SVM, and decision tree (DT).
However, due to the complex structural properties of mela-
noma lesions, the conventional ML approaches are not
found much proficient as the extensive changes in the color,
size, and shape of lesions decrease the recognition ability of
these methods. To enhance the effectiveness of the mela-
noma recognition systems, classification is performed after
segmenting the diseased area of skin from the healthy
region. Hence, the segmentation of diseased portions is
mandatory for the reliable detection of melanoma lesions.
Some works like those performed in [3, 4] have tried to bet-
ter elaborate the significance of the segmentation procedure.
However, the segmentation accuracy of existing approaches
have been dropped significantly for images with intense
changes in light, brightness, and sample distortions, whereas
for practical cases, it is impossible to obtain samples with
unchanged characteristics. Therefore, there exists a demand
for a more accurate melanoma moles recognition system.

Recently, the robustness and better recall ability of the
DL frameworks have encouraged scientists to test them in
the area of medical image analysis. These systems have
exhibited tremendous performance in several areas of the
medical including eye abnormalities recognition [5], brain
cancer identification [6], heart diseases [7], and skin cancer
classification [8]. The ability of DL methods to better com-
pute ambiguity in health-related systems has empowered
them to effectively identify and locate the unhealthy regions
of the human body [9–16]. The DL approaches highly rely
on the selected convolutional neural network (CNN) that
is responsible for extracting useful information from the
input images and assisting to locate the diseased portion like
melanoma moles from human skin. Several methods have
used the CNN frameworks for the timely recognition of
the melanoma moles from the dermoscopic images and
showed impressive results which clearly depict the better
adaptability of these methods toward skin cancer recogni-
tion. However, most of these methods accomplished some
preprocessing steps to tackle the problem of keypoints maps
saturation [17]. To avoid such issues, many works have uti-
lized sample mapping along with pixel-wise labels [18, 19].
However, there is a demand for a more reliable model that
can better tackle the issues of existing methods.

Reliable and timely detection of skin cancers from
images with intense distortion like the incidence of noise,
blurring, and brightness variations is still a complex proce-
dure. Besides, the complex properties of skin moles contain-
ing alterations in the size, architecture, and color further
enhance the difficulty of the recognition method. Moreover,
the presence of hair and small blood vessels also hinders
the accurate localization of the diseased region. In this
work, we attempted to deal with the problems of existing
works by proposing a more robust framework. We have
used the CornerNet model along with the FKM approach
to detect and segment the skin lesions from the dermo-
scopic images. The presented work provides the following
main contributions:

(i) Employed CornerNet model with the FKM
approach for calculating a reliable set of features,
which resulted to improve segmentation ability by
locating the moles of varying sizes

(ii) Present a more robust framework that reduces the
model train and test time complexity due to its
power to tackle the framework overfitted data

(iii) The presented framework is capable of identifying
the abnormal skin moles for samples with intense
chrominance, brightness, changes, and suffering
from noise and blurring attacks

(iv) Enhanced skin lesion segmentation ability of the
presented work because of the ability of the Corner-
Net model to nominate a more representative set of
features

(v) A huge evaluation has been carried out on two stan-
dard databases named ISIC-2017 and ISIC-2018
and confirmed the robustness of the introduced
work for the melanoma lesions segmentation

We have followed the following structural scheme for
the rest of the article: Section 2 explains the work from his-
tory that is already performed for skin cancer moles recogni-
tion. The presented framework is explained in detail under
Section 3 while the model evaluation results are presented
in Section 4. Finally, the work is concluded under Section 5.

2. Related Work

In this section, an in-depth analysis of already performed
work for moles melanoma detection is performed, and the
results of all related works are discussed. Extensive work
accompanying conventional ML approaches has been car-
ried out by scientists for the automated recognition of skin
cancers from dermoscopic samples. One such work was pre-
sented in [20] where a segmentation step was performed to
locate the area of interest. Secondly, the features from the
processed samples were computed by employing the ABCD
rule along with the cooccurrence matrix [21]. Finally, the
SVM approach was applied to perform the skin moles cate-
gorization task. The work proposed in [20] has attained an
average accuracy value of 92.10%. Codella et al. [22]
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introduced a framework by employing the ensembling tech-
nique for skin cancer identification. Initially, the U-Net
model was used to segment the moles from the input images,
after which the features were computed from the segmented
areas via using a sparse coding approach and pattern-based
methods. Finally, the SVM model was trained on the com-
puted feature to compute the classification score. In the last
step, results are averaged to determine the final class label
associated with each image. The work discussed in [22]
acquired a classification accuracy of 76% and needs results
enhancement. Daghrir et al. [23] proposed a hybrid method
to classify the skin moles from dermoscopic images. In the
first step, the Otsu method along with the Gaussian
approach was used to accomplish the preprocessing step
over the input images. Then, the features from the processed
samples were extracted by using the scale-invariant feature
transform (SIFT) and the histogram of oriented gradients
methods, while for the classification of the samples, two
renowned ML classifiers named SVM and KNN were used.
Besides, the work also proposed a CNN model to compute
the deep features as well. The final class associated with each
sample is determined by employing a majority vote method.
This framework [23] presents improved melanoma lesion
identification and categorization results; however, the model
requires a huge set of samples for efficient training.

Another framework was presented in [24] that accom-
plished the melanoma lesion segmentation task by employ-
ing the superpixel area growth approach. The approach
inherited the idea of the Gaussian mixture model (GMM)
which effectively distributed the suspected sample into
equal-sized portions. The skin moles were then presented
by assigning colored labels to all superpixels extracted with
the delta metric approach, which are capable of differentiat-
ing the various color shades that are difficult to recognize by
the naked eye. The method discussed in [24] attained the
segmentation results of 86.83%; however, the segmentation
accuracy needs more enhancement. Moreover in [25],
another conventional ML approach was introduced that
employed the concept of the codeword that used the key-
points similarity computation to accomplish the classifica-
tion task of melanoma moles. In the first step, a highly
correlated set of sample keypoints was computed by employ-
ing the linear prediction method, after which the SIFT
method along with the RGB color spaces was utilized to
compute the feature vector. The acquired feature vectors
were employed for the SVM training to accomplish the mel-
anoma moles classification job. The work [25] robustly uti-
lizes processing resources; however, the classification
results have highly relied on the selected codebook size.

Now, the efficiency of the CNN and DL approaches has
gained much popularity which insisted scientists to test
them in the area of health and care as well. Several
approaches have been presented by the researcher to provide
automated solutions for several medical-related applications
like assisting the practitioner in radiology or automatically
recognizing several types of syndromes including skin can-
cers. One such technique was proposed in [26], where the
author presented a lightweight framework for recognizing
melanoma moles that could be deployed on smartphones.

This work utilized a DL method named the AlexNet model
and trained it over the HAM10000 dataset to classify the
melanoma moles. The work discussed in [26] attained the
classification accuracy of 84%; however, unable to perform
well for lesions of very small sizes. Acosta et al. [27] intro-
duced a DL framework to locate and categorize skin moles
into various classes. Initially, the Mask-RCNN model was
employed to identify the diseased area from the input image.
Next, a CNN framework namely the ResNet152 was applied
over the segmented region to compute the features and spec-
ify the class associated with the detected part. The samples
were recognized as benign or malignant. Zhang et al. [28]
also employed a DL approach where the fully convolution
network (FCN) technique was employed to segment the dis-
eased areas from the dermoscopic samples. The used model
named the FCN employed the VGG model as its base net-
work for calculating the nominative feature set from the
input images. Moreover, a small framework was employed
to fuse the texton pattern-based pixel keypoints with the
deep features. This work [28] shows better melanoma moles
classification performance; however, the detection results
reduce on images containing moles with arbitrary shapes
and similar looks. Another approach was proposed in [29]
where a DL model namely FC-DPN was introduced to
enhance the melanoma lesions segmentation results. The
FC-DPN model employed the FCN approach by replacing
the dense blocks with the dual-path network (DPN) blocks
to better extract the sample features. The DPNs were then
distributed into two subregions namely the DPN-
projection and processing units, respectively. The major rea-
son for this distribution was to successfully reemploy the
computed keypoints. The work discussed in [29] attains
the classification accuracy of 95.14% over the ISBI 2017
dataset,4 however, at the charge of increased model compu-
tational complexity. Lei et al. [30] proposed a work to per-
form the automated detection and classification of skin
cancers. The approach utilized the residual framework with
the FCN method to differentiate the healthy and diseased
areas from dermoscopic samples. After this, the employed
framework was utilized to calculate the estimation of all
pixels combined iteratively to produce the resultant segmen-
tation mask of the skin moles. The methodology elaborated
in [30] has shown an average segmentation accuracy value
of 95.78% over the ISBI 2016 repository; however, this
approach is computationally expensive. A similar method
was introduced in [31] that employed the pixel-wise contri-
bution of samples to locate the melanoma moles from the
input samples. Initially, a step was performed to improve
the visual appearance of the dermoscopic images. Then, an
encoder-decoder framework was used to process the
improved images to accomplish the classification task as
normal or melanoma-affected. The framework discussed in
[31] is efficient to locate the skin moles from the dermo-
scopic images; however, the model is suffering from an over-
fitting problem. An object detection-based approach was
proposed in [32] to present an automated system for skin
mole detection and segmentation. First, annotations were
developed to exactly identify the diseased portion from the
training samples, on which a DL approach namely the
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Faster-RCNN was trained. At the test stage, the trained
model locates the melanoma-affected region that was further
segmented by the fuzzy K-means algorithm. The work was
capable of locating the small lesions and acquired the aver-
age segmentation accuracy of 95.60% over the PH2 reposi-
tory. Similarly, many other segmentation approaches [33,
34] have shown robust performance for clustering the dis-
eased areas from the input images.

Nawaz et al. [35] presented another framework for the
automated identification and classification of the skin model
via employing the Faster-RCNN model together with the
SVM approach. The work elaborated in [35] is robust to
melanoma classification because of its empowerment to
tackle the model overfitting data. However, the works dis-
cussed in [32, 35] have highly relied on the selection of
hyperparameters in the model training phase. Banerjee
et al. [36] also presented a framework for melanoma lesion
segmentation. The work utilized an object detection model
named the YOLO that extracted a feature vector from the
dermoscopic images to locate the position of the affected
region. After this, the L-type fuzzy approach was employed
to accomplish the segmentation task. The work proposed
in [36] performs well for the skin cancer moles segmentation
task; however, the detection performance degrades for the
lesions of very small sizes. Another DL work was elaborated
in [37] where a CNN model was designed to accomplish the
skin moles classification task. The CNN model consisted of
68 layers along with the classification unit. The model [37]
provides a lightweight solution to melanoma classification;
however, results are reported for a small database. Khan
et al. [38] proposed a computer-aided framework to locate
and classify melanoma moles from the input images. The
method initially employed an object detection approach
named the Mask-RCNN model to locate and segment the
skin moles via computing the deep features with the
ResNet50 base network. The detected regions were passed
to the DenseNet-201 model to understand the structural
description of moles which were later categorized by
employing the SVM algorithm. The method elaborated in
[38] attained the clustering and categorization results of
93.60% and 96.30%, correspondingly, however, at the
expense of increased model complexity. Many other
researchers have attempted to classify and segment the skin
cancer moles [39–45]; however, there is a demand for per-
formance enhancement. Besides, the expense of processing
power for such methods is a substantial barrier in medical
applications. An analysis of existing work is presented in
Table 1.

3. Methodology

In the presented work, we have introduced a DL approach
namely the CornerNet model along with the FKM method
to detect and segment melanoma lesions from dermoscopic
images. In the first step, a preprocessing step is executed
on the input images to eradicate the unwanted objects from
the images under analysis. That is, hair or tiny blood vessels
can hinder the recognition ability of the CornerNet model.
After this, the processed images are used as input to train

the CornerNet model for computing the deep features set
and detecting melanoma lesions. Once the moles are
detected by the CornerNet model, next the FKM clustering
approach is applied to exactly segment the moles. The entire
flow of the proposed approach is explained in Figure 1. We
have confirmed through analysis that the employment of
the CornerNet model with the FKM clustering approach is
proficient for locating and segmenting skin lesions of vary-
ing masses, shapes, and colors. A detailed description of all
steps is given in the proceeding sections.

3.1. Preprocessing. The advancement of DL approaches has
presented several automated systems for recognizing differ-
ent medical diseases via employing image modalities. How-
ever, the incidence of noise, blurring, and light variation in
samples during the capturing process are unavoidable. The
major cause of the occurrence of these transformation
changes is the quick variations in the lighting conditions
and shadows reflected from the human bodies. The presence
of such artifacts in samples can reason for performance deg-
radation for any detection model. Furthermore, in the der-
moscopic samples of skin cancers, the occurrence of hair
and minute blood vessels further increases the complexity
of melanoma mole detection and segmentation. To tackle
the above-elaborated issues, a preprocessing step is accom-
plished on the input images by considering several morpho-
logical closing operations to remove the unrequired details
from images. Besides, an unsharp filter [47] is also applied
to enrich the graphic details of the skin cancer samples
which contributes to effectively recognizing the melanoma
lesions from the dermoscopic images. We have mentioned
the mathematical description of the employed preprocessing
operation in the following.

Sx u, vð Þ = S u, vð Þ ⊕Wð Þ ⊖W: ð1Þ

In Equation (1), Sðu, vÞ is presenting the input sample
with u and v depicting the pixel location. Moreover, W pre-
sents the structuring kernel with a squared shape along with
the size of 10 and angles 90° and 180° for all image values,
respectively, while Sxðu, vÞ denotes processed samples free
from artifacts. During the artifacts removal process, some
other effects like smoothness and blurring are added to sam-
ples, so we have applied an unsharp filter to improve the
visual appearance of images. The mathematical construction
of the unsharp filter is discussed in the following:

Sp u, vð Þ = Sx u, vð Þ × ϖ u, vð Þ,

ϖ u, vð Þ = −
1

πσ4
1 − u2 + v2

2σ2

� �
e− u2+v2ð Þ/2σ2 :

ð2Þ

Finally, the resultant image Soðu, vÞ is attained by
employing Equation (3) free from all unnecessary details.
After this, the processed images are passed to the CornerNet
model for its training to detect the skin moles.

So u, vð Þ = S u, vð Þ − Sp u, vð Þ: ð3Þ
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3.2. CornerNet. The CornerNet [48] is a well-known one-
stage object detection model that recognizes the region of
interest (RoIs) like the diseased region (skin moles) from
the input samples through keypoint calculation. The Cor-
nerNet model is concerned to estimate the top-left (TL)
and bottom-right (BR) corners to draw the box with more
accurateness in comparison to other object detection models

[49, 50]. The CornerNet framework is comprised of two
basic units which are the feature computation backbone
and the prediction module (Figure 1). At the start, a key-
point extractor unit is used which extracts the reliable fea-
ture vector that is employed to estimate the heatmaps
(Hms), embeddings, offset, and class (C). The Hms is con-
cerned to give the approximation if a specific location in a

Table 1: Relative investigation of existing approaches for recognizing melanoma moles.

Author Year Approach Task Database Accuracy

ML techniques

Alquran et al. [20] 2017 Pattern features + SVM Categorization Custom database 92.10%

Codella et al. [22] 2017 U-Net + SVM Categorization ISIC-2016 76%

Daghrir et al. [23] 2020 SIFT + SVM and KNN Categorization ISIC-2017 88.40%

Bama et al. [24] 2021 GMM model Segmentation PH2 86.83%

Hu et al. [25] 2019 SIFT + SVM Categorization PH2 82%

Durgarao et al. [44] 2021 LVP, and LBP + C-means Segmentation PH2 79.44%

DL techniques

Ameri et al. [26] 2020 AlexNet Categorization HAM10000 84%

Acosta et al. [27] 2021 ResNet-152 Categorization ISIC-2017 90.40%

Zhang et al. [28] 2019 VGG-16 Categorization ISIC-2017 92.72%

Shan et al. [29] 2020 FC-DPN Segmentation ISIC-2017 95.14%

Bi et al. [30] 2019 Res-FCN Segmentation ISIC-2016 95.78%

Adegun et al. [31] 2019 Encoder-decoder Categorization ISIC-2017 95%

Nawaz et al. [32] 2021 Faster-RCNN + FKM Segmentation PH2 95.6%

Nawaz et al. [35] 2021 Faster-RCNN + SVM Categorization ISIC-2016 89.10%

Banerjee et al. [36] 2020 YOLO + L-type fuzzy clustering Segmentation ISIC-2017 97.33%

Iqbal et al. [37] 2021 CNN Categorization ISIC-2019 88.75%

Khan et al. [38] 2021 Mask-RCNN, DenseNet201 + SVM Segmentation ISIC-2016 93.6%

Mohakud et al. [39] 2022 Encoder-decoder Segmentation ISIC-2016 98.32%

Abdar et al. [40] 2021 Bayesian model Categorization Kaggle skin cancer dataset 88.95%

Pacheco et al. [41] 2021 Metadata and block-based method Categorization ISIC-2019 74.90%

Wang et al. [42] 2022 U-Net Segmentation ISIC-2017 94.67%

Zhao et al. [43] 2022 U-Net++ Segmentation ISIC-2018 95.30%

Ali et al. [46] 2021 DCNN Categorization HAM10000 91.93%
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Figure 1: Proposed method diagram.
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sample is a TL/BR corner associated with a particular cate-
gory [51], while the embeddings are used to discriminate
the detected pairs of corners and offsets to fine-tune the
box position. The corners with high-scored TL and BR coor-
dinates are employed to regulate the exact position of the
box, whereas the associated category for each detected dis-
eased region is specified by using the embedding distances
on the computed feature vector.

The CornerNet framework shows robust performance in
detecting and classifying several types of objects [49, 52–54].
The abnormalities of melanoma lesions have some distinct
characteristics, like moles of different shapes and sizes and
high color resemblance in the affected and healthy regions
of skin areas which complicates the detection procedure.
Moreover, the existence of several image distortions like
the alterations found in the light, color, and brightness of
the samples and the incidence of noise and blurring effect
further increase the complexity of the skin lesions detection.
Therefore, to better tackle the complexities of samples, we
have used the CornerNet model with an Hourglass frame-
work as its base network. The introduced base network is
capable of locating and extracting the more relevant sample
attributes which assists the CornerNet approach to enhance
its recall ability in comparison to the conventional model.

The inspiration for nominating the CornerNet approach
for deep features computation and detection of melanoma
moles is due to its capability to effectually detect objects by
utilizing keypoint approximation in comparison to earlier
approaches [49, 50, 55–57]. The framework utilizes detailed
keypoints and identifies the object by employing a one-stage
detector, so it eliminates the need of using huge anchor
boxes for diverse target dimensions than the other one-
stage object recognition models, i.e., SSD [55] and YOLO
(v2, v3) [56]. Moreover, the CornerNet model is more com-
putationally robust than the other anchor-based two-stage
approaches, i.e., RCNN [57], Fast-RCNN [49, 58], and
Faster-RCNN [50, 59]) as these techniques employ two
phases to accomplish the object localization and categoriza-
tion job. Consequently, the CornerNet model efficiently
tackles the problems of existing works by presenting a more
proficient network that extracts more nominative sample
features and reduces the computational cost as well.

3.2.1. Hourglass Network. The hourglass network [28] is
employed as a backbone to obtain relevant features from
the input image. It is a fully convolutional network consist-
ing of one or more hourglass modules. Initially, the model
accepts the image with dimensions of 256 × 256. In an hour-
glass module, input features are first downsampled by using
a series of max-pooling layers and convolutions. After that,
the features are upsampled back to their original resolution
by using a series of convolutional and upsampling layers.
As details of the feature are lost during the operation of
max-pooling layers, details in the upsampled features are
brought back by introducing skip layers. Both global and
local features are captured by the hourglass network in one
uniform structure. When the network stacks multiple hour-
glass modules, it can reprocess the features for capturing
higher-level information. Due to these properties, the hour-

glass network becomes a more suitable choice for brain
tumor detection.

3.2.2. Corner Detection. After the hourglass network, there
are two modules for the prediction of corners, i.e., top-left
and bottom-right corners. Each corner has one positive
ground-truth position location, and all other locations are
set as negative. This is done this way because, for a close pair
of false corner detections, a box can still be produced which
overlaps the ground-truth box. The radius is determined by
analyzing the size of an object, which is done by making sure
that a bounding box corresponding to at least an IoU with
ground-truth annotations would be generated by a pair of
points residing within the radius. The parameter t is set to
0.7 in each experiment. When the radius is given, an unnor-
malized 2D Gaussian is used to determine the amount of
penalty reduction. The 2D Gaussian, g is determined by
e−ða

2+b2Þ/2σ2 , which has a center at locations and has σ as
one-third portion of the radius.

The detection loss function is defined as

Ldetect =
−1
M

〠
N

n=1
〠
H

j=1
〠
W

k=1

1 − pnjk
� �φ

log pnjk
� �

if gnjk = 1

1 − gnjk
� �ω

gnjk

� �φ
log 1 − pnjk

� �
otherwise,

8><
>:

ð4Þ

whereM represents the total number of objects in the image.
For a certain location ðj, kÞ, pnjk is the score for a certain
class C in the set of predicted heatmaps, and gnjk is the heat-
map labeled as “ground-truth” which is generated with the
Gaussians. φ and ω are hyperparameters that are responsible
for controlling the contribution of each point. In our imple-
mentation, we have set the values of φ and ω, as 3 and 5,
respectively. The Gaussian bumps are encoded with gnjk,
and the term ð1 − gnjkÞ guarantees the reduction of the pen-
alty around the locations which are set as ground-truth.

The downsampling layers are employed to reduce
memory usage and gather global information [15, 28]. Every
location denoted by a, b in the input image is mapped to
another location ða/d, b/dÞ in the heatmaps, where d is the
factor to which downsampling is performed. Remapping
locations from the heatmaps to the input image may result
in some precision loss, which can affect the quality of the
IoU of smaller bounding boxes. The CornerNet resolves this
issue by predicting location offsets for adjusting the corner
locations before their mapping to the input resolution and
given by

Zi =
ai
n
−

ai
n

j k
, bi
n
−

bi
n

� �� �
, ð5Þ

where Zi denotes offset and ai and bi are the coordinators of
a and b for corner i. Particularly, one group of offsets is
predicted shared by top-left corners of all categories, and
another group of offsets is shared by bottom-right corners.
The smooth L1 loss [11] is applied at ground-truth corners
for training purposes and is defined as
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Lof f =
1
M

〠
M

i=1
SmoothL1Loss Zi, Zi′

� �
: ð6Þ

3.2.3. Corner Grouping. An image may contain multiple
objects; thus, the algorithm may detect multiple bottom-
right and top-left corners in a single image. In this step,
the algorithm detects the pair of bottom-right and top-left
corners belonging to the same bounding box. For each
detected corner, the network predicts an embedding vector
such that the distance between the embeddings for each
bottom-right and top-left corners belonging to the same
bounding box should not be large. The corners are then
grouped based on these distances. Here, we incorporate the
embeddings of only one dimension. The “pull” and “push”
losses used to train the network for grouping and separation
of the corners are given as below:

Locpull =
1
M

〠
M

i=1
etpi − ei

� �2
+ ebti − ei
À Á2� �

,

Locpush =
1

M M − 1ð Þ〠
M

i=1
〠
M

j=1
j≠i

max 0,Δ− etpi − ej
��� ���h i

,
ð7Þ

where etpi represents the embeddings for the bottom-right
corner and top-left corners with ebti , where e denotes embed-
dings, tp denotes top-right corner, bt denotes bottom-right
corner, and i denotes the skin moles. Moreover, ei denotes
the mean of etpi and ebti , and the value of Δ = 1 is used in
all our experiments. Same as the offset loss, the losses are
only applied at the ground-truth corner location.

3.2.4. Prediction Module. The feature computation frame-
work has consisted of two separate output units, which
denote the TL and the BR corners estimation branches,
respectively. Every branch unit comprises a corner pooling
layer (CPL) positioned on the top of the backbone to pool
keypoints and produces three results: Hms, embeddings,
and offsets. This module is an improved residual block
(RB) containing two 3 × 3 CnL and one 1 × 1 residual net-
work followed by a CPL. The CPL assists the framework to
identify the potential corners. The reduced keypoints are
used as input into a 3 × 3 CnL-BtN layer, and then the
reverse projection is performed. This improved RB is
followed by a 3 × 3 CnL which produces Hms, embeddings,
and offsets. The Hms is concerned to give the approximation
if a specific location in a sample is a TL/BR corner associated
with a particular category, while the embeddings are used to
discriminate the detected pairs of corners and offsets to fine-
tune the box position. A suspected image can contain more
than one affected region; therefore, embeddings assist the
model to determine if the predicted corner points belong
to a single or different class.

3.3. Skin Lesion Segmentation Using FKM. Once the lesions
are detected by the CornerNet model, then the FKM
approach is applied to the detected moles to segment them

by separating the diseased pixels from the healthy regions.
The major purpose of nominating the FKM in comparison
to the K-means clustering technique is that the K-means
model belongs to the hard clustering category in which one
sample belongs to a single cluster. While in comparison, in
the FKM approach, one sample can reside in several clusters,
so it is better suited to overlapped data.

The detected lesions from the last step are passed as
input to the FKM approach to accomplish the segmentation
task. The FKM approach distributes the suspected sample
into l segments rk = ðk = 1, 2, 3, ::lÞ that are linked to the cen-
ter of the cluster denoted as Cl. The FKM algorithm employs
“fuzzy” or “soft” relation among ROIs and samples and min-
imizes distortion by utilizing the following formulation:

L = 〠
k

u=1
〠
N

v=1
bfu,vgu,v: ð8Þ

In Equation (3), k denotes the total clusters, whereas f
represents the fuzzifier parameter that operates the key-
points and resultant clusters. Moreover, bu,v∈ [0,1], and
gu,v shows the link and the computed Euclidean distance
among the center of clusters and keypoints. A detailed
description of the FKM approach is given in Algorithm 1.

4. Results

In this part, a detailed description of the used datasets is
given. Moreover, we have defined the performance measures
used to evaluate the segmentation results of the presented
methodology. Furthermore, a comprehensive experimental
evaluation has been carried out to explain the segmentation
ability of our work in comparison to other latest frame-
works. Table 2 shows the description of the trainable param-
eters for the proposed approach.

4.1. Datasets. To validate the model in segmenting the mel-
anoma moles, we have considered two standard databases
named ISIC-2017 and ISIC-2018. The mentioned datasets
are provided by the “International Symposium on Biomedi-
cal Images (ISBI) in the Challenge of Skin Lesion Analysis
toward Melanoma Detection” [60]. A detailed explanation
of the employed repositories is elaborated in Figure 2. In
both datasets, the ground-truths are provided which are
examined and verified by a panel of experts in this domain.
The major cause of nominating the ISIC repositories for
evaluating the segmentation ability of the presented work
is that both datasets contain samples of varying attributes
like the intense changes in the size, mass, shape, and color
of the moles. Moreover, images are subject to several distor-
tions like containing blurring, noise, and intensity variations
which make them challenging and close to real-world exam-
ples. We have divided the datasets into three sets where 60%
of data is used for model training, 10% for validation, and
30% is employed for model testing.

We have trained the presented work with an epoch rate
of 20. To show the effective learning of our work, we have
reported the training accuracy and loss graphs in Figure 3
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which are clearly depicting the robust performance of our
approach.

4.2. Evaluation Metrics. To measure the segmentation results
of the presented work, several standard measures named
sensitivity [61], specificity [62], accuracy [63], dice coeffi-
cient [64], and Jaccard Index [65] are nominated. The math-
ematical depiction of the used measures is given in the
following:

Specificity = TP
TP + FP

,

Sensitivity = TP
TP + FN

,

Accuracy = TP + TN
TP + FP + TN + FN

,

Dice = 2 × TP
2 × TP + FN + FP

:

ð9Þ

4.3. Assessment of Presented Framework. A precise skin mole
detection and segmentation approach should be empowered
to accurately locate the lesions of variable mass and struc-
ture. To check this, an analysis is performed in this section.
For this reason, the test images from both nominated ISIC
datasets are taken and evaluated on the trained framework.
The test samples from both repositories contain cancer
moles of arbitrary shape and size with extensive changes in
the chrominance appearance. The visual results for both
the detection and segmentation of melanoma moles are
shown in Figure 4. The effective recognition ability of the
CornerNet model empowers it correctly identify the mela-

noma lesions by altering mass and structures. To numeri-
cally determine the recognition power of the CornerNet
model, we employed the mAP performance measure as it
helps in understanding the capability of a framework in
locating the melanoma moles. The CornerNet model identi-
fied the melanoma moles with the mAP value of 0.967,
0.988, and 0.971 over the ISCI-2017 and ISIC-2018 reposito-
ries, respectively. For segmentation results, the FKM
approach grouped the skin cancer moles with white color
to determine the region of interest, while the remaining
information is referred to as the black area in the segmented
samples. The visual results from both datasets are shown in
Figure 4 from where it is quite evident that the proposed
approach is proficient in recognizing the melanoma moles
and vigorous to variations exist in the position, volume,
and architecture of the skin moles.

To further discuss the recognition ability of our method,
numerous standard performance metrics are selected to
numerically show the robustness of our approach. Initially,
we have discussed the sensitivity, specificity, and accuracy
values attained over the ISIC-2017 and ISIC-2018 reposito-
ries, and the acquired values are shown in Figure 5. Descrip-
tively, over the ISIC-2017 repository, the presented approach
reported the sensitivity, specificity, and accuracy values of
98.76%, 99.68%, and 99.32%, respectively, whereas for the
ISIC-2018 dataset, the introduced methodology has shown
the values of 99.48%, 99.39%, and 99.63% for the sensitivity,
specificity, and accuracy measures, respectively.

Then, we have selected the Jaccard index and dice coef-
ficient performance metrics as these are considered the stan-
dard measures by the researchers for discussing the
segmentation results of a model. These measures assist to
determine how much a proposed model is capable of locat-
ing and recognizing the skin moles of varying sizes and
shapes. The attained results are depicted with the help of a
box plot as this graph is capable of better discussing the
attained values by showing the lowest, highest, and average
results (Figure 6). The values shown in Figure 6 clearly show
that our work is empowered to depict better segmentation
results for both nominated datasets. More clearly, in the case
of ISIC-2017 respiratory, the presented technique has
attained the Jaccard index and dice scores of 0.9693, and

Sequence of steps performed by FKM for melanoma moles segmentation.
1. Input:

Clusters = Ck
Clusters initialization =Ck = 0
Keypoints = gi,j
Fuzzification parameter =m

//FKM ( )
2. Compute membership for all keypoints of clusters

bði, jÞ = ððgði, jÞð1/m−1Þ∑k
l=1ð1/gilÞ1/m−1ÞÞ−1

3. Change value of the cluster centers:
CjðpÞ =∑N

j=1bi,j
mXi/∑N

j=1bi,j
m:

4. Replicate step 2, until the convergence of the FKM technique.
5. Output: Show samples with segmented healthy and diseased areas

Algorithm 1

Table 2: Training parameters of the presented methodology.

Model parameters Value

No of epochs 20

Value of learning rate 0.0001

Selected batch size 8

The threshold for the confidence score 0.2

The threshold for the unmatched region 0.5
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0.9813, while for the ISIC-2018, the proposed approach has
shown the Jaccard index and dice scores of 0.9783 and
0.9886. The values clearly show that our work is quite profi-
cient in locating the lesions under huge changes in the shape
and structure of moles.

Another important measure employed by the scantiest to
elaborate on the recognition ability of any model is the con-
fusion matrix as this plot assists to understand the ability of
the model to differentiate the healthy samples from the dis-
eased. The attained confusion matrix for both ISIC-2017 and
ISIC-2018 repositories with the help of the proposed
approach is shown in Figure 7. The reported values in the
figure clearly show the effectiveness of our approach in accu-
rately locating and recognizing the diseased and healthy
samples.

It is quite evident from the visual and quantitative results
discussed above that the proposed framework has exactly seg-
mented the skin moles with a high recall ability and robust
performance results. The model has depicted better results
because of its power to nominate the representative set of key-
points capable of better discussing the structural information

of suspected samples which eventually improves the segmen-
tation results of the proposed approach.

4.4. Comparison with Challenge Teams. We performed an
analysis to evaluate the segmentation results of the proposed
approach for both employed results against the highest per-
forming teams from the ISIC-2017 and ISIC-2018
competitions.

For the ISIC-2017 dataset, the obtained analysis with the
challenge teams is shown in Table 3 where we have taken the
five highest performing teams and compared our results
with them. The stated values in Table 3 are reported from
the ISIC-2017 challenge leaderboard. It is quite visible from
the comparison shown in Table 3 that the proposed
approach has attained the highest segmentation values for
all employed evaluation metrics compared to the competi-
tive approaches. The approaches discussed in [66–70]
acquired the accuracies of 93.40%, 93.20%, 93.40%, 93.10%,
and 93.0%, while comparatively, our work has shown the
accuracy results of 99.32%. Similarly, for the Jaccard index,
dice score, specificity, and sensitivity, the proposed approach

Samples from the test images

Samples from the validation set

Samples from the training set

No of images

0 500 1000 1500 2000 2500 3000 3500 4000

ISIC-2017

ISIC-2018

Figure 2: Details of samples from both employed datasets.
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Figure 3: Pictorial illustration of train time accuracy and loss graphs.
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has shown the values of 0.9693, 0.9813, 99.68%, and 98.76%,
respectively, which are higher than the values shown in
[66–70]. More descriptively, for the Jaccard index metric,
we have shown a performance gain of 20.91% which is
13.81% for the dice measure in comparison to the competi-
tive method. Similarly, for the accuracy performance metric,
we have attained a performance gain of 6.10%. Besides, for
the specificity and sensitivity evaluation measures, we have
shown a performance gain of 2.02% and 17.22%, respec-
tively, in comparison to the selected methods. Hence, we
can say that our approach is more competent than the peer
approaches in segmenting skin lesions and shows the state-
of-the-art performance.

Further, we have elaborated on the comparative analysis
of our work with the top three teams of the ISIC-2018 chal-

lenge to conduct a performance comparison for the ISIC-
2018 repository. The obtained comparison is shown in
Table 4. For the ISIC-2018 dataset, the proposed approach
has performed better than all the selected teams from the
competition leaderboard. More clearly, for the Jaccard index,
the selected models have shown the average results of
0.8363, which is 0.9783 for our work. Therefore, for the Jac-
card index, the proposed work has given an average perfor-
mance gain of 14.20%. Similarly, for the dice measure, the
competitor methods have elaborated the average score of
0.9001, which is 0.9886 for our work. So, we have given an
average performance gain of 8.79%% for the dice score. Sim-
ilarly, for accuracy, the peer teams have shown average
results of 94.33%, while our work has gained an accuracy
value of 99.63%. So, for the accuracy measure, we have

Input Localized SegmentedGroundtruth

Figure 4: A pictorial representation of both localized and segmented images with the CornerNet model along with the FKM approach.
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attained an average performance gain of 5.30%. Moreover,
for the specificity metric, the nominated teams have attained
an average score of 95.96%, which is 99.39% for our method.

So, for the specificity measure, we have given a performance
gain of 3.42%. Furthermore, for the sensitivity measure, the
comparative approaches have given an average value of
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95.00%

90.00%

85.00%

80.00%

Sensitivity Specificity Accuracy

ISIC-2017

ISIC-2018

ISIC-2017

ISIC-2018

Figure 5: Dataset-wise attained segmentation results.
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Figure 6: Performance measure of the presented technique in the forms of attained (a) Jaccard index and (b) dice score over the ISCI-2017
and ISIC-2018 datasets correspondingly.
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Figure 7: Attained confusion matrix results for the employed databases as (a) ISIC-2017 and (b) ISIC-2018 correspondingly.
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91.93%, which is 99.48% for our approach. So, for the sensi-
tivity measure, we achieved a performance gain of 7.55%. In
accordance with the conducted evaluation, this analysis
demonstrates that the advised method is accomplished in
attaining better segmentation results as compared to top-
ranked approaches on the same datasets.

4.5. Performance Analysis with the Latest Methods. In this
part, we have selected numerous new techniques employing
the ISIC-2017 and ISIC-2018 datasets and compared our
results with them by using several standard performance
metrics.

Initially, for the ISIC-2017 datasets, the approaches
described in [71–78] are selected, and the attained perfor-
mance comparative analysis is exhibited in Table 5. Descrip-
tively, the work in [71] was based on a deep learning
framework for accomplishing the automated segmentation
of the skin moles. In the first phase, the model employed
the ResNet50 network to calculate a set of feature vectors,
in which later, the segmentation was applied with the
decoder unit. This approach [71] exhibited segmentation
accuracy, Jaccard index, and dice scores of 94.50%, 80.53%,
and 87.92%. Wu et al. [72] proposed a DL framework for
recognizing the skin moles and acquired the average accu-
racy, Jaccard index, and dice scores of 93.26%, 76.53%, and
85.00%, while the work presented in [74] represents a model
namely W-net for segmenting the melanoma lesions and
reported sensitivity, specificity, and accuracy with the values
of 0.9486, 0.9889, and 97.94%. The methods discussed in
[73, 75] attained the average segmentation results with accu-
racies of 98.67% and 86%, respectively. Moreover, the
approaches in [76–78] also showed promising segmentation
results with values of 94.08%, 94.30%, and 93.13%, respec-
tively, while it is quite evident from the results reported in
Table 5 that the proposed approach has shown the highest
performance values for all used evaluation measures.

It is quite clear from the values shown in Table 5 that the
comparative methods have shown an average sensitivity
value of 0.8890, while our work has depicted a sensitivity

score of 0.9876 and given a performance gain of 9.86%, while
for the specificity measure, the competitive approaches have
shown a value of 0.9806 which is 0.9968 for our work. So, we
have shown a performance gain of 1.62% for the specificity
measure. Moreover, for the accuracy, Jaccard index, and dice
score, the selected methods have shown the average values of
99.13%, 81.29%, and 89.37%, which are 99.32%, 96.93%, and
98.13% for the proposed approach. Therefore, we have pre-
sented the performance gains of 4.20%, 15.64%, and 8.76%
for the accuracy, Jaccard index, and dice score.

We have also performed the comparison of our
approach for the ISIC-2018 dataset against the latest
approaches mentioned in [72–76, 79–81], and the attained
comparison is given in Table 6. In [72], a network named
FAT-Net was proposed to perform the segmentation of skin
moles from the dermoscopic images and attained sensitivity,
specificity, and accuracy scores of 0.9100, 0.9699, and
95.78%, while the work in [74] also utilized a CNN model
and depicted the sensitivity, specificity, and accuracy scores
of 0.9554, 0.9840, and 97.39%, whereas the method
described in [73] deployed a deep learning framework and
attained sensitivity, specificity, and accuracy scores of
0.9910, 0.9878, and 98.86%. Araújo et al. [79] presented a

Table 3: Comparative analysis of our work with performance values from the ISIC-2017 challenge leaderboard.

Method Jaccard index Dice Accuracy Specificity Sensitivity

CDNN [66] 0.7650 0.8490 93.40% 97.50% 82.50%

U-Net [67] 0.7620 0.8470 93.20% 97.80% 82.00%

Deep residual network [68] 0.7600 0.8440 93.40% 98.50% 80.20%

U-Net [69] 0.7540 0.8390 93.10% 96.90% 81.70%

FCNN [70] 0.7.20 0.8370 93.00% 97.60% 81.30%

Proposed 0.9693 0.9813 99.32% 99.68% 98.76%

Table 4: Comparative analysis of our work with performance scores from the ISIC-2018 challenge leaderboard.

Method Jaccard index Dice Accuracy Specificity Sensitivity

Mask-RCNN2+segmentation 0.838 0.898 94.20% 96.30% 90.60%

Ensemble with CRFv3 0.837 0.904 94.50% 95.20% 93.40%

Lesion segmentation by DCNN 0.834 0.900 94.30% 96.40% 91.80%

Proposed 0.9783 0.9886 99.63% 99.39% 99.48%

Table 5: Performance analysis of the proposed work with the new
methods over the ISIC-2017 dataset.

Reference Sensitivity Specificity
Accuracy

(%)
Jaccard

index (%)
Dice
(%)

[71] 0.8804 0.9659 94.50 80.53 87.92

[72] 0.8392 0.9725 93.26 76.53 85.00

[74] 0.9486 0.9889 97.94 — 93.22

[73] 0.9695 0.9950 98.67 95.98 97.95

[75] 0.8600 — — — —

[76] — — 94.08 78.55 86.48

[77] — — 94.30 — —

[78] 0.8364 — 93.13 74.88 85.63

Proposed 0.9876 0.9968 99.32 96.93 98.13
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method named LinkNet to locate and clustered the mela-
noma lesions and gained an accuracy score of 96.70%. Fur-
thermore, the approaches elaborated in [75, 81]
demonstrate sensitivity scores of 0.86 and 0.7890, respec-
tively. Moreover, the techniques discussed in [76, 80] pre-
sented accuracy results of 97.20% and 96.19%, respectively.

The performed analysis in Table 6 clearly shows the
effectiveness of our approach in comparison to the latest
methods, as we have attained the highest results for all
reported performance measures. In a more descriptive man-
ner, the selected approaches have shown an average sensitiv-
ity score of 0.8927, while our work has reported a sensitivity
value of 0.9939 and given a performance gain of 10.12%. For
the specificity, the comparative methods have given a score
of 98.14% which is 0.9914 for the proposed work. So, we
have shown a performance gain of 1.34% for the specificity
measure. Moreover, for the accuracy, Jaccard index, and dice
score, the comparative methods have shown average values
of 97.02%, 88.78%, and 91.73%, while the proposed
approach has demonstrated the values of 99.63%, 97.83%,
and 98.86% and presented the performance gains of 2.61%,
9.05%, and 7.13% for the accuracy, Jaccard index, and dice
score, respectively.

The performance evaluations conducted in Tables 5 and
6 are clearly confirming the proficiency of our work as com-
pared to the other latest methods. Our approach has gained
the highest results due to the shallow structural description
of the proposed approach that assists it to avoid the gradient
vanishing problem and makes it capable of learning the com-
plex properties of melanoma lesions. The other approaches
from history are employing very deep networks with the
employment of redundant information which enhances their
computational complexity and causes the model overfitting
problem. The proposed approach has better tackled the limita-
tions of peer methods by proposing an efficient approach that
assists to learn a more descriptive set of the features of the
sample and enhances the recall ability of the model.

5. Conclusions

The adverse stage of melanoma cancer results in compli-
cated and expensive surgical cure processes and even can
cause the demise of the victim. In the presented work, we

attempted to diagnose the lesions at the earliest stage by seg-
menting them from the dermoscopic samples. We have used
the CornerNet model along with the FKM approach to
detect and segment the skin moles from the dermoscopic
samples. Our work is capable of locating and segmenting
skin lesions of varying mass, orientations, and colors. More-
over, the proposed approach can easily tackle the incidence
of noise, blurring, and intensity changes found in the input
images. We have performed a rigorous experimental evalua-
tion over two standard repositories named the ISIC-2017
and ISIC-2018 and attained accuracy scores of 99.32% and
99.63%. Moreover, we have shown the visual samples to
elaborate on the accurate segmentation performance of our
approach and confirmed that the proposed solution is profi-
cient in accurately recognizing the skin moles and assists the
dermatologist in quickly detecting the lesions to understand
the severity level of the disease. The proposed framework
shows enhanced melanoma lesions detection and classifica-
tion results; however, small performance degradation is
observed for images with extensive color variations. There-
fore, in the future, we plan to investigate other DL frame-
works along with feature selection techniques to deal with
this limitation [82]. Moreover, we planned to evaluate the
presented work on other medical diseases.
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Objective. In order to improve the comprehensive effect of primipara delivery outcomes, the midwife led prenatal clinic of data
mining is analyzed to alleviate the negative emotions of patients and improve the delivery results of patients. Methods. A total
of 86 patients who were filed in the obstetrics department of our hospital from October 2021 to May 2022 and planned to
deliver in our hospital were selected as the research objects. They were divided into the reference group (n = 43) and the
observation group (n = 43) according to the random number table method. Among them, the reference group received routine
antenatal clinics, and the observation group received midwives’ participation in antenatal clinics for intervention. The total
duration of labor, the scores of various psychological states including antenatal anxiety (SAS) and antenatal depression (SDS),
as well as the pregnancy outcome and delivery compliance rate of the two groups were compared. Results. The psychological
state evaluation of delivery in the observation group, whether SAS score or SDS score, was significantly lower than that in the
reference group, and the difference was statistically significant. The whole labor process time of patients in the observation
group was significantly shorter than that in the reference group, and the difference was statistically significant. The delivery
compliance of patients in the observation group during the whole perinatal period was also higher than that of the reference
group, and the difference was statistically significant. All P values were<0.05. Conclusion. The antenatal clinic led by midwives
can promote primiparas to increase the success rate of natural delivery, improve the treatment compliance of the whole
perinatal period, reduce the psychological pressure of primiparas, effectively shorten the total time of production, and have a
significant impact on the outcome of delivery. It should be widely used.

1. Introduction

In order to improve the informatization construction level of
Obstetrics and Gynecology and the efficiency of using mas-
sive case diagnosis and treatment data, through the in-
depth analysis of the general data of patients, the big data
processing technology can analyze the diagnosis and treat-
ment decisions of Obstetrics and Gynecology and the health
indicators of Obstetrics and gynecology patients, and the
data mining technology can use genetic algorithm to prelim-
inarily judge the health status of primiparas and newborns
from the medical database, The diagnosis results will be
transmitted to the cloud database in real time, so that mid-
wives can understand the health of pregnant women and

fetus in real time. Data mining algorithm in maternal and
fetal signs information analysis, if abnormal parameter indi-
cators occur, we can give help in time and buy valuable time
for newborns. If you want to give birth smoothly, pregnant
women need to master the necessary scientific knowledge
during pregnancy and make full preparations before deliv-
ery. The antenatal clinic led by midwives should actively
publicize the benefits of natural childbirth, establish confi-
dence in natural childbirth and promote natural childbirth.
Xiyao [1] used midwife psychological nursing intervention
to significantly reduce the probability of primiparas choos-
ing cesarean section in the whole perinatal care of primipa-
ras. Psychological nursing intervention can improve the
bad mood of primiparas, shorten the whole labor process,
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and promote the newborn to be healthier [1]. Suqing et al.
[2] analyzed that the role standardized progressive nursing
model can alleviate primiparas’ fear of delivery, improve
their sense of delivery self-efficacy, and improve the outcome
of delivery. Ruilan and Ruiju [3] can shorten the time of the
first and second stages of labor, improve the anxiety and
depression of primiparas, and promote the natural delivery
rate of primiparas by implementing midwife psychological
intervention on primiparas. Pei [4] pointed out that the mid-
wife led pelvic swing intervention in the delivery process of
primiparas can effectively shorten the time of each stage of
labor and the total stage of labor, alleviate the degree of pain
in the process of labor, improve the negative psychology of
primiparas, and the application effect is obvious. Ying [5]
made primiparas understand the whole process of produc-
tion through the intervention of animated video of delivery
education. When they rely on their mastered delivery knowl-
edge in the process of production, they can adjust their neg-
ative emotions, reduce the pain of the whole delivery, and
improve the delivery outcome of primiparas.

Suqin [6] and others discussed that clinical medical staff
should pay attention to the cultivation and intervention of
the positive psychological level of primiparas, which can
improve the health literacy level of primiparas throughout
the perinatal period, alleviate the fear of delivery, and reduce
the incidence of cesarean section. Jun [7] analyzed the appli-
cation of data mining technology in medical big data in
terms of association rule mining, classification mining, clus-
ter analysis, etc. through data mining technology, providing
a good environmental support for data mining technology.
Gang [8] analyzed that with the development of hospital
informatization, medical big data has shown explosive
growth. Using data mining technology, medical business
information is classified and processed, and the digitaliza-
tion of information management improves the overall ser-
vice quality of the hospital, which can fully mine the
hidden parameters in information management, so as to
improve the management level of the hospital [8]. Yan [9]
pointed out that the prenatal clinic led by midwives can
effectively improve the negative emotions of primiparas dur-
ing pregnancy and delivery, improve the natural delivery
rate, and reduce the influencing factors of cesarean section.

By comparing two different groups of antenatal clinics,
the antenatal clinic led by midwives can adjust the psycho-
logical state of patients, reduce the degree of depression
and anxiety of patients, and relieve the negative emotions
of patients. Under the data depth mining technology,
through technical analysis and provide precautions corre-
sponding to the gestational age, and carry out health educa-
tion, popularize childbirth knowledge to patients, let patients
know and understand, so as to improve the outcome of
childbirth.

2. Data and Grouping

2.1. General Information of Patients. 86 pregnant women
who were filed in the obstetrics department of our hospital
from October 2021 to May 2022 and planned to deliver in
our hospital were selected as the research objects. In this

study, random number table method was used to randomly
divide into reference group and observation group. 43
patients in the reference group received routine antenatal
clinics and 43 patients in the observation group received
midwife led antenatal clinics on the basis of the reference
group. The age of the reference group was 20 to 34 years
old, the average age was (25:7 ± 1:8) years old, the gesta-
tional weeks were 28 to 40 weeks, the average gestational
weeks were (34:3 ± 2:8) weeks, and the average weight was
(69:2 ± 3:8) kg. The age of the observation group was 21 to
34 years old, the average age was (26:5 ± 2:1) years old, the
gestational weeks were 29 to 41 weeks, the average gesta-
tional weeks were (35:5 ± 1:7) weeks, and the average weight
was (70:9 ± 4:3) kg.

2.2. Inclusion and Exclusion Criteria

2.2.1. Inclusion Criteria

(1) Primipara, intrauterine singleton, term pregnancy

(2) Pelvic measurement, fetal position examination and
B-ultrasound monitoring are all in the normal range

(3) Have normal communication skills

(4) Know and agree with this study

2.2.2. Exclusion Criteria

(1) Severe pregnancy complications

(2) Maternal patients older than 35 years old

(3) Patients with contraindications

(4) Abnormal conditions occur in the process of prena-
tal examination during pregnancy

2.3. Observation Indicators

(1) The SAS scores of the two groups were observed and
recorded

(2) Observe and record the SDS scores of the two groups
of patients

(3) Observe and record the results of labor process time

(4) Observe and record the delivery outcome of the two
groups of patients

(5) Observe and record the delivery compliance of the
two groups of patients

3. Method

3.1. Routine Antenatal Clinic (Reference Group). The refer-
ence group asked the pregnant woman’s medical history in
detail during the antenatal examination; give routine prena-
tal education; regularly measure blood pressure and weight;
regular monitoring of routine hematuria and blood bio-
chemistry; conduct standard fetal heart rate monitoring;
and answer the questions of pregnant women.
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3.2. Antenatal Clinics Attended by Midwives (Observation
Group). On the basis of routine antenatal outpatient care
in the observation group, data mining technology and data
analysis software are used to collect and analyze the infor-
mation of past cases, so as to draw a reasonable and feasible
process map of pregnancy care and provide appropriate
antenatal outpatient services for primiparas. According to
the nursing progress chart during pregnancy, midwives (1)
record the history and requirements of pregnant women
from 26 to 32 weeks of pregnancy, and establish a good
doctor-patient relationship with pregnant women and their
families; educate pregnant women about the importance of
weight control, and formulate a personalized healthy diet
plan according to the nutritional status of pregnant women;
(2) from the 33rd to 35th weeks of pregnancy, explain to
pregnant women when to choose hospitalization, and
inform pregnant women and their families to prepare items
before delivery; show pregnant women the real picture of the
delivery room and relevant videos to help them understand
the environment of the delivery room; (3) at the 36th week
of pregnancy, according to the actual situation of pregnant
women, inform pregnant women of the labor process, the
selection factors of delivery methods, the process of natural
delivery and cesarean section, as well as the advantages
and disadvantages of various delivery methods, and guide
pregnant women to exercise appropriately; guide the preg-
nant woman’s husband’s paternity work; and (4) from the
37th week of pregnancy to the time of delivery, popularize
knowledge about postpartum health care and neonatal nurs-
ing skills to pregnant women and their families. During this
period, big data mining technology is used to collect and
count the problems that affect pregnant women’s emotions.
Through the analysis results, it was found that direct and
effective psychological counseling and doubt elimination
are implemented for pregnant women to reduce their psy-
chological pressure.

3.3. Statistical Methods. The research conducted information
grouping analysis according to statistical software, and com-
pared the data association basis and corresponding relation-
ship of different information of the two groups of research
objects. The specific statistical methods used are measure-
ment data: statistics are given by means of mean± standard
deviation; counting data: percentage counting method; and
the measurement data between the two groups were com-
pared by t-check method, and the counting data were com-
pared by chi square test. The correlation analysis test
method of the related variables of the two groups of objects
was used. P < 0:05, the difference was statistically significant.

4. Simulation Verification

4.1. SAS Score and SDS Score Analysis of Primiparas in the
Two Groups. Most primiparas will appear varying degrees
of anxiety, depression, panic, and other emotions in the peri-
natal period. Due to the lack of delivery experience, insuffi-
cient knowledge of delivery, and the perinatal mental state,
they play a decisive role in the process of delivery. In the
process of delivery, they always maintain a state of tension

and panic, which is easy to lead to uterine contraction. The
antenatal clinic dominated by midwives needs to inform pri-
miparas of the precautions to keep primiparas in a positive
state. Now the scoring results of the two groups of primipa-
ras, and the following Table 1 is obtained.

Table 1 shows the psychological state evaluation results
of the two groups of primiparas. After investigating and ana-
lyzing the SAS and SDS scores of the patients, it can be seen
that the anxiety and depression of the patients in the refer-
ence group are higher than those in the observation group,
which indirectly shows that the prenatal clinic led by mid-
wives can improve the psychological state and bad mood
of the patients.

In order to better analyze and compare the psychological
status of the two groups of primiparas, the following
Figure 1 is obtained by visualizing the data in Table 2.

As shown in Figure 1, the visualization effect of the com-
parative data of the two groups of primiparas is shown. The
psychological state of the patients in the observation group is
better than that of the patients in the reference group. It can
be concluded that the prenatal clinic led by midwives can
help patients adjust their state.

4.2. Comparison of the First and Second Stages of Labor
between the Two Groups of Primiparas. The antenatal clinic
led by midwives can give patients and their families knowl-
edge about pregnancy and childbirth, actively answer their
questions and concerns, adjust and change some wrong
behavior perceptions of primiparas and their families, and
carry out health education for primiparas to tell the advan-
tages and disadvantages of different delivery methods, so as
to meet the knowledge needs of primiparas, Let primiparas
better understand the benefits of natural childbirth for them-
selves and newborns, and on this basis, use data mining
technology to evaluate the risk of natural childbirth of pri-
miparas, and help them build confidence in natural child-
birth. Now compare the labor process time of the two
groups of primiparas, and make a chart according to the
recorded results, and get the following Table 2.

Table 2 shows the time comparison results of the first
stage of labor and the second stage of labor of the two groups
of primiparas. From the data results, the midwife led prena-
tal clinic can help them understand the whole production
process and effectively shorten the length of production.

In order to better compare the labor process time of the
two groups of primiparas, the following Figure 2 is obtained
by visualizing the data in Table 3.

As shown in Figure 2, the visualization effect of the com-
parison of labor process time between the two groups of pri-
miparas is shown. The total labor process of primiparas in
the observation group was significantly lower than that in
the control group, which indirectly showed that the prenatal
clinic dominated by midwives could shorten the labor
process.

4.3. Comparison of Delivery Outcomes between the Two
Groups of Primiparas. Labor is accompanied by labor pains,
which will bring great pain to primiparas. Primiparas have
excess nutrition in the perinatal period, and their weight

3Computational and Mathematical Methods in Medicine



increases too fast, which will lead to macrosomia. Macroso-
mia is more likely to have dystocia in the process of delivery,
or the method of lateral resection of delivery allows new-
borns to deliver smoothly. The prenatal clinic led by mid-

wives should strengthen the prenatal health education of
patients, eat reasonably, and exercise to control weight, So
as to reduce the birth rate of macrosomia. Among them,
dystocia, emergency cesarean section and too long labor
process will lead to the incidence of cesarean section. Now,
the delivery outcomes of the two groups of primiparas are
compared, and the chart is made according to the recorded
results, and the following Table 3 is obtained.

Table 3 shows the data results of natural delivery, deliv-
ery lateral resection, involuntary cesarean section, and vol-
untary cesarean section of the two groups of primiparas.
Prenatal clinics led by midwives have a significant impact
on the delivery outcome of primiparas, which can be popu-
larized, improve the delivery rate and the outcome of
delivery.

In order to better analyze the delivery outcomes of the
two groups of primiparas, the following Figure 3 is obtained
by visualizing the data in Table 3:.

As shown in Figure 3, it shows the visual effect of the
delivery outcomes of the two groups of primiparas. From
the data in the figure, the natural delivery rate of primiparas
in the observation group is significantly higher than that of
the reference group, which indirectly shows that the prenatal
clinic led by midwives can maximize the delivery safety of
patients and further improve the natural delivery rate.

4.4. Analysis of Survey Results of Production Compliance
Rate of Patients. On the basis of big data analysis and in-
depth mining, the prenatal clinic led by midwives can not
only bring data information support to primiparas but also
carry out timely health education in smart medicine. In data
mining, regional population prediction and neonatal analy-
sis can be carried out. Big data analysis provides a compre-
hensive knowledge explanation for primiparas, which can
relieve the nervous psychological state of patients, make
timely answers to the psychological questions of patients,
educate the relevant health care measures of patients with
appropriate gestational weeks, and improve the maternal
cognition of childbirth through education, so that the mater-
nal can realize the benefits of natural childbirth, and
improve the patient’s cooperation and compliance with
childbirth. On the basis of data mining technology, it is safe
to standardize the midwife clinic and make use of mother
and baby. Now we compare the delivery compliance rate of
the two groups of patients, and make a chart according to
the survey results, and get the following Table 4.

Table 4 shows the comparison results of the compliance
rates of the two groups of patients in the production process.
From the statistical results, the cooperation and compliance
of the patients in the observation group in the whole produc-
tion process are obviously different from that of the refer-
ence group. Therefore, it is inferred that the midwife led
prenatal clinic of data mining can improve the compliance
of patients.

In order to better analyze the delivery compliance rate of
the two groups of patients, the following Figure 4 is obtained
by visualizing the data in Table 4:

As shown in Figure 4, the visualization effect of the deliv-
ery compliance rate of primiparas in the two groups is

Table 1: Comparison of SAS and SDS scores between the two
groups of primiparas.

Grouping SAS SDS

Reference group 58:71 ± 2:19 59:65 ± 2:15
Observation group 45:12 ± 2:41 43:24 ± 2:08
t 7.416 7.358

P 0.042 0.041
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Figure 1: Visualization of SAS and SDS scores of primiparas in two
groups.

Table 2: Comparison of the first and second stage of labor time of
primiparas in the two groups (h).

Grouping
Time of first stage of

labor
Time of the second stage

of labor

Reference
group

9:11 ± 0:25 1:32 ± 0:23

Observation
group

8:52 ± 0:29 1:01 ± 0:18
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Time of first stage of labor Time of the second stage of labor
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Figure 2: Time visualization of the first and second stages of labor
of two groups of primiparas (h).

4 Computational and Mathematical Methods in Medicine



shown. From the results in the figure, the cooperation com-
pliance rate of primiparas in the observation group is signif-
icantly higher than that of the reference group, which
indirectly shows that the prenatal clinic led by midwives
can provide prenatal guidance to patients and correctly
understand delivery pain.

5. Discussion

Based on data mining, the health delivery education in ante-
natal clinic led by midwives can improve the cooperation
and compliance of primiparas. Compared with cesarean sec-
tion, natural delivery is less traumatic to the maternal body,

which is conducive to the recovery speed of postpartum
body. In addition, it is also beneficial to newborns, which
can improve the immune ability of newborns, so as to ensure
the health of newborns. Health education before delivery can
relieve the panic of unknown and promote the progress of
labor to a certain extent. Shaohua and Xiaohua [10] targeted
to improve the professional ability of midwifery students
and clinical midwives, fully integrate information technol-
ogy means, and improve the professional ability and level
of midwives. Lizhen and Jingdang [11] analyzed that the
midwife clinic can improve the outcome of delivery by car-
rying out the group production education mode, which can
help primiparas reduce the stress response better than pain.
Improve the psychological state of primiparas and reduce
the discomfort of primiparas [11]. The antenatal clinic led
by midwives can reduce the occurrence of anxiety and
depression of primiparas. Through the antenatal clinic,
mothers can realize that their emotions will affect the fetus
and help them complete self-emotion regulation. Fengling
[12] discussed that the technical level of midwives directly
affects the safety of pregnant women and newborns. The
prenatal clinic led by midwives is conducive to building a
good nurse patient relationship, effectively reducing the
amount of postpartum hemorrhage, and shortening the
labor process [12]. Huanyuan [13] pointed out that mid-
wifery nursing skills can improve midwives’midwifery skills,
further improve primiparas’ self-efficacy and delivery con-
trol, and improve the impact of delivery outcomes [13]. Lir-
ong et al. [14] discussed the application method and effect of
simulated childbirth education combined with individual-
ized psychological counseling in the outpatient nursing of
midwives. In the vicinity of childbirth, mothers will more
or less have different degrees of anxiety and depression,
improve their childbirth cognitive level, and relieve the
patient’s mood [14]. Fengling pointed out that the level of
midwives directly affects the safety of mothers and infants.

Table 3: Comparison of delivery outcomes of primiparas between the two groups (%).

Grouping Natural childbirth Parturition lateral incision Involuntary cesarean section Voluntary cesarean section

Observation group 30 (69.77%) 5 (11.63%) 4 (9.30%) 4 (9.30%)

Reference group 18 (41.86%) 13 (30.23%) 5 (11.63%) 7 (16.28%)
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Figure 3: Visualization of delivery outcomes of primiparas in two groups (%).

Table 4: Comparison of delivery compliance rate between the two
groups (%).

Grouping n Compliance rate

Observation group 43 95.23%

Reference group 43 78.41%
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Figure 4: Comparison visualization of delivery compliance rate
between the two groups (%).
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They can deal with various emergencies that may occur in
the process of labor, understand the situation and reactions
of mothers, and guide primiparas with midwives’ prenatal
clinics, which is conducive to improving the effect of labor
pains and promoting the progress of labor .

In this study, under the data mining technology, the
effect of midwife led antenatal clinic on the delivery outcome
of primiparas was deeply discussed. The results showed that
the observation group of midwife led antenatal clinic was
lower than the reference group in SDS and SAS scores,
which could effectively shorten the whole perinatal labor
process time, and the delivery compliance was also higher
than the reference group. To sum up, the midwife led ante-
natal clinic based on data mining has high application value.

6. Summary

This study focuses on the analysis of data mining technology
in the midwife led prenatal clinic to alleviate the negative
emotions of patients and improve the outcome of delivery.
Through the research of statistical methods, it is found that
using data mining technology to extract hidden useful infor-
mation and rules can more conveniently find the rules
between data, predict and evaluate the data that patients
conform to the characteristics according to the rules, and
there are different analysis methods for different patients,
midwives can clearly grasp the nursing process, give practi-
cal measures and guidance for the stage of primiparas,
directly solve the questions of primiparas, reduce the psy-
chological pressure of primiparas, and effectively improve
the outcome of delivery. After the midwife led prenatal out-
patient care based on data mining, the SDS and SAS scores
of primiparas are lower than those of the conventional pre-
natal outpatient group. At the same time, the whole labor
process is shorter and the delivery compliance is higher,
which proves that the midwife led prenatal outpatient care
based on data mining is a more ideal method and is worthy
of clinical promotion.
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Lung segmentation using computed tomography (CT) images is important for diagnosing various lung diseases. Currently, no
lung segmentation method has been developed for assessing the CT images of preschool children, which may differ from those
of adults due to (1) presence of artifacts caused by the shaking of children, (2) loss of a localized lung area due to a failure to
hold their breath, and (3) a smaller CT chest area, compared with adults. To solve these unique problems, this study developed
an automatic lung segmentation method by combining traditional imaging methods with ResUnet using the CT images of 60
children, aged 0-6 years. First, the CT images were cropped and zoomed through ecological operations to concentrate the
segmentation task on the chest area. Then, a ResUnet model was used to improve the loss for lung segmentation, and case-
based connected domain operations were performed to filter the segmentation results and improve segmentation accuracy. The
proposed method demonstrated promising segmentation results on a test set of 12 cases, with average accuracy, Dice,
precision, and recall of 0.9479, 0.9678, 0.9711, and 0.9715, respectively, which achieved the best performance relative to the
other six models. This study shows that the proposed method can achieve good segmentation results in CT of preschool
children, laying a good foundation for the diagnosis of children’s lung diseases.

1. Introduction

In recent years, the number of follow-up clinical diagnoses
of respiratory diseases and the number of computed tomog-
raphy (CT) lung applications has sharply increased. The
proportion of CT lung examinations in children’s radiologi-
cal examinations has also increased, exceeding 25.12%. Lung
CT is an important examination for ailments such as new
coronary pneumonia, acute bronchial pneumonia, acute
pneumonia, foreign bodies in the digestive tract, leukemia,
sepsis, and atrial septal defect [1, 2]. However, because the

image interpretation process is quite complex, and there
may be differences in image evaluation and interpretation
time among radiologists, many computer technologies are
used to assist in the diagnosis of these diseases [3].
Computer-aided diagnosis of childhood lung diseases relies
on accurate segmentation of the lung [4, 5], such as pneu-
monia detection [6], tuberculosis detection [7], and pulmo-
nary nodule detection [8]. Lung segmentation can narrow
the search range of lung lesion detection and reduce the
interference of others, thereby effectively improving the
accuracy of the diagnosis of other lung diseases.
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So far, several methods have been developed for lung
segmentation. Traditional image processing methods mainly
include the following [9]: (1) threshold-based segmentation
[10]. This method can be used to set threshold intervals
and create binary partitions. Although it is faster, it does
not consider the spatial distribution of image pixels and is
sensitive to noise; thus, it is not ideal for the segmentation
of images with litter gray-scale differences. (2) Region-
based segmentation [11]. This method is fast and has a good
segmentation effect under subtle attenuation changes. How-
ever, it often has some defects and underperforms in the
segmentation of pathological boundaries. (3) Clustering-
based segmentation [12–14]. This method can aggregate
pixels with small gray value differences into the same cate-
gory and divide an image into different regions through
clustering. In a study by Wu et al. [15], three different differ-
ential edge operators were utilized to preprocess the images
of 80 children with RMPP. The OA, FPR, and FNR of the
RO were 0.935, 0.0427, and 0.0465, respectively. However,
owing to the clustering algorithm, assignment of the initial
point can be quite sensitive, resulting in different segmenta-
tions depending on the initialization. Deep learning
algorithms are being implemented in medical image pro-
cessing. In segmentation tasks, the Unet model [16] and its
improved version [17–20] are one of the most widely used.
They are applied to brain tumor segmentation [21, 22], lung
nodule segmentation [23, 24], lung segmentation [25–28],
liver segmentation [29], heart segmentation [30], etc. In addi-
tion to the 2D segmentation model, Çiçek et al. [31] proposed
a 3DUnet that replaced the 2D convolution kernel with a 3D
version and could learn the 3D information of the target.
3D-based segmentation includes multiscale 3D U-Nets [32],
GA-UNet [33], and V. Net [34]. However, these 3D models
could be limited by their computationally intensive design
and limited effects on some segmentation tasks. Among the
UNet-Zoo models, ResUnet is the more common model
[35]. It introduces the Res module in ResNet into the Unet
model by the rich skip connections within the network to facil-
itate information propagation. Using ResUnet as the referen-
tial background, different improvement models have been
developed for different tasks [36–38]. Besides UNet-Zoo
models, transformer-based models have also achieved good
results in image segmentation tasks [39–41].

Although the methods mentioned above have been
implemented in the study of adults’ lung segmentation, they
could not be used on preschool children’s CT images due to
issues such as (1) presence of artifacts caused by the shaking
of children, (2) loss of a local area of the lung due to failure
in holding their breath, and (3) smaller CT images chest
area of preschool children. These characteristics are shown
in Figure 1.

Based on current clinical and literature limitations, this
study was aimed at building a lung segmentation by combin-
ing traditional imaging methods with ResUnet using pre-
school children on CT images with the hope that it could
be used for diagnosing various lung diseases in the future.
First, traditional image processing techniques were used to
denoise, crop, and zoom the image, reduce the amount of
calculation, and improve segmentation accuracy. Then, an

optimized ResUnet model was used to segment the lungs
of preschool children’s CT images, whereby the unfit seg-
mentation parts were removed through a case-based filter
to improve the accuracy of the segmentation.

2. Algorithm Introduction

The proposed segmentation model consists of three parts:
image preprocessing, improved ResUnet model, and case-
based filtering. The method flowchart is shown in Figure 2.

2.1. Image Preprocessing. The image processing step consists
of two parts. In the first part, a Gaussian filter is applied to the
image to obtain a clearer CT image. In the second part, the
image is cropped and resized based on the connected domain,
allowing the model to learn more efficiently and quickly.

2.1.1. Gaussian Filter. Considering that CT images can be
affected by machine-related issues resulting in noises and
blurriness due to the body shaking of children, for improved
segmentation, the CT images are preprocessed using a
Gaussian filter before segmentation, yielding relatively higher
image qualities.

Gaussian filters are very effective low-pass filters in the
space or frequency domains and are widely used in image pro-
cessing. The 2D Gaussian function has rotational symmetry,
and the smoothness of the filter is the same in all directions.
Thus, a 2D Gaussian filter was used in this study, based on

G x, yð Þ = 1
σ

ffiffiffiffiffiffi
2π

p e− x2+y2ð Þ/2σ2 : ð1Þ

Here, ðx, yÞ represents the coordinates of pixels, and σ rep-
resents the width of the Gaussian filter. The width of the
Gaussian filter determines the degree of smoothing. A larger
σ suggests a wider band frequency of the Gaussian filter and
better smoothness. However, if σ is too large, the image fea-
tures could be blurred. To maintain clarity of the lung bound-
aries and remove associated noises for the subsequent
segmentation, a σ value of 3 was selected.

2.1.2. Image Cropping and Zooming. In the CT images of
preschool children, the chest area only occupies less than
20% of the whole image. Therefore, many nontarget areas
are present in the whole image, which increases the calcula-
tions and reduces the accuracy of the model. Thus, the
algorithm used in this study first cuts off the original image
based on the HU value of each organ in the CT image, then
sets a threshold according to the gray value of the chest,
performs the binarization operation on the image, forms
the connected domain through the ecological opening oper-
ation, and then selects the circumscribed rectangular frame
of the largest connected domain to crop the image to obtain
a partial CT image containing only the chest area. Finally, all
cropped CT images are zoomed to a uniform size of 256∗256.
Compared with the original image size of 512∗512, this
cropped and zoomed method reduces the model’s amount of
calculation and improves segmentation accuracy. The flow-
chart of this step is shown in Figure 3, and the corresponding
effects are shown in Figure 4.

2 Computational and Mathematical Methods in Medicine



2.2. ResUnet Module. In this study, the ResUnet segmenta-
tion model was used as the segmentation method of
preschool children’s lung parenchyma. The model uses the
Leaky-ReLU function, instead of the ReLU activation func-

tion, as the basic framework for the Unet network. A drop-
out strategy was implemented to improve the generalization
of the model. To improve the detection rate of nodules and
enhance the characteristics of the edges of nodules, the Res
module is added to the Unet network model to increase the
learning depth of the model. The lost part is simultaneously
improved, which is conducive to improving the accuracy of
the model. The overall network structure of the model is
shown in Figure 5.

2.2.1. The Res Module. To better integrate the global features
of the images with their underlying features, in addition to
the skip connection of the 3D Unet network in the encoding
and decoding part of this study, for each convolution, the
feature map before the convolution is combined with the
one after the convolution. The feature maps are then
connected, and the feature maps of the two parts of the con-
catenate are used as the output of this convolution. This
operation extracts higher-dimensional features through con-
volutions while retaining the original dimensional features,
thereby realizing an effective fusion of features at different
scales and ensuring segmentation accuracy. The Res module
is shown in Figure 6.

2.2.2. Loss Improvement. To remove the influence of arti-
facts, Dice loss and local loss are combined as a new loss.
Dice loss has better effects on class imbalance-related issues,
while local loss has better effects on boundary-related issues.
Dice loss comes from the Dice coefficient, which measures
the degree of overlap between two samples. The measure-
ment range is 0 to 1, and a Dice loss of 0 suggests a complete
overlap. The calculation formula is as follows:

LDice e,fð Þ = 1 −
2∗ e ∩ fj j
ej j + fj j , ð2Þ

where e represents the ground truth and f represents the
segmentation result.

Although Dice loss has better effects on class imbalance-
related problems, its gradient oscillates greatly during the
error backpropagation process and is unstable during the
training process. The focal loss is a modification based on
the cross-entropy loss function [17], which has good stability
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Figure 2: Algorithm flowchart of the proposed segmentation.
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Figure 1: Chest CT image of a preschool child with (a) artifacts (labeled as 1), (b) loss of a local area of the lung (labeled as 2), and (c) adult
lungs image which has larger lung area than children).
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and also increases the loss value of hard negatives such as the
transition area between the foreground and the background.
The calculation formula is as follows:

Lf =
−α 1 − y′

� �r
log y′, y = 1,

1 − αð Þy′r log 1 − y′
� �

, y = 0:

8><
>:

ð3Þ

Here, r represents a reduction in the loss of easy-to-
classify samples to focus more attention on difficult and
misclassified samples, and ɑ is used to balance the uneven
ratio of positive and negative samples.

By combining the characteristics of focal loss and Dice
loss, we hereby propose an improved focal loss based on
the following formula:

Lall = α log LDice + Lf : ð4Þ

Here, the purpose of the logarithmic function and α is
used to balance the resulting size of the two loss functions.
In this paper, α is set to 0.3.

2.3. Case-Based Filter. Despite the cropping and zooming in
the first step, the positioning information of the lung area is
not yet completely learned by the model. At the same time,
because the model is based on 2D segmentation, the 3D

information of the lungs is completely lost. Therefore, to
obtain a complete case, after all the images are segmented
by the model, a 3D domain connection is performed on
the segmentation mask of the entire case to obtain multiple
3D volumes. Finally, according to the positioning informa-
tion and the volume of the 3D body, the two larger 3D bod-
ies, namely, the left and right pages of the lungs, are screened
out. This process can effectively remove missegmentations in
the pre-CT scan images and complement the loss parts of
the lung due to issues such as the failure of the children to
hold their breath. Segmentation after the base-cased filter
is shown in Figure 7.

3. Experimental Results

3.1. Experimental Environment and Associated Parameters.
The GE Optima CT660 machine was used to scan the lungs.
Briefly, a child was placed in the supine position, with the
head advanced, the arms held up, and the body placed in
the center of the examination table. Before scanning, any
metal ornaments and foreign bodies were removed to avoid
artifacts. The scanning range started from the tip of the
lungs to the bottom of the lungs. For children who did not
cooperate with the examination procedures, a sedation was
orally given using 5mL of chloral hydrate syrup after a doc-
tor’s consultation. After the children went into a deep sleep,
the CT lung examination was performed.

input CT slices threshold mask close operation find max area get box crop and zoom

Figure 3: Image cropping and zooming of the model.

(a)

(b)

Figure 4: Illustration of the (a) original CT images (size, 512∗512) and (b) the corresponding cropped and zoomed images (size, 256∗256).
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CT scanning parameters included a tube voltage of
100 kV and an automatic tube current of 30-300mA, with
a noise index of 12, pitch of 1.375 and rotation speed of
0.8 s/r. For the entire lung, the scan slice thickness and inter-
val were both 5mm, and the reconstruction slice thickness
and interval of the lung window were both 0.625mm.

To assess the performance of the proposed model, we
conducted a method test using the chest CT images of pre-
school children. The LU-NA16chest CT dataset was used.
We selected the thinnest CT images (0.4mm), with each case
having between 200 and 300 images after selection. All data
were obtained from the Children’s Hospital of Zhejiang Uni-
versity School of Medicine (Hangzhou, Zhejiang, China).
The dataset included the CT images of 60 preschool chil-
dren, of whom 33 were 0-2 years old, 23 were 3-4 years

old, and 4 were 5-6 years old. Their age distribution is shown
in Table 1.

All training, testing, and verification experiments were
completed using the Ubuntu 16.04 server. The basic config-
uration was a CPU using Intel E5-1650 3.50GHz, a 64G
DDR4 memory, and an RTX 2080Ti graphics card. All
annotation work was performed in the RadCloud (Huiying
Medical Technology Co., Ltd., Beijing, China).

3.2. Evaluation Standard. In this study, the intersection over
union (IOU), Dice coefficient (Dice), precision, and recall
[8] were used as indicators to measure the performance of
the algorithm. For this purpose, the following four variables
were used: true positive (TP), true negative (TN), false posi-
tive (FP), and false negative (FN). The calculation formula of
each index is as follows:

IOU =
e ∩ f
e ∪ f

,

Dice e, fð Þ = 2
e ∩ fj j
ej j + fj j ,

Precision =
TP

TP + FP
,

Recall =
TP

TP + FN
,

ð5Þ

where e represents the gold standard and f represents the
segmentation result.
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X

y = F(x) + x

Figure 6: The overall layout of the Res block.
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Figure 5: The overall structure of the ResUnet module.
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3.3. Training Process. We divided the experimental data into
three parts: training, validation, and test sets. In total, there
were 48 cases in the training and validation sets, with
12,522 pictures, among which 11,270 pictures were for the
training set and 1252 pictures for the validation set. The test
set was made up of 12 cases and 3068 images. All models
adopt RMSprop [42] as the optimizer with an initial learning
rate of 0.001 and a training epoch of 10. All images were
cross-segmented by two clinicians with at least 5 years of
experience. For images with a segmentation error of less
than 1% (assessed by two doctors), the gold standard was
determined based on the average mask marked by the two
doctors. The other images were marked as the final gold
standard by the two doctors.

3.4. Result Analysis. The performance of our method based
on the 12 cases of the test set is shown in Table 2.

As shown in Table 2, our method achieved an average
accuracy of 0.9479, while the averages of Dice, precision,
and recall on test set class are 0.9678, 0.9711, and 0.9715,
respectively. We compare our method with Unet [16],
Unet++ [17], Unet+++ [19], Attention-UNet [20], Swin-
Unet [39], and Trans-Unet [40]. The segmentation results
of different segmentation algorithms are shown in Table 3.

Table 1: Dataset.

Ages (years) Train set Test set

0-2 28 5

3-4 17 6

5-6 3 1

All 48 12

Table 2: Performance of the test set.

Case no. IOU Dice Precision Recall

1 0.9552 0.9754 0.9733 0.9782

2 0.9602 0.9794 0.9802 0.9789

3 0.9543 0.9746 0.9805 0.9699

4 0.9604 0.9786 0.9788 0.9791

5 0.9599 0.9783 0.9789 0.9792

6 0.9442 0.9664 0.9608 0.9809

7 0.9559 0.9753 0.9786 0.9753

8 0.9578 0.9778 0.9873 0.969

9 0.8874 0.9084 0.907 0.9481

10 0.9444 0.9647 0.9736 0.966

11 0.95 0.9717 0.9717 0.9753

12 0.9449 0.9636 0.9829 0.9587

Average 0.9479 0.9678 0.9711 0.9715

Table 3: Segmentation results of different segmentation
algorithms.

Method IOU Dice Precision Recall

Unet 0.934 0.9553 0.9561 0.9625

Unet++ 0.9338 0.9543 0.9493 0.9699

Unet+++ 0.9359 0.9568 0.9468 0.9748

Attention-UNet 0.9257 0.9482 0.9424 0.9673

Swin-Unet 0.8738 0.917 0.8998 0.949

Trans-Unet 0.9364 0.9569 0.9611 0.9592

Proposed method 0.9479 0.9678 0.9711 0.9715

ResUnet (adult) 0.9163 0.9368 0.9351 0.9451

(a)

(b)

Figure 7: Comparisons before and after case-based filter. The red parts represent the segmentation result. (a) Segmentation results before
case-based filter. (b) Segmentation results after case-based filter.
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Table 3 shows that the IOU, Dice, and precision of the
proposed method are higher than other algorithms by at
least 1%. Unet+++ performs the best on recall, leading our
method by 0.33%, but other metrics are all far from our
method. For CT images of preschool children with artifacts
and partial missing areas, the proposed method demon-
strated good segmentation (Figure 8).

To better illustrate the value of building a preschool-
specific lung segmentation model, we trained ResUnet on a
publicly available adult lung database [43] containing
16,708 images and tested it on the test set used in this paper.
It can be seen from the last row of Table 3 that the proposed
model did not perform as well as the other models on the
preschool lung segmentation task. The possible reason is that
the images on the adult lung cancer dataset are relatively clear,
and the lungs account for a higher proportion of the image,
where these features are different from those of children. More
details on the performance of the Unet model applied to adult
lung segmentation on our test set are shown in Table 4.

In summary, our method achieves the best segmentation
performance on CT images of preschool children.

4. Discussion

In this study, we proposed a novel model based on tradi-
tional image algorithms and ResUnet to segment lung from
CT scans of preschool children. On the validation set
containing 12 cases, our method achieved Dice, precision,
and recall of 0.9678, 0.9711, and 0.9715.

Lung segmentation is one of the important foundations
for intelligent diagnosis of many lung diseases, and accurate
segmentation can effectively improve the performance of
diagnostic models. In literature [44], Primakov et al. first
extracted the lungs to allow the model to focus on the ROI
prior to the detection and segmentation of non-small-cell
carcinomas. In literature [45], the authors summarize the
application of AI in the diagnostic dilemma of pulmonary
nodules over the past 20 years. The first step of all methods
is lung segmentation and then the detection or segmentation
of pulmonary nodules. Due to the epidemic of the COVID-
19, the classification and lesion detection of COVID-19 has
become one of the research hotspots, and the first step in
all research is also lung segmentation [6, 46–49]. However,
lung segmentation studies on CT of preschool children are
still relatively rare.

The first step of this paper is to collect CT images of 60
children aged 0-6 years. Compared with the adolescents and
adults, preschool children have smaller lung, which brings
greater challenges to lung segmentation. As shown in
Tables 2–4, our experiments also demonstrate that if the
model trained on the adult database is directly used to
segment the lungs of CT images of preschool children, its per-
formance is almost lower than that of all segmentationmodels
trained on the preschool database. On the preschooler valida-
tion set, the Dice score of the ResUnet model trained on the
adult database [43] is 3 percentage points lower than that of
the ResUnet model trained on the preschooler database. This
result suggests the necessity of designing a segmentation
algorithm for preschooler lung segmentation.

Second, we noticed that many literatures only use one of
traditional image algorithms [10–15] or deep learning [26,
50, 51], failing to fully combine the advantages of both. For
the challenges existing in the lung segmentation of preschool
children, we combined traditional image algorithms and
deep learning as solutions. Because preschool children’s lung
is small, this paper used the traditional image algorithm
based on connected domain to extract the body area first.
The benefit of this step is to remove extraneous areas such

CT images

Ground truth

Unet

Unet++

Unet+++

Att-Unet

Swin-Unet

Trans-Unet

Our method

Figure 8: The proposed method versus gold standard method and
other methods.

Table 4: Performance of the Unet model applied to adult lung
segmentation on our test set.

Case no. IOU Dice Precision Recall

1 0.9226 0.9436 0.9357 0.9535

2 0.9305 0.9497 0.9481 0.9514

3 0.9164 0.9397 0.937 0.9434

4 0.9291 0.9477 0.9413 0.9558

5 0.9248 0.9441 0.9438 0.9494

6 0.9172 0.9391 0.9283 0.9562

7 0.9261 0.9459 0.9436 0.9505

8 0.9295 0.9483 0.9507 0.9476

9 0.8561 0.8766 0.8764 0.909

10 0.912 0.9333 0.9365 0.9415

11 0.9158 0.9394 0.9331 0.9497

12 0.9151 0.9345 0.9462 0.9329

Average 0.9163 0.9368 0.9351 0.9451
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as the bed, thereby normalizing the CT images of children of
different ages and concentrating the lung in the middle of
the image. Then, we used a deep learningmodel which is good
at segmentation tasks to complete the initial segmentation.
Finally, we optimized the segmentation results through tradi-
tional image algorithms. Through the effective combination of
different algorithms, our method achieves good performance
in the lung segmentation task of preschool children.

Finally, we compared with the current mainstream
methods, including models based on Unet and Transformer.
The results obtained by our proposed model are superior
compared to other models.

It should be noted that this study has examined only on
the dataset of our hospital, and the cases included in this study
are relatively small, and our model needs to be verified and
optimized on other data. Secondly, on the basis of accurate
lung segmentation, it is necessary to further study the intelli-
gent diagnosis of lung diseases in preschool children.

In conclusion, this method combining traditional image
algorithms and deep learning models can accurately
segment the CT lung of preschool children, which provides
a good foundation for subsequent studies such as classifica-
tion of childhood pneumonia and detection of childhood
pulmonary tuberculosis.

5. Conclusions and Prospects

Accurate lung segmentation of the CT scans of preschool
children is of great significance to accurately and timely
detect and analyze lung nodules and pneumonia in real-
world clinical settings. This study proposes an automatic
lung segmentation method that combines traditional imag-
ing methods with ResUnet using the CT images of preschool
children. First, Gaussian filtering was used to denoise the
image, followed by image ecology operations to crop and
zoom the CT images. Then, an optimized ResUnet model
was used to segment the 2D image, and unfit segmentation
parts were removed through a case-based filter to improve
the accuracy of the segmentation. According to the experi-
mental results, the proposed segmentation method could
correctly segment most CT images of the investigated
preschool children and extract relatively complete lungs.
Compared with other deep learning models and traditional
image processingmethods, the proposedmethod could reduce
the adverse effects of child hyperactivity on segmentation and
improve the accuracy and speed of lung segmentation. In
addition, using the proposed method, the segmentation of
the lungs was closely related to specific clinical applications.
Comparison with other segmentation methods showed that
they could not be uniformly applied to the chest CT images
of preschool children. In future studies, we will continue inves-
tigating other lung segmentation methods to achieve higher
segmentation accuracy.
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Patient record keeping plays a vital role in diagnoses and cures. Due to a shortage of time, most doctors write prescriptions
manually in Pakistan. At times, it becomes difficult for pharmacists to read prescriptions properly. As a result, they may
dispense the wrong medicine. This might cause risky and deadly effects on the patient’s health. This paper proposes an online
handwritten medical prescription recognition system that lets doctors write prescriptions on a tablet using a stylus and
automatically recognizes the medicine. We use signature verification techniques to recognize the doctor’s handwriting to
overcome the problem of misinterpretation of the medicine name by the pharmacist. The proposed system stores different
features like the pen coordinates, time, and several pen-ups and pen-downs. Besides using features already proposed in the
literature for signature verification, we propose some new features that greatly enhance recognition accuracy. We built a
dataset of 24 medicine names from two users and compared results using newly proposed features. We have obtained 84%,
78%, 77.47% 77.31%, 74.17%, 60%, 38.5%, 68%, and 61.64% accuracies for 9 users using SVM classifier.

1. Introduction

Computers are used in almost every domain of daily life, like
businesses, industries, entertainment, education, personal
management, and research activities. Data can be processed
and reproduced in a speedy way using computers. Patient
record management helps practitioners to diagnose and con-
tinue the care timely. Computerized patient record manage-
ment systems are used to maintain the record of patients and
employees working in the hospital [1, 2]. Health care is a
broad area that deals with health care information, medical
device information, pharmaceutical information, hospital
management, and biological system. In the health care sys-
tem, patient’s precaution and patient care are the major
goals [3, 4].

In developing countries like Pakistan, most hospitals,
especially in the public sector, are not computerized. Due
to a high patient-to-doctor ratio, doctors have a hectic
schedule where they have to prescribe or take notes while
standing or in walking conditions in emergency cases.
Handwritten prescriptions are widely used in the tropical
areas of mid-Asia. Especially in Pakistan, doctors mostly
prefer to write handwritten prescriptions because they feel
comfortable writing the prescription manually, even if they
have enough time to access and use a computer.

Handwritten prescriptions have several potential threats
associated with them. Unreadable handwriting prescription
and the incapability of pharmacists to understand medicine
names in medical prescriptions are causing a notable num-
ber of patients to expire [5]. Patients may get delayed or
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wrong medical dosage due to wrong interpretation of hand-
written prescription, which may result in further severity of
disease and even patient’s death.

Biometric verification is employed in several real-life
business applications. It provides numerous benefits like it
is difficult to be stolen, hacked, and forged. Biometrics deals
with bioscience, which means the automatic identification of
a human’s physiological or behavioral characteristics. The
biometric method is preferred over passwords and PINs
for easiness of use, accuracy, and case sensitivity. There are
different biometric types, such as fingerprint, iris, and face
recognition [6].

Biometrics can be found in an extensive range of appli-
cations which include physical access control systems, logi-
cal access control services, consumer identification,
prescription identification, and authentication. Handwritten
signature verification is still widely used techniques. The bio-
metric system performs two tasks: verification and identifi-
cation [7].

The signature verification system is intended to verify
the individuality of a person by recognizing their handwrit-
ten signature. Signature verification contains two types
online and offline signature verification [8]. Offline tech-
niques capture image of the signature after the person has
completed writing. Online signature verification techniques
capture feature which person is signing. It is done by using
a tablet and stylus and recording features pen coordinates,
time, pressure, etc. Signature verification includes three basic
steps [9–12]. The first step is preprocessing and contains the
data in raw form. After preprocessing, the features from
obtained data are extracted in numeric form. In the third
step, the classifier obtains results and checks whether the sig-
natures are genuine or forged. There are many classifiers,
such as neural network (NN), support vector machine
(SVM), nearest neighbor, hidden Markov model (HMM),
time delay neural networks, and Naive Bayes, which have
been employed for signature verification [9]. Several studies
in the related work are found on the optimization algorithm
that can be used to solve machine learning healthcare-
related optimization problems, such as the Bat algorithm
[13] and particle swarm optimization [14].

For effective results, features should be dense enough
and provide a better understanding of signatures because it
is considered personal identification [15, 16]. In [8] offline
recognition system, they used a static representation of doc-
uments to take a signature on paper which is later scanned
which includes cheque, form, and documentation authenti-
cation. Offline signature verification techniques are famous
for limited information [15]. Offline processing is also a dif-
ficult task due to the deficiency of dynamic characteris-
tics [17].

On the other hand, an online recognition system uses
dynamic representation, in which information can be stored
at runtime. Electronic tablets [18, 19] and smartphones have
on-line recognition writing interface [8, 20–22]. Most appli-
cations are based online, where a person acts and the system
automatically derives data for authentication. Online verifi-
cation is stronger than the other approach because it pro-
vides a higher level of security and stores dynamic features

such as pressure, coordinates, pens up, and pens down.
Online signature verification can be divided into two types:

(i) The parametric approach is used to extract the fea-
tures from signals such as speed, pressure, coordi-
nates, and the number of the pen up and pen down

(ii) The functional approach is used for analyzing the
online signatures

The representation of offline verification is shown in
Figure 1.

The contribution of this work is as follows:

(i) We propose an online medical prescription recogni-
tion system to overcome problems of unreadable
handwriting prescription

(ii) We use signature verification techniques to recog-
nize the medicine name prescribed by a doctor

(iii) We use tablet and stylus, like used in [23, 24], to
enable doctors to prescribe in the same way they
normally do

2. Literature Review

2.1. Signature Verification. Signature verification is a broad
area in biometric. It has been considered an essential com-
ponent of the study conducted by the researchers due to
the extensively utilized signature verification techniques for
experimentation.

In [25], the author proposed a secure retrieval of the
classified information system using the neuro-fuzzy tech-
nique. The neuro-fuzzy technique was based on a fuzzy neu-
ral network. Dynamic signatures were tested by using Svc
2004 database. They extracted different features, including
total time duration, average pen pressure, and dynamic
pen pressure. The verification system was suitable; the
obtained EER of the overall system was 3.952%. The pro-
posed scheme was beneficial for the practical application of
classified information.

Online signature verification uses effective and simple
techniques. In their research [26], the author employed
two types of features, the first was based on the histogram,
and the second was based on quantized features using a
model-free Manhattan distance classifier. Several tests were
conducted on MCYT and SUSIG datasets. The obtained
results of the proposed technique were similar to state-of-
art algorithms despite their simplicity and efficiency.

The author reviewed the signature verification system,
which included feature extraction algorithms [27], tablet
PC, digitized pen, HMM’s, modified dynamic time warping
technique (DTW), and NN techniques and methodologies.

They discussed the main challenges of signature verifica-
tion: signature inconsistency and intraperson variability.
Different steps performed for signature verification included
signature acquisition, preprocessing, feature extraction,
threshold selection enrolment, and matching. The steps
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performed in preprocessing were smoothing, normalization,
and segmentation.

In the feature extraction step, performance evaluation
parameters were involved, which derived false acceptance
rate and false reject rate. The obtained results of the false
acceptance rate (FAR) were 0.25%, and the false reject rate
(FRR) was 0.5%.

In [28], the study is carried out to propose both online
and offline verification approaches. The webcam was used
for data collection, preprocessing, and feature extraction,
including pen up and pen down, and then, classification
results were obtained based on online verification. However,
for offline verification, they collected data through the
image, performed preprocessing and feature extraction,
and in the end, obtained results from different classifiers.
When those steps were completed on both online and offline
approaches, then these were combined and used SVM for
final verification.

Discrete cosine transformed (DCT) and sparse represen-
tation techniques [29] are used for signature verification and
discussed new properties of DCT, including time-series and
extracting different energy features (x, y coordinate, pres-
sure, azimuth, and altitude). For experimental evaluation,
they used SUSIG-visual and SVC2004 databases. In the
end, the obtained error rate was 0.33%.

In 2016, the author [15] proposed a two-stage classifica-
tion approach combining generative and discriminative
modeling principles for online handwritten character recog-

nition. The first stage was based on HMM and presented a
few unknown patterns in candidate characters. HMM
returned the top-ranking character out of the total number
of classes. In the second stage, they used SVM frequency
count analysis and chose one character from the candidate
character class.

The frequency count analysis was used for pairwise clas-
sifiers and same-shape characters. The two-stage approach
was better than the single-stage.

In [30], they used handwritten signature verification
techniques to propose hand-worn devices for genuine and
forged signatures. Sixty-six applicants were included in this
experiment. Data were collected in two stages; the major
one was participants providing genuine signatures, and the
second was forged signatures. They collected three types of
datasets from accelerometer and gyroscope, which included
the acceleration of accelerometer, angle of acceleration, and
angle of velocity. This method provided 0.98 AUC and
0.05 EER high degree of accuracy amongst genuine and
forged signatures.

In [31], the author introduced handwriting recognition
techniques for Chinese characters conVent (conventional
neural network) and direct Map (direction decomposition).
Direct Map and conVent provided better efficiency and
accuracy than the other techniques. These techniques
reduced the mismatch problem between the train and tested
the data. The ConVent was interesting and straightforward
for the recognition system.

In [32], the authors carried out the NN model for signa-
ture verification using autoassociative memory. NN model
reads the image of signature in the form of matrices. In
[33], an automatic signature recognition approach was
introduced. Gabor filter techniques were used for prepro-
cessing signature images and then performed linear discrim-
inant analysis. After that, they applied NNs used for
matching the trained data. If the data matched to original
data, then making a decision data is authentic or inauthentic.
The obtained results from the proposed system were very

Figure 1: Off-line data representation.

Table 1: Summary table of literature review.

Features
Referenced paper Upx Upy Dnx Dny Time Midpoints

[38] Yes Yes Yes Yes Yes No

[39] Yes Yes Yes Yes No No

[40] Yes Yes No No No No

[41] Yes Yes No No Yes No
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high, 99.5%, rejection rate of 73%, and computational time
of method were 0.87 s.

2.2. Prescription Recognition. The authors [5] used MediPic
and Android applications to resolve the recognition prob-
lem. They used optical character recognition technology to
scan the medicine name and convert it into a digital script.
They used Tesseract for character recognition and an inner
key algorithm to match the characters. The inner key algo-
rithm matched the character and returned the best results
in the database. The MediPic provided more efficient results
and helped to decrease the misunderstanding of medicine
names.

In [34], the author presented a design of printed tradi-
tional Chinese medicine (TCM) prescription and filing sys-
tem based on the Microsoft office document imaging
(MODI) and optical character recognition (OCR) engine.

An optical recognition engine [35] extracted complete
information about the disease and stored the data in the
database and made a file for further use. TCM provides
information for future use. In 2017, [36] implemented a hos-
pital information management system for medical records.
Using fingerprints of patients for authentication because
health is the main aim or goal of the hospital.

In addition to the health of patients in hospitals, their
privacy and security are also considered. They used different
technologies for biometric authentication, which included
data management, system design, unified modelling lan-

guage, biometrics, and computer programming. The effi-
ciency of the hospital was increased by using a medical
record system with biometric authentication.

In [37], handwritten medical prescription systems were
introduced; a prescription is written by doctors based on
word spotting and uses an information retrieval approach.
They proposed two approaches: the first was Tandem-
HMM, used for word spotting, and the second was domain
knowledge, used to reduce the text information, which
increased the performance.

Different steps were involved: the first one was develop-
ing a diagnostic system. The second was information extrac-
tion, the third was wrong medication detection, and the
fourth was a statistical analysis of medical prescriptions pre-
scribed by doctors. The obtained accuracy was increased by
15.42%, which was a good achievement.

Different techniques are used for medical prescription
recognition problems, but our focus is to use signature veri-
fication techniques for medical prescriptions. A summary
table concerning different coordinates is presented in
Table 1.

3. Methodology

Patients’ death due to the wrong drug intake caused by mis-
interpreted prescriptions by pharmacists happens fre-
quently. Most doctors write prescriptions manually because
prescribing a stylus on a tablet is not very common or prac-
ticed regularly in Pakistan for prescription writing. There-
fore, sometimes, it causes harmful effects on patients. Our
work is based on handwritten medical prescriptions, but
we employed signature verification techniques.

3.1. Signature Verification vs. Handwritten Medical
Prescription

(i) Through the signature verification technique, we can
verify a person’s identity by recognizing their hand-
written signature. Signature verification uses a pat-
tern matching technique to verify the signatures,

Data acquisition
using

mobile/tablet 

Feature extraction
(pen up pen dn) 

Split dataResults

Data processing

Classification
model 

Figure 2: Complete research design.

Dr prescription +

Enter name of medicine
Panadol

Cancel OK

Figure 3: Enter medicine name.
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but most of the time, it is difficult to read the signa-
ture because there is no pen up and pen down move-
ment Signatures can be forged easily. Offline
signature verification is only based on shapes

(ii) Through the handwritten medical prescription, the
doctor’s handwriting is recognizable. The forgeries
or forged signatures are automatically involved in
the signature verification. Forged signatures are ref-
erenced or duplicate signatures of a person. Online
handwritten medical prescription recognition is
based on character recognition. Pen up and pen
down are associated with handwritten medical pre-
scriptions. There are two types of handwritten verifi-
cation techniques called online and offline
verification. Both techniques are linked with signa-
ture verification and handwritten medical prescrip-
tion recognition

3.2. Offline and Online Handwritten Verification

(i) The offline technique deals with the only shape of
the writing and is used for limited information due
to its static representation of documents to take a
signature or prescription on paper. This prescription
is later scanned. This approach is difficult because
the segmentation is performed on scanned data.
Through the offline approach, we cannot calculate
the speed and pressure of a pen

(ii) Compared to the offline technique, the online
approach is more secure and accurate due to the var-
iation of feature value each time and provides rele-
vant results. The online approach deals with
dynamic features such as speed, pen up, pen down,
and pressure. A tablet or smartphone is used for an

online approach that stores the pen tip movements
as well as pen up and pens down, switching

In this article, we have proposed signature verification
techniques for medical prescription recognition systems to
overcome the misinterpretation of medicine names. There
are five steps involved in medical prescription recognition
explained below:

(i) In the phase of data acquisition, we collected data
from two users and 9 users, and we used the stylus
for writing a medicine’s name on the tablet, which
stores the movements of the stylus

(ii) Feature extraction is the second step. We extracted
different features from the original data obtained
from the medical prescription system. Several
extracted features involved: pen up with respect to
x-y coordinates, pen down with respect to x-y coor-
dinates, the total time between pen down to pen up,
midpoints of total time with respect to x-y coordi-
nates, quarter midpoints of total time with respect
to x-y coordinates, and three-quarter of total time
with respect to x, y coordinates

(iii) Preprocessing is the third step in which the
unwanted data have been removed, i.e., useless col-
umns or extra columns and adding missing values

(iv) We have carried out different classifiers for the
experimental evaluation, which involves Naive
Bayes, SVM, gradient boosted, and decision tree.
Figure 2 presents a flow of the complete research
activity

3.3. Data Acquisition. Data acquisition is a process that mea-
sures the physical condition and converts it into digital

Dr prescription +

X, Y coordinates

Figure 4: Write medicine name using stylus.
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numeric values. The doctor prescribes the tablet using a sty-
lus. Our proposed system calculates the movement of a sty-
lus according to x and y coordinates.

Medicine name has already been stored in the database
of the proposed system. The user has to put the medicine
name by using the styles into the GUI interface of the pro-
posed system. After that, system generates values according
to pen movement in the form of x and y coordinates. The

system generates an event that includes the number of x
-coordinates, y-coordinates, total time, and pens up, and
pens down. The real-time data experiment of the proposed
system is presented in Figures 3 and 4.

Original data obtained from the proposed medical pre-
scription application is given in Table 2.

3.4. Feature Extraction. We extracted the features from the
acquired data. When the medicine name is written on the
GUI of the proposed system, then the original number of
strokes or movements of the stylus are recorded and accu-
mulated in the database. We extracted two types of features
called spatial and local spatial features.

3.4.1. Spatial Features. Spatial features are also called static
features which are extracted from the shape of the signature
or original. The extracted spatial feature is shown in Table 3.

3.4.2. Local Spatial Features. Local spatial features are
extracted for signature verification which includes: x, y coor-
dinates, total time, pen up, pen down, and angle.

Apart from the spatial features, we have extracted differ-
ent features, including the following:

(i) Pen down with respect to the X coordinate (dnx):
the system calculates values according to the x coor-
dinate as soon as the stylus touches the screen of the
tablet

(ii) Pen down with respect to the Y coordinate (dny):
the system calculates values according to the y coor-
dinate as soon as the stylus touches the screen of the
tablet

(iii) Pen up with respect to X coordinate (upx): the sys-
tem calculates values according to the x coordinate
when the user takes a pause or lifts the pen for the
first time while writing

(iv) Pen up with respect to the Y coordinate (upy): the
system calculates values according to the y coordi-
nate when the user takes a pause or lifts the pen
for the first time while writing

(v) Total time of pen up (time): the total time of pen up
is the total time of lifting the pen from the tablet by
the user according to coordinates

(i) Midpoints of pen up with respect to the X coordina-
te(midpoints x): pen up midpoints are middle
points of the total time of pen up from the tablet
with respect to the x coordinate or the total time
between pen up and pen down

(ii) Midpoints of pen up with respect to the Y coordi-
nate (midpoints y): midpoints are middle points of
the total time of pen lifting from the tablet with

Table 2: Original data obtained from medical prescription
application.

Prescription name Accupril
Event
number

X Y
Time from
previous

Total
time

Up Down

1 389.552 238.7 0 0 False True

2 389.552 238.7 3 3 False False

3 390.593 237.6 31 35 False False

4 390.802 234.3 5 41 False False

5 389.864 227.7 14 55 False False

6 386.427 220.3 17 72 False False

7 376.532 214.7 17 90 False False

8 367.678 217.4 16 107 False False

9 357.783 226 17 124 False False

10 349.138 239.5 19 143 False False

11 341.431 262.4 15 159 False False

12 341.326 275.3 16 176 False False

13 346.743 283.8 17 193 False False

14 361.429 285.7 17 210 False False

15 372.574 278.4 17 228 False False

16 381.636 265.9 17 245 False False

17 390.072 243.4 17 262 False False

18 392.989 234.4 17 279 False False

19 394.135 232.3 17 296 False False

20 395.176 232.4 17 314 False False

21 399.134 238 17 331 False False

22 403.092 243.7 17 348 False False

23 408.613 250.9 17 365 False False

24 420.174 263.4 17 383 False False

25 428.819 269.4 16 400 False False

26 439.339 272.6 17 417 False False

27 448.714 271.8 11 429 False False

28 448.714 271.8 1 430 True False

29 494.335 216 111 542 False True

Table 3: Spatial feature obtained from system.

Feature Description

Upx Pen up x-coordinate

Upy Pen up y-coordinate

Dnx Pen down x-coordinate

Dny Pen down y-coordinate

Time from Start time of writing

Total time Total time of complete signature
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Table 4: Extracted features from original data.

Features Description

Upx1 First pen up with respect to x-coordinate

Upy1 First pen up with respect to y-coordinate

Time1 Total time of first pen up

Midpoints1x Midpoint of first time pen up with respect to x-coordinate

Midpoints1y Midpoint of first time pen up with respect to y-coordinate

Quarter1x Quarter time of the first midpoint pen up with respect to x-coordinate

Quarter1y Quarter time of first midpoint pen up with respect to y-coordinate

3quarter1x 3quarter of first midpoint pen up time with respect to x-coordinate

3quarter1y 3quarter of first midpoint pen up time with respect to y-coordinate

Dnx2 Second pen down with respect to x-coordinate

Dny2 Second pen down with respect to y-coordinate

Upx2 Second pen up with respect to x-coordinate

Upy2 Second pen up with respect to y-coordinate

Time2 Total time of second pen up

Midpoints2x Midpoint of second time, pen up with respect to x-coordinate

Midpoints2y Midpoint of second time pen up with respect to y-coordinate

Quarter2x Quarter time of second midpoint pen up with respect to x-coordinate

Quarter2y Quarter time of second midpoint pen up with respect to y-coordinate

3quarter2x 3quarter of second midpoint pen up time with respect to x-coordinate

3quarter2y 3quarter of second midpoint pen up time with respect to y-coordinate

Dnx3 Third pen down with respect to x-coordinate

Dny3 Third pen down with respect to y-coordinate

Upx3 Third pen up with respect to x-coordinate

Upy3 Third pen up with respect to y-coordinate

Time3 Total time of third pen up

Midpoints3x Midpoint of third time pen up with respect to x-coordinate

Midpoints3y Midpoint of third time pen up with respect to y-coordinate

Quarter3x Quarter time of third midpoint pen up with respect to x-coordinate

Quarter3y Quarter time of third midpoint pen up with respect to y-coordinate

3quarter3x 3quarter of third midpoint pen up time with respect to x-coordinate

3quarter3y 3quarter of third midpoint pen up time with respect to y-coordinate

Dnx4 Fourth pen down with respect to x-coordinate

Dny4 Fourth pen down with respect to y-coordinate

Upx4 Fourth pen up with respect to x-coordinate

Upy4 Fourth pen up with respect to y-coordinate

Time4 Total time of fourth pen up

Midpoints4x Midpoint of fourth time pen up with respect to x-coordinate

Midpoints4y Midpoint of fourth time pen up with respect to y-coordinate

Quarter4x Quarter time of fourth midpoint pen up with respect to x-coordinate

Quarter4y Quarter time of fourth midpoint pen up with respect to y-coordinate

3quarter4x 3quarter of fourth midpoint pen up time with respect to x-coordinate

3quarter4y 3quarter of fourth midpoint pen up time with respect to y-coordinate

Dnx5 Fifth pen down with respect to x-coordinate

Dny5 Fifth pen down with respect to y-coordinate

Upx5 Fifth pen up with respect to x-coordinate

Upy5 Fifth pen up with respect to y-coordinate

Time5 Total time of fifth pen up

Midpoints5x Midpoint of fifth time pen up with respect to x-coordinate
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respect to the y coordinate. Or the total time
between pen up and pen down

(iii) Quartiles of pen up with respect to X coordinate
(quarter x): quartiles of pen up are the first total

time divided into four equal parts with respect to
the x coordinate

(iv) Quartiles of pen up with respect to Y coordinate
(quarter y): quartiles of pen up are the total time
divided into four equal parts with respect to the y
coordinate

(v) Third quartile midpoints of pen up with respect to
X coordinate (3quarter x): third quartile pen up
midpoints are the three equal parts out of one-
quarter of total time with respect to the x coordinate

(vi) Third quartile midpoints of pen up with respect to
Y coordinate (3quarter x): third quartile pen up
midpoints are the three equal parts out of one-
quarter of total time with respect to the y coordinate

The accuracy obtained by using the feature includes
upx1, upy1, dnx1, dny1, time1, midpoints1x, midpoints1y,
quarter1x, quarter1y, 3quarter1x, and 3quarter1y with
SVM was not high enough. To boost the accuracy, we
extracted some additional features, including total time,
midpoints of total time, quarter time of midpoints, and
3quarter time of midpoints. We used a six-time pen up
and pen down, as shown in Table 4.

3.5. Preprocessing. There exist some irrelevant data obtained
from feature extraction which cannot be used in its original
form. It contained useless content such as the first pen down
x column, the first pen down y column, and attributes con-
taining missing values and extra columns. This type of data
has not been used in our experiments. We have cleaned up
(error-free) the irrelevant data to get the best results.

3.5.1. Remove Columns. Two columns are considered useless
because the first pen down concerning the x-coordinate and
the first pen down concerning the y-coordinate contain “0”

Table 4: Continued.

Features Description

Midpoints5y Midpoint of fifth time pen up with respect to y-coordinate

Quarter5x Quarter time of fifth midpoint pen up with respect to x-coordinate

Quarter5y Quarter time of fifth midpoint pen up with respect to y-coordinate

3quarter5x 3quarter of fifth midpoint pen up time with respect to x-coordinate

3quarter5y 3quarter of fifth midpoint pen up time with respect to y-coordinate

Dnx6 Sixth pen down with respect to x-coordinate

Dny6 Sixth pen down with respect to y-coordinate

Upx6 Sixth pen up with respect to x-coordinate

Upy6 Sixth pen up with respect to y-coordinate

Time6 Total time of sixth pen up

Midpoints6x Midpoint of sixth time pen up with respect to x-coordinate

Midpoints6y Midpoint of sixth time pen up with respect to y-coordinate

Quarter6x Quarter time of sixth midpoint pen up with respect to x-coordinate

Quarter6y Quarter time of sixth midpoint pen up with respect to y-coordinate

3quarter6x 3quarter of sixth midpoint pen up time with respect to x-coordinate

3quarter6y 3quarter of sixth midpoint pen up time with respect to y-coordinate

Table 5: Sample cleaning of useless columns.

Medicine Dnx1 Dny1 Upx1 Upy1

Accupril 0 0 59.16186 33.01608

Accupril 0 0 67.91113 54.263

Accupril 0 0 67.49451 86.75827

Accupril 0 0 49.371 30.72473

Accupril 0 0 -26.0396 66.55288

Accupril 0 0 77.80618 75.82236

Accupril 0 0 76.45212 44.68106

Accupril 0 0 41.66328 47.18067

Accupril 0 0 83.43072 56.55428

Accupril 0 0 46.45455 47.18066

Table 6: Sample addition of missing values.

Medicine Dnx6 Dny6

Accupril 502.355 -21.4552

Accupril 521.5201 0

Accupril 366.2202 -28.0168

Accupril 377.9901 -35.3074

Accupril 0 -50.0969

Accupril 0 21.24692

Accupril 386.1144 -15.5186

Accupril 173.2151 0

Accupril 442.0474 0
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values. These columns have been removed. Furthermore, we
took only six times to pen up and pen down, so extra col-
umns are removed as unnecessary. This data does not affect
the analysis. The description of data that is removed is given
in Table 5.

3.6. Missing Values. Several attributes of the columns con-
tain null values during writing medicine names. The null
values affected the result analysis because the classifier does
not accept these types of data and shows an error to add
values containing null values. Therefore, to improve the
results, we replaced “0” with the null attribute in Table 6.

3.7. Dataset. We collected data for 100 medicine from 2
users while data for 24 medicine from nine users. Each med-
icine contains at least 10 samples for the training dataset.

The total number of training data is 3000 medicine samples.
Each sample is labeled with its respective medicine name.
The user name is also included to train the classifier for each
user separately. The sample of training data is shown in
Table 7.

The classifier employed in this work is given the same
features as input, the same classes of medicine, and the same
number of medicines. We used the KNIME analytics plat-
form for analysis. It is an open-source platform to verify
the online signature (medicine name) of samples.

3.7.1. F-Measures. We have measured the performance of
eleven features, including pen up x, pen up y, pen down x,
pen down y, total time, midpoint x, midpoint y, quarter x,
quarter y, 3quarter x, and 3quarter y, with different classi-
fiers. Features are ranked using all the eleven feature ranking

Table 7: Sample of training data.

Medicine Upx1 Upy1 Time1 Midpoint1x Midpoint1y Quarter1x Quarter1y

Accupril 59.16186 33.01608 430 372.5739 278.4178 389.5516 238.736

Accupril 67.91113 54.263 356 280.2897 240.819 277.165 214.1562

Accupril 67.49451 86.75827 302 378.3026 217.4891 356.3252 195.8256

Accupril 49.371 30.72473 409 352.3672 264.2531 382.2606 245.2976

Accupril -26.0396 66.55288 110 328.3066 249.2553 367.9909 213.6355

Accupril 77.80618 75.82236 363 406.3211 181.5568 373.0946 167.9129

Accupril 76.45212 44.68106 356 403.7172 199.9916 379.5525 204.9909

Accupril 41.66328 47.18067 281 280.498 274.9808 312.1621 189.6806

Accupril 83.43072 56.55428 341 372.1572 225.9254 329.2441 212.6981

Accupril 46.45455 47.18066 345 302.4754 211.24 301.2255 200.929
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Figure 5: Pen up and pen down features accuracy of user 1 and user 2 data.
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metrics. The performance of feature ranking metrics is com-
pared with different classifiers. Macroaverage F1 and micro-
average F1 are used to calculate classification performance.
Precision and recall are the harmonic means of F1-mea-

sure. Description of macro-F1-measure is given below.

Macro Average F1 = 〠
C

k=1

2 × Pk × rkð Þ/ Pk + rkð Þ
C

, ð1Þ

where pk is the precision and rk is the recall values of class k.
Furthermore, it sums up the global precision and recalls for
all classes of the dataset in the micro-F1 measure as given
below.

MicroAverage F1 = 2 × P × r
P + r

, ð2Þ

where p is the precision and r is the recall which is depen-
dent on the overall performance of the classification deci-
sions within the entire dataset.

Precision = tp
tp + fP ,

Recall = tp
tp + fn ,

ð3Þ

where tp is the true positive value, fp is the false positive, and
fn is the false negative value, respectively.

4. Results and Discussion

The accuracy obtained using this chunk of the dataset is 90%
using SVM, as compared to Naive Bayes 70%, gradient
boosted 50%, and 40% from the decision tree. The experi-
mental results reveal that SVM outperformed other states
of the art algorithms for this experimentation. Empirical
results of the pen up and pen down features are obtained
from user 1 and user 2; data are shown in Figure 5.

The comparison evaluation on the features: upx1, upy1,
dnx1, dny1, time1, midpoints1x, midpoints1y, quarter1x,
quarter1y, 3quarter1x, and 3quarter1y have been carried
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Figure 6: Comparison of 20 medicine with 100 medicine data.

Table 8: Accuracy obtained by comparing SVM, Naive Bayes,
decision tree, and gradient boosted on testing data acquired from
user 1 and user 2.

Users SVM Acc NB-Acc DT-Acc GB-Acc

User 1 84% 57 59 56

User 2 78 48 62 61

User 3 77.47 40.85 55 60.56

User 4 77.31 42 77.31 75.63

User 5 74.17 25.83 78.33 80

User 6 60 47.85 73.6 75

User 7 38.5 34.22 65.24 76

User 8 68 54.64 64 69

User 9 61.61 69.86 53.43 71.23

Table 9: Comparison of F-measure score obtained from user 1 and
user 2.

Users SVM-Acc NB-Acc DT-Acc GB-Acc

User 1 84% 62 59 56

User 2 79 57 64 62

User 3 79 61.81 60.26 67.17

User 4 75.75 56 76.6 74

User 5 73.84 48.59 78.67 78

User 6 64 66.7 71.13 70.5

User 7 56 49.19 64.22 73.5

User 8 75 60.82 67.48 70

User 9 65.58 73 59.66 75.71
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out. In this experimental setup, we used 24 medicine data
and achieved 90% with SVM, 75% Naive Bayes, 70% gradi-
ent boosted, and 85% decision tree. The accuracy compari-
son of 20 medicine with 100 medicines for two users is
shown in Figure 6. The accuracy can be enhanced if we con-
sider more pen up and pen down features.

We observed that the sample size of the medicine is
directly proportional to the accuracy. The more the sample
size of medicines increases, the better the accuracy was
obtained. The experimental results of classifiers obtained
from user 1 and user 9 are shown in Table 8.

We can see from Table 8 that SVM performed better for
every user from user 1 to user 9 with higher accuracy of 84%
and 78%, 77.47%, 77.31%, 74.1%, and so on. Some users
have shown low accuracy because of the slow writing of
the medicine name because the time difference of the pen
up and pen down was high, which is the reason for less
accuracy.

We have computed the F1 score, which is the measure-
ment of the test’s accuracy defining the weighted harmonic
mean of the precision and recall of the test data of all the 9
users. Table 9 presents the performance of each classifier
for F-measure obtained data from user 1 to user 9.

The first column of the table shows all the users, and the
rest columns confers the F-measure of all 9 users’ data
obtained according to from SVM, Naive Bayes, decision tree,
and gradient boosted. The graphical representation of
empirical results is shown in Figure 7.

4.1. Comparison with Other Features. Through our medical
prescription features, we obtained better accuracy; however,
additional features can be extracted from original data as
described in [41], certain features have been extracted from
the handwritten medical prescription application, and the
accuracy has been calculated. The proposed features are
discussed:

(i) Pen length (PL): the path length is the total length
covered by the user’s pen tip throughout the signa-
ture creation

(ii) Pen diagonal length (DL): diagonal length is the
maximum (x max, y max) and minimum (x min, y
min) points in the X-Y coordinate

(iii) Time length (TL): the total time of writing the com-
plete signature (the time period between the first
pen down and last pen up)

(iv) Mean speed (MS): mean speed is the average speed
and velocity of the user writing the signature

(v) Covariance X-Y (CXY): covariance means to mea-
sure the scattered points on the signature path

(vi) Vector length ratio (VLR): calculate all vector points
of the signatures from the beginning to each x-y
coordinate
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Figure 7: Graphical representation of F1-measure score obtained from user 1 and user 2.

Table 10: Descriptive states of proposed features, with user 1 data.

Classifier name User 1 data accuracy User 2 data accuracy

SVM 13% 14%

Naive Bayes 31% 16%

Decision tree 39% 36%

Gradient boosted 32% 24%
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We employed the same classifiers with additional fea-
tures described above obtained from user 1 to user 9 for sig-
nature verification. The results of individual classifiers are
shown in Table 10.

The comparison of both types of features obtained from
user 1 and user 9 is shown in Figures 8 and 9, which infers
that the SVM is not proven as a better choice for signature
verification features [41].

Furthermore, the overall performance of each classifier is
appeared as lower than the proposed prescription recogni-
tion system. Further, the observation is recorded that the
proposed prescription recognition system was employing
signature verification techniques performed better than the
others. This confirmed that the local spatial features
(extracted features) depend on spatial features (original
features).

We obtained significant results from both signature ver-
ification features and handwritten prescription recognition

systems. The line curves from Figures 8 and 9 show that
the overall performance of each classifier remains lower as
compared to the proposed handwritten medical prescription
recognition system.

5. Conclusion

Patients face difficulties when reading doctor-prescribed
medication names. This research focused on the perfor-
mance and analysis of various classifiers for the newly estab-
lished handwritten recognition system of medical
prescription. We used signature verification techniques to
recognize the misinterpreted medical prescription issue bet-
ter. For the performance evaluation of the proposed system,
we introduced new features to increase the performance of
the prescription system. We achieved 84%, 59%, 57%, and
56% with SVM, Naive Bayes, decision tree, and gradient
boosted. Furthermore, the experiment is extended to deter-
mine the F-measure with 84%, 62%, 59%, and 51% from
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SVM, Naive Bayes, decision tree, and gradient boosted,
respectively. The experimental results revealed that the pro-
posed system based on the handwritten medical prescription
data outperformed in terms of better recognition accuracy.
This research would help to recognize the prescription in a
better way in the area of health care. In the future, we are
intended to extract additional features based on statistics.
The proposed handwritten medical prescription recognition
system opens a new direction for medical prescription
recognition.
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Objective. To assess the effect of gender factors on serum leptin levels in patients with diabetes mellitus. Methods. To remove any
studies that indicated a relationship between leptin-based inflammatory variables and the prevalence of type 2 diabetes in
particular patient categories, a comprehensive search of all articles published between July 2019 and June 2021 was performed
on PubMed/MEDLINE, Web of Science, Scopus, and EBSCO Host, including Academic Search Premier, Africa-Wide
Information, and Cumulative Index to Nursing and Allied Health Literature. A summary description of the combined analysis
across multiple centers, regions, and continents will help us better understand the effect of gender on serum leptin levels in
patients with diabetes. The meta-analysis was performed using RevMan 5.2 software on the literature that satisfied the
inclusion and exclusion criteria. Results. Plasma CRP levels in women with type 2 diabetes were found to be no different from
those in males with type 2 diabetes, with an OR of 0.12, 95 percent confidence interval (CI) of 0.12 to 0.12, P = 0:01. There
was no statistically significant difference in the plasma level of interleukin-6 (IL-6) between women with type 2 diabetes and
males with type 2 diabetes However, the “inverted funnel” diagram is asymmetrical, indicating a publication bias in the
included studies, despite the fact that there was no statistically significant difference in abnormal leptin levels between men
with type 2 diabetes and women patients (OR = −0:69, 95 percent CI (0.88, 1.00), P < 0:05). Conclusion. Gender factors did not
affect the level of inflammatory factors and leptin level in type 2 diabetes.

1. Introduction

There are 167 amino acids in leptin. Adipocytes remove the
21-amino acid N-terminal signal peptide during the secre-
tion process of leptin to produce active leptin [1]. The
omentum, mesentery, retroperitoneum, and subcutaneous
adipocytes were discovered to have significant leptin quan-
tities. Additionally, skeletal muscle, the stomach’s epithe-
lium, bone, and the heart synthesize [2]. Bursts of release
punctuate the 24-hour cycle of leptin secretion. From
20:00 to 3:00 in the morning the following day, secretion
is at its maximum and lowest around lunchtime [3]. An
important insulin-regulatory hormone, leptin, has a role
in glucose metabolism. One of leptin’s primary targets in
our brain and nervous system is the hypothalamic arcuate
nucleus (ARC). Neuropeptide Y (NPY) neurons and proo-
piomelanocortin (POMC)/cocaine amphetamine-regulated
transcription factor (CART) neurons are present in ARC.

Activating POMC/cart neurons and inhibiting AgRP/NPY
neurons are only a few ways leptin works to lower blood
glucose levels and boost energy expenditure while also
decreasing hepatocyte glucose release [4]. Glucocorticoid
and glucagon levels, insulin levels, and blood glucose stabil-
ity are maintained via the hypothalamic-pituitary-adrenal
axis (HPA). In the sympathetic nervous system, when hypo-
glycemia occurs, preinsulin mRNA and insulin gene activity
may be reduced, and insulin production in the peripheral
may be limited by leptin [5]. Leptin may also increase the
activity of AMPK in islet B cells and activate the ATP-
sensitive potassium channel (KATP), which results in potas-
sium outflow. Leptin can also decrease insulin release after
baseline and glucose stimulation and help regulate glucose
homeostasis [6].

In addition to insulin resistance, hyperglycemia and
hyperlipidemia are all signs of T2DM, which are all associ-
ated with obesity. Leptin levels rise in obese people due to
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increased endogenous leptin resistance [7]. Long-term stim-
ulation with high amounts of leptin reduces islet B cell
responsiveness, inhibits insulin synthesis, and increases
insulin release. This causes hyperinsulinemia and enhanced
insulin resistance, which worsens obesity by increasing lep-
tin secretion and exacerbating leptin resistance. Over the
course of the study, leptin levels in men with type 2 diabetes
mellitus (T2DM) were considerably greater than those in
men without diabetes, indicating that leptin may be used
to predict the development of T2DM. It has been shown that
leptin levels are favorably related to blood insulin levels in
obese and diabetic individuals. Some studies suggest that
serum leptin may be an excellent predictor of insulin resis-
tance in people with type 2 diabetes [8].

Prospective epidemiological studies on the association of
leptin with the risk of type 2 diabetes in the last decade have
shown inconclusive results, with some studies suggesting
that the association between leptin and type 2 diabetes risk
may be sex-specific [9, 10]. We performed a meta-analysis
of prospective studies for different genders to get a more
comprehensive understanding of the effect of gender on lep-
tin levels in diabetic patients.

2. Methods

The PRISMA (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses) declaration was used to per-
form this systematic review. Because all of the analyses were
based on previously published research, no ethical approval
or patient permission was required to carry out the study.

2.1. Literature Search. We searched PubMed/MEDLINE,
Web of Science, Scopus, and EBSCO Host (including Aca-
demic Search Premier, Africa-Wide Information, and
Cumulative Index to Nursing and Allied Health Literature)
for all articles published between July 2019 and June 2021.
A comprehensive analysis of literature from multiple cen-
ters, regions, and continents was conducted. A manual
search of pertinent references in previously published works
was also carried out. There were no linguistic limitations.
Keywords for search include “factor” or “cytokine” or “lep-
tin” or “diabetes” or “leptin + diabetes.” The research
methods include cohort study, prospective study, follow-up
study, and case control study. This search strategy was mod-
ified to allow it to be used in more databases if required.

2.2. Study Selection. Inclusion criteria: the selected literature
and research must meet all the following criteria: (1) it is a
randomized controlled trial, including male group and
female group, which are comparable between the two
groups, (2) the subjects were type 2 diabetic patients with
no definite diagnosis, and (3) published English literature
with complete data. Exclusion criteria: (1) patients with type
1 diabetes and impaired fasting glucose, (2) self-controlled
test, (3) animal experiments, (4) overview/meeting sum-
mary/case study, etc., (5) unable to obtain complete data,
(6) republished literature, (8) summary of the meeting, and
(7) documents with incomplete content and unable to
extract data. Due to the separate study of leptin gender, the

number of papers is small. We also extracted and analyzed
the data of other fat factors.

2.3. Data Extraction and Assessment of Quality. Endnote X7
was used to collect references (Clarivate Analytics, USA).
Two distinct reviewers used search results to assess the
acceptability of the papers, which a third independent
reviewer subsequently evaluated. Two writers cooperated in
creating a table of general research features (information
on important outcome indicators and adverse events, e.g.,
study name, diagnosis, and participant number). Emails or
phones were issued to the authors to get any missing infor-
mation. When the same topic has been addressed, the data
were chosen from the complete journal papers. Researchers
compared two versions of the same article to identify which
was the first. Blinding, sequence creation, allocation conceal-
ment, and other aspects were considered when calculating
the risk of bias in each trial, which was assessed using the
Cochrane Bias Scale. In addition, two reviewers indepen-
dently conducted these assessments. During the previous
rounds, one author was expected to arbitrate any disagree-
ments among the reviewers. To identify the quality of the
research, an in-depth methodological review was necessary;
hence, unpublished articles and conference abstracts were
omitted from the search.

2.4. Statistical Analysis. All statistical computations in this
research were performed using RevMan 5.2. (USA). The rel-
ative risk (RR) and 95 percent confidence interval (CI) were
used for binary outcomes, whereas the mean difference
(MD) and confidence interval (CI) were used for continuous
outcomes. Cochran’s Q test and the I2 statistic were
employed in the study to examine statistical heterogeneity,
and the I2 statistic was utilized to quantify variance. A
fixed-effect model was utilized to account for the difference
when I2 was less than 50%. Aside from that, we analyzed
the data using a random-effects model. Subgroup analysis
means that in the study, the research objects are divided into
different subgroups according to some characteristics of the
research objects (such as gender and disease severity), and
then, the effect values of different groups are estimated and
compared among subgroups. In meta-analysis, the research
can be divided into subgroups for analysis according to cer-
tain research characteristics. Its purpose is to study the inter-
action or effect modification, that is, whether the effect value
is different in different populations or conditions. Subgroup
analysis is one of the important methods to analyze hetero-
geneous results or to answer questions about specific
patients, intervention types, or research types. A subgroup
analysis was undertaken on a range of treatments in control
groups. The leave-one-out strategy was employed to evaluate
sensitivity. To establish whether there is evidence of publica-
tion bias, a funnel plot or a metaregression analysis may be
done, depending on the number of articles. In the research,
the tests Harbord’s and Egger’s were used to uncover the
results for binary and continuous outcomes, respectively. A
statistically significant outcome was one that had a P value
of 0.05 or less.
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3. Results

3.1. Study Characteristics. This meta-analysis includes 10
articles, all of which have studied the relationship between
leptin level and type 2 diabetes risk. Table 1 provides an
overview of each study’s characteristics. There were 31696
diabetics and 31696 nondiabetics who participated in the
10 studies, which were published between 1999 and 2021,
according to the data. One study was carried out in China
while the other eight were undertaken in the United States.
It ranged from 3.2 years to 22 years in the follow-up period.
Leptin levels and type 2 diabetes relationship have been
studied in five of the ten studies using OR estimations. A
radioimmunoassay or an enzyme-linked immunosorbent
assay was often used to measure leptin levels, whereas self-
report and blood glucose levels were frequently used to
detect diabetes, as seen in Figure 1.

3.2. Quality Evaluation. 10 literatures were included, of
which 10 reported the randomization method and the rest
did not mention the randomization method or the method
had high risk. There is no literature to implement double-
blind. Only one literature used blind method for clinical
evaluation and laboratory analysis report. In the outcome
data report, all literatures reported preset outcome indica-
tors, which were rated as low risk. Other biases of 10 litera-
tures were evaluated as uncertain risk, as shown in Figure 2.

3.3. Plasma CRP Results. A total of 10 research results were
included for heterogeneity test. There was heterogeneity
among the groups, and the heterogeneity was large

(P < 0:00001, I2 = 100%) using random-effects model for
meta-analysis; the results showed that compared with male
patients with type 2 diabetes, plasma CRP level in women
with type 2 diabetes no significant difference (OR = −0:12,
95% CI (-0.13, -0.12), P < 0:0001); see Figure 3.

3.4. TNF-α Test Results. A total of 5 cases were included and
tested for heterogeneity. The heterogeneity between each
group was small (P ≤ 0:00001, I2 = 100%); a fixed-effect
model was used for meta-analysis. The results showed that
plasma TNF-α level in females with type 2 diabetes has no
significant difference with that in men (OR = 0:19, 95% CI
(0.18, 0.19), P < 0:00001); see Figure 4.

3.5. Results of IL-6 Test. A total of 10 cases were included and
tested for heterogeneity. There was great heterogeneity
among the groups (P < 0:00001, I2 = 97%); a random-
effects model was used to carry out the meta-analysis. The
results of plasma IL-6 levels in women in type 2 diabetes
areas compared with men are presented in Figure 5. The dif-
ference in plasma IL-6 levels between genders was not statis-
tically significant (OR = −0:00, 95% CI (-0.00, -0.01),
P < 0:00001).

3.6. Leptin Test Results. A total of 10 cases were included and
tested for heterogeneity. The heterogeneity between groups
was small (P = 1:00, I2 = 0%); a fixed-effect model was used
for meta-analysis. The results showed that there was no
statistically significant difference in abnormal leptin level
between man patients with type 2 diabetes and woman

Table 1: Features of each research.

Author (year) Participants Outcomes

Lilja (2012) [9] 640
Leptin in men and adiponectin in both sexes were independent predictors of T2DM. The association
was modified by the degree of insulin sensitivity. The leptin/adiponectin ratio may add predictive

information beyond the separate hormones.

McNeely (1999) [10] 410
Among Japanese Americans, increased baseline leptin levels are associated with increased risk of

developing diabetes in men but not in women.

Sans S; Padró T
(2013) [29]

1011
In a population with relatively high diabetes incidence, BMI and glucose were strong risk factors,

while adiponectin protected against diabetes, especially in men with high glycemic level.

Schmidt (2006) [13] 10275

High leptin levels, probably reflecting leptin resistance, predict an increased risk of diabetes.
Adjusting for factors purportedly related to leptin resistance unveils a protective association,

independent of adiponectin and consistent with some of leptin’s described protective effects against
diabetes.

Sun (2010) [16] 32826
These data suggest a strong inverse association between plasma sOB-R levels and risk of type 2

diabetes, independent of BMI, leptin, and adiponectin levels.

Thorand (2010) [17] 7936
Two adipokines leptin and adiponectin interact in modulating type 2 diabetes risk, but adiponectin is

more strongly associated with type 2 diabetes risk than leptin.

Welsh (2009) [18] 5672
Leptin, similar to other markers of adiposity in general, is more strongly related to risk of diabetes

than CVD in the elderly.

Söderberg (2007) [19] 2330
High leptin levels are associated with the future development of diabetes, and the association is

independent of other factors in men, but not in women.

Kouvari (2021) [20] 2020
Report an inverse association between Mediterranean diet and NAFLD. Mediterranean diet protected

against diabetes and CVD prospectively among subjects with NAFLD.

Peller (2020) [21] 273
In type 2 DM, patients with AF have higher resistin and adiponectin concentrations than patients

with no AF. None of the studied adipokines proved a predictor of future AF development.
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patients (OR = −0:69, 95% CI (0.88, 1.00), P < 0:05); see
Figure 6.

3.7. Publication Bias. A funnel chart (Figure 7) was made
according to the leptin level test results, which showed that
there may be publication bias.

4. Discussion

Leptin is considered to be a regulator of human food intake
and energy consumption, because hypothalamic receptors
easily bind to leptin, which can regulate appetite [11]. Sev-
eral studies have shown that leptin decreases insulin sensi-
tivity, which in turn decreases glucose tolerance [12].
Leptin has been shown to inhibit the expression of insulin
precursor gene and finally affect the secretion of insulin.
According to these results, higher leptin levels are associated
with an increased risk of diabetes because of the role it plays
in regulating insulin sensitivity and secretion [13]. Accord-
ing to the results of this prospective study, there were no
gender differences in leptin levels and type 2 diabetes, which

is not consistent with the findings of Chen et al. [14]. In the
present study, we also considered the obesity of the patients
and found that the relationship between obese leptin levels
and diabetes was not strong, which is consistent with previ-
ous studies [14, 15]. Our assessment factors were broader
than previous studies (including plasma CRP results, TNF-
α test results, results of IL-6 test, leptin test results, and pub-
lication bias), so the comprehensiveness of the assessment
results may be higher.

Obesity and leptin have a strong correlation in humans,
which may be due to a condition known as leptin resistance.
So far, we have found some reasons for leptin resistance,
such as the reduction of BBB transport and the lack of leptin
signal transduction in neurons [16]. Chronically high levels
of leptin may compromise receptor system responsiveness
in insulin-producing cells, resulting in insulin resistance
[17]. The inability to control insulin release is due to a
reduction in the responsiveness of cells. Hyperinsulinemia
may aggravate obesity by increasing leptin and gene expres-
sion in white adipose tissue (a major source of leptin pro-
duction) [18]. Obesity and insulin resistance may occur
from an overproduction of leptin, which in turn promotes

100 of records
identified through
database searching

98 of records
screened

25 of full-text
articles excluded,

with reasons: Mixed
with treatment

methods
35 of full-text

articles assessed
for eligibility

10 of studies
included in
qualitative 
synthesis

# of studies
included in 
quantitative 

synthesis
(meta-analysis)

63 of records
excluded

31 of records after duplicates
removed

29 of additional 
records identified

through other
sources

Figure 1: Document screening process.
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the development of diabetes. In a prospective trial, males
who were insulin sensitive had a higher risk of developing
type 2 diabetes, whereas insulin resistance had a lower risk
(RR = 1:03 for a 1-log ng mL1 elevation in leptin, 95% CI
0.76–1.39), according to the researchers. This study reveals
that leptin and insulin sensitivity may be linked [19].

Gender differences in the association between leptin and
diabetes may be caused by many different factors [11]. The

fat distributions of males and women are vastly different.
Type 2 diabetes may be linked to men’s visceral fat, whereas
women’s subcutaneous fat is a key source of leptin, a hor-
mone linked to weight gain and obesity [20]. When leptin
levels rise, males may have a greater chance of developing
diabetes than women. Leptin has a central catabolic effect
on female rats’ brains, which are more sensitive than male
rats [21]. It is also possible that there are gender-specific
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Figure 3: CRP level in women with type 2 diabetes with no significant difference.
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Figure 4: TNF-α level in females with type 2 diabetes has no significant difference with that in men.

Study or subgroup
Mean Total

Experimental
SD Mean TotalSD

Weight
IV, fixed, 95% CI IV, fixed, 95% CI
Mean difference Mean difference Control

Kouvari M, 2021
Lilja M, 2012

Peller M, 2020
Sans S; Padró T, 2013
Schmidt MI, 2006
Söderberg S, 2007
Sun Q, 2010

Welsh P, 2009

Total (95% CI)

�orand B, 2010

McNeely MJ, 1999

Test for overall effect: Z = 0.23 (P = 0.82)
Heterogeneity: 𝜒2 = 349.18, df = 9 (P < 0.00001); I2 = 97%

Favours [female]Favours [male]
0–2–4 2 4

0.04
–1.12
–2.87
–3.21

–0.012
–0.059
–0.098
–0.045
–0.032
–0.113

31696 31696 100.0%

0.557
0.312
0.856
0.761
0.435
0.238
0.239
0.776
0.365
0.782

320
205
505

5138
16413
3968
2836
1165
1010
136

0.04
–1.45

–2.234
–3.098
–0.032
–0.066
–0.078
–0.023
–0.019
–0.158

0.501
0.323
0.811
0.711
0.429
0.217
0.208
0.731
0.312
0.833

320
205
505

5138
16413
3968
2836
1165
1010
136

0.5%
0.8%
0.3%
3.9%

35.8%
31.2%
23.0%
0.8%
3.6%
0.1%

0.00 [–0.08, 0.08]

–0.64 [–0.74, –0.53]
0.33 [0.27, 0.39]

–0.11 [–0.14, –0.08]

0.01 [–0.00, 0.02]
0.02 [0.01, 0.03]

–0.02 [–0.03, –0.01]

0.04 [–0.15, 0.24]

0.00 [–0.00, 0.01]

–0.01 [–0.04, 0.02]
–0.02 [–0.08, 0.04]

Figure 5: IL-6 level among women with type 2 diabetes compared with men has no significant difference.
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differences in leptin transport across the BBB or in leptin
intracellular signaling cascades when estrogen deficiency
occurs [22]. The nonlinear leptin–diabetes association found
in men may suggest that the central effect of leptin, rather
than its peripheral effect, contributes to the inhibitory effect
of leptin on insulin secretion because free leptin levels in
cerebrospinal fluid are already saturated at low circulating
levels of leptin. The results were also inconclusive when
looking at the data by gender [23].

Despite variances in research design, time of follow-up,
illness identification, and other technical difficulties [24], it
is possible that ethnic discrepancies in the connection
between leptin and diabetes led to study heterogeneity
[25]. An analysis of the American Cohort Research found
that blacks had greater leptin levels than whites after con-
trolling for body mass index and other factors, according
to the study [25]. In the Atherosclerosis Risk in Communi-
ties Study, it was shown that blacks had considerably higher
leptin levels than whites even after controlling for age, gen-
der, and geographic location [26]. Using a mixed ethnicity
stratified research, we found that leptin had no influence

on the incidence of type 2 diabetes in males and a minor
protective effect on the incidence in women (all studies
within the stratum had recruited blacks) [27]. As a result,
further future research is required to investigate correlations
that are specific to ethnicity [28].

5. Conclusions

In summary, gender factors did not affect the level of inflam-
matory factor leptin in type 2 diabetes.

6. Limitation

Our research also has several limitations. (1) No consider-
ation is given to racial characteristics. We discovered that,
although there is no difference between males and women,
there are disparities across races. (2) The included literature
is limited and outdated. (3) There are flaws in data statistical
analysis. Efforts should be taken in the future to prevent
making similar mistakes in the study.
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Background. A meta-analysis was performed to evaluate the effectiveness and safety of ultrasonic osteotomes in spine surgery to
standard spinal surgery procedures. Methods. Using the search keywords “bone curette”, “cutter”, “scalpel”, “bone shaver”,
“aspirator”, “osteotome”, “ultrasonic”, “piezosurgery”, and “dent ∗” in the databases of PubMed (1966-2021.12), Cochrane
Library, Embase (1986-2018.12), Web of Science (1978-2021.12), and China Academic Journals Full-Text Database (CNKI,
1979-2021.12). Two researchers reviewed the literature, extracted and extensively assessed the data, and included information
on the study quality. RevMan v5.3.5.0 was used for the meta-analysis. Results. A total of 10 trials with a total of 911 patients
were included. The meta-analysis findings revealed that, when compared to traditional methods, ultrasonic osteotomes could
save operation time (OR = −18:83, 95 percent CI (-22.76, -14.99), P = 0:03) and reduce intraoperative bleeding (OR = −66:73,
95 percent CI (-75.70, -57.76), P = 0:04) and postoperative complications (OR = 0:38, 95 percent CI (0.21, 0.69), P = 0:001).
There was, however, no significant difference in the hospital stay (OR = −1:34, 95 percent CI (-1.90, -0.77), P = 0:23) and
symptom improvement rate (OR = 1:03, 95 percent CI (0.73, 1.45), P = 0:86). Conclusion. There is evidence that using an
ultrasonic osteotome in spine surgery is safe and effective and may minimize intraoperative bleeding and save time. However,
there is no significant difference in symptom improvement rate, hospital stay length, or postoperative complications compared
to standard surgical equipment. Therefore, more high-quality investigations are needed to corroborate the initial results.

1. Introduction

As the human body’s second lifeline, the spine is responsible
for the central axis bone and nerve conduction of the human
trunk and surrounding intricate nerves and blood vessels
[1]. Its clinical operation is highly complex and risky, with
high demands for preoperative, midoperative, and postoper-
ative image confirmation, surgical equipment, operator
experience, and operation technology. Spinal surgery tech-
nology has advanced fast due to the advancement of surgical
equipment [2]. Although high-speed drills (HSDs), osteo-
tomes, laminectomy forceps, nucleus pulposus forceps, and
other traditional surgical instruments in spinal surgery are
widely used in intraoperative decompression and osteotomy
[3], studies have shown that they can cause intraoperative
nerve, blood vessel, spinal cord, dura mater, and other
injuries. On the other hand, traditional spinal surgery relies

on physicians’ clinical knowledge and intraoperative scan-
ning pictures. It thus has several drawbacks, such as substan-
tial trauma and long postoperative recovery [4].

Piezosurgery is a bone surgery equipment that works on
the basis of high-intensity focused ultrasound (cavitation
effect, thermal effect, and mechanical effect) [5]. The trans-
ducer in the knife converts electrical energy into mechanical
energy by using high-intensity focused ultrasound technol-
ogy [6]. After a high-frequency ultrasonic vibration, the
water in the contacting tissue cells evaporates and the pro-
tein hydrogen bond is destroyed, fully damaging the bone
tissue to be cut during the surgery [7]. The ultrasonic cutter
head operates at a temperature of less than 38°C and a prop-
agation distance of less than 200 microns [8]. Because high-
intensity focused ultrasound can only destroy bone tissue of
a certain hardness, it does not harm blood vessels or nerve
tissue while also stopping bleeding at the surgical wound,
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reducing the impairment of minimally invasive surgery, and
significantly improving accuracy, reliability, and safety. It is
currently widely used in oral and maxillofacial surgery.
Hidaka employed UBC in a cervical double-door lamino-
plasty for the first time in 1998, indicating that it may reduce
the risk of intraoperative nerve and dural injury. Since then,
UBC has piqued the interest of a growing number of spine
surgeons [9].

In recent years, there has been an increase in the number
of reports on the use of UBC in spine surgery. However,
because of the small number of cases and lack of data, there
is still no consensus on UBC’s effectiveness and safety [10].
As a consequence, this study collected relevant literature
comparing the effectiveness and safety of UBC and tradi-
tional tools in spinal surgery in the United States and over-
seas for meta-analysis in order to provide evidence-based
medical data supporting the use of UBC in spinal surgery.

2. Materials and Methods

2.1. Search Strategy. Search the databases of PubMed (1966-
2021.12), Cochrane Library, Embase (1986-2018.12), Web of
Science (1978-2021.12), China Academic Journals Full-Text
Database (CNKI, 1979-2021.12), Wanfang Database (1998-
2021.12), and Google Scholar (1989-2021.12), among other
databases. “Bone curette”, “cutter”, “scalpel”, “bone shaver”,
“aspirator”, “osteotome”, “ultrasonic”, “piezosurgery”, and
“dent ∗” are the English search phrases. All databases have
a retrieval period that runs from the moment the database
was established until December 30, 2021. In addition, addi-
tional references were manually obtained in order to incor-
porate all of the literature.

2.2. Inclusion and Exclusion Criteria. The inclusion criteria
are as follows. (1) The research was intended as a controlled
clinical trial of UBC in spinal surgery, involving a random-
ized controlled study, a cohort study, and a case-control
study. (2) The participants included patients having spinal
surgery for conditions such as cervical spondylosis, ossifica-
tion of the thoracic ligamentum flavum, lumbar disc hernia-
tion, and lumbar spinal stenosis; spinal trauma; spinal
infection; spinal tumor; and spinal deformity; and so on.
(3) The experimental group employed UBC to decompress
and osteotomize the bone tissue and calcified tissue, whereas
the control group used standard surgical tools such as HSD,
bone biting forceps, and bone knife. (4) Outcome variables
included operation duration, intraoperative bleeding, hospi-
tal stay, postoperative neurological improvement, and safety
indicators, as well as postoperative sequelae. The criteria for
exclusion are as follows: (1) research with less than five
examples; (2) overviews, conference papers, and expert
opinions; (3) non-English literature; and (4) documents
unable to extract data and so on.

2.3. Study Selection and Data Extraction. According to the
PRISMA flow chart, the first and second authors will under-
take screening, literature quality review, and data extraction
based on the inclusion and exclusion criteria before con-
ducting the cross inspection. In the event of a dispute, they

will be sent to third-party arbitration, with the appropriate
author appointed as the third-party arbiter. During the
screening process, the authors first use the literature man-
agement software to import the title, eliminate the repeti-
tion, and then browse the label to exclude the literature
not related to this study. If the information contained in
the title is insufficient to exclude, the method of reading
the abstract and full text shall be used to determine whether
it can be included. If necessary, the authors attempt to con-
tact the original research author through email or phone to
collect data information that has not yet been identified
but is critical for this investigation. A predesigned data
extraction form is used for recording. The specific compo-
nents are as follows: (1) the title of the article included in
the study, the original author, the publication date, and the
magazine in which it was published; (2) subject baseline
characteristics and intervention measures for the experimen-
tal and control groups: sample size, gender, age, disease
course, classification, intervention technique, length of treat-
ment, withdrawal, follow-up, and so on; (3) relevant aspects
of bias risk assessment: adherence to the randomization
principle, blindness, dispersion and concealment, and so
on; and (4) measurements of outcome, including main and
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searching

21 of additional
records identified

through other
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published in
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Figure 1: Document screening process.
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secondary: incision time, bleeding volume, postoperative
JOA, complications, and so forth.

2.4. Bias Risk Assessment. The risk of bias was assessed and
cross-checked by the first and second authors using the
inclusion and exclusion criteria. Any issue must be resolved
via arbitration with a third party. The risk of bias in RCT
studies was assessed using the Cochrane Library’s suggested
technique, while the risk of bias in cohort studies was
assessed using the NOS grading scale.

2.5. Statistical Analysis. The data in the study were meta-
analyzed using RevMan software v5.3.5.0. If the information
is of the counting type, the combined statistics are relative
risk (RR) or odds ratio (OR); if it is of the continuous vari-
able type, the weighted mean difference (WMD) is used for
meta-analysis, and the 95 percent confidence interval (CI)
is presented. In addition, use 2. Perform a heterogeneity test.
If P > 0:10 and I2 > 50, analyze heterogeneity using the fixed
effect model, followed by a source of heterogeneity analysis
and subgroup analysis depending on the causes for heteroge-
neity. If the heterogeneity cannot be decreased or the I2 is
more than 50, the random effect model is employed to ana-
lyze the data. Furthermore, if the heterogeneity is too great
and lacks analytical significance, a descriptive analysis will
be performed. Set the significance criterion for meta-

analysis to = 0.05. When the number of the included pieces
of literature surpassed 10, an inverted funnel diagram was
used to analyze the publication bias of the included research.

3. Results

3.1. Research Characteristics. In all, 920 pieces of relevant lit-
erature were gathered. Following the screening, ten studies
with a total of 911 participants were chosen, including five
randomized controlled trials and five cohort studies. The
document screening method is shown in Figure 1. Table 1
summarizes the key elements of the included investigation.

3.2. Data Quality Assessment. The bias risk assessment
found that the one randomized controlled trial had signifi-
cant levels of selection bias, implementation bias, and mea-
surement bias, as well as poor overall quality. One of the
five cohort studies assessed received a NOS score of 6, two
received a score of 7, and two received a score of 8. The over-
all quality of the cohort research was outstanding (Figure 2).

3.3. Operation Time of Patients. The operation time was
recorded in ten trials. The heterogeneity test findings were
P < 0:00001 and I2 = 51%. The random effect model was
used for meta-analysis. As shown in Figure 3, the findings
revealed that the mean operating time (min) of the UBC

Table 1: Literature features included in the study.

Author (year) Participants Outcomes

Williams BJ, 2011 78
Provided general benchmarks of durotomy rates and served as a basis for ongoing efforts to improve

safety of care.

Street JT, 2012 942
Identified a very high rate of previously unrecognized postoperative complications, which adversely affect
LOS. Without strict adherence to a prospective data collection system, the true complexity of this surgery

may be greatly underestimated.

Onen MR, 2015 46
For patients with CSM, laminectomy using the UBS provides a safe, rapid, and effective decompression
with lesser blood loss. The low rate of complications lessens the postoperative morbidity rates and

shortens hospital stay.

Bydon M, 2014 30

Decreased incidence in intraoperative durotomy and overall perioperative complication rates in the
BoneScalpel cohort, although this did not reach the level of statistical significance. Nonetheless, the data
demonstrate that the BoneScalpel is a safe and efficacious alternative to the high-speed drill in these

challenging patients.

Bartley CE, 2014 20
The use of an ultrasonic bone scalpel to perform the bone cuts associated with facetectomies and apical

Ponte-type posterior releases resulted in significantly less bleeding compared with cuts made with
standard osteotomes and rongeurs, limiting overall blood loss by 30% to 40%.

Bydon M, 2013 337
The safety and efficacy of ultrasonic bone curettes in spine surgery has not been well established. This
study shows that the ultrasonic bone curette has a similar safety profile compared with the high-speed

drill, although both are capable of causing iatrogenic dural tears during spine surgery.

Matsuoka H, 2012 33
The ultrasonic bone curette is a useful instrument for recapping hemilaminoplasty in various spinal
surgeries. This method allows anatomical reconstruction of the excised bone to preserve the posterior

surrounding tissues.

Hazer DB, 2016 307
We recommend this device as an assistant tool in various spine surgeries and as a primary tool in

foraminotomies. It is a safe device in spine surgery with very low complication rate.

Hu X, 2013 128
Overall, the ultrasonic scalpel was safe and performed as desired when used as a bone cutting device to
facilitate osteotomies in a variety of spine surgeries. However, caution should be taken to avoid potential

thermal injury and dural tear.

Ito K, 2009 12
The scalpel-type ultrasonic bone curette is useful for cutting bone and effective for the reconstruction of

the laminae. Laminotomy with an ultrasonic bone curette is safe and minimally invasive.
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group was shorter than that of the traditional surgical
method group, and the difference was statistically significant
(OR = −18:83, 95 percent CI (-22.76, -14.99), P = 0:03).

3.4. Intraoperative Bleeding in Patients. Five research reported
on the quantity of intraoperative bleeding. The heterogeneity
test findings were P < 0:00001 and I2 = 59%. The random
effect model was used for meta-analysis. As demonstrated in
Figure 4, the quantity of intraoperative bleeding in the UBC
group was smaller than that in the traditional surgical method
group, and the difference was statistically significant
(OR = −66:73, 95 percent CI (-75.70, -57.76), P = 0:04).

3.5. Hospitalization Time of Patients. The duration of
hospital stay was reported in six trials. The heterogeneity test
findings were P < 0:000 01 and I2 = 27%. The random effect
model was used for meta-analysis. As indicated in Figure 5,
there was no significant difference in the duration of hospital
stay between the UBC group and the traditional surgical
method group (OR = −1:34, 95 percent CI (-1.90, -0.77),
P = 0:23).

3.6. Postoperative Symptom Improvement Rate. Eight studies
found that less of the postoperative symptoms improved.
The heterogeneity test findings were P = 1:00 and I2 = 0%.
For meta-analysis, the fixed effect model was utilized. As
demonstrated in Figure 6, there was no significant difference
in the rate of improvement of postoperative symptoms
between the UBC group and the traditional instrument
group (OR = 1:03, 95 percent CI (0.73, 1.45), P = 0:86).

3.7. Postoperative Complications. A total of ten studies com-
pared patients’ postoperative problems. The heterogeneity
test findings were P = 0:97 and I2 = 0%. For meta-analysis,
the fixed effect model was utilized. As demonstrated in
Figure 7, there was a significant difference in the incidence
of postoperative problems between the UBC group and the
conventional instrument group (OR = 0:38, 95 percent CI
(0.21, 0.69), P = 0:001).

3.8. Publication Bias. A funnel chart was used to explore
publication bias. In comparing the postoperative complica-
tions of patients in the UBC group and the traditional
instrument group, there was no obvious asymmetry in the
funnel chart, suggesting no obvious publication bias, as
shown in Figure 8.

4. Discussion

Spinal disorders have risen steadily in recent years [10].
However, due to severe fatigue, the cervical and lumbar
segments often produce hypertrophy and ossification of
the posterior longitudinal ligament and ligamentum flavum
[11]. Conventional spinal surgery, such as laminoplasty, uses
the “bowstring effect” formed by the spine’s physiological lor-
dosis and kyphosis to contact the pressor of the spinal cord or
open the space behind the spinal cord to keep the spinal cord
from compression and achieve the effect of decompression
[12]. Traditional resection primarily employs LP and HSD
[13]. Although they have excellent benefits when used cor-
rectly, the average vertebral incision duration and the fre-
quency of associated problems are considerable [14]. They
have amore precise cutting ability, and the heat energy created
by friction with bone tissue during osteotomy may cause
hemostasis. Still, the accumulated heat is difficult to grasp,
and a too-high temperature can burn the osteotomy’s perime-
ter [15]. Hence, drip cooling is often employed in clinical set-
tings, although studies demonstrate that it cannot diminish
the heat effect created by friction. Finally, a response force is
made on the handle during the high-speed rotation of the drill
bit. Slippage and catastrophic accidents are easily caused by
improper operation [16].

The introduction of UBS as a novel osteotomy dynamic
system gives spine surgeons a new option. It may selectively
cut tissue based on density and elasticity using the rupture
and cavitation effects to prevent unintended harm [17].
According to Sanborn et al., the bleeding volume of UBS is
smaller than that of LP. UBS is also more secure and
dependable than HSD. It has two modes: “regular” and “cold
cutting.” The former is suitable for separating soft tissue and
bone cortex, has a greater temperature, and may halt
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bleeding; the latter is very safe when used near the dura
mater and spinal cord [18].

Furthermore, rotating the cutting section of UBS on a
frequent basis, lengthening the residence time at the same
place by 10s, and improving local perfusion may reduce
the temperature of the cutting interface, preventing thermal
injury [19]. The ability of UBC to minimize operating time
has long been a subject of contention among spine surgeons.
Some specialists believe that when removing a significant
amount of bone or calcification, UBC is less efficient than
standard instruments (such as HSD and lamina rongeur)
and that the learning curve for UBC is longer. As a conse-

quence, UBC requires more time to operate than ordinary
instruments. Most studies now believe that UBC may signif-
icantly reduce intraoperative bleeding when compared to
typical surgical equipment [20].

However, according to a research published in 2014 by
Byron, which evaluated the efficacy of UBC and HSD in
decompression surgery in individuals with achondroplasia,
there is no significant difference in hospital stay between
the UBC and HSD groups [21]. Our research is partly in line
with the results of this experiment, but there are also differ-
ences. According to the findings of this meta-analysis, there
was no significant difference in hospital stay between UBC
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and conventional equipment [22].We feel the following causes
are possible. (1) The illness diagnosis of the included individ-
uals varies and is diverse. (2) The baseline levels of patients
included in relevant research vary. Most studies employ UBC
in patients who have a protracted decompression or osteotomy
stage, severe spinal cord compression, and a significant risk of
vascular and nerve damage. (3) Each research has a modest
sample size [23]. In terms of symptom improvement, two
studies in this meta-analysis found no difference between the
UBC group and the conventional device group. Eight research
studies found that patients’ symptoms in the UBC group
improved considerably. We feel the following causes are possi-
ble: (1) the assessment criteria for symptom improvement in
various research varied, (2) the follow-up duration was brief,
and (3) the sample size is insufficient.

Bagga et al. believe that the problems in the UBC group
are lower than those in the conventional instrument group
based on noncontrolled trials [24]. They think this is due
to UBC’s selective bone cutting and slight injury to periph-
eral blood vessels and nerve tissue. According to this meta-
analysis [25], the incidence of UBC-related complications
during spinal surgery was 5.88 percent (12/204), with dural
rupture being the most prevalent, accounting for 4.90
percent (10/204). According to the numerous studies, the
primary causes of a dural tear include dural ossification or
extreme compression, inability to absorb vibration, UBC
absorption, involvement, high force, or thermal damage
induced by long-term residence [26]. According to the find-
ings of this meta-analysis, there was a statistically significant
difference in the incidence of postoperative complications
between UBC and conventional tools [27]. We feel the
following causes are possible: (1) various physicians’ compe-
tency in UBC, (2) differences in UBC of different brands,
and (3) integrity and validity of medical records.

5. Limitations

The study’s shortcomings are as follows. (1) There are few
high-quality clinical control study papers among the 10
included studies, which include publication bias and selec-
tion bias. (2) The research solely includes 911 occurrences.
However, there is a substantial gap between patients and
the massive sample size and multicenter data required for
statistical analysis of evidence-based treatment. (3) There
are differences in the ages and diagnoses of the people
included in the study, as well as variability throughout the
study. (4) It is difficult to identify the details of each research
execution, such as whether other traditional instruments
(such as curettes) are used in combination with UBC, how
skilled doctors are, and how authentic and comprehensive
medical records are. As a consequence, it is hard to thor-
oughly examine UBC’s effectiveness and safety and the
meta-result analysis should be considered seriously.

6. Conclusion

In conclusion, based on the existing clinical data, using an
ultrasonic osteotome in spine surgery is safe and prosperous,
reducing intraoperative bleeding and shortening the opera-

tion time. However, it offers no clear benefits over standard
equipment in easing patients’ symptoms, shortening hospital
stays, and lowering surgical complications. However, because
of the low quantity and quality of the included research, the
results mentioned above must be supported by more high-
quality investigations.
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As more drugs are developed and the incidence of polypharmacy increases, it is becoming critically important to anticipate
potential DDIs before they occur in the clinic, along with those for which effects might go unobserved. However, traditional
methods for DDI identification are unable to coalesce interaction mechanisms out of vast lists of potential or known DDIs,
much less study them accurately. Computational methods have great promise but have realized only limited clinical utility.
This work develops a rule-based inference framework to predict DDI mechanisms and support determination of their clinical
relevance. Given a drug pair, our framework interrogates and describes DDI mechanisms based on a knowledge graph that
integrates extensive available biomedical resources through semantic web technologies and backward chaining inference,
effectively identifying facts within the graph that prove and explain the mechanisms of the drugs’ interaction. The framework
was evaluated through a case study combining a chemotherapy agent, irinotecan, and a widely used antibiotic, levofloxacin.
The mutual interactions identified indicate that our framework can effectively explore and explain the mechanisms of potential
DDIs. This approach has the potential to improve drug discovery and design and to support rapid and cost-effective
identification of DDIs along with their putative mechanisms, a key step in determining clinical relevance and supporting
clinical decision-making.

1. Introduction

Drug-drug interactions (DDIs) can result in debilitating ill-
ness and sometimes death and so represent serious concerns
for pharmaceutical companies, clinicians, and patients
worldwide. Indeed, in the US, DDIs were recently found to
be responsible for 231,000 emergency room visits [1] and
22.2% of hospital admissions [2]. These numbers illustrate
the potential exponential growth of health risks that could
occur due to polypharmacy [3], itself a rising concern given
the high prevalence of chronic diseases, psychological disor-
ders such as depression, and other such conditions. Interac-
tions such as toxicity or reduced efficacy may occur when
two or more agents are coadministered, necessitating dose

adjustment or switching to a different therapeutic interven-
tion. While we may prevent additional DDIs by contraindi-
cating drug pairs for which adverse events have been
observed in clinic, it remains necessary to develop new
methods to improve our understanding of known, unob-
served, and potential DDIs [4].

In terms of mechanism, DDIs can be pharmacokinetic
(interactions either enhance or reduce effects), pharmacody-
namic (interactions occur at or close to the site of action), or
both [5]. The mechanisms of most known DDIs were tradi-
tionally discovered through single-pathway studies. Exam-
ples of traditional discovery approaches include laboratory
and animal model studies, as illustrated by the drug interac-
tion guidance document published by the FDA. While this
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guidance document has enabled researchers and pharma-
ceutical companies to gain understanding of DDIs, it has
some major shortcomings [6]. First, its main limitation is
that it focuses mostly on the interactions of cytochrome
enzymes (CYPs), ignoring other potential mechanisms. Sec-
ond, current DDI study requirements are applied during
clinical trials; thus, the drugs are often tested in small num-
bers of patients and in the absence of many possible
cofounding factors [7]. As such, the slowness and limited
focus of traditional approaches for discovering new and
potential interactions means that the problems posed by
DDIs will undoubtedly continue.

To address this issue in a cost-effective and high-
throughput manner by leveraging machine learning, we
proposed a rule-based inference framework to explore and
explain the biological related mechanisms of potential DDI
mechanisms [8]. First, we designed an extract, transform,
load (ETL) method utilizing semantic web technologies to
bring together extensive biomedical data, information, and
knowledge from diverse resources and integrate it all into a
mechanistic knowledge graph. Second, we developed a back-
ward chaining inference rule-based framework to recognize
pharmacological and other related mechanistic effects from
that graph, applying a set of rules to effectively identify facts
that prove and explain the mechanisms of interaction.
Finally, we conducted evaluation and validation of the
framework using the antineoplastic chemotherapy agent iri-
notecan and the quinolone antibiotic levofloxacin, whose
pharmacokinetics profiles are well-documented.

2. Literature Review

Computational methods for predicting DDIs constitute an
area of considerable research interest, leading to the develop-
ment of diverse methods and published resources. These
methods have employed a variety of algorithms and utilized
many features such as biological effect interactions [9], pro-
tein similarities [10], clinical and genomic factors [11], and
drug-target [12] and drug-protein [13], as well as drug infor-
mation on web [14, 15], text-based data [14], protein inter-
action networks [16], mechanisms of toxicity [17], and
enrichment analysis [18]. Among the diverse computational
methods that have been used in DDI research, rule-based
systems have shown especially promising results [19]. Fun-
damentally, these systems simulate a human expert’s
decision-making ability using rules (i.e., IF-THEN state-
ments). For example, a rule-based method has been utilized
to discover DDIs from numerous collections of unstructured
texts [20, 21]. Others that have been used include knowledge
graphs [4, 10], machine learning [22, 23], and deep learn-
ing [24].

Despite the quantity of research conducted in this area,
recent efforts have realized only limited clinical utility. More
specifically, study findings generally only demonstrate asso-
ciations that are either pharmacokinetic or pharmacody-
namic in nature; however, focusing on one level of DDIs
neglects important information about other possible interac-
tions such as multipathway interactions [10]. Furthermore,
existing efforts have mostly focused on a relatively limited

scope of features and have incorporated only a small number
of biomedical resources. Still, there is an enormous quantity
of data, information, and knowledge available concerning
DDIs and their mechanisms of interaction that could be
used for exploration [25, 26]. Leveraging these large-scale
resources is key to realizing the cost-effective, high-
throughput prediction of DDIs that are new to clinical
practice or have occult rather than overt effects, as well as
diagnosing those that occur in remote treatment situations.

3. Methods

3.1. Phase 1: The Extract, Transform, Load (ETL)
Methodology. In the biomedical domain, data and knowl-
edge are often provided in an assortment of formats, in addi-
tion to being provided by a multitude of disparate,
disconnected resources; this fractured availability hinders
discovery and processing. In the context of DDIs, there is
great variability in the reporting of interactions and associ-
ated mechanisms by the many commercial and free license
resources [27, 28]. Synthesizing these resources to generate
a comprehensive utility through which interactions can be
discovered both handily and accurately is an ongoing chal-
lenge. To overcome these obstacles, we built an ETL method
to generate a mechanistic knowledge graph for DDIs. Our
ETL method represents an important development towards
filling in the knowledge gaps that exist between multiple bio-
medical resources and ensuring the greater success of knowl-
edge discovery.

The ETL method specifically utilized semantic web tech-
nologies for the extraction, integration, and representation
of knowledge and data. We also customized it by adding a
validation layer that uses reasoning capabilities to test for
consistency among classes, instances, and their relationships
[29], which is necessary before loading to ensure accurate
reasoning. In this phase, the ETL prepares the knowledge
graph that will be used later for the inferential task. This
phase consists of four main steps: extracting data and knowl-
edge from multiple resources, integrating them into a single
graph, validating, and finally loading the information into a
knowledge graph in a data store.

3.1.1. Extract: Collecting Information on Drug Mechanisms
of Interaction. The first step was to examine data and
knowledge resources and extract their relevance to our
study, with a focus on information concerning DDIs and
their mechanisms of interaction. We mainly examined
data and knowledge that contain pharmacological, biomo-
lecular, physiological, and genetic information. Those four
groups represented the core classes of the ETL and contained
subclasses that categorize the respective instances/entities,
i.e., genes and drugs. For pharmacological information, we
downloaded DrugBank [30] from https://go.drugbank.com/
releases/latest in March 2022. For biomolecular information,
we obtained the National Cancer Institute Thesaurus (NCI)
[31] and Gene Ontology terms (GO) [32] from the Unified
Medical Language System (UMLS) [33]. The National Drug
File–Reference Terminology (NDF-RT) [34] for physiologi-
cal information was also sourced from the UMLS, while the
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Pharmacogenomics Knowledge Base (PharmGKB) [35], rep-
resenting genetic information, was downloaded from https://
www.pharmgkb.org/downloads in March 2022.

3.1.2. Transform: Building the Mechanistic Knowledge
Graph. The transformation phase comprised three major
steps:

Step 1: design a mapping strategy for integrating the rel-
evant resources extracted into a single knowledge graph.

Step 2: insert and group relationships between instances
and classes in the knowledge graph.

Step 3: choose the appropriate tools to describe and rep-
resent entities and relationships among DDIs and their
mechanisms of interaction.

For the mapping strategy and the insertion of relation-
ships, we used the UMLS as the backbone for our knowledge
graph, as its purpose is to provide an integrated system in
the biomedical domain. For semantic tools, we used Jena
[36, 37] for building and storing the mechanistic knowledge
graph instances and Protégé [38] for creating classes, rela-
tionships, and consistency checks.

The process of transformation relied primarily on con-
cept unique identifiers (CUIs) from the UMLS Metathe-
saurus dataset, which contains more than 4,441,326
concepts and more than 200 relationships from more than
155 biomedical data and knowledge resources. We have
written Javascript code using a Jena semantic tool to gener-
ate the instances and add their semantic relationships from
the UMLS MySQL database into the mechanistic knowledge
graph. Specifically, from the MRCONSO table, we extracted
and transformed NCI, GO, and NDF-RT resources and then
added semantic relationships from the MRREL table. Drug-
Bank and PharmGKB are not part of the UMLS terminology
system, so instances and relationships from them were
added to the knowledge graph through a shared identifiers
technique; for example, the genetic information (relation-
ships) for levofloxacin in the PharmGKB dataset was added
to the knowledge graph using the CUI ID link provided at
http://pharmgkb.org/chemical/PA450214/link.

3.1.3. Validate: Using the Semantic Network. Validation is
always necessary when integrating multiple resources and
grouping semantic relationships between instances. Accord-
ingly, we designed an ontology using the Protégé tool, which
supports many semantic web formats such as RDF, RDFS,
OWL, and XML schema. Four main classes were created to
cover the pharmacological, biomolecular, physiological,
and genetic levels. After that, we created subclasses as fol-
lows: (1) drugs, rdfs:subclass of pharmacological; (2) genes,
enzymes, and biological processes, rdfs:subclasses of biomo-
lecular; (3) effect and mechanism of action, rdfs:subclasses
of physiological; and (4) SNPs, rdfs:subclass of genetic. To
properly insert the created instances of the mechanistic
knowledge graph into the classes and subclasses for each
instance, we utilized corresponding semantic types from
the MRSAT table, which contains more than 133 semantic
types that together constitute a categorization terminology
encompassing diverse biomedical domains. We asserted
the semantic types as properties of each instance in the

knowledge graph; for instance, T028 represents the Gene
or Genome type in UMLS, so all instances that belong to
T028 were added to the genes subclass of biomolecular.
After validating the knowledge graph, we next checked for
consistency among classes, subclasses, and instances, a nec-
essary step when integrating multiple data resources. We
used the Pellet [39] reasoner for this task as it is compatible
with Jena and wrote Javascript code to check the consistency
of our ontology. The results demonstrated it to be appropri-
ately consistent.

3.1.4. Load: Storing the Mechanistic Knowledge Graph in a
Triple Store. The last step of the ETL process was to load
the knowledge graph into a data store. For this, we used
Jena’s TDB triple store [37]. The process of creating and
uploading the knowledge graph happened once and offline,
which allows for fast performance as the information is
stored locally with no changes [40]. Figure 1 illustrates the
steps of the ETL methodology.

3.2. Phase 2: The Inference Algorithm. After creating the
mechanistic knowledge graph, we developed the second part
of the rule-based framework, the inference algorithm. Rule-
based methods have received particular attention in DDI
prediction, as they endeavor to mimic the decision-making
ability of human experts and have been employed with good
results [19], including when extracting information from
unstructured text [20, 21]. However, existing systems are rel-
atively limited in terms of both the knowledge resources they
draw upon and the types of interactions they consider, and it
remains difficult to estimate the actual clinical significance of
any given computationally predicted DDI. Leveraging the
full breadth of available knowledge [25, 26] and considering
multiple and more complex mechanistic dimensions such as
multipathway interactions [10] can allow us to not only
more comprehensively identify putative DDIs but also assess
their relevance to clinical practice. We aimed to do exactly
this with our approach.

We used backward chaining as the inference algorithm,
which starts with a hypothesis and searches a knowledge
graph until that hypothesis is either accepted or rejected
[41]. In our study, we hypothesized that there could be a
potential interaction between two drugs that have pharma-
cological effects at the metabolism and transporter levels
(i.e., inhibition or induction) and share some biomedical fea-
tures among four main categories (pharmacological, bimo-
lecular, physiological, and genetic). Given this hypothesis,
the framework would then apply rules on a knowledge graph
using the backward chaining inference algorithm to find evi-
dence to prove the hypothesis according to a defined set of
rules. More specifically, the framework takes two drugs as
goals, and the inference algorithm looks for facts in the
knowledge graph that return pharmacological effects and
shared biomedical features.

4. Results

4.1. The Rule-Based Framework Requires Multiple Facts and
Rules for DDI Exploration and Explanation. The framework
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was developed as summarized in Figure 2. In this frame-
work, we considered a DDI as prospective if it was recog-
nized as having pharmacological effects on the joint basis
of either inhibition or induction with respect to metabolism
and transport and also shared the maximum number of
biomedical features among four core defined categories
(pharmacological, bimolecular, physiological, and genetic).
We evaluated the framework’s performance on a pair of
commonly co-administered drugs, the chemotherapy agent
irinotecan and the antibiotic agent levofloxacin, for which
a potential interaction was previously identified [42].

To explore the possibility of a DDI, we proposed a back-
ward chaining algorithm based on a rules framework that
links facts (i.e., IF parts) to conclusions (THEN parts). The
developed framework is comprised of six rules, which have
been validated by a clinician, to explore and explain the
mechanisms of potential DDIs, which are as follows:

4.2. Integration of Mechanistic DDI Information and
Pharmacological, Biomolecular, Physiological, and Genetic
Effects Provide the Necessary Evidence for DDIs in the
Clinical Setting. In our rule-based framework, we combined
six types of biomedical data and information (genes, pro-
teins, biological processes, molecular function, physiology,
and SNPs) and achieved a high-quality knowledge represen-
tation from which to determine whether a potential DDI

may exist. A SPARQL query [40] over the mechanistic
knowledge graph was generated in which all features of
interactor 1, levofloxacin, were retrieved from multiple
resources and incorporated in the final framework as dem-
onstrated in Figure 3.

4.3. The Framework Proves Potential DDI through
Mechanisms of Interaction. To demonstrate the reliability
and effectiveness of the implemented rules, we had the
framework consider two major layers of backward chaining
inference in a sequence that would propose mechanisms
for the possible DDI between concurrently-administered
levofloxacin and irinotecan. The first layer addresses when
both interactors intervene pharmacologically at the metabo-
lism level (i.e., inhibit or induce enzymes and transporters),
and the second layer when both interactors share a maxi-
mum number of features within the classes (pharmacologi-
cal, bimolecular, physiological, and genetic). Through
conducting backward chaining inference on the knowledge
graph, our framework identified the most relevant pathways
connecting the two drugs and yielded a proposed mecha-
nism of their DDI, illustrated in Table 1. Specifically, the
framework identified levofloxacin as an inhibitor for both
an ABC transporter protein, ABCB1, and the CYP3A4
enzyme, while irinotecan was likewise identified as a sub-
strate for both. In humans, CYP3A4 is the most widely

EXTRACT
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Figure 1: Our methodology for extracting biomedical data, information, knowledge, and features of drugs, transforming them to a
knowledge graph, validating the knowledge graph, and then loading them into a comprehensive mechanistic local store.
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expressed of CYP proteins; it constitutes as much as 70% of
gastrointestinal CYP activity and mediates 40-45% of all
phase 1 metabolic reactions [43–45]. In addition, similarity
between the two drugs was detected at three levels, including
that both agents are contraindicated when a patient is allergic
to either and both decrease DNA integrity, which satisfies the
backward chaining rules. Furthermore, the two drugs share
substructures; that is, both contain the following: hydroxy
compounds, heterocyclic compounds, aromatic compounds,
phenols and derivatives, pyridines and derivatives, benzene
and derivatives, carboxylic acids and derivatives, acetates,
ethers, aliphatic, and aryl amines, phenyl esters, anisoles, (iso)-
quinolines and derivatives, and hydroxyquinolines.

Therefore, the framework detected CYP3A4 and ABCB1
as primary candidates for the mechanism of this drug pair’s
interaction. Notably, CYP3A4 and ABCB1 are coexpressed
in the liver and intestines, and the liver is where irinotecan

is converted to its active metabolite, SN-38, through hydro-
lysis by carboxylesterases (CESs) [46, 47]. In the liver, SN-
38 can be glucoronized, detoxified by enzymes of the
UGT1A1 family, and eliminated via release into the intes-
tines; or it can be oxidized through the action of CYP3A
proteins. Meanwhile, irinotecan can itself be oxidized by
CYP3A proteins, producing either of two inactive metabo-
lites. Ultimately, irinotecan, its elimination, and the abun-
dance of SN-38 are regulated heavily through CYP3A4 and
UGT1A1 [46, 47]. In contrast, levofloxacin metabolism in
humans is limited; the drug is primarily excreted through
the urine without any alteration [48, 49]. Interestingly, the
findings from our computational approach suggest a poten-
tial effect of levofloxacin on CYP3A4 activity; namely, it
could influence the metabolism dynamics of CYP3A4 sub-
strates such as irinotecan. This merits further investigation
to improve our understanding of levofloxacin and its DDIs.

Transporter

Inference framework

Input

Identify potential drug-drug interactions
using mechanism features

Enzyme
Rule base

Knowledge
base

Database

Effect Physiology

Physician
GeneticMechanistic

features

Figure 2: Rule-based framework for exploring and explaining the mechanisms of potential drug-drug interactions.

If
<one drug inhibits metabolism or transport of another >
AND<one drug induces metabolism or transport of another >
AND<two drugs share the same pharmacological target >
OR<two drugs share biomolecular features>
OR<two drugs share physiological pathways >
OR<two drugs have common genetic variations >
Then
< a DDI occurs >

Algorithm 1
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Another finding highlighted ATP-binding cassette trans-
porters as a potential candidate mechanism. These trans-
porters comprise a large superfamily of membrane proteins.
ABCB1 in particular (along with its analogs) has become
known for its importance in the absorption of drugs and drug
candidates. Interestingly, numerous reports have found that
coadministration of an ABCB1 inhibitor and substrate can
greatly increase blood levels of the substrate, resulting in seri-
ous side effects [50, 51]. Accordingly, ABCB1 interactors need
to be investigated in terms of both their substrate and inhibitor
properties—perhaps especially the latter in the context of
DDIs. Notably, the literature supports levofloxacin as an
ABCB1 substrate [48], while our framework indicated a
potential inhibitory effect on ABCB1 transporters; both imply

potential interaction of levofloxacin with all ABCB1 sub-
strates, including irinotecan.

Several drugs are known to interact with irinotecan at
different levels [42, 52]. Limited data suggest that oral quin-
olone antibiotics may have their plasma concentrations
reduced upon chemotherapy with antineoplastic agents
[48, 49]; however, there has not yet been any report of an
interaction between irinotecan and levofloxacin. As a
broad-spectrum antibiotic, levofloxacin is used extensively
in cancer patients for treating infections; in addition, accord-
ing to the guideline, levofloxacin is also used as a postche-
motherapy course prophylactic for patients in which febrile
neutropenia is a substantial risk [53]. If levofloxacin and iri-
notecan interact, extensive use of levofloxacin in patients
receiving irinotecan would predispose them to that DDI,
which may result in unwanted and potentially hazardous
adverse effects.

5. Discussion

In this research, we developed a computational framework
that utilized a rule-based approach to explore and explain
the biological related mechanisms of potential DDIs. This
present work focuses strongly on leveraging multiple large-
scale biomedical resources to provide support for assessing
the mechanisms of interaction at work in DDIs so as to iden-
tify potential DDIs. Further, we tested the framework by
examining the putative DDI between irinotecan (an antineo-
plastic chemotherapy agent) and levofloxacin (a quinolone
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Figure 3: The multiple mechanistic features of levofloxacin, extracted from different biomedical resources.

Table 1: Summary of the potential mechanism of interaction of
coadministered irinotecan and levofloxacin.

Irinotecan Levofloxacin

Pharmacological effects

Metabolizing enzymes CYP3A4 substrate CYP3A4 inhibitor

Transporters ABCB1 substrate ABCB1 inhibitor

Biomedical features

Pharmacological (MoA) NA NA

Biomolecular NA NA

Physiological Decreased DNA integrity

Genetic NA NA
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antibiotic); the mechanisms so identified suggest directions
for confirming the clinical significance of this predicted DDI.

Upon validation, our framework has the potential to add
significant value to current practices surrounding DDIs.
First, requirements to identify potential DDIs have been
established by food and drug administrations in several
countries and are mandatory for new drug approval [6, 54].
Such requirements might increase the cost of drug research
and delay approval. Second, the limited knowledge available
to clinicians regarding existing and unknown DDIs affects
clinical decisions, especially when alternative agents are not
available. The mechanism-centered approach employed in
this framework allows for consideration of not only a DDI’s
possible occurrence but also its clinical relevance.

In having developed this framework, it has become clear
that the state-of-the-art has mainly focused on a relatively
limited scope of features and reasoning and has incorporated
a relatively small number of knowledge resources. In existing
knowledge of drug mechanisms, biomedical features are
among those considered as possible causes; accordingly, if
for a pair of drugs known to produce a DDI there is suspi-
cion that a particular set of biomedical features is the cause
of that DDI, then it seems reasonable to extend this concern
to a hypothetical other pair of drugs sharing the same
biomedical feature pattern. Our current framework uses a
simplistic form of combined similarity computation that
could be greatly expanded on or even replaced in further
works. The present implementation considers each biomed-
ical feature pattern to be equally important and therefore
implies that the more of these patterns that are satisfied,
the more likely there is a need to be concerned about a
DDI. It is important to consider how “similar” two pairs
need to be to raise an alarm for potential DDI. Under the
current framework, the similarity does not need to be very
great, and yet the number of false alarms raised seems to
be reasonably low. We believe that the basic premise is
sound, but enhancement/replacement of the similarity
determination with more comprehensive computational
methods could yield promising results; we have several
thoughts in that direction. Nonetheless, this work fulfills its
purpose, which is to provide a new direction as a means of
differentiation from prevailing approaches and thereby
invite greater attention to be given to the process of evalua-
tion as opposed to the production and expansion of
resources for use in evaluation [55].

6. Conclusion

This work introduces a rule-based framework that has utility
for exploring and explaining possible DDIs, as demonstrated
by our case study of the commonly coadministered chemo-
therapy agent irinotecan and antibiotic levofloxacin. It rep-
resents an initial step toward developing an efficient system
that can be utilized by researchers and clinicians to reduce
requirements for drug approval, particularly concerning
DDI studies, and hence accelerate a drug’s approval. In addi-
tion, such a framework would provide support that aids cli-
nicians in making clinical decisions, especially for new drugs
with limited evidence.
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Breast cancer is one of the leading causes of increasing deaths in women worldwide. The complex nature (microcalcification and
masses) of breast cancer cells makes it quite difficult for radiologists to diagnose it properly. Subsequently, various computer-aided
diagnosis (CAD) systems have previously been developed and are being used to aid radiologists in the diagnosis of cancer cells.
However, due to intrinsic risks associated with the delayed and/or incorrect diagnosis, it is indispensable to improve the
developed diagnostic systems. In this regard, machine learning has recently been playing a potential role in the early and
precise detection of breast cancer. This paper presents a new machine learning-based framework that utilizes the Random
Forest, Gradient Boosting, Support Vector Machine, Artificial Neural Network, and Multilayer Perception approaches to
efficiently predict breast cancer from the patient data. For this purpose, the Wisconsin Diagnostic Breast Cancer (WDBC)
dataset has been utilized and classified using a hybrid Multilayer Perceptron Model (MLP) and 5-fold cross-validation
framework as a working prototype. For the improved classification, a connection-based feature selection technique has been
used that also eliminates the recursive features. The proposed framework has been validated on two separate datasets, i.e., the
Wisconsin Prognostic dataset (WPBC) and Wisconsin Original Breast Cancer (WOBC) datasets. The results demonstrate
improved accuracy of 99.12% due to efficient data preprocessing and feature selection applied to the input data.

1. Introduction

In recent years, humans have become more prone to various
types of cancer than they have ever been. Cancer is a leading
cause of death worldwide and is considered to be responsible
for one out of every six fatalities [1]. The most common type
of cancer in terms of new cases is breast cancer. Breast can-

cer alone claimed the lives of around 40,920 women in 2018
[1, 2]. According to the World Health Organization (WHO),
around 2.90 million women are diagnosed with breast can-
cer every year [3]. The term cancer refers to more than
100 diseases that affect different regions of the human body.
To understand the beginning of cancer, an insight into the
normal cell division is required. Cells are the fundamental
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units that undergo programmed cell death (apoptosis) and
proliferate (via mitosis) to regenerate. But sometimes, envi-
ronmental and genetic factors interfere with the pro-
grammed process of division or death and begin to grow
uncontrollably resulting in a mass of cells called a tumor.
The tumor can be cancerous and has the ability to metasta-
size to other parts of the body and cause pathology [3]. A
benign tumor, on the other hand, means that the tumor is
not malignant. For the treatment of any type of cancer, early
detection is an essential factor. Therefore, it is important to
exploit different diagnostic methods for the automated
detection of cancer. Breast cancer is caused by the rapidly
proliferating cells that develop breast lumps [4, 5]. As per
the reports of the World Health Organization (WHO),
breast cancer is among the top-ranked reasons for fatalities
in women. Hence, it is critical that in addition to the diagno-
sis, the treatment of breast cancer is equally important at the
early stages. The diagnosis of breast cancer can be made pos-
sible because of physiological changes in the breast; there-
fore, monitoring and screening of breast cancer on a
regular basis are important and can help in the early diagno-
sis of the disease.

Machine learning (ML) methods have extensively been
utilized over the last few decades to develop various predic-
tive models which are capable of effective decision making.
Similarly, the use of machine learning can drastically
improve the automated decision-making process and can
prove to be an excellent aid to medical practitioners in the
early and precise detection of breast cancer. ML techniques
can effectively be utilized to identify various patterns in a
dataset and, hence, can predict the type of cancer (either
malignant or benign). For the automated detection of breast
cancer, various important parameters, i.e., marginal adhe-
sion, clump thickness, and uniformity of cell shape or size
(bland chromatin, the normality of nuclei, single epithelial
cell size, and mitosis), are extracted from breast cancer
mammography (X-ray pictures). In addition to these, some
other factors, such as age, number of previous biopsies,
and the number of the first-degree relatives having breast
cancer, can also be used to predict the occurrence and repe-
tition of breast cancer. Furthermore, for the prediction of
breast cancer using ML techniques, the utilized data may
also include parameters from the blood analyses reports
such as BMI, age, HOMA, glucose, and leptin. Moreover,
the nonpathological data, such as ethnicity, pregnancy his-
tory, nursing history, obesity, radiation or carcinogenic
chemical exposure to the face or chest in the early 30s or
before, poor levels of vitamin D, sedentary lifestyle, and
irregular menstrual history, can also be helpful in the predic-
tion and diagnosis of breast cancer using ML approaches.

By carefully selecting features and manipulating data, we
present a unique approach for the diagnostic prediction of
breast cancer in our work. We used the WDBC dataset to
diagnose features [6]. The study is aimed at predicting the
tumor with high accuracy even with a reduced set of attri-
butes. Existing research strictly focused on the use of tradi-
tional classification models in order to achieve accuracy.
However, in our proposed solution, we have improved the
overall classification process. This included handling data

noise, data sampling, and applying filter-based feature selec-
tion methods for determining optimal features, followed by
five classification methods for comparative analysis of the
performance of different classifiers. Moreover, the perfor-
mance is tested multiple times over different test-train splits
to determine the best split. Figure 1 shows the stages
involved in the experiment that including the data prepro-
cessing step, feature selection, data handling and application
of classification models, and evaluation of their accuracy.

The subsequent part is organized as follows: Section 2
encompasses a literature review, leading datasets, and cur-
rent problems, Section 3 of this paper discusses the solution
proposed in this study, Section 4 explains the methods and
experimentation process which have been used, Section 5
provides an analysis of the experimental results along with
a comparative analysis with previous researches, Section 6
analyzes the results of our proposed approach on other data-
sets, and Section 7 discusses the conclusion and future
works.

2. Related Work

Various researches can be found for the detection of breast
cancer using different ML and neural network approaches;
for example, Karabatak and Ince present a hybridized neural
network-based breast cancer diagnostic system in [7]. The
presented approach utilizes an association rule-based
method to derive patterns from the breast cancer data. The
association rules have been used to reduce the number of
features, eliminating useless or less contributing features by
finding relations as associations among closely related fea-
tures. This technique helped in the reduction of feature
space. The Wisconsin Breast Cancer dataset has been uti-
lized for the training and testing of the presented technique.
The results demonstrate the effectiveness of the presented
hybridized neural network in terms of efficiency, and it also
outperforms all other neural networks implemented in the
study for comparison purposes [7].

Similarly, Ravdin and Clark [8] utilized a neural network
to forecast a patient’s chance of survival by using the prog-
nostic data involving the time factor. A data of 1373 patients
was utilized, and the neural network’s prediction was also
compared to that of a regression model. Moreover, Wolberg
et al. [9] developed a linear diagnostic model to forecast
malignant risks for nonrecurring cases and the recurring
time period of diseases. This model was tested using a
cross-validation approach on a dataset of 569 patients, yield-
ing an accuracy of 97.5%. Quinlan [10] built a model for
medical diagnostics and prediction by adding a Minimum
Description Length (MDL) penalty to the C4.5 decision tree
method, which resulted in a 94.74% accuracy. Furthermore,
utilization of a large amount of data can also be found in lit-
erature; e.g., Delen et al. [11] used a big dataset of roughly
200,000 patient records. They have compared a decision tree
model, i.e., C4.5, to several neural networks and linear
regression models. They concluded that for large datasets,
a decision tree method like C4.5 outperforms the other
two, achieving an accuracy of 93.6 percent or higher.
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Speaking of hybrid ML models, a hybrid model proposed
by Ravi et al. [12] exhibits improved performance in terms
of efficiency, because the model uses only critical features
for its training. For this purpose, a combination of feature
selection algorithms and fuzzy systems has been utilized.
In this hybrid model, the number of rules used during the
training process was minimized by using a modified thresh-
old accepting algorithm. The model was trained on Wiscon-
sin’s Breast Cancer Classification (extracted from the UCI
repository), and the Wine classification dataset. It was dem-
onstrated that the model performs more efficiently when
fewer but more relevant features are used. To further
improve the performance of the model, another feature
selection, and extraction method, i.e., the Principal Compo-
nent Analysis (PCA) was also incorporated [12]. Similarly,
Khan et al. [13] improved the learning performance by using
various derivations of decision trees, including Fuzzy Deci-
sion Trees (FDT), Hybrid Decision Trees (HDT), and other
related fuzzy rules to estimate the rate of recurrence for the
breast cancer patients. The presented model has been
trained and tested on the SEER dataset. The presented
results demonstrate that the utilization of the Fuzzy Decision
Tree model made the presented scheme more robust.
Another hybrid approach for breast cancer classification
has been proposed by Kaya and Uyar [14]. They combined
the detection of diseases using rough sets and advanced
machine learning algorithms. They used the breast cancer
dataset acquired from the UCI repository and reported an
accuracy of 98.6%.

Histopathological diagnosis serves as the gold standard
for the diagnosis of malignant and benign breast cancer.
However, mental anxiety and physical pain can come as a
part of needle biopsy as it is invasive. Based on ultrasound
images, medical image data mining methods are used in

order to obtain diagnostic information of malignant and
benign tumors in a noninvasive manner. The authors in
[15] proposed a dictionary training-based method in order
to noninvasively obtain diagnostic information. They use
their method to adaptively extract different texture features
for selection and classification. A data of total 128 cases were
used for the study, 67 of which were malignant and 61 of
which were benign resulting in a classification accuracy on
0.9070. According to 2 : 1, the dataset was divided in a ran-
dom manner into training and testing sets, including 85
training sets and 43 testing sets.

The authors in [16] performed a study to analyze the
effect of ultrasound technology and deep learning technol-
ogy combined on the breast-conserving surgery for breast
cancer. They designed a deep LDL model and introduced
two models for comparison. The first was the semiautomatic
segmentation algorithm RA, and the second was the seg-
mentation model ON. They applied their designed algo-
rithm to the breast-conserving surgery of patients suffering
from breast cancer. A total of 102 female patients with early
breast cancer were divided into three groups W1, W2, and
W3. The W1 group contained 34 cases (ultrasound guidance
based on deep learning segmentation model), the W2 group
contained 34 cases (ultrasound guidance), and the W3 group
contained 34 cases (palpitation guidance). The conclusion of
the study suggested that the deep LDL model improved the
tumor resection very effectively.

The primary attempt at computerizing medical images
happened during the 1960s, which is, until now, a significant
subject of research in the field of medical imaging. Recent
research in AI for the medical field has given rise to
computer-aided diagnostic systems. Computer-aided detec-
tion (CAD) fills in as a symptomatic guide to help the doc-
tor’s job by using accurate and noninvasive computer

Implementation
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Perceptron model 5-fold cross validation

Data preprocessing 

Data explorationStage 1 Eliminating 
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Figure 1: Breast Cancer Diagnostic (BCAD) framework.
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systems. In spite of these figures, automated detection soft-
ware is not broadly utilized for the purpose of breast screen-
ing. In breast cancer imaging research, the focus has mainly
been on ultrasound 2D/3D imaging combined with deep
learning. The authors in [17] proposed a CAD framework
for distinguishing the tumor grades of breast cancer by using
US images. A total of 44 features were collected for the
study. The viability of the proposed framework was checked
in light of clinical data.

Various models found in the literature also report signif-
icantly high accuracies; for example, an LS-SVM classifier-
based model by Polat and Güneş reports an accuracy of
98.53% and utilized 10-fold cross-validation. Another model
based on an SVM classifier is proposed in [18] that demon-
strates 99.02% classification accuracy even without using any
cross-validation technique [18]. On the other hand, Akay
et al. [19] presented an innovative and effective technique,
by using combinations of swarm optimization statistical
models for breast cancer detection and reported an accuracy
of 98.71%. Another technique reporting a high model accu-
racy is proposed by Marcano-Cedeño et al. in [20]. This
technique utilizes the AMMLP method by using an Artificial
Neural Network over the biological metaplasticity property
and reports an accuracy of 99.26%.

Similarly, there have been other cancerous and autoim-
mune diseases that have been worked upon such as multiple
sclerosis (MS). It is an autoimmune disease that causes issues
in the central nervous system up to a mild or severe extent.
Like all such diseases, early detection and treatment are nec-
essary in order to reduce the impact of the diseases. The
authors in [21] propose a convolutional neural network-
(CNN-) based framework (CNN) segmentation scheme for
the extraction of MS lesion from a 2D brain MRI slice. They
further implemented the VGG-UNet scheme in order to
achieve a better MS detection. A pretrained VGG19 was
considered as the encoder section. They performed their
testing on 30 patient images. It was seen that their scheme
provided a significantly better result in comparison to tradi-
tional UNet, VGG-SegNet, VGG-UNet and SegNet. Their
experiment implemented on 2D slices of flair modality veri-
fied that this work provided with a better value of accuracy
(>98%), dice (>92%), and Jaccard (>85%).

2.1. Limitations of Previous Frameworks. The features
selected from datasets for diagnostic purposes highly impact
the effectiveness and accuracy of the machine learning
models [22–25]. Although various researches can be found
that focus on feature selection and extraction from several
popular and organized datasets, e.g., the WDBC dataset
[26], it is still important to select the optimal features with-
out changing them as it reduces the computational complex-
ity and training time of the model and improves the
accuracy to a great extent if a right subset is chosen. The typ-
ical yet significant problems like outliers, noise, unnorma-
lized data, and high computational complexity have not
been taken into consideration in previous studies. Further-
more, it is also important that the computational complexity
is low. The number of features trained is linked to the com-
putational complexity. Hence, it is important to identify the

minimum number of features that will help accurately clas-
sify the tumor. In addition to feature selection, there is a dire
need for new or specifically tailored model structures to
improve the diagnosis.

3. Leading Datasets

The most commonly used datasets for breast cancer predic-
tion include the SEER Breast Cancer (SEERBCD) [27], the
Coimbra Breast Cancer (CBC) dataset [28], the Wisconsin
(Prognostic) Breast Cancer (WPBC) dataset [29], the Wis-
consin (Diagnostic) Breast Cancer dataset [26], the Wiscon-
sin Original Breast Cancer (WOBC) dataset [30], and the
Breast Tissue Dataset (BTD) [31]. The WPBC dataset stores
data based on 30 attributes that are calculated from digital
photos. The WDBC dataset is comparable to the WPBC
dataset. The BTD dataset is preferred due to the inclusion
of the impedance measurements of newly removed breast
tissues that have been acquired at various frequencies [31].
The CBC dataset [28], on the other hand, is gathered via
routine blood analysis and contains anthropometric date.
This dataset contains 10 predictors in total. The predictors
are quantitative, and a binary-dependent variable indicates
the presence or absence of breast cancer. The SEERBCD
was received in November 2017 through the National Can-
cer Institute’s SEER program. Moreover, Dr. Wolberg’s clin-
ical cases were used to create the WOBC dataset. It contains
organized chronologically data, with eight groups containing
the number of instances documented between January 1989
and November 1991.

3.1. The WDBC Dataset. The aforementioned and some
other datasets have been used in a number of research stud-
ies. However, the most used and preferred dataset is the
WDBC dataset which has also been used for breast cancer
diagnosis in this study. This dataset has been widely utilized
because it has a large number of recorded instances (699),
and the data comprises medical information of real patients,
hence making the dataset an important dataset used in liter-
ature. Dr. Wolberg was the contributor to this dataset. Using
a graphical computer program known as Xcyt, he obtained
multiple fluid samples from patients having solid breast
masses. The dataset is virtually noise-free with very few
missing or outlier values. Each of the features is evaluated
on a scale of 1 to 10: 1 is interpreted as being closest to
benign, and 10 is interpreted as a closet to malignant. Vari-
ous significant studies utilizing WDBC dataset for medical
diagnosis can be found in the literature; for example, Zheng
et al. [32] used the WDBC dataset and applied K-means and
SVM algorithms for the breast cancer diagnosis. Suryachan-
dra and Reddy [33] also utilized the WDBC dataset and
compared the performance of the Bayesian belief network,
DT, and SVM.

Cherkassky [34] in his study performed the analysis of
WDBC using SVM with RBF and polynomial functions as
kernel functions. They achieved an accuracy of 97.1%. de
Bruijne [35] used a feed-forward neural network model as
well as a backpropagation learning algorithm combined with
momentum and variable learning rate. The study proved
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that the performance of multilayer neural networks is better
than that of a one-layer neural network. This study also used
the WDBC dataset [35]. In [36], Aryal and Paudel used the
WDBC for Gradient Boosting and 10-fold cross-validation,
resulting in the accuracy of 98.88% with a set of 30 features.
Saygili [37] performed an analysis on this dataset recently. In
his study, he used Random Forest for classification purposes
and achieved an accuracy of 98.7%. He performed feature
selection using Gain Ratio and used a set of 24 features
and 10-fold cross-validation. Dubey et al. [38] performed
on the WDBC dataset. They achieved an encouraging accu-
racy of 92.0%. Salama et al. [39] performed on the WDBC
dataset with 30 features. They applied various different
models. The best performance was demonstrated by Sequen-
tial Minimal Optimization (SMO) and 10-fold cross-
validation. It resulted in an accuracy of 97.71%. Table 1
shows a comparison of machine learning algorithms on the
WDBC dataset.

4. The Proposed BCAD Framework

This paper presents a state-of-the-art approach to breast
cancer diagnosis. The objective of the paper is to identify
the most accurate machine learning model which can pre-
dict the occurrence of breast cancer based on the various
patients’ clinical data. In order to achieve this, we propose
a hybrid method for feature selection. This method includes
the use of correlation-based feature selection first, followed
by the recursive feature elimination method, which helps
in the reduction of the feature space. The aim is to achieve
encouraging classification accuracy over a reduced number
of features using the original features without changing
them, as opposed to the dimensionality reduction method.
Feature selection is performed in order to reduce feature
space and test how much influence the feature space has
over classification accuracy.

Figure 1 illustrates the BCAD framework flowcharts,
which elaborate the data preprocessing, attribute selection
using filter-based feature selection methods, and classifica-
tion using the Multilayer Perceptron Model. As previously
mentioned, the dataset utilized in this study is the Wisconsin
Diagnostic Breast Cancer (WDBC) dataset which contains
569 samples. The target values (labels: M (malignant)/B
(benign)) indicate that the person’s tumor is malignant (can-
cerous) or benign (noncancerous). We have used the WDBC
dataset for experimentation.

4.1. Data Preprocessing. The first step of the Breast Cancer
Diagnostic (BCAD) framework shown in Figure 1 is data-
preprocessing. In this step, the random sampling technique
(which is included in Scikit Learn) creates a unique sampling
distribution that is based on real data. For data visualization,
the Numpy, Pandas, and Seaborn libraries are used. Large
and multidimensional matrices and arrays are supported
by Numpy. It also provides a mathematical function to oper-
ate the arrays. Pandas provided data structures and opera-
tions for manipulating numerical tables. Seaborn helps
with a high-level interface for drawing on statistical graphs.
All these libraries are present in Scikit learn as a package.

TensorFlow is used for machine learning applications such
as neural networks. Keras is a specific library designed for
fast experimentation with neural networks. Normalization
is then applied to normalize the distribution and increase
the success rate. In this study, the standardization/z-score
normalization procedure was utilized. Standardization is
performed to guarantee that the features are properly
normalized.

Data preprocessing is done first, then data is examined
for discrepancies or missing values, and then random sam-
pling is done. Sampling creates a one-of-a-kind sampling
distribution based on actual facts. The purpose of sampling
is to provide a more accurate assessment of the chosen fea-
tures. After that, the data is normalized.

4.2. Feature Selection. The second step is the features selec-
tion, and it involves several filter-based methods. The analy-
sis to identify the strongest predictors to address using
correlation analysis is followed by recursive feature
elimination method. For picking the strongest predictors,
this approach proves better than other nonparametric
approaches such as the K-Nearest Neighbors which would
not be able to rank predictors according to their importance.

We advocate the use of a hybrid of correlation-based
elimination strategy and recursive feature elimination
because this will result in a better selection of optimal fea-
tures. Even after features are eliminated by correlation, there
might still be features that are not very useful; hence, a sec-
ond step using recursive feature elimination will ensure the
right selection of features.

4.3. Classification. The third step is classification. In this
step, the selected features from the previous step are fed as
input to the classification model. Fivefold cross-validation
is performed; i.e., 80% percent of the whole data is used in
the training phase, and 20% percent is used in the testing
phase. The machine learning model then classifies this data-
set to detect breast cancer. The details of the machine learn-
ing model and classification results are discussed in detail in
the section.

5. Experimental Evaluation

This section explains the dataset and the tools and technol-
ogies used for the development of the EDFBC framework.

5.1. Experimental Setup

5.1.1. Dataset. In this study, the WDBC dataset has been uti-
lized and accessed from the UCI library. The Wisconsin
Diagnostic Breast Cancer (WDBC) dataset contains 569
samples in total [26]. Target values indicate that the person’s
tumor is malignant (cancerous) or benign (noncancerous).
The WDBC includes the 569 samples distributed between
malignant and benign samples. From the total 569 samples,
357 samples are benign and the rest 212 samples of malig-
nant breast cancer cases are present.

5.1.2. Utilized Platforms. Exploratory analysis and data pro-
cessing are performed in the following environment:
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(i) Python version 3.7

(ii) Numpy (package for multidimensional array pro-
cessing and indexing)

(iii) Pandas (package for data analysis and manipula-
tion tool, providing easy to use data structures)

(iv) Matplotlib and Seaborn (package provides high-
level interfaces for creating attractive and informa-
tive statistical graphs)

(v) Scikit learn libraries for various classification algo-
rithms (machine learning library that provides var-
ious algorithms)

(vi) Keras (open-source neural network library,
enabling fast experimentation with deep neural
networks)

(vii) TensorFlow (symbolic math library used for
machine learning applications)

5.2. Sampling and Normalization. This section describes the
data exploration and preprocessing activities and the valu-
able insights gathered from an exploratory analysis. The first
step that is performed is data preprocessing. The process of
data preprocessing including normalization, sampling, and
test-train splitting is discussed below.

First, an exploratory analysis of the data was done. The
data was visualized to see feature importance, correlation,
and the variation in values of different features. Data visual-
ization and exploration are important steps before we input
the data into any machine learning algorithm. The WDBC
constitutes nine numerical predictors and a binary depen-
dent variable, indicative of the presence of breast cancer.
Table 2 shows the distribution of the WDBC dataset.

The dataset consists of a total of 33 features, out of which
there are an “unnamed 32” attribute and an ID attribute that
have been removed manually. One of the features is the class
tag, and the rest are used for feature selection. Further, we
perform data sampling and normalization.

5.3. Attribute Selection. The attribute selection analysis is
performed to identify the strongest predictors that are
addressed using connected analysis followed by a repeated

feature elimination method. Other nonparametric super-
vised learning approaches such as K-Nearest Neighbors
may not be able to rank the predictors by their importance.

Firstly, the features were eliminated on the base of corre-
lation. The correlated attributes and the selected attributes
are summarized in Table 3. The correlation among the 30
attributes is demonstrated through a heat-map analysis
shown in Figure 2. The association among the multiple
parameters is displayed through different colors. The lighter
colors show the high correlation between the two attributes,
and the white color shows the high association with a max-
imum value of 1. On contrary, the darker colors represent
the least correlation.

This process reduced the number of features from 30 to
16. To check if the feature selection is correct, the recall
value for the chosen features has been calculated. The values
obtained from different algorithms were all greater than 90,
with the highest recall value of 93.6% with the Random For-
est algorithm, and the f -score value was 0.95. The recall was
computed for the testing dataset.

The second step involved recursive feature elimination
(RFE). RFE assigns weights to each feature. Those features
that carry the smallest absolute weights are pruned from
the present feature set [40]. This process is repeated until
the required number of features is reached. 16 features were
computed through RFE with an improved recall value of
93.7%. These 16 features were different from the ones com-
puted previously. The Scikit platform provides an algorithm,
i.e., the RFECV, which automatically finds the optimal num-
ber (and choice) of features required for best scoring. The
RFECV algorithm is used to find the best scoring features.
The optimal number of features according to the RFECV
came out to be 20. However, the best 20 features included
correlated features like radius_mean, perimeter_mean, and
area_mean together, which did not seem to be very useful.
Figure 3 shows the feature importance of features selected
by recursive feature elimination.

The number of features required to optimize the algo-
rithm after the elimination of correlated features was found
to be 11. The RFE algorithm is used with fixed 11 features.
The selected features were the ones that were appearing
most in the solution. Table 4 shows the value of feature
scores for the above 16 features.

5.4. Classification. The finalized set of 11 attributes was used
for classification by the ML models including Random For-
est Classifier, Gradient Boosting Classifier, Support Vector
Machines (SVM), Artificial Neural Network, and Multilayer
Perception model. Five classification algorithms are used in
order to determine the performance of each model with a

Table 1: Comparison of machine learning algorithms on the WDBC dataset.

Author Year Features Classifier Accuracy achieved (%)

Aryal & Paudel [36] 2020 30 Gradient Boosting 98.88%

Ahmet Saygili [37] 2018 24 Random Forest 98.77%

Dubey et al. [38] 2016 — K-means clustering 92.00%

Salama et al. [39] 2012 30 SMO 97.71%

Table 2: Wisconsin (Diagnostic) Breast Cancer dataset.

Total samples 569

Malignant 357

Benign 212

6 Computational and Mathematical Methods in Medicine



Table 3: Selected attributes based on correlation.

Correlated attributes Selected attribute

compactness_mean, concavity_mean, concave points_mean concavity_mean

radius_se, perimeter_se, area_worst area_se

compactness_worst, concavity_worst, concave points_worst concavity_worst

compactness_se, concavity_se, concave points_se concavity_se

texture_mean, texture_worst texture_mean

area_worst, area_mean area_mean

Radius_mean
Texture_mean

Perimeter_mean

Area_mean

Smoothness_mean

Compactness_mean

Concavity_mean

Concave points_mean

Symmetry_mean

Fractal_dimension_mean

Perimeter_se

Area_se

Smoothness_se

Compactness_se

Concavity_se

Concave points_se

Symmetry_se

Fractal_dimension_se

Radius_se

Texture_se

Perimeter_worst

Area_worst

Smoothness_worst

Compactness_worst

Concavity_worst

Concave points_worst

Symmetry_worst

Fractal_dimension_worst
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Figure 2: Heatmap analysis of features.
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reduced feature space. Their performance and accuracy are
analyzed by cross-validation techniques.

Artificial Neural Networks are mainly divided into two
categories based on the way to learn the data and patterns:
supervised and unsupervised. In the supervised learning
environment, the network is provided with both the input
and correct outputs. During the training phase, the network
generates its outputs, matched them with the true outputs,
and then readjusted the weights to best match the true out-
puts in an iterative process. On the other hand, in an unsu-
pervised environment, the neural network is provided with
the inputs, but without output. The network then finds the
pattern between the data and calculates acceptable weights
by developing a representation of input stimuli. The input
data is clustered, and features that are valuable for the solu-
tion are discovered.

Analyzing differing models in the literature, we have uti-
lized the Multilayer Perceptron Model as it provides high
generalization ability and has shown encouraging results
on standard prediction and classification datasets in the
medical field. Table 5 summarizes the results obtained from
the finalized set of 11 attributes used for classification by
machine learning models. It also displays the accuracy
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Figure 3: Feature importance.

Table 4: Feature importance scores of selected features.

Attribute Scores

Area_mean 0.213700

Concavity_mean 0.188830

Area_se 0.165063

Concavity_worse 0.143952

Concavity_se 0.058901

Smoothness_worst 0.047903

Fractal_dimension_se 0.030430

Texture_mean 0.025588

Smoothness_mean 0.025035

Symmetry_worst 0.023982

Smoothness_se 0.021418

Texture_se 0.015029

Symmetry_mean 0.014530

Fractal_dimension_worst 0.013285

Fractal_dimension_mean 0.006309

Symmetry_se 0.006046
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percentage result of each ML algorithm. The best accuracy of
99.12% is achieved by the MLP model. The best train-test
split was determined to be 80-20 (5-fold cross-validation).

6. Results and Comparative Analysis

In our approach, we begin with data preprocessing. After
checking for discrepancies or missing values, the data is
sampled. Random sampling creates a one-of-a-kind sam-
pling distribution based on the data. Normalization is then
applied to normalize the distribution and increase the suc-
cess rate. Standardization/z-score normalization is used to
ensure good normalization of the features. It is the most
commonly used method in machine learning algorithms.
In z-score normalization, all indicators are converted into
a common scale, having a standard deviation of one and
an average of zero. This method is preferred over other
methods because the average of zero is used. This means that
it avoids introducing aggregation distortions. Since the data
has no missing value, this method will be beneficial.

As a consequence, a set of 11 characteristics is generated,
which is subsequently used as input to classification models.
Five classification algorithms are used in order to determine
the performance of each with a reduced feature space. Their
performance is analyzed, and their accuracies are analyzed.
The classification was performed with different test-train
splits. The best train-test split was determined to be 80-20
(5-fold cross-validation).

This allows us to select the strongest predictors from the
entire feature space. Correlation-based selection and recur-
sive feature removal approaches are then used to choose fea-
tures [28]. First, the features are analyzed for correlation.
The highly correlated features are set aside, and one of them
is chosen, so that if three features are highly connected, one
of them is chosen. The data is then subjected to recursive
feature elimination (RFE) in order to extract the best fea-
tures. The comparison of machine learning algorithms on
Wisconsin Breast Cancer dataset is shown in Table 6.

6.1. Application of BCAD Framework on Different Datasets.
Our proposed approach was targeted at improving the over-
all classification process by prosing a framework comprising
of data handing and filter-based feature selection methods
and testing the performance over different train and test
splits. By reducing the number of features, the performance
of the model is optimized and the overall generalizability of

the model is optimized. The overall training time is reduced
and the generalizability of the model is increased. Both accu-
racy and generalization have been leveraged through correct
and better feature selection. The computational complexity
is reduced.

We advocated the use of correlation-based elimination
strategy, followed by recursive feature elimination because
this resulted in a better selection of optimal features. Even
after features are eliminated by correlation, there might still
be features that are not very useful; hence, a second step
using recursive feature elimination ensures the right selec-
tion of features.

We have applied our framework to additional two data-
sets of breast cancer that include the Wisconsin Original
Dataset for Breast Cancer (WOBC) [29] and the Wisconsin
Prognostic Dataset for Breast Cancer (WPBC) [30] and
recorded the results. The WPBC dataset consists of features
computed from fine images of the breast mass of patients.
The standard error, mean value, and largest mean (worst
case-mean of the three largest values) are computed for these
features, and as a result, 30 features are obtained that are
listed in the dataset. The target attribute is the outcome
(class label). All attributes except the attribute ID can be
used as predicted variables, whose values can be used for
determining the results. The WOBC dataset consists of sam-
ples collected periodically. There are a total of 10 features
and one class label. The data are grouped in chronological
order from groups of data recorded from January 1989 to
November 1991.

We have applied our approach by selecting careful fea-
tures and data handling on the WOBC and WPBC datasets.
The proposed solution improves the overall classification
process. The accuracy of classification is affected greatly by
careful feature selection. Overall classification process, the
classification accuracy, and the training time are improved
by careful feature selection.

The comparison of our proposed model with various
ML-based approaches developed and used by researchers
on WOBC and WPBC is represented in Table 7.

Both datasets, WOBC and WPC, were subjected to our
framework, and the results were recorded. First, standardiza-
tion is carried out to verify that features are properly nor-
malized, and then feature selection is carried out. Filter-
based feature selection procedures like correlation analysis
and recursive feature reduction are used to find the strongest
predictors. Our suggested EDFBC framework clearly

Table 5: Classification accuracy.

Machine learning method Ratio (training: testing)
60 : 40 70 : 30 80 : 20

Accuracy

Random Forests 95.40% 96.67% 98.07%

ANN 93.02% 85.53% 97.35%

Gradient Boosting 94.56% 95.70% 97.07%

SVM 97.55% 97.21% 97.76%

MLP 98.11% 98.99% 99.12%
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outperforms state-of-the-art techniques. Choosing the right
features improves the whole classification process, increasing
accuracy and minimizing the time of training data.

7. Conclusion

In this paper, a new framework has been proposed for the
detection of breast cancer. The proposed framework
includes three main stages, i.e., data preprocessing, feature
selection, and classification. The classification experiments
were performed using SVM, Random Forest, Gradient
Boosting, Artificial Neural Network, and Multilayer Percep-
tron Model on the WDBC dataset. With a 99.12% accuracy,
the Multilayer Perceptron Model outperformed all other
models under investigation. In addition, the obtained results
have also been compared with the experiments performed
on the WPBC and WOBC datasets. The results indicate
the exceptional performance of the proposed framework
with the MLP model and the WDBC dataset when com-
pared with other state-of-the-art approaches. In the future,
our plan is to use a random neural network along with
MLP for higher accuracy and precision. Also, we will vali-
date the proposed model on other datasets as well.

Data Availability

The Wisconsin Diagnostic Breast Cancer dataset is available
at https://archive.ics.uci.edu/ml/datasets/breast+cancer
+wisconsin+(diagnostic%7d}. The SEER Breast Cancer data-
set is available at https://ieee-dataport.org/open-access/seer-
breast-cancer-data.
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