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The efficient delivery of multimedia applications and ser-
vices over emerging diverse and heterogeneous wireless net-
works (e.g., 2.5G/3G/4G, Wi-Max, WLANs, PANs, ad hoc,
etc.) is a challenging research objective. The research effort
for the 3G/4G vision of interworking among heterogeneous
technologies to achieve multimedia session continuity, retain
multimedia QoS characteristics, and so forth amplifies the
need to evaluate the conditions and restrictions under which
delivery of such services can be accomplished. Furthermore,
there are several research issues such as encoding techniques,
cross-layer optimization, error control, security require con-
siderable researcheffort so that appropriate solutions are de-
signed and developed. The objective of this Special Issue is
to present state-of-the-art research and developing activities
contributing to all facets of multimedia across heterogeneous
emerging wireless technologies (e.g., 4G, ad hoc, Wi-Max,
etc.). This Special Issue aims to disseminate state-of-the-art
research, development, and novel solutions of multimedia
transmission over wireless/mobile-networked multimedia ad
hoc systems and technologies.

The first paper entitled “WLAN technologies for audio
delivery” by N. Tatlas et al. presents audio delivery over
WLAN and investigates the synchronized and robust real-
time streaming of multiple audio channels to multipoint re-
ceivers, for example, wireless active speakers. A novel syn-
chronization scheme is also introduced, allowing optimized
playback for multiple receivers. The perceptual audio perfor-
mance is assessed for both stereo and 5-channel applications
based on either PCM or compressed audio signals.

The second paper entitled “Efficient TTI for 3G multime-
dia applications” by C. Chaikalis addresses time transmission
interval (TTI), which is a very important task for implement-
ing optimum UMTS turbo coding in flat Rayleigh fading en-
vironment. Different multimedia scenarios are investigated

by C. Chaikalis, using maximum UMTS frame length. It is
shown that different operating environments require appro-
priate TTI in terms of BER performance for a variety of data
rates.

The impact of data transfer service, multimedia stream-
ing service, web service, and traffic load on speech quality in
an environment of WLANs (IEEE 802.11) has been examined
at the third paper entitled “Impact of background traffic on
speech quality in VoWLAN” by P. Pocta et al. In their paper, a
new method for improving the detection of the critical con-
ditions in wireless networks from the speech quality point of
view is presented.

The forth paper entitled “Fuzzy logic control of adap-
tive ARQ for video distribution over a Bluetooth wireless
link” by R. Razavi et al. considers adaptive ARQ, suitable
for video transmission over Bluetooth links. The authors
present a fuzzy logic control of ARQ, based on send buffer
fullness and the head-of-line packet’s deadline. The scheme
considers both the delay constraints of the video stream
and at the same time avoids send buffer overflow. Tests ex-
plore a variety of Bluetooth send buffer sizes and channel
conditions.

The fifth paper entitled “Utilizing cross-layer informa-
tion to improve performance in JPEG2000 decoding” by H.
Persson et al. focuses on wireless multimedia communica-
tion and investigates the scenario of how the cross-layer in-
formation can be used to improve the performance in image
quality at the application layer using the IPEG2000 standard.

The sixth paper entitled “Joint optimization in UMTS-
based video transmission” by A. Zsiros et al. presents a new
software platform to enable demonstration and capacity test-
ing within the framework of IST-PHOENIX project. The de-
veloped platform simulates a joint optimized UMTS video
transmission.
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The seventh paper entitled “Energy-constrained quality
optimization for secure image transmission in wireless sen-
sor networks” by W. Wang et al. proposes a new cross layer
approach to optimize image transmission quality for secure
digital image delivery in wireless sensor networks (WSNs)
with strict energy budget constraint. First, a selective encryp-
tion approach favorable for UEP communication schemes
with cipherplain-text diversity as well as position-value (P-
V) diversity is proposed. Network resources such as desirable
BER, ARQ retry limit, and transmission rates are jointly opti-
mized across PHY, MAC, and APP layers regarding distortion
reduction distribution bounds and inter-segment correlation
for image data transmission.

Metamodeling comparison issues are involved in the
eight paper entitled “A comparison performance analysis
of QoS WLANs: approaches with enhanced features” by I.
Papapanagiotou et al. The contribution of their paper is
to compare and enhance known methods for performance
analysis of the IEEE 802.11e MAC layer such as Markov
chains, queuing theory, and probabilistic analysis. The pro-
posed analyses carry by themselves scientific interest because
they are extended enhancements with the latest enhanced
distribution coordination (EDCA) parameters.

The ninth paper entitled “Video broadcasting using
queue proportional scheduling” by D. Toumbakaris and
S. Kotsopoulos examines the use of queue proportional
scheduling for video broadcasting. First, the behavior of QPS
is examined as the scheduling frequency is reduced and a
method is proposed that uses statistics on the arrival rates
to improve its performance. The reduction of the scheduling
frequency simplifies the scheduler and decreases the required
operations. Using a Markov chain to model packet delay dis-
tribution, it is discussed how the video encoding rate can be
chosen in order to reduce the expected distortion of streams
transmitted through broadcast channels.

The tenth paper entitled “Distortion optimized packet
scheduling and prioritization of multiple video streams over
802.11e networks” by I. Politis et al. presents a generic frame-
work solution for minimizing video distribution of mul-
tiple video streams transmitted over 802.11e wireless net-
works. Their work includes intelligent packet scheduling
and channel access differentiation mechanisms. Two intelli-
gent scheduling algorithms have been proposed that will se-
lect which packet or combinations of packets over all video
streams will be dropped based on the available transmission
rate of the communication network, which in this case is
802.11e WLAN.

Stavros Kotsopoulos
Tasos Dagiuklas



Hindawi Publishing Corporation
Advances in Multimedia
Volume 2007, Article ID 12308, 16 pages
doi:10.1155/2007/12308

Research Article
WLAN Technologies for Audio Delivery

Nicolas-Alexander Tatlas,1 Andreas Floros,2 Thomas Zarouchas,1 and John Mourjopoulos1

1 Audio Technology Group, Department of Electrical and Computer Engineering, University of Patras, 26500 Patras, Greece
2 Department of Audio Visual Arts, Ionian University, Plateia Tsirigoti 7, 49100 Corfu, Greece

Received 21 April 2007; Revised 30 August 2007; Accepted 27 December 2007

Recommended by Tasos Dagiuklas

Audio delivery and reproduction for home or professional applications may greatly benefit from the adoption of digital wireless
local area network (WLAN) technologies. The most challenging aspect of such integration relates the synchronized and robust
real-time streaming of multiple audio channels to multipoint receivers, for example, wireless active speakers. Here, it is shown that
current WLAN solutions are susceptible to transmission errors. A detailed study of the IEEE802.11e protocol (currently under
ratification) is also presented and all relevant distortions are assessed via an analytical and experimental methodology. A novel
synchronization scheme is also introduced, allowing optimized playback for multiple receivers. The perceptual audio performance
is assessed for both stereo and 5-channel applications based on either PCM or compressed audio signals.

Copyright © 2007 Nicolas-Alexander Tatlas et al. This is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

1. INTRODUCTION

In typical home and professional applications, digital audio
can be delivered from any source to single or multiple re-
ceivers, through local area networks (LANs). Thus, the inter-
connection between devices may be simplified, and the com-
munication between audio sources, receivers, and other mul-
timedia devices may be optimized [1]. Additionally, in this
case, an Internet connection could transparently be consid-
ered as an additional source with enhanced features, such as
audio on demand. A further improvement would be the em-
ployment of wireless local area networks (WLANs). The first
obvious practical benefit of using a WLAN is that intercon-
nection cables are eliminated and, depending on the applica-
tion, a number of wireless transceivers (access points—APs
and wireless Stations—STAs) can be installed and appropri-
ately configured for realizing any required audio delivery sce-
nario. An additional advantage is that the same WLAN in-
frastructure can also service data transmissions between per-
sonal computers and other digital devices; hence, such sys-
tems will be compatible with a wide range of applications and
eventually will present extremely flexible and cost-effective
alternative to the present home entertainment chain.

A number of wireless audio products already exist in the
market, starting from analog systems operating in the area of
800–900 MHz (e.g., wireless microphones, in-ear monitors,
and loudspeakers) up to proprietary wireless digital stream-

ing technologies. In such systems, the wireless transmission
protocol is application specific for reducing the implemen-
tation complexity and cost. This restricts equipment com-
patibility and raises interoperability issues between differ-
ent manufacturing designs, often to the extent that the con-
cept of networking is defied. To overcome such compatibility
issues, established wireless networking standards should be
employed, such as Bluetooth [2], HyperLAN/2 [3], HomeRF
[4], and the IEEE 802.11 family of protocols [5]. Among
them, the latter specification currently represents the most
promising scheme for wireless audio applications, due to its
wide adoption and the continuous ratification process which
will provide significant enhancements in many state-of-the-
art networking aspects, such as security and adaptive topol-
ogy control.

Despite the recent advances on transmission rates (the
802.11 g specification [6] offers a theoretical maximum of
54 Mbps, while the upcoming 802.11n draft extends this
rate up to 270 Mbps), the existing “best-effort” nature of
WLAN protocols introduces practical limits for real-time au-
dio open-air streaming. To overcome such constraints, the
transmission protocol must provide quality-of-service (QoS)
guarantees [7]. Additionally, although QoS represents the
major requirement for point-to-point multimedia stream-
ing applications, the development of wireless multichannel
audio products (e.g., for home theater) raises the challeng-
ing issue of synchronization between the wireless receivers.
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A number of techniques for network time synchronization
have been proposed for audio over IP networks [1]. Gen-
erally, there are two such synchronization issues: (a) lo-
cal clock synchronization problems due to a (variable) off-
set between the hardware clocks of the remote receivers,
and (b) intrastream (packet ordering and timing in one
stream) and interstream (temporal relationship among dif-
ferent streams) synchronization, both defined in [8]. Con-
sidering a two-channel system, usually local clock synchro-
nization issues may be manifested as audio pitch modifica-
tion, change of source directional perception, or even au-
dible noise for rapidly changing clock offset [9]. Addition-
ally, loss of intrastream synchronization may be perceived as
gaps and phase mismatches during reproduction, while in-
terstream synchronization may lead to two channels being
perceived as separate sources and shifts in the acoustic image
spatial position.

A previous published study [9] has shown that local clock
synchronization can be efficiently achieved in the applica-
tion layer using the available hardware, leading to a maxi-
mum clock drift of less than 0.1 ms. On the other hand, in-
terstream synchronization of high-quality multichannel au-
dio still represents a very challenging research field, since the
methods already presented mainly focus on intrastream syn-
chronization for single-channel voice applications or inter-
stream synchronization for point-to-point multichannel ap-
plications [10].

The aim of this study is to give an in-depth overview of all
the issues related to audio WLAN delivery, focusing on two
areas: (i) the effect of the wireless environment on the over-
all audio playback quality and (ii) the issue of interstream
synchronization for real-time playback of high quality, (un-
compressed and compressed) audio multichannel streams
over a WLAN platform. The wireless transmission protocol
considered in this work is the well-established 802.11b stan-
dard with the QoS enhancements defined in the latest ver-
sion of the IEEE802.11e draft amendment [11]. Additionally,
a novel interstream synchronization technique is introduced
for synchronizing discrete audio channel playback among a
number of wireless loudspeakers, using typical, off-the-self,
transceiver hardware. In this way, the study is not bounded
by product-specific protocols and implementations.

The rest of the paper is organized as follows. Section 2
provides a general background on wireless networking and
QoS for audio applications. The architecture of the system
employed and a theoretical timing and distortion playback
analysis is presented in Section 3. In the same Section, a novel
method (termed as Consistent Delay Synchronization—
CoDeS) is introduced, which compensates for any playback
distortions introduced by any network interchannel variable
delay. Section 4 presents the test methods employed and ex-
amines the timing error results and the audibility for the var-
ious tests described. Finally, the conclusions of this work are
summarized in Section 5.

2. WIRELESS NETWORKS FOR AUDIO APPLICATIONS

There are two classes of audio applications that can be sup-
ported by a WLAN.

Audio
player

Audio server

Audio player 2

Audio player 1

(a)

(R) speaker(C) speaker(L) speaker

(LF) speaker

(SR) speaker(SL) speaker

Audio source

(b)

Figure 1: Typical WLAN digital audio systems: (a) simple point-
to-point wireless audio delivery, (b) wireless multichannel playback
setup.

(a) Simple point-to-point home audio delivery (see
Figure 1(a)) where an audio server wirelessly transmits in
real time the same or different audio streams to a num-
ber of wireless audio players/receivers. No synchronization
between the wireless receivers is necessary, while the maxi-
mum allowed number of remote players is dynamically ad-
justed by the QoS bandwidth reservation algorithms. Us-
ing the above setup, any certified WLAN-enabled audio de-
vice (including portable audio playback, laptop computers,
and consumer electronics equipment) can be directly con-
nected to the network and receive audio data on user de-
mand. Currently, a number of products operating in the S-
Band ISM (2.40–2.48 GHz, available worldwide) and in the
C-Band ISM (5.725–5.875 GHz, available in some countries)
exist, including Bluetooth audio applications [12], complete
wireless home networking setups [13, 14], as well as wire-
less headphone solutions [15]. Moreover, integrated home
theater systems employing wireless surround channel repro-
duction via a single point–to–point link have been recently
introduced in the consumer electronics market [16]. How-
ever, most of these systems employ compressed quality or
even analog audio and are based on proprietary transmis-
sion protocols and technologies, and hence are incompatible
to the emerging WLAN standards.

(b) Wireless point-to-multiple receivers (see Figure
1(b)), where typically 6 loudspeakers of a 5.1 channel home
theater setup can be wirelessly connected to an audio source.
In this case, the digital audio source transmits audio data to
the appropriate wireless loudspeaker which should perform
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simultaneous and synchronized (relative to all other re-
ceivers) playback in real time. Hence, local (i.e., hardware)
clock as well as packet playout synchronization methods
are required for eliminating unpredicted channel shifts and
phase distortions. Additionally, in this case, the pre- and
power amplification modules can be assumed to be inte-
grated within the loudspeaker and it is likely that digital au-
dio amplifiers can be employed for greater power efficiency,
better system integration, as well as reduced size and cost
[17].

A WLAN-based multichannel audio system will addi-
tionally benefit from high-level procedures for automatic
receiver position discovery. These will be able to take into
consideration lower protocol layer metrics currently be-
ing defined by the 802.11k enhancement in order to allow
each wireless loudspeaker to define its’ function (e.g., left,
right channel, etc.) within the multichannel setup. Moreover,
application-layer mechanisms must be also supported for al-
lowing the user to control several playback parameters, such
as relative channel volume, delay, and so on. All these as-
pects represent challenging topics which may allow in the
near future the replacement of typical wired speakers with
novel WLAN-enabled active speakers.

2.1. Quality-of-service over WLANs

As it was previously mentioned, the accepted term for pro-
viding time-critical services over a network is quality of ser-
vice (QoS), which refers to the capability of a network to con-
stantly provide specific service guarantees. An introduction
to QoS issues for streaming audio over WLANs can be found
in [18], where a very early version of the 802.11e draft
amendment is described. However, during a long ratifica-
tion process, additional QoS characteristics were introduced
and are briefly described here. The current 802.11e specifi-
cation [11] defines two access types. Using “priority differ-
entiation,” all transmitting devices contend for the wireless
medium under the rules defined by the enhanced distributed
channel access (EDCA). On the other hand, when “resource
reservation” is used, all wireless transmissions are centrally
controlled, following the so-called hybrid controlled channel
access (HCCA) rules.

A previous work [19] has defined the minimum trans-
mission requirements for wirelessly distributing CD-quality
and multichannel audio using EDCA. In this work, the
HCCA mechanism is considered which, to the best of the
author’s knowledge, is not yet exploited for high-quality au-
dio applications, while, according to [20], it achieves QoS
performance for real-time multimedia traffic. A detailed de-
scription of HCCA is out of the scope of this work and can
be found in [21]. Briefly, under HCCA, an STA transmits
only upon the reception of a polling frame sent by the AP.
The allowed transmission time lengths are calculated using
a number of traffic specifications (TSPECs) declared by the
STAs upon their service initialization. Typical TSPEC pa-
rameters are the traffic mean/maximum data rate, the cor-
responding packet length, and the physical (PHY) transmis-
sion rate. 802.11e additionally includes the simple sched-
uler (SiS) description for defining the minimum require-

ments of any HCCA service scheduler. An alternative sched-
uler [22] is also considered here, termed scheduling based
on estimated transmission times-earliest due date (SETT-
EDD), which aims to improve QoS performance under vari-
able transmission conditions.

2.2. Wireless multichannel audio system topology

The general architecture of the wireless multichannel sys-
tem considered here is shown in Figure 2 and consists of (a)
one digital audio source integrated with a wireless QoS AP
transceiver forming a wireless digital audio source (WiDAS).
Appropriate buffering stages are also employed in order to
transform the digital audio samples stream into packets of
appropriate length. (b) A number (M ≥ 2) of wireless digi-
tal audio receivers (WiDARs). Typically, these systems can be
considered as wireless self-powered loudspeakers, containing
a wireless subsystem which recreates the audio stream from
the received packets.

Briefly, the basic functionality of the above setup is as
follows. The WiDAS transmits the digital audio and control
information to the WiDARs. In case of linear PCM-coded
audio, each audio channel is transmitted to the appropriate
WiDAR, based on the identification information provided
by the topology detection procedure. For compressed-quality
audio, it is likely that all the audio channels will be mul-
tiplexed in a single digital stream. Hence, the WiDAS can
broadcast the audio information to all WiDARs, each being
responsible for decoding the transmitted stream and for se-
lecting the appropriate audio channel for playback. However,
the lack of an adaptive 802.11 medium access control (MAC)
layer retransmission mechanism when broadcasting, renders
the overall transmission quality inadequate. Thus, unicast
transmissions are generally preferred.

The WiDAS controls all wireless transmissions and at-
tempts to sustain the appropriate mean data rate neces-
sary for real-time audio reproduction. However, due to the
stochastic link conditions, the instantaneous throughput and
transmission delay values may significantly differ. As human
hearing is highly delay sensitive, prebuffering mechanisms
must be employed [23]. Long buffering queues can better
compensate for variable channel conditions; however, there
is a trade-off between the perceived user interaction latency
and the buffering length. These restrictions force the buffer-
ing stages to be of predetermined and finite size, which, as it
will be explained in the next section, may result in audible
distortions during real-time playback.

3. WIRELESS TRANSMISSION TIMING ANALYSIS

To study the wireless packet-oriented transmission of digi-
tal audio streams and any possible errors induced, a source-
to-receiver timing analysis will be now introduced. Initially,
assuming uncompressed audio PCM streams, the WLAN au-
dio source produces audio samples at a constant rate of N fs
(bytes/s), where N is the byte resolution per sample and fs
(Hz) is the sampling rate. The transmitter software assembles
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Figure 2: Architecture of the WLAN multichannel playback system considered in the study.

appropriate number of samples, to form packets of length Lp
(bytes). Thus, each packet is generated every

Tg =
Lp
N f s

(s). (1)

For compressed audio, such as MPEG-1 Layer III
streams, the audio source produces data at predefined inter-
vals of

Tg =
Lp
b

(s), (2)

where Lp is the frame length in bytes and b is the predeter-
mined compressed audio total bitrate (bps). Hence in both
cases, the ith packet generation time is quantized in multi-
ples of Tg .

3.1. Wireless audio transmission

Upon generation of each audio packet, the packet is in-
serted into the WiDAS transmission (Tx) buffer at instances
tg(i). However, assuming that no upper-layer recovery mech-
anism is employed, if the buffer is full, then the packet
will be dropped. This is statistically equivalent to applying
packet-aging functions during transmissions, meaning that
each packet in the queue will be deleted if it is not success-
fully transmitted in a predefined time interval. Thus, buffer
overflows caused by transmission errors lead to permanent
packet losses. It should be also noted that, despite the lossy

wireless transmission, out-of-order packet arrival cannot oc-
cur, as no alternative routing nodes exist. Hence no packet
reordering mechanisms are necessary, and a buffered packet
will be transmitted after the transmission of all the previously
queued packets. Assuming that dTxbuffer(i) is the time delay
between the packet insertion in the Tx queue and its trans-
mission to the receiver, then the transmission time instance
tTx(i) for the ith packet will be equal to

tTx(i) = tg(i) + dTxbuffer(i). (3)

Furthermore, the delay dTxbuffer(i) between the packet in-
sertion in the Tx queue and its successful transmission de-
pends on the number of packets already in queue, and hence
the actual transmission delay of a given packet will be dTx(i),
as shown in Figure 3,

dTxbuffer(i) = dTxbuffer( j)− (i− j)Tg + dTx(i), (4)

where j is the index of the immediately preceding packet suc-
cessfully inserted in the Tx queue.

dTx(i) represents the time interval elapsed between the
movement of the ith packet to the first position of the Tx
queue and its successful transmission. This delay depends on
the subsequent polling of the corresponding stream, result-
ing into successful packet transmissions, depending on the
transmission physical rate, transmission time overheads, re-
transmission delays, and the scheduler type. Here, the prop-
agation delay between the transmission and the reception
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Figure 3: Representation of delay generation in packet-oriented WLAN audio transmission.

point will be considered to be negligible compared to such
delays (e.g., retransmission, etc.), something that is largely
true especially for high physical rates.

3.2. Wireless audio reception

Upon reception, each packet will be placed in the reception
(Rx) buffer, as long as there is sufficient space, at instances
tRx(i) equal to tTx(i). If the Rx buffer is full, then this incom-
ing packet will be permanently disregarded. Each buffered
packet will be successfully reproduced provided that all pre-
vious packets successfully inserted in the Rx queue have been
reproduced. Then, the time instance for the ith packet repro-
duction is equal to

tp(i) = tRx(i) + dRxbuffer(i), (5)

where dTxbuffer(i) is the delay between the packet insertion in
the queue and its reproduction (also shown in Figure 3)

dRxbuffer(i) = dRxbuffer( j)− (i− j)Tg + Tg, (6)

where j is the index of the last packet in the queue before the
insertion of the ith packet.

To denote the successful packet insertion, either in the Tx
or Rx queue, a function δs(i) can be defined such that

δs(i) =
{

0, if either queue is full

1, otherwise.
(7)

Using the above equations, the packet reproduction time
tp(i) can be defined as

tp(i) = δs(i)[tg(i) + d(i)], (8)

where

d(i) = dTxbuffer(i) + dRxbuffer(i) (9)

is the total delay induced by the WLAN between packet
generation and final playback. Packet losses will cause the
playout delay of succeeding packets to fluctuate, since the
corresponding tTxbuffer and tRxbuffer values will appropriately
change, as will be described below.

If playback prebuffering is employed, then the first packet
reproduction will be delayed in the reception queue for a pre-
defined amount of time, tprebuffering, causing the first packet
received to be delayed by this time so that

d(k) = tprebuffering, (10)

where k is the first packet successfully inserted into the repro-
duction queue; typically, k = 1. It is obvious that this delay
propagates to all subsequent packets.

3.3. Time-related network distortions

If a packet with index i is dropped from either the Tx or Rx
queue (δs(i) = 0), a discontinuity in the reproduction will
occur, which may be audible during audio playback. More-
over, in the case of a stereo or multichannel audio setup,
this would additionally cause loss of channel synchroniza-
tion with at least one channel leading, unless a compensa-
tion strategy is employed in the system, such as inserting an
empty packet in the queue. As will be shown in Section 4,
this condition can appear under heavy network load. In prac-
tice, for a given PHY transmission rate, excessive MAC layer
retransmissions may occur and/or, for the case in which
the transmitting application is attempting to compensate for
previous packet losses through retransmissions, the overall
required channel data rate will increase. If the reproduction
has actually been halted when receiving the packet, that is,

tp(i)− tp( j) > Tg, (11)

where j is the previously reproduced packet, then another
kind of audible distortion will take place, since playback in-
terrupts (silence gaps) will be introduced. In this case, at least
one channel will be lagging, unless the other receivers mo-
mentarily stop playing audio data as well. For a given packet,
the above two distortions can be combined, by writing

tp(i)− tp( j) > Tg j /= i− 1. (12)

In this case, depending on the value (i− j − 1) giving the
packets lost and the value (tp(i)− tp( j)−Tg) giving the time
elapsed from stopping the playback, the receiver will be either
leading or lagging, or even in phase with the other receivers.
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Figure 4: Example of timing analysis in packet-oriented digital audio WLAN transmission.

In order to assess the total amount of data excessively de-
layed, the concept of delayed throughput is introduced. In
general, throughput is described as the sum of data success-
fully sent by a source over the transmission time. According
to the 802.11e, a transmission delay bound must be defined
for any traffic source. Hence, the amount of data arriving af-
ter this bound, over their transmission time, is termed here
as delayed throughput (T D, measured in Mbps) and defined
to be equal to

TD = 1
Itotal

Itotal∑
i=1

Lp
dTx(i)

for dTx(i) > max SI, (13)

where Itotal is the total number of packets transmitted and
max SI is the maximum service interval, defined in [11]. In
case that TD /=0, reproduction distortion will be introduced
(i.e., relative channel delay, discontinuities, and silence gaps).

An example for reproduction gaps and discontinuities
due to the wireless transmission is shown in Figure 4. Here,
for illustrative purposes, the Tx and Rx buffer size is set to
3 packets. As shown, playback commences after the prede-
termined prebuffering time tprebuffering, and while packets #1
and #2 are accurately reproduced, excessive transmission de-
lay for packets #1, #2, and #3 causes a gap in reproduction.
Moreover, packet #4 is disregarded because at the time it is
pushed in the transmitter buffer, the Tx Buffer is full, causing
a discontinuity in audio reproduction. Note that the trans-

mission delay is not taken under consideration, thus a received
packet is available for reproduction on the instance it is ex-
tracted from the Tx buffer and inserted in the Rx buffer.

3.4. Synchronization strategy

The preceding analysis indicates that in the case audio data
packets are lost or excessively delayed, an application-level
compensation strategy is necessary in order to ensure syn-
chronized reproduction of all receivers at any given time,
even if prebuffering is employed. The algorithm should have
low signaling complexity (expressed in terms of additional
packet exchange required for achieving synchronization) in
order to ensure that no substantial network overhead is in-
duced. As already mentioned, local (hardware) clock syn-
chronization is not addressed here, since it has been shown
to be efficiently achieved in the application layer using the
available wireless transmission hardware [9].

The consistent delay synchronization (CoDeS) strategy
proposed here is based on the adjustment of the packet de-
lay so it remains consistent and independent of network-
ing parameters and conditions. Ideally, when prebuffering
is employed, the playout delay for each packet should be
constant and equal to tprebuffering. The following paragraphs
explain how the CoDeS strategy compensates for variable
delays utilizing information from each packet header, for the
case of (a) buffer overflow and (b) buffer underflow.
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Figure 5: Block diagram of the WLAN audio delivery simulation.

(a) If any packet drop occurs due to buffer overflows,
then the delay of the next packet in the reception queue will
be reduced, that is,

d(i) < tprebuffering. (14)

The corresponding lost packet playback time must be
then compensated for, by adjusting accordingly dRxbuffer(i) to
d′Rxbuffer(i) ensuring synchronized reproduction of all subse-
quent packets, that is,

d′Rxbuffer(i) = dRxbuffer(i) + d(i)− tprebuffering. (15)

(b) If excessive delay is introduced in the transmission
path causing buffer underflow, then a packet might be repro-
duced after its predetermined playback time. In this case, the
packet has to be disregarded. Thus, if

d(i) > tprebuffering, (16)

then, it must be δs(i) = 0.
After adjusting the delays according to the above equa-

tions, the receiver may employ digital audio editing sig-
nal processing for error concealment, such as proposed in
[24, 25], in order to ensure acceptable signal continuity.

4. TEST METHODOLOGY AND RESULTS

In order to realize the complete real-time wireless transmis-
sion and playback process and to evaluate any playback dis-
tortions, a computer-based test methodology was developed
[26], which is illustrated in Figure 5. It consists of three main
subsystems: (a) the simulation preprocessing stage, which
converts the digital audio data into inputs to the HCCA
simulator, (b) the HCCA simulator [27], conforming to the
mandatory HCCA functionality defined in the latest 802.11 e
draft specification [11], and (c) a simulation postprocessing
stage which processes the simulator’s output and produces a
new file containing a “reproduced” PCM version of the origi-
nal digital audio data. The proposed CoDeS synchronization
algorithm is also incorporated in the postprocessing subsys-
tem to derive the “synchronized” version of the received data.

The reproduced audio file can be used for evaluating dis-
tortions for each receiver, by comparing the reproduced data
to the corresponding original input waveform, as well as for
evaluating possible synchronization loss between these data.
The methodology described here for stereo (compressed and
uncompressed) digital audio data can be easily extended to
more channels (e.g., 6 audio channels as used in the DVD
format). A detailed description of the functionality of the
three subsystems is provided in the following paragraphs.
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4.1. Simulation parameters

The HCCA simulator (see Figure 5) uses trace files for ex-
ternal traffic modeling of any required traffic flow. A trace
file describes a traffic stream in terms of the resulting packets
as a function of time, a technique used in the past to model
variable video traffic [27]. In this work, although the audio
data rate is always constant (for either compressed or linear
PCM), trace file modeling was employed for mapping the
transmitted data packets to specific segments of typical au-
dio files.

The mapping of the original audio file to trace files was
performed using an application developed by the authors of
[26] called Audio2Trace, as shown in Figure 5. For the case
of uncompressed (PCM) audio transmission, the conversion
parameters include the total duration, the audio channel bi-
trate, the packet header length (see below), and the user-
defined pure audio data packet length Lp (in bytes) which
was set equal to 294 and 882 bytes during this work. Note
that the above packet length selection was implied by the re-
quirement of deriving a transmission schedule in whole sub-
multiples of the beacon interval. On the other hand, for com-
pressed transmission (e.g., MPEG-1 Layer III (mp3)), the
conversion parameters are all extracted from the input file
header, with the pure audio data packet length being equal
to the MPEG frame length. In both cases, the UDP trans-
port protocol was employed, which adds an 8 byte header
on all transmitted packets [10], while 40 additional header
bytes are reserved for future control purposes (e.g., RTP en-
capsulation). Taking into account the derived data bitrates
for stereo linear PCM signal (1.4 Mbps for uncompressed
CD-quality audio), the legacy, low-cost IEEE802.11b proto-
col was selected with a PHY rate equal to 11 Mbps, while a
custom retransmission scheme is employed in the MAC layer.
However, as explained in Section 3, packet losses may occur
due to buffer overflow.

The wireless channel models employed during the simu-
lations were obtained through measurements of real-world
802.11b-based transmission patterns in a controlled envi-
ronment, with the wireless stations being at 2 m distance,
under no interference (also referred as good channel) and
medium interference (also referred as medium channel) in-
duced by two neighboring stations in the 2.4 GHz frequency
band. More specifically, the number of the total transmis-
sions (including retransmissions) and the total transmissions
that resulted into successful delivery were measured within
every beacon period and the successful delivery probability
was calculated as a function of time (expressed in multiples of
the beacon period). A channel model plug-in for the HCCA
simulator was finally implemented, that takes into account
the resulting probability values and applies them to the trans-
missions taking place within each simulated HCCA TXOP.

The HCCA simulator models the WiDAS and WiDAR
802.11 MAC layer functionality, assuming that the WiDAS
device has a 5 Kbyte prebuffering stage, typically used in such
applications, for every serviced audio stream. The simula-
tor produces one output trace file per serviced traffic (au-
dio channel) stream containing information for all the corre-
sponding data packets sent, such as packet transmission con-

firmation as well as the packet delay induced. This informa-
tion is used by the simulation postprocessing stage (imple-
mented by the Trace2Audio application) for deriving a new
wave file representing the received (playback) version of the
source audio data.

Using the Trace2Audio application, the receiver buffering
stage is implemented using a first-in first-out (FIFO) recep-
tion queue with user-defined length. This queue is gradually
filled with the successfully received data packets and is getting
empty in a sample-by-sample basis, as the audio samples are
read at a rate equal to the original PCM sampling frequency
fs (Hz). If the Rx queue is empty, then the output sample
values are set to zero. Furthermore, a user-selectable initial
latency for prebuffering purposes has been considered, in or-
der to decrease the audible consequences of jitter in packet
arrival. This latency was set in multiples of 100 ms, which is
the beacon transmission period defined by the legacy IEEE
802.11 specification. For the test cases considered here, the
Rx queue length was always equal to 10000 bytes and the ini-
tial latency was set equal to 1 beacon interval (100 ms).

In the case of compressed audio transmission, an exter-
nal decoder was employed in the final post processing stage.
The application initially discriminates between correctly re-
ceived frames and erroneous data caused by excessive delays.
The decoder is used to process the correctly received frames
and decode them to PCM samples, while erroneous or miss-
ing data are directly mapped to zero-value PCM digital audio
samples, depending on the initial encoding bitrate and sam-
pling rate.

The proposed CoDeS synchronization scheme described
in Section 3, in practice, requires only metadata information
for the packets, included within each header and timing in-
formation from the WiDAR. CoDeS has been included as an
option in the Trace2Audio application modifying (when nec-
essary) the Rx queue contents.

4.2. Network-induced distortion evaluation

4.2.1. End-to-end playback delay

In order to detect the end-to-end delay for each audio chan-
nel under all possible parameters for PCM transmission, a
periodic audio test signal was selected as the system input.
By comparing the original input signal to the wirelessly re-
produced version, the end-to-end delay can be estimated as
seen in the following figures.

Figure 6 shows typical Tx and the Rx usage for a sin-
gle digital audio traffic stream, as well as the playout delay
for the corresponding receiver over a 60-second simulation
interval, for packet sizes Lp = 294 and 882 bytes and for
medium interference channel conditions. For these results,
the SiS scheduler is employed, while the effect of the CoDeS
synchronization algorithm to the playout delay is shown in
the lower diagrams. Figure 7 shows the corresponding Tx
and Rx buffer usage and playout delay for Lp = 294 and
882 bytes, when the SETT-EDD scheduler is employed, un-
der similar medium interference channel conditions.

Provided that the total Tx and Rx buffer lengths for each
audio traffic flow were selected equal to 5 Kbytes and 5 K
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Figure 6: Typical example for time evolution in Tx and Rx buffer and end-to-end delay. One channel of a stereo setup is shown for different
packet sizes (for SiS scheduler and medium interference): (a), (b) Tx buffer usage; (c), (d) Rx buffer usage; (e), (f) delayD(n) without CoDeS
synchronization; (g), (h) delay D(n) with CoDeS synchronization.
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Figure 7: Typical example for time evolution in Tx and Rx buffer
and end-to-end delay. One channel of a stereo setup is shown for
different packet sizes (SETT-EDD scheduler and medium interfer-
ence): (a) Tx buffer usage, (b) Rx buffer usage, (c) delay D(n) with-
out and with CoDeS synchronization (identical lines).

samples, respectively; the maximum data that can be inserted
into the corresponding queue is equal to the nearest, lowest
multiple integer of the packet size employed. It should be also
noted that when the playback starts, the initial Rx queue fill-
ing size equals to 4410 samples, due to the 100 ms prebuffer-
ing applied.

From the above tests, the following conclusions can be
drawn.

(a) The SiS scheduler introduces overflows in the Tx
buffer and significant data losses. Accordingly, the Rx buffer
remains empty of data at many instances during the same in-
terval, causing gaps in reproduction.

(b) For the case of the SETT-EDD, the minimum Rx
buffer usage value for all tests is nearly 2500 samples for the
largest packet considered. Thus, the prebuffering time can be
reduced, without generating gaps.

(c) The Tx buffer is optimally utilized when using the
SETT-EDD scheduler. For medium wireless channel condi-
tions, higher buffer usage will be required; however, no over-
flows have occurred during the tested interval. It can be de-
duced that even for a smaller Tx buffer, the system would
operate without data losses.

(d) Although the SiS scheduler performance is poor for
all test cases, less erratic—but still not acceptable—playback
is performed for Lp = 882 bytes. On the other hand, no play-
back distortions occur when using the SETT-EDD sched-
uler, while improved operation is achieved for smaller packet
sizes.

(e) The proposed application-level CoDeS synchroniza-
tion algorithm generally ensures that the reproduction is kept
synchronized for all test cases, since the delay for each traffic
stream is constant throughout the simulation time.

The effect of the data overflows in the TxQ and the wire-
less variable packet delay transmission are clearly shown in
Figure 8, where the original transmitted and the wirelessly
reproduced waveforms are shown for a single audio channel.
Apart of the silence gaps, a significant shift of the original
waveform to the right side of the plot diagram is observed,
which introduces relative channel phase delay. The audibility
of both types of distortions introduced (silence gaps and rel-
ative channel delay) was verified through a sequence of tests,
analyzed in the following section.

4.2.2. Audibility of distortions

Over the past years a number of psychoacoustic models and
methods had been proposed to measure the perceived qual-
ity of both speech and audio signals [28]. The emergence
of these approaches formulated up, to a certain degree, the
ITU-R recommendation on perceptual evaluation of audio
quality (PEAQ) [28, 29]. In the present study, two differ-
ent methods were employed to assess the audibility of the
wireless network distortions and to evaluate the performance
of the interstream synchronization algorithm, on both PCM
and compressed data: (a) the well-accepted noise-to-mask
(NMR) criterion [30] and (b) a number of subjective listen-
ing tests.

Although the NMR criterion was initially developed for
the purposes of perceptual audio coding, it can be also
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Figure 8: (a) Original digital audio source waveform, (b) repro-
duced (playback) waveform.

utilized to any audio processing system [31]. For NMR es-
timation (dB) in frame i, the ratio between the “error” en-
ergy and masked threshold, grouped in a number of critical
bands, was calculated in a frame by frame basis, that is,

NMR(i) = 10·log10

(
1

27

27∑
cb=1

errorcb(i)
mask thrcb(i)

)
. (17)

The objective metric utilized for the quality assessment of au-
dio streams was based on the averaged NMR(i) values, for a
total number of K frames. It should be noted that NMR val-
ues above 0 dB indicate the presence of audible distortions,
while NMR values below 10 dB indicate an audio signal free
of audible distortions [30] and that the reference signal used
in all test cases was the original PCM audio track (prior to
wireless transmission and any encoding/decoding).

The subjective listening tests considered both raw PCM
and MPEG-1 Layer III audio streams, both wireless channel
conditions (no and medium interference), as well as the pro-
posed CoDeS synchronization algorithm. The tests were or-
ganized as follows: a total of 9 listeners participated in two
successive sessions where identical test files were reproduced
randomly in two phases. In phase A, the uncompressed au-
dio signals were presented to the subjects and in phase B, the
encoded/decoded audio test signals were presented. For both
cases, the listeners were informed about the type of signals
being reproduced, thus, to consider inherent degradation of
the encoded/decoded audio signals. The listeners ranked the
quality of the audio material in the scale from 1 to 5 where

1 was described as “bad,” 2 as “poor,” 3 as “fair,” 4 as “good,”
and 5 as “excellent.”

Figures 9 and 10 show the average NMR values, while
Figures 11 and 12 show the corresponding subjective listen-
ing results as a function of the test parameters, for the case of
raw PCM and mp3-coded audio.

From these figures, the following conclusions can be
drawn.

(a) For raw PCM audio streams, the effect of the wire-
less network conditions in most cases is inaudible. However,
using the SiS scheduler under medium interference wireless
channel conditions (for both choices of packet lengths) in-
troduces a notable audible degradation.

(b) This degradation is reduced when the proposed
CoDeS synchronization algorithm is employed, which com-
pensates for such distortions and reduces the average NMR
values by 23 dB (for 294 bytes packet length) and 34 dB
(for 882 bytes packet length). This can be also observed at
Figure 11, where the CoDeS synchronization algorithm was
ranked with higher score values.

(c) For compressed audio streams, it is clear that the in-
herent distortions due to the lossy data compression bias
the NMR measurements, as it is also depicted in Figure 12
where generally lower score values are observed. However, it
is clear that the wireless network imposes additional signif-
icant degradation to the overall audio quality, for almost all
cases of using the SiS scheduler, especially during medium
interference wireless channel conditions.

(d) For a coding rate of 256 kbps and even for good
channel conditions, the SiS scheduler introduces significant
quality degradations, which again are reduced by the CoDeS
synchronization algorithm (see Figures 10(b) and 12(b)). In
these cases, the channel bandwidth usage is suboptimal due
to the packet size employed (equal to the mp3 frame length).

(e) In Figure 10(b), NMR values for three of the test cases
(i.e., 160 kbps bitrate) are close to 10 dB, which ideally in-
dicate an audio signal free of audible distortions. However,
Figure 12(b) indicates audio quality below “fair” for the test
cases considered. As it is clear, full compliance between the
subjective and objective tests is difficult to succeed, that is, in-
stant audible distortions may cause the listener(s) to rank the
entire audio segment as “fair” or even “poor.” According to
this approach, it is possible to have a biased subjective rank-
ing (towards to low-grade audio quality) even for the highest
bitrate (i.e., 256 kbps).

(f) Using the CoDeS synchronization algorithm in com-
pressed audio (mp3) streams, an overall perceptual improve-
ment equal to 7 dB can be achieved. More specifically, the
distortions for the SiS scheduler, under medium interference
wireless channel conditions, are compensated for both bi-
trates considered here (i.e., 160 kbps and 256 kbps). This is
also stated in Figure 12(b) as the score values for the test cases
considered are above 2 indicating a slightly better perceived
audio quality.

(g) As expected, the adaptive nature of the SETT-EDD
scheduler leads to an overall better performance compared
to the SiS scheduler, for all channel configurations and audio
material.
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Figure 9: NMR values for 1-channel PCM audio WLAN streaming delivery: (a) CoDeS disabled; (b) CoDeS enabled.
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Figure 10: NMR values for MPEG-1 Layer III audio streaming delivery: (a) CoDeS disabled; (b) CoDeS enabled.

(h) Clearly, the results of the listening tests are in close
agreement with the audio quality assessment performed us-
ing the NMR criterion.

Summarizing the above results, it is obvious that the
wireless channel has a significant impact on the overall per-
ceived playback audio performance. Nevertheless, from a
networking point of view, the choice of the scheduler rep-
resents a critical decision, as it can render the presence of any
wireless channel interference, transparent to the application.
Moreover, it is clear that the proposed CoDeS synchroniza-
tion strategy significantly improves the playback quality of
both compressed and uncompressed audio for the case of low
wireless link quality.

4.2.3. Overall audio WLAN performance

Error-free playback can be achieved when the output au-
dio streams match sample-accurately the input streams; after
taking out the initial delay caused by the prebuffering stage,
Figure 13 shows the error-free stereo PCM and mp3 playback
test cases examined under good and medium wireless chan-
nel conditions. The above methodology was extended to a
wireless 5-channel PCM (16 bit/44.1 KHz) playback system
and the number of error-free reproduced audio channels for
this case is shown in Figure 14. It can be deduced that when
interference is present, smaller packet lengths and the em-
ployment of an adaptive scheduler (such as the SETT-EDD)
should be preferred.
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Figure 11: Subjective test results for PCM audio WLAN streaming delivery: (a) CoDeS disabled; (b) CoDeS enabled.
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Figure 12: Subjective test results for MPEG-1 Layer III audio streaming delivery: (a) CoDeS disabled; (b) CoDeS enabled.

Finally, Figure 15 shows the measured delayed through-
put (TD) values (see (13)) for the wireless transmission of
stereo mp3, stereo PCM 16 bit/44.1 KHz, 5-channel PCM
16 bit/44.1 KHz, and stereo PCM 24 bit/96 KHz audio, using
the simple and the SETT-EDD scheduler, under medium in-
terference wireless channel conditions. As can be deduced
from (13), TD (Mbps) indicates the mismatch between the
requested (from the audio source) and the on-time WLAN
delivered data. Note that for mp3 and stereo CD-quality
transmission, the delayed throughput for SETT-EDD is zero.
It appears that for noncompressed PCM audio and for in-

creasing source bitrate, a corresponding increase of T D can
be expected. However, for mp3 compressed audio transmis-
sion, due to the additional overhead caused by the mis-
match between the mp3 frame length and the network packet
length, a strong increase of the measured T D values must be
expected.

Clearly, while the packet length does not seem to have
a direct impact on the playback performance for PCM au-
dio transmission, smaller packet sizes are more robust, since
the Tx and Rx buffers are optimally used. The test cases
prove that the selection of the service scheduler, especially
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Figure 13: Parameter map for error-free stereo digital audio WLAN delivery: (a) PCM fs = 44.1 KHz,N = 16 bit; (b) mp3 coded at 160 Kbps
and 256 Kbps.
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Figure 14: Number of serviced audio channels versus packet length
for error-free digital WLAN delivery.

under the presence of channel interference, as in probable
real-life conditions plays a crucial role on the overall play-
back performance. More specifically, it was found that the
simple scheduler defined by the 802.11e specification as a
minimum requirement reference design introduces signifi-
cant reproduction distortions for most test cases, even for
mp3 transmission under medium channel interference. Note
that the simple scheduler induces distortions in all receivers
of a 5-channel PCM system and completely fails to service
high quality 96 KHz/24 bit PCM stereo.

On the other hand, largely error-free reproduction is
achieved for the case of the SETT-EDD scheduler, although
some distortions can be expected for the cases of 5-channel
PCM and 96 KHz/24 bit stereo reproduction, largely due to
the higher bitrate required. The trends obtained from the
error-free results for the SETT-EDD scheduler would apply
even if the Tx and Rx buffer lengths are reduced and starter
prebuffering time is applied. This can enhance the overall
performance of the WLAN digital audio system, especially
for applications where a maximum delay limit is imposed,
such as for typical audiovisual applications.

5. CONCLUSIONS

The most challenging aspect of integrating digital audio and
WLAN technologies appears to be the robust and synchro-
nized real-time streaming of multiple channels to multi-
point receivers. Although efficient, cost-effective, and well-
established network topologies exist for such applications, it
appears that these solutions are not yet transparent for audio
applications. An initial conclusion derived from this study is
that successful operation can be achieved only if the wireless
protocol provides strict QoS guarantees.

Main sources of distortion are due to audio WLAN pack-
ets, being permanently lost, generating gaps and loss of syn-
chronization between the reproduced audio channels. The
results presented in the previous section describe the op-
timal parameters for error-free stereo CD-quality and mp3
real-time audio playback. While it may be assumed that the
802.11b 11 Mbps throughput should be sufficient for uncor-
rupted mp3 and PCM stereo playback, such comparisons
between the audio source bitrate and the physical channel
throughput do not suffice for concluding that the application
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will not suffer from such WLAN distortions. The largely
error-free reproduction achieved for the case of the SETT-
EDD scheduler shows that the employment of an adap-
tive scheduler, which dynamically adjusts the service sched-
ule based on the networking conditions, represents a fun-
damental requirement for practical real-time audio stream-
ing applications, at the expense of increased implementa-
tion complexity and processing power. However, excessive
channel interference may always introduce additional trans-
mission errors and channel congestion. Under such condi-
tions and due to the wireless network bandwidth limitations,
any dynamic scheduling algorithm (such as the SETT-EDD
scheduler) may also fail to service real-time streaming traffic
flows.

An application-level mechanism such as the proposed
CoDeS synchronization algorithm will generally ensure
that the reproduction is kept synchronized for WLAN
transmission-induced errors by keeping the delay for each
traffic stream constant, for each serviced device. Addition-
ally, although it is out of the scope of this work, it is ex-
pected that the CoDeS synchronization algorithm combined
with a packet concealment method [32, 33] will minimize
the perceptual effect of the distortions that are introduced
by the insertion of silence gaps and proportionally increase
the achieved playback quality. Furthermore, by increasing the
available bandwidth, the effect of the channel interference
on the final playback quality can be reduced. Hence, high-
rate wireless protocols (e.g., 801.11g/n) must be preferred for
high-quality multimedia and audio applications. Addition-
ally, higher-layer protocols can be developed for dynamically
adjusting the number of the playback devices which can be
serviced within such a WLAN. For example, under wireless
channel degradation, such protocols may temporarily stop
servicing playback devices with lower priority on the per-
ceived audio system quality (e.g., the rear speakers in a mul-
tichannel DVD setup).

ABBREVIATIONS

AP: Access point
CoDeS: Consistent delay synchronization
EDCA: Enhanced distributed channel access
FIFO: First-in first-out
HCCA: Hybrid controlled channel access
ISM: Industrial, scientific, medicine
LAN: Local area network
MAC: Medium access control
PHY: Physical rate
QAP: Quality of service access point
QoS: Quality of service
Rx: Reception
SETT-EDD: Scheduling based on estimated

transmission times-earliest due date
SiS: Simple scheduler
STA: Wireless station
TSPEC: Traffic specification
Tx: Transmission
TXOP: Transmission opportunity
WiDAR: Wireless digital audio receiver
WiDAS: Wireless digital audio source
WLAN: Wireless local area network.
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1. INTRODUCTION

Turbo coding [1] offers energy efficiencies close to the limits
predicted by information theory with features that include
parallel code concatenation, recursive convolutional encod-
ing, interleaving, and an iterative decoding algorithm; while
in fading environments, outer block interleaving should also
be used. Soft-input/soft-output (SISO) decoder is the signif-
icant part of a turbo decoder: the concept of iterative decod-
ing relies on the use of SISO decoders which calculate the
a posteriori probabilities based on the received channel se-
quences and a priori information. One of the main candi-
date algorithms to be used in a SISO decoder is log maximum
a posteriori (log-MAP) algorithm. A detailed description of
log-MAP is presented in [2–7], while turbo code basics and
performance can be found in [7].

The European 3G standard is called Universal Mobile
Telecommunications System (UMTS) and provides data
rates up to 2 Mbps giving the opportunity to mobile oper-
ators to offer multimedia applications to their customers, ac-
cording to Table 1. Turbo codes have been adopted as a chan-
nel coding scheme in UMTS for data rates higher than or
equal to 28.8 kbps [8, 9].

The rest of the paper is organised as follows: Section 2
presents a short literature review on the area together with
a brief description of UMTS data stream. Subsequently,
Section 3 gives a description of the simulation environment
used. The optimum outer block interleaver length is se-
lected through simulation results and different implemen-

tation scenarios in Section 4. Finally, after an efficient TTI
selection according to simulation results, we conclude in
Section 5.

2. RELATED WORK AND UMTS DATA STREAM

The investigation of multimedia applications over mobile
cellular networks has been well addressed in published lit-
erature [10, 11], while different propagation (mobile chan-
nel) issues for such applications, tested by experimental pro-
cedures, have been presented in [12, 13].

In mobile communications, turbo codes provide very
good coding gains in fading channels. Especially in
frequency-flat Rayleigh fading channels, performance can be
greatly improved if outer block interleaving is used [7, 14].
This is because turbo encoding without outer block inter-
leaving cannot correct the burst errors induced in a corre-
lated fading channel, since they are more effective with ran-
dom errors.

In [15], it is shown that the number of columns is the
critical parameter in the design of outer block interleavers
for turbo codes over such channels. The higher the mobile
speed, the larger number of columns needed. In [16], simu-
lation results are presented for the four different UMTS TTIs
using flat Rayleigh fading and convolutional coding. Only
the coding rate is varied for a terminal speed of 50 km/h,
a frame length of 504 bits and a bit rate of 64 kbps. For
these parameters and different signal-to-noise ratios (SNRs),
a TTI of 80 milliseconds is shown to achieve the best FER
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Table 1: UMTS multimedia services.

Category Multimedia applications

Entertainment

Internet, video, text, picture, and
multimedia messaging, datacast,
personalisation applications (ring tone,
screen saver, desk top)

Work

Call with image and data stream, IP
telephony, notepad, 2-way video
conferencing, directory services, work group,
telepresence, FTP, instant voicemail, colour
fax

Shopping
E-commerce, e-cash, e-wallet, credit card,
telebanking

Education
Online libraries, search engines, remote
attendance, field research

Health
Telemedicine, remote diagnose, and health
monitoring

Automation
Home automation, traffic telematics, machine,
telemetry

Travel
Location sensitive information and
guidance, e-tour, location awareness, time
tables, e-ticketing

Additional
services

TV, radio, PC, access to remote computer,
MP3 player, camera, GPS, remote control
unit

performance. Similar to the approach described in [16], but
for turbo codes, in this paper, we discuss the effect of outer
block interleaving on UMTS turbo codes performance for
a constant frame length, log-MAP algorithm for turbo de-
coder, five different bit rates, and also different operating en-
vironments.

In [17], a reconfigurable block interleaver for block codes
over flat Rayleigh fading is presented. A formula is derived to
calculate the interleaving depth according to the Doppler fre-
quency. It is also mentioned that the bit error rate (BER) will
be higher unless the right number of columns is employed.
In this paper, we will show that the same conclusion is also
drawn for turbo codes. Finally, in [5], we discuss different
UMTS implementation scenarios for an outer block inter-
leaver, different frame lengths, operating environments, and
a constant bit rate. This paper considers the same approach
but constant frame length and different bit rates.

UMTS data stream is described in [8, 9]. Thus, a UMTS
transport channel transfers the information over the radio
interface from the medium access control sublayer of layer 2
to the physical layer. The characteristics of a transport chan-
nel are determined by its transport format set, which consists
of different transport formats. The transport formats must
have the same type of channel coding and TTI, while the
transport block set or data frame size can vary. The transport
block set determines the number of input bits to the chan-
nel encoder and can be transmitted every TTI, with possible
values for TTI of 10, 20, 40, and 80 milliseconds. Every trans-

Table 2: Implementation scenarios, corresponding bit rates, and
multimedia examples.

Implementation scenario

1 2 3 4 5

Bit rate Rb 28.8 kbps 64 kbps 144 kbps 384 kbps 2 Mbps

Multimedia
application

Fax
service

Packet
data
services

Packet
data
services

Packet
data
services

Packet
data
services

port channel is also assigned to a radio access bearer with a
particular data rate.

3. SIMULATION ENVIRONMENT

A flat Rayleigh fading channel is described by

yk = αk · xk + nk, (1)

where k is an integer symbol index, xk is a binary phase shift
keying (BPSK) symbol amplitude (±1), nk is a Gaussian ran-
dom variable, and yk is a noisy received symbol. The fading
amplitude ak is a sample from a correlated Gaussian random
process with zero mean and is generated using the sum of
sines or Jakes model [18].

In our simulations, a carrier frequency fc = 2 GHZ is
considered. It is also assumed that 1 000 000 information bits
are transmitted and grouped into frames whose length must
be ≥40 and ≤5114, according to UMTS specifications [19,
20]. For a particular transport channel, every TTI, the data
with the characteristics specified in a transport format of the
transport channel, is turbo-encoded at the transmitter. After
turbo encoding and block interleaving, the bits are BPSK-
modulated and transmitted through the mobile channel.

At the receiver, outer block deinterleaving and turbo de-
coding is performed. Floating point arithmetic is also used,
while the receiver is assumed to have exact estimates of the
fading amplitudes (perfect channel estimation without side
information). The iterations of the turbo decoder are as-
sumed to be eight.

4. EFFICIENT TTI SELECTION

The frame length used in our simulations is chosen to be the
maximum length specified for UMTS, 5114 bits. Five typical
input bit rates Rb are considered according to UMTS specifi-
cations: 28.8 kbps, 64 kbps, 144 kbps, 384 kbps, and 2 Mbps
[21]. These bit rates represent five different UMTS imple-
mentation scenarios, as Table 2 illustrates. Particularly, ac-
cording to [21], scenario 1 can be applied to fax service, while
scenarios 2, 3, 4, and 5 can be applied to any multimedia
packet data service like conventional internet services (web-
browsing, electronic mail, file transfer, video/audio stream-
ing, e-commerce, videoconference), interactive data or com-
bination with location information and mobility (location-
based services, navigation).

Furthermore, four different mobile speeds are consid-
ered for each implementation scenario: 4 km/h (corresponds
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Table 3: Normalised fade rates for different Doppler frequencies, mobile terminal speeds, and implementation scenarios.

Terminal
speed ( km/h)

Doppler freq.
fd ( Hz)

Scenario

1 2 3 4 5

4 7.4 0.000085 0.000038 0.000017 0.0000064 0.0000012

50 92.5 0.00107 0.00048 0.00021 0.00008 —

100 185.1 0.0021 0.00096 0.00042 0.00016 —

300 555.5 0.0064 0.0028 0.00128 — —
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Figure 1: BER versus SNR for scenario 1 and fdTS values 0.000085
and 0.00107.

to indoor or low-range outdoor operating environment), 50
and 100 km/h (urban or suburban outdoor operating envi-
ronment), and 300 km/h (rural outdoor operating environ-
ment). In Table 3, the different values of normalised fade
rate fdTS are presented for each scenario and terminal speed.
For the first 3 scenarios (data rates 28.8 kbps, 64 kbps, and
144 kbps), all 4 mobile terminal speeds can be applied ac-
cording to [22], whereas for scenarios 4 and 5, there are some
limitations. Thus, according to [22], for scenario 4 (data rate
384 kbps), the mobile terminal speed of 300 km/h cannot be
considered, and for scenario 5 (data rate 2 Mbps), the mobile
terminal speeds of 50, 100, and 300 km/h cannot be consid-
ered as well.

A scaling factor s = 0.7 is also applied in log-MAP turbo
decoding algorithm in our simulation model because, ac-
cording to [6], s = 0.7 and s = 0.8 give the best perfor-
mance improvement for log MAP in a flat-fading channel.
In the following sections, BER performance is evaluated for
each scenario and our goal is to find the optimum TTI value.

4.1. Scenario 1: bit rate 28.8 kbps

In Figure 1, the BER performance of the simulated system
for mobile speeds 4 and 50 km/h is presented. For 4 km/h
and at a BER of 2 × 10−3, there is a gain of approximately
6 dB for a TTI transition from 10 to 20 milliseconds. Thus,

10−6

10−5

10−4

10−3

10−2

10−1

100

B
it

er
ro

r
ra

te
0 1 2 3 4 5 6 7 8 9 10 11 12 13

Eb/N0 (dB)

100 km/h, TTI = 10 ms
100 km/h, TTI = 20 ms
100 km/h, TTI = 40 ms
100 km/h, TTI = 80 ms

300 km/h, TTI = 10 ms
300 km/h, TTI = 20 ms
300 km/h, TTI = 40 ms
300 km/h, TTI = 80 ms

Figure 2: BER versus SNR for scenario 1 and fdTS values 0.0021
and 0.0064.

for 4 km/h, the optimum TTI value is 20 milliseconds: there
is no BER improvement for larger TTI values. On the con-
trary, as Figure 1 shows, BER becomes worse for values larger
than the optimum value of 20 milliseconds. Additionally, at
a BER of 10−3, 0.5 dB performance loss can be observed
for 80 milliseconds compared to the optimum TTI value of
20 milliseconds. For 50 km/h and at a BER of 10−3, there is
a gain of approximately 6 dB for a TTI transition from 10 to
20 milliseconds. The gain decreases to 2 dB and 0.5 dB for a
TTI transition from 20 milliseconds to 40 milliseconds and
from 40 milliseconds to 80 milliseconds, respectively. Thus,
for 50 km/h, the optimum TTI value is 80 milliseconds.

For Figure 2, the mobile terminal speeds are 100 and
300 km/h. Here, as Figure 2 shows, the optimum TTI value
for both terminal speeds is 80 milliseconds. However, at a
BER of 10−3 for 100 km/h, a gain of 4 dB, 2.5 dB and 1 dB
is seen for a TTI transition from 10 to 20, 20 to 40, and 40 to
80 milliseconds, respectively. At the same BER for 300 km/h
terminal speed, a TTI increase from 10 to 20, 20 to 40, and 40
to 80 milliseconds gives performance gains of 2.5 dB, 1.5 dB,
and 0.8 dB, respectively.

4.2. Scenario 2: bit rate 64 kbps

Figure 3 presents the performance for the four different TTI
values considering terminal speeds of 4 km/h and 50 km/h.
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Figure 3: BER versus SNR for scenario 2 and fdTS values 0.000038
and 0.00048.
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Figure 4: BER versus SNR for scenario 2 and fdTS values 0.00096
and 0.0028.

At a BER of 10−3 for 4 km/h, we see that a TTI increase from
10 to 20 milliseconds gives 4 dB gain. It is obvious that a
TTI = 20 milliseconds is the optimum choice: a further TTI
increase gives no BER improvement but a gain loss of 0.6 dB
at a BER of 10−3 and a loss of 2.5 dB at a BER of 3 × 10−3.
For 50 km/h, 80 milliseconds represents the ideal TTI choice
in terms of performance and complexity. Particularly, at a
BER of 10−3 performance gain of 6 dB, 2 dB, and 0.8 dB is
observed for TTI increase from 10 to 20 milliseconds, 20 to
40 milliseconds, and 40 to 80 milliseconds.

Figure 4 illustrates the BER performance for speeds
of 100 km/h and 300 km/h. For 100 km/h at a BER of
10−3, a TTI of 20 milliseconds gives around 6 dB gain over
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Figure 5: BER versus SNR for scenario 3 and fdTS values 0.000017
and 0.00021.

10 milliseconds, a TTI of 40 milliseconds gives 2.5 dB gain
over 20 milliseconds, while a TTI of 80 milliseconds gives
0.25 dB gain over 40 milliseconds. For 300 km/h terminal
speed at a BER of 10−3, for a TTI increase from 10 to 20,
20 to 40, and 40 to 80 milliseconds, the corresponding im-
provements are 4 dB, 2 dB, and 0.6 dB. However, the opti-
mum choice for both speeds is the maximum TTI value
(80 milliseconds).

4.3. Scenario 3: bit rate 144 kbps

As can be observed from Figure 5, for 4 km/h mobile ter-
minal speed, a TTI of 20 milliseconds is the optimum
choice. Furthermore, at a BER of 10−3, the performance
improvement using 20 milliseconds is 5 dB compared to
10 milliseconds. On the other hand, it is obvious that for
TTI = 40 milliseconds, there is a loss of 1 dB at a BER of
10−3, while for TTI = 80 milliseconds there is a loss of 1.8 dB
at the same BER compared to the optimum TTI value. For
a terminal speed of 50 km/h, a TTI of 40 milliseconds repre-
sents the optimum solution. Consequently, the performance
gain for a TTI increase from 10 to 20 milliseconds at a BER
of 4× 10−3 is 6 dB, while at a BER of 10−3 for a TTI increase
from 20 to 40 milliseconds, the gain is 1.3 dB.

Figure 6 illustrates the performance of the simulated sys-
tem for terminal speeds 100 km/h and 300 km/h. It is clear
that for both speeds, the optimum value is 80 milliseconds.
Among the three TTI values, a TTI of 20 milliseconds gives
the highest improvement: at a BER of 10−2, the gain us-
ing 20 milliseconds compared to 10 milliseconds is 5 dB,
while using 40 milliseconds gives 2.2 dB gain compared
to 20 milliseconds at a BER of 10−3. Also at a BER of
10−3, using 80 milliseconds gives 0.6 dB gain compared to
40 milliseconds. For a terminal speed of 300 km/h, again the
highest performance improvement among the three possi-
ble TTI values (20, 40, 80 milliseconds) is 20 milliseconds:
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Figure 6: BER versus SNR for scenario 3 and fdTS values 0.00042
and 0.00128.
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Figure 7: BER versus SNR for scenario 4 and fdTS values 0.0000064
and 0.00008.

at a BER of 10−2, the gain using TTI = 20 milliseconds
compared to 10 milliseconds is 4.3 dB. At a BER of 10−3, us-
ing 40 milliseconds instead of 20 milliseconds gives a gain of
2.5 dB, while using 80 milliseconds instead of 40 milliseconds
gives a gain of 0.4 dB.

4.4. Scenario 4: bit rate 384 kbps

Considering a large bit rate of 384 kbps, Figure 7 presents the
BER of the simulated system for mobile terminal speeds of
4 and 50 km/h. As can be seen, 20 milliseconds is the opti-
mum interleaver length for both speeds. For the first termi-
nal speed and at a BER of 10−3, an increase of the TTI from
10 to 20 milliseconds gives a gain of 3 dB. An increase of the
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Figure 8: BER versus SNR for scenario 4 and fdTS = 0.00016.
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Figure 9: BER versus SNR for scenario 5 and fdTS = 0.0000012.

TTI to 40 milliseconds at the same BER results in no perfor-
mance loss, whereas a further increase (80 milliseconds) can
cause 0.5 dB loss. For the second terminal speed and at a BER
of 10−3, an increase of the TTI from 10 to 20 milliseconds
gives a gain of 7 dB. At the same BER for a TTI increase to
80 milliseconds, we observe performance losses of 1.5 dB.

In Figure 8, the performance of the simulated system for
a mobile terminal speed of 100 km/h and bit rate 384 kbps
is evaluated. It is clear that 40 milliseconds is the optimum
TTI value. Particularly, at a BER of 10−3, a performance gain
of 9.5 dB and 0.8 dB is seen for a TTI increase from 10 to 20
and 20 to 40 milliseconds, respectively. Moreover, at the same
BER, a performance loss of 1.5 dB is observed for further TTI
increase (40 to 80 milliseconds).
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Table 4: Efficient TTI for different implementation scenarios and mobile terminal speeds based on BER performance.

Mobile terminal
speed ( km/h)

Scenario

1 2 3 4 5

4 20 ms 20 ms 20 ms 20 ms 20 ms

50 80 ms 80 ms 40 ms 20 ms —

100 80 ms 80 ms 80 ms 40 ms —

300 80 ms 80 ms 80 ms — —

4.5. Scenario 5: bit rate 2 Mbps

In Figure 9, the BER of the system for a mobile terminal
speed of 4 km/h and a high bit rate of 2 Mbps is evaluated.
A value of 20 milliseconds is shown to be the optimum TTI
value. Particularly, at a BER of 10−3, a performance gain of
3 dB is seen for a TTI increase from 10 to 20 milliseconds.
It is remarkable that at the same BER, a performance
loss of 0.9 dB is observed for further TTI increase (20 to
40 milliseconds).

5. CONCLUDING REMARKS

Multimedia services represent the main novel services that
3G mobile communications can offer compared to 2G. Fur-
thermore, high-data rates accommodate the introduction of
multimedia services to 3G mobile phones. Thus, according to
UMTS specifications, turbo codes represent the recently de-
veloped technology, which facilitates the efficient introduc-
tion of high-data rates in general and especially multimedia
applications.

An efficient TTI choice in Rayleigh fading channels for
different operating environments for UMTS 3G systems can
reduce complexity and latency. These latency savings are very
important, especially in the case of real-time multimedia ser-
vices with tight delay constraints. Particularly, in Table 4,
which summarises the simulation results presented in the
previous section, the optimum TTI values are presented for
the different scenarios and operating environments (mobile
terminal speeds). Furthermore, our analysis shows that in
terms of BER, an efficient TTI choice depends on bit rate and
operating environment.

However, as can be seen in Table 4, for all five implemen-
tation scenarios considered, as a compromise between low-
est BER and complexity (which means the best BER perfor-
mance for the lowest TTI) and for a constant frame length
of 5114 bits, a TTI = 20 milliseconds (outer block interleaver
with 2 columns) is recommended for indoor or low-range
outdoor operating environment.

For an urban or suburban outdoor environment and for
a terminal speed of 50 km/h, a TTI = 80 milliseconds is opti-
mum for relatively small bit rates like 28.8 kbps and 64 kbps
(implementation scenarios 1 and 2), while as bit rate in-
creases, the optimum TTI value decreases. Particularly, for
increased bit rates like 144 kbps and 384 kbps (implementa-
tion scenarios 3 and 4), 40 milliseconds and 20 milliseconds
are the suggested optimum values, respectively. For the same
operating environment but a terminal speed of 100 km/h,

80 milliseconds is the right choice for bit rates 28.8 kbps,
64 kbps, and 144 kbps (scenarios 1, 2, and 3). For bit rate
384 kbps (scenario 4), 40 milliseconds should be used, while
scenario 5 (2 Mbps) cannot be established. Again, the op-
timum TTI value decreases as bit rate increases, but after
144 kbps. As a general conclusion for this operating environ-
ment, we can say that for low bit rates, the optimum TTI
value is the maximum value of 80 milliseconds. For increased
bit rates, the optimum TTI value decreases. The decrease is
faster for lower mobile terminal speeds. Moreover, in a ru-
ral outdoor operating environment, a TTI of 80 milliseconds
is proposed for the first 3 scenarios, since scenarios 4 and 5
cannot be implemented.

Furthermore, our simulation results also show that
choosing higher TTI than the optimum value causes nega-
tive effects on BER. Particularly, in indoor or low-range out-
door operating environment for all bit rates, the choice of a
TTI value which is larger than the optimum one can cause
up to 1.8 dB BER loss. This value occurs at a medium bit
rate of 144 kbps. The same effect is also seen at high-bit rates
(384 kbps) in urban or suburban outdoor operating envi-
ronment with a performance loss of 1.5 dB. However, as in
[17] for block codes, the optimum choice of block interleaver
length in different fading environments is also essential for
turbo codes. Finally, the simulation results show that a TTI
increase from 10 to 20 milliseconds gives the highest perfor-
mance gain compared to the other TTI increases (20 to 40
and 40 to 80 milliseconds) for all bit rates considered. On the
other hand, the lowest gain is given by a TTI increase from 40
to 80 milliseconds. This is what we expect, since performance
gain decreases as the number of columns of outer block in-
terleaver increases [15, 16].

REFERENCES

[1] C. Berrou and A. Glavieux, “Near optimum error correct-
ing coding and decoding: turbo-codes,” IEEE Transactions on
Communications, vol. 44, no. 9, pp. 1261–1271, 1996.

[2] S. S. Pietrobon, “Implementation and performance of a
turbo/MAP decoder,” International Journal of Satellite Com-
munications, vol. 16, no. 1, pp. 23–46, 1998.

[3] P. Robertson, E. Villebrun, and P. Hoeher, “A comparison of
optimal and sub-optimal MAP decoding algorithms operat-
ing in the log domain,” in Proceedings of the IEEE International
Conference on Communications (ICC ’95), vol. 2, pp. 1009–
1013, Seattle, Wash, USA, June 1995.

[4] C. Chaikalis and J. M. Noras, “Reconfigurable turbo decod-
ing for 3G applications,” Signal Processing, vol. 84, no. 10, pp.
1957–1972, 2004.



Costas Chaikalis 7

[5] C. Chaikalis, “Reconfiguration aspects and a reconfigurable
outer block interleaver for 3G applications,” Wireless Personal
Communications, vol. 41, no. 1, pp. 77–97, 2007.

[6] C. Chaikalis, Reconfigurable structures for turbo codes in 3G mo-
bile radio transceivers, Ph.D. thesis, Department of Electronics
& Telecommunications, University of Bradford, Bradford, UK,
2003.

[7] J. P. Woodard and L. Hanzo, “Comparative study of turbo de-
coding techniques: an overview,” IEEE Transactions on Vehicu-
lar Technology, vol. 49, no. 6, pp. 2208–2233, 2000.

[8] H. Holma and A. Toskala, Eds., WCDMA for UMTS: Radio Ac-
cess for Third Generation Mobile Communications, John Wiley
& Sons, Chichester, UK, 2000.

[9] F. Muratore, Ed., UMTS: Mobile Communications for The Fu-
ture, John Wiley & Sons, Chichester, UK, 2001.

[10] S. Kotsopoulos and D. Lymberopoulos, “A new medical
data management concept in a hybrid cellular mobile radio
communication network,” in Proceedings of the IEEE Global
Telecommunications Conference (GLOBECOM ’91), vol. 1, pp.
674–680, Phoenix, Ariz, USA, December 1991.

[11] S. Kotsopoulos and D. Lymberopoulos, “Communication pro-
tocols and on-board processor for a new national scale pri-
vate mobile radio service,” in Proceedings of IEEE International
Conference on Selected Topics in Wireless Communications, pp.
147–150, Vancouver, BC, Canada, June 1992.

[12] S. Bouzouki, S. Kotsopoulos, G. Karagiannidis, K. Chas-
someris, and D. Lymberopoulos, “On optimal cell planning:
case study for a DCS 1800 system,” International Journal of
Communication Systems, vol. 14, no. 9, pp. 857–870, 2001.

[13] K. Ioannou, I. Panoutsopoulos, S. Koubias, and S. Kotsopou-
los, “A new dynamic channel management scheme to increase
the performance index of cellular networks,” IEE Electronics
Letters, vol. 40, no. 12, pp. 744–746, 2004.

[14] E. K. Hall and S. G. Wilson, “Design and analysis of turbo
codes on Rayleigh fading channels,” IEEE Journal on Selected
Areas in Communications, vol. 16, no. 2, pp. 160–174, 1998.

[15] K. Tang, P. H. Siegel, and L. B. Milstein, “On the performance
of turbo coding for the land mobile channel with delay con-
straints,” in Proceedings of the 33rd Asilomar Conference on Sig-
nals, Systems and Computers (ACSSC ’99), vol. 2, pp. 1659–
1664, Pacific Grove, Calif, USA, October 1999.

[16] F. Poppe, D. De Vleeschauwer, and G. H. Petit, “Guaranteeing
quality of service to packetised voice over the UMT Sair inter-
face,” in IEEE 8th International Workshop on Quality of Service
(IWQOS ’00), pp. 85–91, Pittsburgh, Pa, USA, May-July 2000.

[17] K. I. Chan and J. C.-I. Chuang, “Required interleaving depth
in Rayleigh fading channels,” in Proceedings of the IEEE Global
Telecommunications Conference (GLOBECOM ’96), vol. 2, pp.
1417–1421, London, UK, November 1996.

[18] M. Pätzold, U. Killat, F. Laue, and Y. Li, “On the statisti-
cal properties of deterministic simulation models for mobile
fading channels,” IEEE Transactions on Vehicular Technology,
vol. 47, no. 1, pp. 254–269, 1998.

[19] 3GPP TS 25.212 V3.9.0, “Multiplexing and channel coding
(FDD),” Release 1999, March 2002.

[20] 3GPP TS 25.222 V3.8.0, “Multiplexing and channel coding
(TDD),” Release 1999, March 2002.

[21] 3GPP TR 25.944 V3.5.0, “Channel coding and multiplexing
examples,” Release 1999, June 2001.

[22] 3GPP TS 25.201 V3.3.0, “Physical layer—general description,”
Release 1999, March 2002.



Hindawi Publishing Corporation
Advances in Multimedia
Volume 2007, Article ID 57423, 9 pages
doi:10.1155/2007/57423

Research Article
Impact of Background Traffic on Speech Quality in VoWLAN
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1. INTRODUCTION

Voice over Internet Protocol (VoIP), the transmission of
packetized voice over internet protocol networks, has gained
much attention in recent years. It is expected to carry more
and more voice traffic for its cost-effective service. However,
the current Internet, which was originally designed for data
communications, provides best-effort service only, posing
several technical challenges for real-time VoIP applications.
Speech quality is impaired by packet loss, delay, and jitter.
Assessment of perceived speech quality in the IP networks
becomes an imperative task to manufacturers as well as ser-
vice providers.

Speech quality is judged by human listeners and hence
it is inherently subjective. The Mean Opinion Score (MOS)
test, defined by ITU-T P.800 [1], is widely accepted as a norm
for speech quality assessment. However, such subjective test
is expensive and time-consuming. It is impractical for fre-
quent testing such as routine network monitoring.

Objective test methods have been developed in recent
years. They can be classified into two categories: signal-
based methods and parameter-based methods. Signal-based
methods use two signals as the input to the measure-
ments, namely, the reference signal and the degraded sig-
nal, which is the output of the system under test. They
identify the audible distortions based on the perceptual

domain representation of two signals incorporating hu-
man auditory models. These methods include Perceptual
Speech Quality Measure (PSQM), Measuring Normaliz-
ing Blocks (MNB), Perceptual Analysis Measurement Sys-
tem (PAMS), and Perceptual Evaluation of Speech Quality
(PESQ). Among them, PSQM and PESQ [2] were standard-
ized by ITU-T as P.861 and P.862, respectively. Parameter-
based methods predict the speech quality through a compu-
tation model instead of using real measurements. The typi-
cal model is the E-model as defined by ITU-T recommenda-
tion G.107. The E-model includes a set of parameters char-
acterizing the end-to-end voice transmission as its input,
and the output can be transformed into a MOS scale for
prediction.

The algorithm PSQM is based on comparison of the
power spectrum of the corresponding sections of the refer-
ence and the degraded signals. The results of this algorithm
more correlate with the results of listening tests, in compar-
ison with E-model. At present, this algorithm is no longer
used because of a raw time alignment. Instead of it the al-
gorithm PESQ is rather used. The algorithm PESQ is facili-
tated with very fine time alignment and one single interrup-
tion being also taken into account in the calculation of MOS.
It is possible to use PESQ in mobile networks as well as in
networks based on packet transmission. The disadvantages
include impossibility to use it for codec with data rate lower
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than 4 kbps, and higher calculation load caused by recursions
employed in the algorithm.

To provide person-to-person (instead of place-to-place)
connections anywhere and anytime, the Internet is expected
to penetrate the wireless domain. One very promising wire-
less network is the Wireless Local Area Network (WLAN),
which has shown the potential to provide high-rate data ser-
vices at low cost over local area coverage. Working in the
license-exempted 2.4 GHz industrial, scientific, and medi-
cal (ISM) frequency band, the IEEE 802.11b WLAN and
IEEE 802.11g WLAN offer a data rate up to 11 Mbps and
54 Mbps, respectively, while IEEE 802.11a WLAN and Euro-
pean Telecommunications Standard Institute (ETSI) Hiper-
lan/2 can support data rates up to 54 Mbps in the 5 GHz
frequency band. Nowadays, the work on upcoming IEEE
802.11n WLAN standard is in progress. Its publication is cur-
rently expected in September, 2008 [3]. The IEEE 802.11n
will be able to support a data rate up to 248 Mbps (2 streams)
in the 5 GHz or 2.4 GHz frequency band. As a wireless exten-
sion to the wired Ethernet, WLANs typically cover a small
geographic area, in hotspot local areas where the traffic in-
tensity is usually much higher than in other areas.

The promising VoIP technology and wide deployment of
WLANs are assumed to drive the application of Voice over
WLAN (VoWLAN), which is expected to experience a dra-
matic increase in the near future [4].

One major challenge for VoWLAN is Quality of Service
(QoS) provisioning. Originally designed for high-rate data
traffic, WLANs may experience bandwidth inefficiency when
supporting delay-sensitive and low-rate voice traffic. Hence,
it is essential to enhance the QoS support capability of cur-
rent WLAN standards, such as the most popular IEEE 802.11
standard. The assessment of speech quality in the current
WLAN standards is very desirable opportunity for evalua-
tion, verification, and testing of enhanced QoS methods for
supporting voice services in this type of very fast developing
wireless telecommunication networks.

Some works have studied the effects of packet loss and
jitter on speech quality. Particularly, [5–7] examined these
effects in the MOS domain for certain packet loss rate and
packet sizes in the environment of IP networks. Only in [8]
was examined the effect of packet loss, jitter, and number
of users on perceived speech quality based on PESQ algo-
rithm in the wireless networks, especially in 3G networks.
In [9], the effect of free bandwidth on VoIP performance
in IEEE 802.11b WLAN was investigated. The E-model has
been used for the purpose of speech quality prediction in
IEEE 802.11b WLAN. The close relationship between wire-
less bandwidth utilization and call quality was found. A lot
of works have been performed in the area of evaluation of
IEEE 802.11e Enhanced Distribution Coordination Access
(EDCA) for enhanced VoWLAN performance, for example,
[10, 11]. In [10], the legacy IEEE 802.11 Distribution Coor-
dination Function (DCF) and the IEEE 802.11 EDCA were
compared to show that the EDCA can provide differentiated
channel access among different priority traffics. In [11], the
impact of adjustment Arbitration InterFrame Space (AIFS),
Contention Window (CW), and Transmission Opportunity
(TXOP) on the delay and the throughput of two competing

saturated stations were examined. The scheme for prioritiz-
ing voice was suggested for IEEE 802.11 infrastructure mode
networks. This scheme is based on increasing AIFS value
used by other stations. Some works focus on the improving
of current QoS support methods, for example, [12]. In [12],
a new Medium Access Control (MAC) protocol is proposed
for QoS support in WLAN. The protocol is an alternative to
the recent enhancement IEEE 802.11e. A new priority policy
provides the system with better performance by simulating
Time Division Multiple Access (TDMA) functionality.

Here, we focus on the impact of background traffic on
speech quality of transmission sequences in the environment
of IEEE 802.11 networks. The background traffic was gener-
ated by means of Distributed Internet Traffic Generator (D-
ITG) [13]. The simulated background traffic consists of three
types of current traffics. The current traffics are: data trans-
fer service, multimedia streaming service, and Web service.
Increasing traffic load causes the increasing jitter and packet
loss. In general, speech quality drops with increasing packet
loss and jitter. The impact of these types of traffic and traffic
load on speech quality is studied in this paper. The speech
quality is assessed by means of the accomplished PESQ al-
gorithm. The proposal of a new method for improved de-
tection of the critical conditions in telecommunication net-
works from the speech quality point of view is presented at
the end of this paper.

The rest of the paper is organized as follows. Section 2
briefly reviews the limitations of IEEE 802.11 in support-
ing of voice and IEEE 802.11e EDCA. Section 3 describes
the measurement scenario. Section 4 presents the measure-
ment results. In Section 5, we propose a method for im-
proved speech quality-centered detection of critical condi-
tions in telecommunication networks. Section 6 concludes
the paper and suggests some future studies.

2. VOICE SERVICE IN IEEE 802.11

2.1. Limitations of IEEE 802.11 in supporting
voice service

As a real-time application, VoWLAN is delay-sensitive but
can tolerate a certain level of packet loss. Hence, delay and
jitter are the main QoS measures. Each voice packet should
be transmitted within delay bounds. Also, the jitter (i.e., vari-
ation of voice packet delay) should be carefully controlled as
it may degrade speech quality more severely than delay. Tra-
ditionally, an appropriately designed jitter buffer is an effec-
tive way to deal with jitter and make the voice understand-
able [14]. Therefore, the investigation of the impact of net-
work performance parameters change (jitter, packet loss) on
speech quality is the main goal of this paper. The change
of network performance parameters is realized by means of
background traffic. The investigation of these influences al-
lows designing the methods for improving speech quality in
wireless networks.

As the most popular WLAN standard, IEEE 802.11 de-
fines a mandatory DCF and an optional centralized Point
Coordination Function (PCF). DCF is based on Carrier
Sense Multiple Access with Collision Avoidance (CSMA/CA),
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where collision is resolved by binary exponential backoff. The
optional Request-To-Send (RTS)/Clear-To-Send (CTS) dia-
log can also be applied to further deal with the hidden ter-
minal problem. Mainly designed for data transmission, DCF
does not take into account the delay-sensitive nature of real-
time services. On the other hand, with PCF, Contention-Free
Period (CFP) and a Contention Period (CP) alternate peri-
odically. During CFP, when polled, a station gets permission
to transmit its data frames. The main drawbacks of PCF in-
clude bandwidth waste when two stations in the same Basic
Service Set (BSS) (which is composed of an Access Point (AP)
and a number of stations associated with the AP) try to com-
municate with each other, uncontrolled transmission time of
a polled station, and unpredictable CFP start time [15].

In order to support applications with QoS requirements,
the IEEE 802.11e standard [16] enhances the original IEEE
802.11 MAC sublayer by introducing the Hybrid Coordina-
tion Function (HCF), which includes two medium access
methods: Enhanced Distributed Channel Access (EDCA)
and HCF Coordination Channel Access (HCCA). In this pa-
per, we will focus only on the EDCA method because a major
part of currently available APs is enabled only for the EDCA
method.

2.2. IEEE 802.11e EDCA

EDCA is designed to enhance the DCF mechanism and to
provide a distributed access method that can support service
differentiation among traffic categories. The service differ-
entiation is provided by assigning different contention pa-
rameters to different Access Category (AC). A QoS station
can support at most eight user priorities, which are mapped
into four ACs. Each AC contends channel access with differ-
ent AIFS and CW settings. Compared with DCF, where DCF
InterFrame Space (DIFS) is used as the common InterFrame
Space (IFS) for a station to access the channel, EDCA uses
different AIFS for each AC to achieve the access differentia-
tion, where the AIFS for a given AC is defined as

AIFS[AC] = SIFS + AIFSN× σ. (1)

The AIFSN denotes the number to differentiate the AIFS
for each AC, and σ is the time interval of a slot for IEEE
802.11 standard, which is determined according to the phys-
ical medium used. The AC with the smallest AIFS has the
highest priority. EDCA assigns smaller CWs to ACs with
higher priorities to bias the successful transmission probabil-
ity in favor of high-priority ACs in a statistical sense. Indeed,
the initial CW size (CWmin) can be set differently for differ-
ent priority ACs, yielding higher priority ACs with smaller
CWmin. Figures 1 and 2 illustrate these EDCA parameters
and the access procedure, respectively.

In the EDCA, both the physical carrier sensing and the
virtual sensing methods are similar to those in the DCF.
However, there is a major difference in the countdown pro-
cedure when the medium is determined to be idle. In the
EDCA, after the AIFS period, the backoff counter decreases
by one at the beginning of the last slot of the AIFS (shown
as the crossed time slot in Figure 2), while in the DCF, this is
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AIFS[AC3]

SIFS SIFS
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Defer access Contention window
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Figure 1: IEEE 802.11e EDCA mechanism parameters.
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done at the beginning of the first time slot interval following
the DIFS period [10, 16, 17].

For a given station, traffics of different ACs are buffered
in different queues as shown in Figure 3. Each AC within a
station behaves like a virtual station; it contends for access to
the medium and independently starts its backoff after sens-
ing that the medium is idle for at least AIFS period. When a
collision occurs among different ACs within the same station,
the higher-priority AC is granted the opportunity for physi-
cal transmission, while the lower-priority AC suffers from a
virtual collision, which is similar to a real collision outside
the station [10, 16, 17].
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Figure 4: Measurement setup.

IEEE 802.11e also defines a TXOP limit as the interval of
time during which a particular station has the right to initi-
ate transmissions. During an EDCA TXOP, a station may be
allowed to transmit multiple data frames from the same AC
with a Short InterFrame Space (SIFS) gap between an ACK
and the subsequent data frame [10, 16, 17].

3. MEASUREMENTS

3.1. Experimental setup

One-way VoWLAN session was established between two
wireless hosts (VoWLAN sender and VoWLAN receiver), via
the AP, in IEEE 802.11b WLAN (see Figure 4).

Two wireless stations (ITG sender and ITG receiver)
equipped with the accomplished D-ITG were used to gener-
ate and receive background traffic. ITG sender generated the
User Datagram Protocol (UDP) and Transmission Control
Protocol (TCP) packets of the length 1024 bytes. Background
traffic is described in Section 3.3. Voice traffic was gener-
ated using VoIP clients. Session Initiation Protocol (SIP) was
used for established VoWLAN connections. For the measure-
ment we chose the ITU-T G.729A encoding scheme [18]. In
the measurement, each frame was encapsulated into a packet
in turn, corresponding to a packet size of 10 milliseconds.
Adaptive jitter buffer, packet loss concealment, and voice ac-
tivity detector are implemented using VoIP clients.

The ITU-T recommendation P.862.3 [19] recommends
to use a sequence in the range from 8-second to 30-second
duration for the purpose of speech quality measurement. We
decided to use the 30-second sequence for the needs of our
measurements. The 30-second sequence enables to realize the
precise speech quality measurement. The duration of each
measurement was set equal to the length of sequence. The
measurements were performed for six different testing con-
ditions. The sequences described in Section 3.2 were utilized
for transmission through the given VoWLAN connection. Fi-
nally, PESQMOS was measured by PESQ algorithm.

The adjusting of station positions and antennas was be-
ing performed until signal strength and link quality achieved
by all stations were roughly similar. All stations had fixed

Table 1: EDCA parameters used for measurements.

AC CWmin CWmax AIFSN TXOP(b) [μs]

Voice 3 7 1 3264

Video 7 15 1 6016

Best Effort 15 1023 3 0

Background 15 1023 7 0

position (no mobility) during all measurements. The signal
strength and link quality were kept in the range from 85% to
100% (excellent) for all performed measurements.

As we aim to use IEEE 802.11 technology for the trans-
mission of real-time services, EDCA has to be applied to sup-
port this type of services. This fact is reviewed in Section 2.
The EDCA parameters are described in Table 1. The values
of CW and AIFSN represent the number of time slots; each
slot is of 20 -microsecond duration. The beacon frame was
periodically transmitted every 1000 milliseconds.

3.2. Description of sequences

Two types of sequence were used for the purpose of the mea-
surement. The first type of sequence is the test sequence com-
posed of simple signals. Speech sequences are the second
type of sequence. The speech sequences are composed from
speech records.

3.2.1. Description of test sequence

The test sequence consists of non-speech-like (fully artificial)
signals. These signals are defined in ITU-T recommendation
P.501 [20] which divides them into deterministic and ran-
dom signals. Development of the method for more precise
detection of the critical conditions in the telecommunication
networks from the speech quality point of view was our mo-
tivation for using simple signals. The duration of the test se-
quence is set to 30 seconds. The test sequence is composed of
the following signals introduced and evaluated in [21]:

(i) sinusoidal signal of frequencies 300, 800, 1000, 1700,
2400, 3000 Hz,

(ii) square bipolar signal of frequencies 300, 400, 500, 600,
635, 670 Hz,

(iii) Gaussian white noise with μ = 0 and δ = 0.0001; 0.001;
0.005; 0.01; 0.025; 0.05.

The principle of the creation of the final test sequence is
based on arranging the parts of the test sequence, which are
shown in Figures 5 and 6. The final test sequence consists of
six sections. Each section consists of five parts. The arrange-
ment shown in Figure 5 is used once and subsequently the
arrangement shown in Figure 6 is used four times to form the
first section of final test sequence. The arrangement shown in
Figure 6 is used five times to form the other sections of the fi-
nal test sequence. The signals step by step have got the values
defined above; for example, in the second section of the test
sequence (from 5 seconds to 10 seconds), the signals have the
following values: square bipolar signal f = 400 Hz, Gaussian
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Figure 5: Initial part of test sequence.
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Figure 6: Second part of test sequence.

white noise δ = 0.001, and sinusoidal signal f = 800 Hz. The
values of the signals in the first section of the test sequence
(from 0 second to 5 seconds) are the same as those in Fig-
ures 5 and 6. The test sequence was stored in 16-bit, 8000 Hz
linear PCM.

The arrangement of test sequence was derived from the
criteria given by ITU-T recommendations for speech quality
measurements such as P.862.3. The very important require-
ment is that the sequence for speech quality measurements
includes active speech and silence periods. In ITU-T recom-
mendation P.862.3 is defined that the sequence should be ac-
tive in the range from 40% to 80% of its duration. The active
interval of proposed test sequence is about 66% of its dura-
tion. We decided to emulate active interval by means of sim-
ple (non-speech-like) signals such as sinusoidal signal and
square bipolar signal. The silence period was modelled by
means of Gaussian white noise.

The choice of the test sequence arrangement for intru-
sive measurement of Voice Transmission Quality of Service
(VTQoS) was published in [22]. The optimization of the test
sequence for ITU-T G.729 encoding scheme was published
in [23].

It was found that the test sequence composed of sim-
ple signals is more sensitive to the transmission impairments
(jitter, packet loss, etc.) in environment of IP network than
a sequence composed of speech samples. Hence, such test
sequence is more suitable for more precise detection of the
qualitative changes in the IP networks. We compared these
two types of sequences in [24].

3.2.2. Description of speech sequences

The speech sequences selection should follow the criteria
given by ITU-T recommendation P.830 [25] and ITU-T rec-
ommendation P.800 [1]. The speech sequences should in-
clude bursts separated by silence periods. They are normally
of 1–3 seconds long, although this does vary considerably
between languages. Certain types of voice activity detec-
tors are sensitive only to silent periods that are longer than
200 milliseconds. Also the speech sequences should be ac-
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Figure 7: Traffic load for given testing conditions. The vertical bars
show 95% CI (derived from 10 measurements) for each testing con-
dition. The testing condition numbers correspond to Table 2.

tive for 40%–80% of their duration. The speech sequences
are composed of speech records. In our experiments, these
speech records come from a Slovak speech database. In each
set, two female and two male speech utterances were used.
The speech sequences, which are of 30-second long with 57%
average value of active speech interval, were stored in 16-bit,
8000 Hz linear PCM.

3.3. Background traffic

Background traffic has been generated by D-ITG. The pri-
mary goal of background traffic is to simulate standard traffic
that appears in WLANs, which includes data transfer via Hy-
pertext Transfer Protocol (HTTP) and File Transfer Protocol
(FTP), multimedia streams for real-time applications.

The simulated background traffic includes three types of
communication.

(i) “Data transfer service”, which includes FTP and other
nonspecified services, is represented as information
stream with constant bit rate based on TCP;

(ii) “Multimedia streaming service” represents real-time
multimedia applications and therefore is based on in-
formation stream with constant bit rate. The UDP is
used in this case;

(iii) “Web service” that is simulated as a sequence of sep-
arated data bursts with Poisson distribution of packet
rate. The active period of burst is 400 milliseconds and
the bursts appear periodically every two seconds. TCP
was used for the purpose of this service.

The measurements have been performed for six different
testing conditions. The selected bit rates of the three above-
mentioned types of communication and average traffic load
of background traffic are described in Table 2 and Figure 7.
The calculation of average traffic load was based on the 100%
channel rate, which is 11 Mbps for IEEE 802.11b technology.
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Table 2: Performance evaluation of testing conditions.

Testing condition
Data transfer service Multimedia streaming service Web service Average traffic load

[Mbps] [Mbps] [Mbps] [%]

0 0 0 0 0

1 2 2.5 0.5 40.7

2 2.25 2.82 0.56 47.1

3 2.5 3.14 0.61 50.6

4 2.75 3.45 0.68 53.5

5 3 3.76 0.74 55.7

The simulation of the multimedia streaming service was
carried out focusing on the impact of the service traffic on
speech quality. Note that D-ITG does not allow the simu-
lation of the multimedia streaming service using Real-time
Transport Protocol (RTP), but the RTP-based streaming ser-
vice has the same impact on speech quality as the streaming
using UDP. The aim of this measurement was to investigate
how these types of traffic and traffic load affect speech qual-
ity. The traffic load was measured by means of Wireshark net-
work analyzer [26].

3.4. Assessment of speech quality

PESQMOS was evaluated by the PESQ metric [2], which is
the recent ITU-T standard for objective speech quality assess-
ment. PESQ combines merits of PAMS and PSQM99 (an up-
dated version of PSQM), and adds new methods for transfer
function equalization and averaging distortions over time. It
can be used in wider range of network conditions, and gives
higher correlation with subjective tests and the other objec-
tive algorithms [2, 27, 28]. Unlike the conversational model,
PESQ is a listening-only model; the degraded sample is time-
aligned with the reference sample during preprocessing. The
PESQMOS values do not reflect the effects of delay on speech
quality.

4. MEASUREMENT RESULTS

The measurement was independently performed 10 times
under the same testing conditions. The PESQMOS results
were averaged out and the standard deviation was kept
within 0.07 PESQMOS for the test sequence and 0.15 PESQ-
MOS for the speech sequences.

Figure 10 shows the measurement results for the test se-
quence and speech sequences. The graphs represent the de-
pendence of PESQMOS change on the testing conditions.
The testing conditions represent a few types of network con-
ditions. Each network condition is described by traffic load.
The increasing traffic load causes jitter and also packet loss
to increase. In general, speech quality drops with increas-
ing packet loss and jitter. Figure 7 shows the traffic load for
given testing conditions. The transmission rates for given
testing conditions are described in Table 2. Figure 11 shows
the measurement results for the speech sequences. We can
see some differences in the impact of background traffic on
speech quality among the individual speech sequences in Fig-
ure 11. It is caused by a different arrangement of the speech
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Figure 8: Impact of background traffic on average value of jitter
in VoWLAN connections. Other detailed descriptions of Figure 7
apply appropriately.

sequences as well as by differences in duration of their ac-
tive speech intervals among speakers. The impact of back-
ground traffic on the jitter (delay variation) and packet loss
in VoWLAN connections is shown in Figures 8 and 9. The
1550 voice packets were approximately transmitted during
one 30-second long VoWLAN connection. The average value
of jitter ranged from 1.72 to 42.76 milliseconds and the total
packet loss ranged from 0.81% to 23.03% for these measure-
ments. The total packet loss consists of two components. The
first component is the lost packets and the second compo-
nent is the dropped packets.

Figure 10 represents only average values separately for
female and male speech sequences. It can be seen that the
test sequence has smoother characteristic than the speech se-
quences. From the speech quality point of view, the test se-
quence responds to network performance parameters change
(jitter, packet loss, etc.) more sensitively than the speech se-
quences do. The effect of network performance parameters
change causes higher difference in energy of the particular
FFT points by using the stationary spectra signals such as si-
nusoidal signal and square bipolar signal. That is a reason of
the increased sensitivity of the test sequence to the network
performance parameters change. The enhanced sensitivity
allows for carrying out the detection of qualitative changes
in telecommunication networks more precisely. We aim to
use it for the development of a method for improved speech
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quality-based detection of critical conditions in telecommu-
nication networks.

5. PROPOSAL OF METHOD FOR IMPROVED
DETECTION OF CRITICAL CONDITIONS
IN WIRELESS NETWORKS FROM THE
SPEECH QUALITY POINT OF VIEW

The proposal of the method for improved speech quality-
centered detection of critical conditions in telecommunica-
tion networks follows the experiment described in this paper.
Such improved detection allows for realizing earlier response
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Figure 12: A typical network scenario in the environment of
WLANs.

to the change of network performance parameters and it may
avoid the impairment of speech quality. Figure 12 represents
a typical network scenario in the environment of WLANs.
VoWLAN connection no. 1 is used for the real VoWLAN
transmission, and VoWLAN connection no. 2 is used for the
purpose of improved detection of critical conditions in wire-
less telecommunication networks. This method is based on
the intrusive measurement of VTQoS. The test sequence is
transmitted through the VoWLAN connection no. 2. ITG sta-
tions represent the data traffic stations. The principle of the
improved detection of the critical conditions is based on the
simple scheme.

The measurement by using the test sequence is carried
out in successive 30-second steps and the duration of the
measurement is set to 30 seconds. The PESQMOS value is
computed for each measurement. The PESQMOS is used
as a threshold parameter for the network conditions. The
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Table 3: Decision level for the relevant network conditions.

PESQMOS value The network condition

>1.275 Standard

<1.275 Critical

threshold value for network conditions is set to 1.275 PESQ-
MOS for the test sequence. This critical decision threshold
has been derived from the results, which were obtained by
the measurements described in this paper.

As seen from the measurement results (Figure 10), the
PESQMOS value 1.275 for the test sequence corresponds to
about 48% value of traffic load. The PESQMOS values of all
the speech sequences (Figure 11) rapidly decline for the traf-
fic load exceeding 48%. The jitter and packet loss parameters
(Figures 8 and 9) increase fast above 48% of the traffic load
value. Table 3 figures out the decision level for the relevant
network conditions.

When the PESQMOS value for test sequence is higher
than the threshold value, the network is situated in the stan-
dard network conditions from the speech quality point of
view. It means that speech quality is kept within a tolera-
ble range and the adjustment of network parameters (e.g.,
AIFS, CW, packet size, etc.) for low-priority services is not
necessary. The critical network conditions are expected when
the PESQMOS value for test sequence is below the thresh-
old value. The impairment of speech quality is expected and
the adjustment of network parameters for low-priority ser-
vices is required. The acceptable speech quality can not be
expected when the adjustment of the network parameters is
omitted. The network parameters will be adjusted by means
of upcoming algorithms for link adaptation from the speech
quality point of view as a future extension of this method.
These algorithms are outlined in the conclusion.

6. CONCLUSION AND FUTURE WORK

This paper investigated the impact of background traffic
on speech quality in VoWLAN applications. Different traffic
testing conditions were used for the purpose of the measure-
ments. Each testing condition consists of the three types of
current traffics, which exist in the telecommunication net-
works. The current traffics are data transfer service, multi-
media streaming service, and Web service. The results show
that test sequence responds to the change of the network
performance parameters (jitter, packet loss, etc.) more sen-
sitively than the speech sequences from the speech quality
point of view. It allows for performing an improved detec-
tion of qualitative changes in telecommunication networks.
We propose the method for such speech quality-centered de-
tection of critical conditions in wireless networks. In the fu-
ture, we aim to expand this method to algorithms for link
adaptation from the speech quality point of view in the envi-
ronment of IEEE 802.11 networks. The primary goal of these
algorithms is improving speech quality in VoWLAN connec-
tions, which are established in the competent link. The first
type of the algorithm will be based on the fragmentation
of data packets. The fragmentation of the large datagrams

shall create packets of a size small enough to allow for sat-
isfying the delay requirements of the delay-sensitive traffic.
Small delay-sensitive packets could be interleaved between
fragments of the large datagram. The second type of the al-
gorithm will be based on prioritizing voice by means of in-
creasing a station’s AIFS value. The scheme for prioritizing
voice, which was suggested in [11], is based on increasing
AIFS value used by other stations. Increasing a station’s AIFS
value results in an increased delay after every transmission
on network before that station can continue decrementing
its counters. This scheme can be used to protect a voice call
against large numbers of data stations, maintaining through-
put, mean delays, and delay distributions in a range where
high voice call quality can be expected. We suppose that the
increasing AIFS value will have an impact on speech qual-
ity. Future work will also focus on developing and verify-
ing these algorithms for such speech quality-centered link
adaptation.
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[24] P. Počta and M. Vaculı́k, “Comparison of test sequence for in-
trusive measurement of VTQoS with speech sequences in the
environment of IP networks,” in Proceedings of the 5th Interna-
tional Conference on Measurement of Speech and Audio Qual-
ity in Networks (MESAQIN ’06), Prague, Czech Republic, June
2006.

[25] ITU-T Rec. P.830, “Subjective performance assessment of
digital telephone-band and wideband digital codecs,” Inter-
national Telecommunications Union, Geneva, Switzerland,
1996.

[26] Wireshark network analyzer, http://www.wireshark.org/.

[27] A. W. Rix, J. G. Beerends, M. P. Hollier, and A. P. Hekstra, “Per-
ceptual evaluation of speech quality (PESQ)-a new method for
speech quality assessment of telephone network and codecs,”
in Proceedings of IEEE International Conference on Acoustics,
Speech and Signal Processing (ICASSP ’01), vol. 2, pp. 749–752,
Salt Lake City, Utah, USA, May 2001.
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1. INTRODUCTION

The enhanced data rate (EDR) of IEEE 802.15.1, Bluetooth
[1] version 2.0 [2] now has a peak user payload of 2.2 Mb/s,
which is the same average rate offered by some implementa-
tions of IP-TV. Therefore, a bottleneck free way exists of dis-
tribution encoded video clips from a server across an IP net-
work to a Bluetooth master node, and, thence, over a Blue-
tooth wireless interconnect. Moreover, many cellular phones
are also equipped with a Bluetooth transceiver and larger res-
olution screens of CIF (352×288) and QCIF (176×144) pixel
size. Compared to IEEE 802.11 (Wi-Fi)’s typical current us-
age of 100–350 mA [3], Bluetooth’s consumption is 1–35 mA,
implying that for mobile multimedia applications Bluetooth
is preferable. Nokia’s proprietary Wibree technology, with
a similar design to Bluetooth, uses lower-power button-cell
batteries but its throughput is apparently restricted to a gross
air rate of 1 Mbps. IEEE 802.15.4 (ZigBee) also has similari-
ties to Bluetooth but as it is intended for sensor applications,
its capacity is limited to 250 kbps. Bluetooth availability as a
low-cost transceiver (<$5 US) makes it an attractive propo-
sition for bespoke mobile video streaming applications, such
as cordless TV within a variety of vehicles [4] or augmented
reality for wearable computers [5].

However for video transmission, as in a group of pictures
(GoP), slices within one picture are predicted from previ-
ous ones, noise and interference on the wireless channel may
corrupt slice-bearing packets as they make the final hop be-
fore decoding and display on a mobile device. This suggests
retransmission of corrupted packets should occur. Unfor-
tunately, the default Bluetooth infinite retransmission limit
for stop-and-wait automatic repeat request (ARQ) is unsuit-
able for delay-sensitive video streaming. This is a significant
weakness, because, in general, ARQ has proved more effective
than forward error correction (FEC) [6] in ensuring statisti-
cally guaranteed quality of service (QoS) over wireless net-
works. In Bluetooth, fast ARQ comes for free by virtue of
time division duplex (TDD) polling, which is necessary for
transmit/receive recovery, allowing a single-chip implemen-
tation.

Real-time delivery of video is delay-sensitive, as a frame
cannot be displayed if its data arrive after their decoded dead-
line. A further deadline exists for reference picture types if
their presence contributes to decoding of future frames [7].
In practice, a play-out buffer exists on a mobile device to ac-
count for start-up delay and also absorbs delay jitter (vari-
ation of delay). Therefore, the maximum delay permissible
corresponds to the start-up delay deemed tolerable to the
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user. Packets may arrive too late for the frame to be displayed,
and, as error concealment at the decoder is implementation
dependent, the net result is poor quality video. Not only do
packets arrive after their display deadline, but while retrans-
mission takes place, other packets may either wait too long in
the send buffer or in extreme cases arriving packets may find
the send buffer full. ARQ adds to delay and, therefore, the
number of retransmissions should be minimized. A side ef-
fect of reducing the number of retransmissions is that power
usage is reduced, which is especially important when there
is an imbalance of activity in Bluetooth’s centralized packet
scheduling scheme between a master node and its slaves.

As an alternative to the default ARQ, research reported
in [8] appears to have first introduced to Bluetooth priority-
based retransmission for video picture packets, though that
paper went no further than a static scheme favouring Intra-
coded pictures (I-pictures) at the link layer, based on similar
application layer techniques to those in [9]. The need to ad-
just adaptively Bluetooth’s default retransmission timeout for
multimedia applications was established in [10], with adap-
tation by relatively conventional means. In our work, ARQ
adaptation allows picture importance, channel conditions,
and buffer fullness to be accounted for in retransmission de-
cisions. However, adaptive ARQ is not a complete solution,
as it fails to account for deadline-expired packets remaining
in the send buffer while retransmission takes place. The dan-
ger is that these packets will then be transmitted simply to
be discarded at the receiver. The presence of expired packets
in the send buffer, just like excessive ARQ delay, contributes
to queuing delay to other packets and possibly buffer over-
flow. Therefore, an active discard policy for deadline-expired
packets is required as an addition to adaptive ARQ. In our
case, the active discard policy is implemented as a deadline-
aware buffer (DAB) and is also based on picture type. Pic-
ture type can be ascertained by inspection of application
packet headers or real-time transfer protocol (RTP) headers,
whereas accounting for picture content rather than picture
importance may require intervention at the source encoder.

This paper introduces fuzzy logic control (FLC) to adap-
tive ARQ over Bluetooth. To the best of our knowledge, FLC
has not been used for this purpose for Bluetooth and, in gen-
eral, has not been applied in this way to video distribution
over a wireless network. The aim of the current work is to
retransmit a packet as many times as needed to ensure error-
free reception but without delaying that packet beyond its
deadline and without leading to send buffer overflow. The
main reason for introducing FLC is that we found that its
performance in terms of delivered video quality is simply
better than a conventional scheme, as the tests in Section 4
illustrate. The fuzzy scheme also reduces the average num-
ber of retransmissions, its key advantage being that it can di-
rectly adapt to delay conditions, rather than simply by in-
direct means through active discard of expired packets. In
general, a fuzzy scheme is more easily tuned by adjustment
of its membership functions. By introducing two control in-
puts, a fuzzy scheme can trim its response. The two inputs in
our scheme were buffer fullness and the deadline margin of
the packet at the head of the Bluetooth send queue (the direct
delay input). A fuzzy scheme is also well-suited to implemen-

tation on a mobile device, because not only are the decision
calculations inherently simple (and can be made more so by
adoption of triangular membership functions) but also by
forming a look-up table (LUT) from the fuzzy control sur-
face, its operation can be reduced to simple LUT access.

The remainder of this paper is organized as follows.
Section 2 surveys related work on implementing video qual-
ity of service (QoS) through ARQ and FLC for wireless net-
works. Section 3 gives details of Bluetooth ARQ, FLC ARQ,
and the evaluation methodology. Section 4 contains the re-
sults of the evaluation, while Section 5 draws some conclu-
sions.

2. RELATED WORK

Fixed-size play-out buffers at the receiver are liable to un-
derflow given that variable-bit-rate (VBR) encoded video is
inherently “bursty.” The burstiness occurs at multiple time
scales, owing to changes in picture type within a GOP,
within a scene, with variable motion, and between scene
cuts. Though in fixed networks large play-out buffers (at
up to several seconds of start-up delay) may be applied in
video-on-demand applications, Web-based video clip distri-
bution with click-level interactivity is less tolerant to start-
up delay. On a mobile device, memory contributes signifi-
cantly to the power budget [11], resulting in relatively small
buffers. For example, the experiments in [12] assumed a send
buffer size of fifty packets. The complexity of an adaptive
rather than fixed-size play-out buffer [13], which can sub-
sequently vary its size according to network conditions, may
also deter mobile device implementation. Video smoothing
was transferred to wireless networks in [14], given that the
available bandwidth is even more subject to fluctuations than
a fixed network. In [14] also, selected packets are given prior-
ity transmission, rather than enforce rate changes at the en-
coder, which discriminates against pre-encoded video. How-
ever, layered encoding is assumed, while much content exists
in nonlayered format. For single-layer video, the packet type
is a simple way of applying either a delay- or a loss-priority
packet transmission. Packet type indicates content impor-
tance without the need for content awareness at the link layer.
In [9], simple packet type discrimination is proposed as a
means of implementing differentiated services QoS on the
fixed Internet.

As IEEE 802.11 has no built-in QoS mechanism, there
has been interest in closed-loop error control through ARQ.
Though the 802.11 point coordination function (PCF) access
protocol is centralized to limit delay, weaknesses in its speci-
fication [15, 16] have meant little attention has been paid to
it, unlike Bluetooth’s centralized control. An exception is the
work in [17], where centralized control is considered most
appropriate to multimedia applications and there is brief
consideration (among other QoS techniques) to MAC-level
adaptation of the IEEE 802.11a retry limit. Despite the ti-
tle of the paper, it is not the retry limit but the ARQ mode
in IEEE 802.11e’s distributed coordination function (DCF)
that is adapted according to channel conditions in [15]. The
available modes are No ACK, stop-and-wait ARQ (as in Blue-
tooth), and block ARQ, whereby a number of successfully
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received packets are collectively acknowledged. The IEEE
802.11e variant of IEEE 802.11 also includes a buffer discard
threshold, though this is not adaptive. The hybrid coordina-
tion function in IEEE 802.11e is another way of reintroduc-
ing centralized control whereby during contention-free peri-
ods, the access station assigns mobile stations transmit times.
In IEEE 802.11 in general, larger frames are sent by a request-
to-send (RTS)/clear-to-send (CTS) handshake [16], which
reduces the impact of contention. With or without RTS/CTS,
it is possible to alter the maximum number of retransmis-
sions and in IEEE 802.11e, it is also possible to set a maxi-
mum limit to the time spent in the transmitter buffer [15].
In [12] for IEEE 802.11b, the packet loss rate over the wire-
less link is balanced with the loss rate from buffer overflow by
incremental adjustments to the retry limit. Packet purging is
also employed in [12], whereby packets dependent on lost
packets are removed from queues. The problem with purg-
ing, as opposed to deadline-aware active discard, is that it ap-
pears only actionable when I-picture packets have been lost.
The scheme was tested for a six-layered video stream, which
increases the time taken in searching queues for packet purg-
ing, while the computational cost is less for the single queue
nonscaleable video assumed in our work.

Mention should also be made of hybrid ARQ [18] in
which the ARQ also contains a notification of uncorrectable
errors. Further redundancy is then added to a packet be-
fore retransmission. A related technique [19], which was also
made deadline aware, employs selective-repeat ARQ to con-
trol the bit-rate at the encoder. Both hybrid ARQ and ARQ
bit-rate control appear not to be suitable for pre-encoded
video and for the latter, the close proximity of the encoder
also is needed to avoid delay in bit-rate adjustments. In
[19], the error propagation impact of packets is found at
the encoder and a retry limit with active discard is set for
IEEE 802.11 DCF retries. This would appear to not be a
general solution, as it requires collusion between the en-
coder and the link layer transmitter. Turning to Bluetooth,
apart from [8, 10] mentioned in Section 1, adaptive ARQ
seems to have been little explored except in previous research
by us [20], which introduced a conventional adaptive ARQ
scheme according to wireless channel conditions. Channel
conditions are inferred from send buffer fullness and pri-
ority is given according to B- and P- and I-picture types
and not just to I-picture packets. In Section 4, the adap-
tive ARQ scheme in [20] is compared with that based on
FLC.

In [21], FLC was applied to Bluetooth packet schedul-
ing on a piconet, in which multiple Bluetooth slaves are
present. The work in [22] applied FLC to Bluetooth rate
control through tandem controllers in an open loop system.
Outside Bluetooth, FLC has found applications [23] in wire-
less networks with access control of a time division multiple
access system. In [24], FLC is used in a random early drop
(RED) router again as a form of access control. In TCP, any
packet losses cause the TCP source to reduce its sending rate.
Of course, deliberate and random packet losses are unsuit-
able for encoded video and the unbounded delay introduced
by TCP’s reliability mechanism also makes it unsuitable for
video display. Nonetheless, in [25], an interesting applica-

tion of FLC to tandem network (wired and wireless links)
controlled the retransmission rate and the RED rate.

3. METHODOLOGY

Bluetooth employs variable-sized packets up to a maximum
of five frequency-hopping time-slots of 625 microseconds in
duration. Every Bluetooth frame consists of a packet trans-
mitted from a sender node over 1, 3, or 5 timeslots, while
a receiver replies with a packet occupying at least one slot,
so that each frame has an even number of slots. There-
fore, in the case of master-to-slave transmission, a single
slot packet serves for a link layer stop-and-go ARQ message
whenever a corrupted packet payload is detected. The time-
out or retransmission limit value by default is set to an in-
finite number of retransmissions. On general grounds, this
is unwise in conditions of fast fading causing by multipath
echoes, as error bursts occur. Another source of error bursts
is cochannel interference by other wireless sources, including
other Bluetooth piconets, IEEE 802.11b,g networks, cordless
phones, and even microwave ovens. Though this has been al-
leviated to some extent in version 1.2 of Bluetooth by adap-
tive frequency hopping [26], this is only effective if inter-
ference is not across all or most of the 2.402 to 2.480 GHz
unlicensed band. IEEE 802.11b operating in direct sequence
spread spectrum mode may occupy a 22 MHz subchannel
(with 30 dB energy attenuation over the central frequency
at ±11 MHz) within the 2.4 GHz band. IEEE 802.11g em-
ploys orthogonal frequency division multiplexing to reduce
intersymbol interference but generates similar interference
to 802.11b. Issues of interference might arise in apartment
blocks with multiple sources occupying the 2.4 GHz band
or when higher-power transmission occurs such as at WiFi
hotspots.

3.1. Bluetooth ARQ

For Bluetooth, an ARQ may occur in the following circum-
stances [27]: (a) failure to synchronize on the access header
code; (b) header corruption detected by a triple redundancy
code; (c) payload corruption detected by CRC; (d) failure to
synchronize with the return packet header; (e) header cor-
ruption of the return packet. Notice that a faulty ARQ packet
can itself cause retransmission. The main cause of packet er-
ror [27], however, is (c) payload corruption. As mentioned
in Section 1, the default value of the ARQ retransmission
timeout in most Bluetooth chipsets [10] is set to infinity, re-
sulting in unlimited retries. In [10], a fixed retransmission
timeout and an adaptive retransmission timeout were con-
sidered. The disadvantage of a fixed retransmission timeout
is that it is difficult to arrive at a value that avoids either exces-
sive delay or excessive packet drops in all circumstances. The
adaptive retransmission timeout, which was upper and lower
bounded, was based, in [10], on a smoothed round-trip time.
The retransmission timeout was adapted downwards or up-
wards if the new smoothed round trip time, respectively, is
less than or more than the previous smoothed round trip
time.
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3.2. Fuzzy logic control of ARQ

This section briefly introduces FLC before introducing FLC
ARQ. In a fuzzy subset, each member is an ordered pair, with
the first element of the pair being a member of a set S and
the second element being the possibility, in the interval [0, 1],
that the member is in the fuzzy subset. This should be com-
pared with a Boolean subset in which every member of a
set S is a member of the subset with probability taken from
the set {0, 1}, in which a probability of 1 represents certain
membership and 0 represents nonmembership. In a fuzzy
subset of (say) “buffer fullness,” the possibility that a buffer
with a given fullness taken from the set S of fullness may be
called high is modeled by a membership function, which is
the mapping between a data value and possible membership
of the subset. Notice that a member of one fuzzy subset can
be a member of another fuzzy subset with the same or a dif-
ferent possibility. Membership functions may be combined
in fuzzy “if then” rules to make inferences such as if x is high
and y is low, then z is normal, in which high, low, and normal
are membership functions of the matching fuzzy subsets and
x, y, z are linguistic variables (names for known data values).
In practice, the membership functions are applied to the data
values to find the possibility of membership of a fuzzy sub-
set and the possibilities are subsequently combined through
defuzzification, which results in a crisp (nonfuzzy) value.

For the adaptive ARQ FLC, there are two inputs: buffer
fullness and the normalized delay of the head of the queue
packet. Bluetooth buffer fullness is a preferable measure
(compared to delay or packet loss) of channel conditions
and of buffer congestion, as was established in [28]. Buffer
fullness is available to an application via the host controller
interface (HCI) presented by a Bluetooth hardware module
to the upper layer software protocol stack. Retransmissions
avoid the effect of noise and interference but also cause the
master’s send buffer queue to grow, with the possibility of
packet loss from send buffer overflow.

The retransmission timeout of the packet at the head
of the Bluetooth send queue will affect the delay of pack-
ets still to be transmitted. Therefore, the second FLC input
moderates the buffer fullness input. The assigned member-
ship functions, which were arrived at heuristically, are shown
In Figures 1(a) and 1(b), and once found were fixed. The
buffer fullness range in Figure 1(a) is [0, 1] corresponding
to a percentage fullness. In Figure 1(b), the horizontal axis
represents the delay time of the packet at the head of the
queue divided by the display deadline. In Figure 1(b), unit
delay/deadline corresponds to expiration of playout dead-
line. It is important to note that any packet in the send buffer
is discarded if its deadline has expired (Section 3.3). How-
ever, this takes place after the fuzzy evaluation of the desired
ARQ retransmission timeout. In practice, the inputs to the
FLC were sampled versions of buffer fullness and packet de-
lay/deadline to avoid excessive ARQ retransmission timeout
oscillations over time. The sampling interval was every 20
packets. Table 1 shows the “if · · · then” rules that allow in-
put fuzzy subsets to be combined to form an output. Notice
that more than one rule may apply because of the fuzzy na-
ture of subset membership.
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Figure 1: Fuzzy membership functions: (a) input buffer fullness (b)
input delay/deadline (c) output retransmission limit.

The inputs were combined according to the well-known
Mamdani model [29] to produce a single output value. The
standard center of gravity method was employed to resolve
to a crisp output value according to the output member-
ship functions shown in Figure 1(c). Notice that the output
in Figure 1(c) corresponds to the full range of possibilities,
whereas if a deadline-aware-buffer (Section 3.3) is incorpo-
rated, then discard of expired packets will mean that the
higher end of the output range will not occur. In Figure 1(c),
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Table 1: FLC If · · · then rules used to identify output fuzzy subsets from inputs.

Delay/Deadline

Buffer Fullness

Too low Low Normal High Too high

High Normal Normal Low Too low Too low

Normal High High Normal Low Too low

Low Too high High Normal Low Too low

the retransmission limits correspond to the retransmission
timeout of the current packet. Clearly, a packet can only
be retransmitted an integer number of times but the crisp
output may result in a real-valued number. This difficulty
was resolved by generating a random number from a uni-
form distribution. If the random number was more than
the fractional part of the crisp output value, then that value
was rounded down to the nearest integer, otherwise it was
rounded up. The advantage of this procedure over simple
quantization is that, in the long term, the resolution of the
number of transmissions will be higher and the mean value
will converge to a desired output level. The output value was
subsequently scaled according to the priority of the packet’s
picture type.

For reasons of error resilience, encoded video is trans-
mitted as a repeating sequence of GOP [30], with the start
of each GOP formed by an I-picture. An I-picture is the ba-
sis for prediction of all other pictures in the GOP (usually 12
to 15 pictures in all) and, hence, its loss has drastic conse-
quences for all other pictures. P-pictures also form the basis
for predictions but are not essential for the reconstruction
of other pictures within the GOP (as other I- or P- anchor
pictures retained in a decoded buffer can be applied). Lastly,
the third type of picture, the bipredictive B-picture, has no
predictive value.

A simple scaling of 5 : 3 : 1 was applied, respectively,
for I-, P-, B-pictures, given a choice of five maximum re-
transmissions. Normalizing this scaling to a factor of one
for I-picture packets, results in a ratio of 1 : 0.6 : 0.2, giv-
ing for maximum retransmissions five, just 1 × 5 = 5 re-
transmissions for I-picture packets but 0.6 × 5 = 3 maxi-
mum retransmissions for a P-picture packet, and 0.2× 5 = 1
maximum retransmissions for a B-picture packets. In prac-
tice, the scaling is applied to the crisp value output after
defuzzification. For example, if the crisp output value was
2.3, and a P-picture packet was involved, then the value af-
ter scaling is 2.3 × 0.6 = 1.38. Then, the random-number-
based resolution results in two retransmissions if the ran-
dom number is less than or equal to 0.38 and one retrans-
mission otherwise. It should be mentioned that a maximum
value of five retransmissions was also adopted in the prior-
ity queueing tests in [12], albeit for an IEEE 802.11 wireless
network.

The fuzzy control surface is represented in Figure 2, as
derived from the Matlab fuzzy toolbox v. 2.2.4. A scaled ver-
sion of this output surface is applied with scaling dependent
on picture type. As mentioned in Section 1, by means of an
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Figure 2: Control surface resulting for FLC ARQ.

LUT derived from the surface, a simple implementation be-
comes possible.

3.3. Deadline-aware buffer

In the conservative send buffer discard policy of this paper,
all packets of whatever picture type have a display deadline
which is the size of the play-out buffer expressed as a time
beyond which buffer underflow will occur. In a conservative
policy, in which there is no need for play-out buffer full-
ness updates, the deadline is set as the maximum time that
the play-out buffer can delay the need for a packet. Play-
out buffers are normally present to smooth out jitter across
a network path (if the Bluetooth master was also an access
point) and in this paper the size is assumed to be constant.
In the simulations of Section 4, the display deadline was set
to 0.10 second.

In addition to the display deadline, all I-picture packets
have a decoded deadline, which is the display time remaining
to the end of the GOP. This is because reference pictures (I-
or P-) are still of value to the receiver as they serve in the de-
coding of subsequent pictures, even after their display dead-
line has elapsed. Thus, for a 12 frame GOP, this is the time
to display 11 frames, that is, 0.44 second at 25 frame/s. For P-
picture packets, the time will vary depending on the number
of frames to the end of the GOP. For B-pictures the decoded
deadline is set to zero.

The decoded deadline is added to the display deadline
and a packet is discarded from the send buffer after its
total deadline expires. By storing the GOP end time, an
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IBBP1BBP2BBIBBP3 · · ·

(a)

IP1BBP2BBIBBP3BB· · ·

(b)

Figure 3: I-, B-, P-picture reorderings: (a) display order, (b) send
buffer output order.

implementation performs one subtraction to find each de-
coded deadline. Account has been taken of I- B- P-picture
reordering at encode and send buffer output, Figure 3, which
has an effect on buffer fullness. Reordering is introduced to
ensure that reference pictures arrive and can be decoded be-
fore the dependent B-pictures. In the discard policy, packet
handling and propagation delay is assumed (optimistically)
to be constant. In all experiments, the buffer queue discipline
is assumed to be first-in-first-out.

In analytical terms, consider a buffer filled with pack-
ets from just one type of picture, with total deadline time
D second. (For I- and B-picture packets D is fixed but for
P-pictures a mean total deadline time might be substituted.)
Assume that the Bluetooth frame (outgoing packet together
with incoming single time-slot acknowledgement packet)
handling and propagation time is t so that total time before
packet expiration is (D−t). As dynamic packetization is used
in the simulations in Section 4, the Bluetooth frame-size, S,
can be taken as constant. Unfortunately, for VBR streams, al-
though the display rate is constant, the output data rate varies
by time. Nevertheless, the per packet consumption time is
S/R if only one transmission is necessary and (S × N)/R if a
maximum of N retries are necessary. Additionally, the time
before packet expiration is further reduced by the need to
wait for (N − 1) prior transmissions without consumption,
that is, reduced to (D− t− (N − 1)t) = D−Nt. Dividing the
time before expiration by the packet consumption time gives
the sustainable send queue length, Q, before packet discard
becomes necessary:

Q =
⌊(

(D −Nt)× R)
(N × S)

⌋
. (1)

With suitable adjustments to take account of different packet
types, (1) might serve to regulate the flow from a compliant
encoder (or transcoder) but, in case of a VBR video stream,
adaptive ARQ is a convenient way to increase the available
queue length by varying N in (1).

3.4. Channel model

A number of studies [31, 32] have established that the va-
lidity of employing a first-order Markov chain is a good ap-
proximation in modeling the packet-level error process in a
fading channel. A Gilbert-Elliott [33, 34] two-state discrete-
time, ergodic Markov chain modeled the wireless channel
error characteristics between a Bluetooth master and slave
node. By adopting this model it was possible to simulate
burst errors of the kind that cause problems to an ARQ
mechanism. The Gilbert-Elliott model was also employed for
modeling the channel in a study of go-back-n and selective

ARQ [35] in a CDMA spread-spectrum system and in [36]
was applied to the same version of Bluetooth as herein. The
mean duration of a good state, Tg , was set at 2 seconds and
in a bad state, Tb was set to 0.25 second. In units of 625 mi-
croseconds (the Bluetooth time slot duration), Tg = 3200
and Tb = 400, which implies from

Tg = 1
1− Pgg , Tb = 1

1− Pbb (2)

that, given the current state is good (g), Pgg the probability
that the next state is also g is 0.9996875 and Pbb, given the
current state is bad (b), the probability that the next state is
also b is 0.9975. The transition probabilities, Pgg and Pbb, as
well as the BER, are approximately similar to those in [37],
but the mean state durations are adapted to Bluetooth. At
3.0 Mb/s, the bit error rate (BER) during a good state was set
to a × 10−5 and during a bad state to a × 10−4, where a is a
scaling factor.

3.5. Simulation setup

This research employed the University of Cincinatti Blue-
tooth (UCBT) extension (download is available from
http://www.ececs.uc.edu/∼cdmc/UCBT) to the well-known
ns-2 network simulator (v. 2.28 used). The UCBT exten-
sion supports Bluetooth EDR but is also built on the air
models of previous Bluetooth extensions such as BlueHoc
from IBM and Blueware. All links were set at the maximum
EDR 3.0 Mbps gross air rate. Simulation runs were each re-
peated ten times and the results averaged to produce sum-
mary statistics.

The simulations were carried out with input from an
MPEG-2-encoded bitstream at a mean rate of 1.5 Mbit/s
for a 30-second video clip with moderate motion, showing
a newsreader and changing backdrop, which we designate
“News.” Peak signal-to-noise ratio (PSNR) was found by re-
constructing with a reference MPEG-2 decoder. The display
rate was 25 frame/s resulting in all in 750 frames in each run.
The source video was common intermediate format (CIF)-
sized (366× 288 pixel) with a GOP structure of N = 12, and
M = 3 (M is the number of pictures from the I-picture to the
first P-picture, i.e., including two B-pictures). In [38], fully
filled Bluetooth packets were formed using maximal band-
width five time-slot packets, regardless of slice boundaries.
While this results in some loss in error resilience, as each
MPEG-2 slice contains a decoder synchronization marker, in
[38], it is shown that the overall video performance is supe-
rior to the choice of smaller packet sizes.

Figure 4 summarizes the testing environment. The
source videos are encoded to act as traces, which are in-
troduced into the NS-2 with UCBT extension simulator.
The simulator is configured to output a trace from which
packet statistics are extracted. The trace determines which
of the video-bearing packets were lost. Together with the in-
put video bitstream and its packetization details, this serves
to recreate an encoded video bitstream as it would have
been received according to the simulations conditions. The
bitstream is then decoded and the resulting video is com-
pared with the original to find the delivered video quality.
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Figure 4: The testing environment for the experiments of Section 4.

4. SIMULATION RESULTS

This section examines FLC ARQ’s performance in three dif-
ferent directions: (1) when the wireless channel conditions
are varied; (2) when the send buffer size is altered; and (3)
when different types of video are transmitted in addition to
the “News” sequence described in Section 3.5.

As a point of comparison, FLC ARQ is compared with
an adaptive ARQ scheme [20]. In this scheme, the ARQ re-
transmission timeout can be adaptively selected in terms of
number of retransmissions allowed, to avoid further delay af-
ter the packet enters the tail of the send buffer. A threshold
is set, that is, the maximum number of retransmissions al-
lowed when the buffer is empty. The maximum number of
retransmissions is subsequently changed by a factor depend-
ing on the buffer fullness reported by the Bluetooth HCI. The
formula employed is summarized as

N = m(c − f )
c

, (3)

where N is the maximum number of retransmissions
allowed—the retransmission timeout, m is the maximum
integer-valued number of retransmissions allowed when the
buffer is empty, f is the number of packets buffered in the
send buffer (buffer fullness), and c is the buffer capacity. No-
tice that N is real valued, but is further adjusted in the same
manner as the FLC output (Section 3.2), that is, by generat-
ing a random number and rounding up or down according
to a comparison with the fractional part. When the buffer
is empty, f = 0, then the maximum number of retransmis-
sions occurs, whereas when the buffer approaches full occu-
pation, then no retransmissions may occur. The smaller the
value of m becomes the sooner this latter event occurs. In
the comparative tests, the value of m varies according to the
picture type of the packet, allowing a form of priority-based
adaptive ARQ. The same maximum retransmission weight-
ing was applied as for the FLC scheme (Section 3.2), namely,
m = 5, 3, 1. respectively, for I-, P-, B-picture packets.

To examine the response to changing channel conditions,
the BERs for the good and bad states of Section 3.4 were
scaled by an integer-valued factor a, while Pgg and Pbb re-
tained the values set in Section 3.4. In this way, the effect
of differing (deteriorating) channel conditions could be as-
sessed. Figure 5 plots number of transmissions needed to
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Figure 5: Mean number of transmissions by ARQ with DAB
scheme, according to channel conditions.

Table 2: Various ARQ schemes applied in Figure 9.

Index ARQ control scheme

1 FLC with DAB

2 Adaptive ARQ with DAB

3 Adaptive ARQ without DAB

4 Infinite ARQ with DAB

5 Infinite ARQ without DAB

6 No ARQ

achieve a successful transmission according to factor a, with
a buffer size of 150. The superioriority of the FLC with DAB
scheme is confirmed in Figure 5, as it is in terms of mean
packet delay in Figure 6. A feature of this plot is that for the
worst channel conditions (a = 5), the average delay actu-
ally extends beyond the display deadline when the infinite
ARQ with DAB scheme is employed. This is explained by the
weighting given to the average by delayed I- and P-picture
packets that attract an extra decode deadline, given that many
B-picture packets are delayed up to their display deadline.
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The superiority of the FLC with DAB scheme according
to channel conditions is confirmed by Figure 7, again with
a large number of simulation runs (fifty) to approach con-
verged rates. As one might expect, mean PSNR follows a sim-
ilar trend to packet loss rate, as illustrated by Figure 8. For
our purposes, PSNR suffices as a measure of received video
quality, as it certainly indicates an improvement (or little to
no improvement) from applying a technique. PSNR is, of
course, a relative technique and only applies to comparisons
for the same video sequence.

There is no guarantee that the Bluetooth send buffer size
will be set favourably, given the need for other types of traf-
fic to utilize the link. In general, as the send buffer size is
increased then more packets accumulate during a bad state,
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Figure 8: Mean PSNR for three DAB-based schemes, with changing
buffer size.
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Figure 9: The impact of buffer size on the various ARQ control
schemes in Table 2.

leading to an increase in the number of packets retained up to
their deadline. In Figure 9, the delay as a consequence of six
ARQ control schemes is compared with the schemes listed in
Table 2. In the buffer-size experiments, factor a was set to 3.
Whether adaptive ARQ or infinite ARQ is employed, if there
is no DAB, then, as buffer size increases, mean delay also in-
creases. Other schemes in the mean do not differ greatly, and
in Figure 9, the plots for schemes 1 and 2 partially overlap.
The time to recover from a bad state to subdeadline levels
of delay is significant, as the larger the buffer the slower the
recovery, as Figure 10 shows for adaptive ARQ without DAB.
Therefore, one can conclude that inclusion of a DAB is clearly
vital to any scheme transporting video.
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Table 3: Distribution of packets by picture type in the test video.

Picture type Percentage packets

I 17.97

P 37.93

B 44.10

Turning from delay to received video quality for DAB-
enabled schemes, in Figure 11 the loss rates are analyzed
by packet picture type. The input video is the same as in
Section 3.5. The original distribution of packets is shown in
Table 3. For infinite ARQ with DAB, no distinction is made
in terms of the ARQ policy between different picture types,
and, therefore, the discard rate reflects the ratio of picture
types recorded in Table 3. As the distribution of bad states
in the two-state channel model is erratic, it is only when
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Figure 12: Mean number of transmission for three DAB-based
schemes with changing buffer size.

fifty independent runs were simulated that the loss rate dis-
tribution for the infinite ARQ with DAB converged, as in
Figure 11. From Figure 11, clearly the performance of the
FLC with DAB scheme is significantly improved upon adap-
tive ARQ with DAB, and becomes more so as the buffer size
is increased. In the adaptive ARQ with DAB scheme, the sole
control upon retransmission is the buffer fullness ratio. As
the buffer size increases, the DAB policy keeps the number of
buffered packets to previous levels, and hence the buffer full-
ness factor reduces. Therefore, packets can be retransmitted
a greater number of times and if these are B-picture packets
then retained I- and P-picture packets are more likely to pass
their expiration deadline. This understanding is confirmed
by Figure 12, which shows that, as buffer size increases, the
mean number of transmissions increases under the adaptive
ARQ scheme but remains stable under FLC ARQ. The result-
ing impact on PSNR is recorded in Figure 13. While, the de-
fault Bluetooth scheme, even with a DAB, results in poor-
quality received video, the adaptive ARQ with DAB scheme’s
performance is buffer-size-dependent. The video quality un-
der the FLC with DAB scheme is reasonable and fairly con-
stant in the mean, despite the particularly poor channel con-
ditions that occur in bad states.

Figure 14 is a timewise comparison of PSNR of infinite
ARQ, adaptive ARQ, and FLC ARQ, all with a DAB in place.
The buffer size was 50 and factor a was set to 3 in the results
of Figure 14. From Figure 14(a) it is clear that infinite ARQ
even with a DAB in place, represents a much poorer expe-
rience for the viewer, especially from frame 300 to 700. The
level of adaptive ARQ with DAB video quality is generally
closer to 30 dB rather than 40 dB, whereas under FLC ARQ
approaches a level of 40 dB, though there are some drops in
quality.

BER is related to packet error rate (PER) according to
packet payload length L (assuming that payload corruption
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Table 4: Summary statistics for various ARQ control schemes, all with DAB, giving mean PSNR in dB, mean packet loss rate as a percentage,
mean delay in seconds (s), with buffer size B in numbers of Bluetooth packets, and channel condition factor a being higher for worse wireless
channel conditions. The results are for three different video sequences.

ARQ
Scheme

News Friends Football

PSNR Loss Delay PSNR Loss Delay PSNR Loss Delay

B = 50
a = 2

FLC 34.11 11.45 0.027 33.56 12.28 0.028 32.97 12.41 0.028

Adaptive 33.08 13.85 0.029 32.90 15.02 0.029 32.14 15.65 0.029

Infinite 29.92 18.05 0.038 28.79 19.89 0.040 27.80 20.31 0.041

B = 150
a = 2

Fuzzy 34.09 11.29 0.027 33.62 12.17 0.028 33.09 12.38 0.028

Adaptive 32.87 14.59 0.029 32.55 15.83 0.029 32.03 16.31 0.029

Infinite 29.89 18.41 0.038 28.82 19.81 0.040 27.86 20.30 0.041

B = 50
a = 3

FLC 32.91 14.17 0.033 32.14 16.24 0.035 31.44 17.10 0.036

Adaptive 31.19 16.90 0.035 31.02 18.76 0.037 30.67 19.60 0.038

Infinite 28.66 22.57 0.061 26.87 24.30 0.066 26.22 25.14 0.068

B = 150
a = 3

Fuzzy 32.97 14.05 0.033 32.20 16.19 0.035 31.45 17.07 0.036

Adaptive 30.68 17.84 0.036 30.76 19.11 0.039 30.17 20.11 0.040

Infinite 28.67 22.58 0.062 26.91 24.27 0.066 26.23 25.10 0.069

B = 50
a = 5

FLC 29.89 20.12 0.065 28.76 21.90 0.068 27.63 22.30 0.072

Adaptive 25.32 22.25 0.073 24.11 23.57 0.076 23.00 25.41 0.081

Infinite 22.04 33.14 0.104 20.80 34.97 0.110 19.46 35.10 0.112

B = 150
a = 5

Fuzzy 30.01 19.83 0.065 28.80 21.85 0.068 27.63 22.28 0.073

Adaptive 24.89 24.70 0.076 23.71 24.12 0.079 22.67 26.08 0.085

Infinite 22.11 32.97 0.105 20.89 34.70 0.111 19.51 25.33 0.112
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Figure 13: Mean PSNR for three DAB-based schemes with chang-
ing buffer size.

is the dominant form of PER). Set BER = p then for m re-
transmissions in addition to the first attempted transmission,
the PER is calculated as

PER = (1− (1− p)L
)m+1

. (4)

Plotting PER against BER for various retry counts (m),
with fixed L appropriate to 5-time-slot Bluetooth packets in
3.0 Mbit/s EDR mode (Section 3), Figure 15 shows in general
terms that there are variations in the range of BERs for which
adaptive ARQ is appropriate. As the BER becomes low, ARQ
becomes less appropriate as all of the plotted retry limits re-
sult in very low PERs. For high retry BERs, all retry limits
result in impossible PER levels.

Table 4 provides summary statistics (mean of 50 runs)
for the different schemes, with three input video sequences:
(1) “News” as in previous experiments in this section, (2)
“Friends” from the well-known American situational com-
edy, with more “action” than in “News,” and (3) “Football”
with rapid movement. The additional clips had the same
GOP structure as the “News” sequence and similarly were
CIF-sized at 25 frames/s. A DAB was employed for all the
schemes, resulting in similar mean packet delay times for
the two priority-based ARQ schemes (adaptive and FLC), ac-
cording to channel condition. However, it is important to re-
alize that delay is only recorded for delivered packets, whereas
the presence of the DAB results in packet discard before delay
is recorded. Obviously, delay increases as the wireless chan-
nel BERs increase through the application of scaling factor
a to the good and bad state BERs of Section 3.4. Across the
different video clips, packet loss rates increase and PSNR de-
creases approximately according to the degree of motion in
each video, ranked in order “News,” “Friends,” and “Foot-



R. Razavi et al. 11

0

10

20

30

40

P
SN

R
(d

B
)

Frame index

100 200 300 400 500 600 700

(a)

0

10

20

30

40

P
SN

R
(d

B
)

Frame index

100 200 300 400 500 600 700

(b)

0

10

20

30

40

P
SN

R
(d

B
)

Frame index

100 200 300 400 500 600 700

(c)

Figure 14: PSNR for the test video under (a) infinite ARQ with DAB; (b) adaptive ARQ with DAB; (c) FLC ARQ with DAB.

ball.” Increasing the buffer size results in a negative impact
on packet loss rates in respect to the adaptive ARQ scheme,
in the sense that the video quality for all three clips deteri-
orates as the buffer size is increased (owing to the adverse
effect on buffer queue waiting times when the ARQ scheme
is regulated by a buffer fullness factor). The default Bluetooth
ARQ scheme never results in a mean PSNR above 30 dB.
Lastly, the FLC with DAB results are emboldened as, in all
cases, the received video quality is superior compared to the
other schemes, whatever the channel conditions, buffer size,
or type of input video clip.

5. CONCLUSIONS

This paper compared various data-link layer schemes for
control of ARQ timeouts and found that fuzzy logic control
results in a quite considerable improvement in received video
quality over a traditional scheme. Though adaptive control
of ARQ at the link layer is known in the literature, mainly
for other than Bluetooth, the identification of a near opti-
mal scheme is not. Fuzzy logic control can readily be tuned
but once the operating parameters are established, no further

modifications are required. Though the detailed experiments
in this paper are specific to Bluetooth, there is no reason why
the same approach should not be applied to other wireless
technologies that employ ARQ as a form of error control.
Equally, though the scheme was tested with the widely de-
ployed MPEG-2 codec, I and P slices are present in the more
recent H.264 and B slices occur in all but H.264’s baseline
profile.

Summary results found that in poor channel conditions
fuzzy logic control of adaptive ARQ resulted in at least 4 dB
improvement in video quality. A secondary finding of the
paper was that by the addition of a deadline-aware buffer,
delivered packet delay is reduced, though this is only sig-
nificant if the number of discarded packets through dead-
line expiration is not high. The delivered video quality of the
fuzzy logic controlled scheme is relatively immune to change
in send buffer size, whereas adaptive ARQ using buffer full-
ness to judge the number of retransmissions is buffer-size-
dependent, with larger buffer sizes having a negative effect on
received video quality. Fuzzy logic control of ARQ in this pa-
per adjust the number of retransmissions in a way that time
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delay constraints are honored and buffer overflow is sharply
reduced. As fuzzy logic control reduces the number of re-
transmissions it also reduces power consumption. The pos-
sibility of regulating power consumption in mobile devices
by an additional power-control factor is open to a fuzzy logic
scheme, whereas such an enhancement is less obvious in a
tradional ARQ scheme.
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cited.

1. INTRODUCTION

Multimedia is predicted to be one of the main applications
in future wireless systems. When multimedia is transmitted
over a noisy channel, the quality of the multimedia can un-
fortunately be affected by transmission errors. To mitigate
the transmission errors a common technique at the link and
the transport layer is to retransmit the erroneous or lost data.
This is however not always the best solution, especially when
considering delay sensitive applications, because retransmis-
sions introduce delays and result in inefficient use of the
channel.

Even though the multimedia user has high demands on
the delivered data (e.g., constraints on delay and quality),
limitations in human perception allow minor quality de-
graded multimedia to be forwarded to the user as long as the
main information is conveyed in time. Hence, a tradeoff be-
tween the transmission delays and the quality of the received
multimedia can be made to be able to reach the play out
deadline. The tradeoff between delay and quality causes the
sender and the receiver to have strategies apart from retrans-
missions for dealing with transmission errors. These strate-

gies include, for example, error concealment or applying for-
ward error correction (see review in [1]).

The multimedia applications possess knowledge about
the structure of the data. In addition, many multimedia
codecs that exist today, for example, JPEG2000 and MPEG-
4, support features for error resilience [2] allowing a graceful
multimedia quality degradation upon errors. Adding lower-
layer knowledge about the channel conditions at the appli-
cation layer can strengthen the error handling capabilities of
the application even further. An example of this approach
is joint source channel decoding (JSCD), which is an opti-
mized technique to achieve high gains in multimedia qual-
ity. A comprehensive survey of JSCD is found in [3] and
novel applications are presented, for example, in [4, 5]. How-
ever, the JSCD technique is impractical in a layered proto-
col stack due to the iterative communication between chan-
nel and source decoders. A general and simplified decoding
technique would ease the deployment in an IP-based wireless
network.

In this paper, the considered scenario concerns mul-
timedia traffic transferred from a server in the fixed net-
work to a mobile wireless host (see Figure 1). As an example
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Figure 1: Considered scenario.

application the international standard for still image com-
pression JPEG2000 [6] is used. The target environment con-
cerns wireless channels where multiple bit errors can occur.
Images that are sent over these channels should contain some
error-resilient information to be able to detect the bit errors.
The error resilience is provided by the JPEG2000 standard
and is encoded at the sender side. Two soft input iterative
JPEG2000 decoders that combine the error resilience and the
soft information have been implemented. Experiments per-
formed with these decoders and a simulated wireless chan-
nel illustrate that image quality can be improved significantly
even with a simple decoding algorithm and without making
retransmissions or applying channel coding. Under favorable
conditions, high gains in image quality are observed.

We investigate a general and more simplified decoding
technique compared to the JSCD technique, where the de-
coding at the source and channel are independent processes
and hence are more suitable for a general IP-based network.
More specifically, we investigate how lower-layer knowledge
can be used as cross-layer information at the application layer
to correct transmission errors. We propose that the knowl-
edge about the channel conditions is in the form of soft in-
formation, similar to the information used in JSCD. The soft
information yields reliability measures for the received bits
and is generated from channel observations in the receiver’s
physical layer. The soft information gives a structured and
channel independent representation of the channel condi-
tion. Once generated in the physical layer, the soft informa-
tion should be transferred to the application through well-
defined interfaces. This does not violate the principles of the
layered structure of the protocol stack. Without any chan-
nel specific knowledge the application can be optimized on
the receiver side. Hence, this optimization could be used for
different channels. Further, through this approach a persis-
tent and error-resilient source does not have to be transcoded
each time a new channel is prevailing.

We consider deployment of soft information in an IP-
based wireless network. Although this deployment is thor-
oughly discussed in [7], we will briefly put forward two im-
portant aspects: the necessity to modify the interfaces be-
tween the layers to facilitate the propagation of soft infor-
mation from the physical layer and the use of bit error trans-
parent protocols. Soft information should be forwarded to
the application layer through a cross-layer framework. Inter-
mediate layers could also take advantage of soft information
and adapt accordingly to the channel. Further, the underly-
ing link and transport protocols must allow erroneous pay-
load data to be forwarded to the application layer. For exam-

ple, UDP-Lite [8], TCP-L [9], and DCCP [10] are transport
protocols that are transparent to bit errors (see overview in
[11]). Since the modification proposed in this paper is lim-
ited to the receiver, we can assume control of the whole pro-
tocol stack in the mobile terminal.

The remainder of this paper is organized as follows.
Section 2 defines soft information as used in this work and
introduces JPEG2000 and its error-resilient mechanisms. A
description of the soft input iterative JPEG2000 decoders is
conducted in Section 3 followed by a description of the ex-
perimental set-up in Section 4. Section 5 presents the exper-
iment results and Section 6 concludes the paper with some
remarks.

2. SOFT INFORMATION AND JPEG2000

This section defines soft information as used in this work. A
brief introduction to the example application, JPEG2000, is
given, followed by a description of its error-resilient mecha-
nisms. The overview description of JPEG2000 relies heavily
on [12, 13].

2.1. Definition of soft information

Soft information can be generated directly from channel ob-
servations or when channel decoding is used from a soft out-
put channel decoder. As defined in this paper, the soft infor-
mation is calculated from channel observations and is based
on the Euclidean distance between the received symbol, r,
and the modulation constellation symbols, s, in the demod-
ulator. The received symbol, r, denotes a noisy observation
at the demodulator, r = s + n, where n is the channel noise.
Assuming M-ary QAM (quadrature amplitude modulation),
the number of bits k for a modulation symbol equals log 2M.
The soft information value for bit bi (i = 0, . . . , k − 1) is de-
scribed by the log-likelihood ratio (LLR) (as described, e.g.,
in [14–16]):

LLR
(
bi
) = log

P
(
bi = 0|r)

P
(
bi = 1|r) = log

∑

∀s∈bi=0
P(r|s)

∑

∀s∈bi=1
P(r|s) . (1)

The LLR is calculated for each received bit, bi, and reveals
both the binary value and the reliability of the bit. In (1),
P(bi = 0|r) and P(bi = 1|r) express the conditional probabil-
ity for receiving a binary value of 0 and 1 respectively, given
the received symbol r. Source bits are assumed to be inde-
pendent and identically distributed. Further in (1), P(r|s) is
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Figure 2: Block diagram of JPEG2000.

the conditional probability, the so-called a posteriori prob-
ability (APP), for receiving symbol r, given the transmitted
symbol s. The LLR can be interpreted as a quality measure
of the estimation that symbol r has been received correctly,
given the transmitted symbol s. If an additive white Gaus-
sian noise (AWGN) channel is used, P(r|s) has the form of
a Gaussian probability density function [15]. The LLRs for
the received bits are assumed to be generated in the physical
layer and delivered to the application. It is reasonable to state
that the resolution of a soft information value should be x
bits per L bit data block [7]. For example, if L equals 1 and x
equals 3, the ratio would equal 3 bits of soft information for
every data bit. Further, the LLR is transparent to modulation
type, thus (1) is applicable when considering systems with
arbitrary modulation type.1 For example, when calculating
the LLR for binary phase shift keying (BFSK) and for 64-
quadrature amplitude modulation (QAM), (1) will consider
the two symbols available for BFSK and the 64 symbols avail-
able for 64-QAM, respectively. Since the LLR is transparent
to the modulation type in the physical layer, the transparency
of the protocol structure is preserved.

2.2. JPEG2000 compression engine

The JPEG2000 compression engine consists of three main
steps (see Figure 2). Firstly, the encoder applies a wavelet
transform on the source image data. Secondly, the trans-
formed data are quantized, and lastly, they are entropy en-
coded with an arithmetic encoder. The output forms the final
code stream preceded by a header containing vital auxiliary
image data. Image decoding is conducted by the inverse for
each step.

The wavelet transform is a combination of applying a low
and a high pass filter vertically and horizontally on the im-
age to be able to explore local frequency characteristics. The
wavelet transform produces four subbands for each decom-
position level. The wavelet transform is repeatedly applied to
the low pass filter output until a desired decomposition level
is reached.

To be able to achieve distortion scalability in an image
(i.e., an image represented with low quality and hence a low
bit-per-pixel value) JPEG2000 involves bit-plane coding of
subbands. The subband samples (coefficients) are coded one
by one from the most significant bit to the least significant
bit. Discarding the least significant bits for a sample will lead
to a distorted image due to the information loss. Bits with
the same significance form a bit plane. In a bit plane, sub-

1 Note that the LLR may not be an optimal representation of the channel. It
depends on the modulation whether the LLR provides sufficient statistics
or not [17].

band samples contribute only with one bit each. All the bits
in a bit plane are coded in only one of a total of three coding
passes. Each one of the three coding passes collects contex-
tual information about the bit-plane data.

The spatial restriction of the layered bit planes is the code
block dimension. The code block dimension follows the form
2n × 2n with a default dimension of 64 × 64 pixels. The data
within a code block are arithmetically encoded and the arith-
metic encoding can be performed on an entire code block.
However, for error-resilient reasons, the arithmetic encoding
is performed on smaller units, that is, on every single coding
pass.

2.3. Error resilience in JPEG2000

A JPEG2000 code stream starts with a main header. The vi-
tal auxiliary data of an image (e.g., size of the image and the
number of colors used) are stored in the main header. To be
able to start the decoding of an image the main header must
be correct. Smaller units called packets store the code block
data and each packet has a packet header. The packet header
stores auxiliary information about the code block (e.g., num-
ber of bytes in each code block and where the code-block is
located in the image). To be able to decode the data inside
the packet, the packet header must also be protected. This
can be achieved by the so-called unequal error protection
(UEP) techniques, by first moving the packet headers to the
main header and then transferring the main header in a reli-
able manner over the network. UEP techniques for error ro-
bust JPEG2000 header and image data transfer are different
kinds of retransmissions strategies, work that is identified in
[18], or error correcting codes applied to the packet headers
as suggested in [19, 20].

A JPEG2000 decoder, which takes advantage of the error-
resilient mechanisms, will not utilize a coding pass that con-
tains a bit error or coding passes in the remaining bit-planes
that occur after the bit error. Hence the subband samples
will be narrow values. This baseline resilient method of er-
ror handling is called error concealment. (The error conceal-
ment method is comparable to distortion scalability. The for-
mer of them will, however, be conducted in a more uncon-
trolled fashion.) This behavior can be compared to a base-
line decoder with no error resilience, which will use all avail-
able data including the samples that are in error. For both
cases, quality degradation will take place in the decoded im-
ages. However, when applying error concealment, the quality
degradation is reduced.

To conceal bit errors, the bit errors must first be detected
in the arithmetic decoder. In the JPEG2000 standard, the
arithmetic codec has mechanisms to be able to detect bit er-
rors.2 We use a subset of these mechanisms: (1) restart the
arithmetic coder for each coding pass (three coding passes in
every bit plane), (2) when restarting the arithmetic coder, use
a predictable error-resilient termination policy for every cod-
ing pass (consult [13] for an in-depth description) and, (3)

2 The arithmetic decoder has not been tested to see to what extent it lets bit
errors pass through undetected.
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reset the arithmetic coding context states after each coding
pass to decouple the coding passes. Restarting the arithmetic
coder and resetting the probability estimation for every cod-
ing pass helps to decouple the coding passes. By introducing
the termination for each coding pass and explicitly signaling
every coding pass length in the packet header, these mecha-
nisms will give some extra data overhead (see [13, pages 509–
511]). Resetting the context states also reduces the coding ef-
ficiency (see [13, page 503]).

3. UTILIZING SOFT INFORMATION IN JPEG2000

Two algorithms have been developed to process and utilize
the soft information. Our goal is to investigate whether soft
information is useful at the application layer and whether
there could be image quality gains with different algorithms.
The following subsections discuss these algorithms in more
detail.

3.1. General idea

The arithmetically encoded coding passes are the smallest
units of coded image data in JPEG2000. If a bit error has
occurred in the bit-stream and the arithmetic decoder and
the encoder become unsynchronized with each other in the
current coding pass, the bit error can be detected if the error-
resilient mechanisms discussed above are in use. After a bit
error has been detected, the decoder discards (i.e., conceals)
the image data in the coding pass that are currently being de-
coded and thus reduces the effect of bit errors. The baseline
resilient decoder will then stop the decoding of the following
coding passes and bit planes in the current code block.

By utilizing the soft information and the redundancy
added by the arithmetic encoder, it is possible to correct er-
rors. Sometimes the error correction will stop due to limita-
tions in the algorithms, error detection, or in the soft infor-
mation. However, by salvaging some data from being con-
cealed, the resulting image quality will be improved. Two al-
gorithms have been developed to process the soft informa-
tion. The main purpose of the algorithms is to evaluate new
likely bit-sequences transmitted by the sender.

As described in Section 2, a soft information value is
based on the LLR, which reveals the reliability of the bit.
From soft information values it is possible to find the most
uncertain bits in the received bit-sequence. These bits are in
a potential error state when an erroneous bit-sequence is de-
tected. New bit-sequences are formed by swapping the bi-
nary values of these bits to their counterparts. When a new
bit-sequence has been created, it is evaluated for correctness
with the arithmetic decoder, hence making the process itera-
tive. Algorithm 1 outlines the pseudocode for a general iter-
ative decoding algorithm with soft information.

The main difference between the algorithms is how they
process the soft information to find new bit-sequences. From
a soft information point of view, it is less probable that the
new bit-sequences that are generated are correct compared
to the originally rejected bit-sequence. Thus, the degree of

foreach code block
extract coding passes from code block
i = 0 //code pass counter
do

result = arithmetic decode coding pass i
if(result == error)

if(FIRST ITERATION)
j = 0 //iteration counter

else if(MAX ITERATION)
conceal remaining coding passes
break while-loop

else
j = j + 1

find new bit-sequence j for coding pass i
else

i = i + 1
while(result == error ‖ i < MAX PASSES)

Algorithm 1: Pseudocode for a general iterative decoding algo-
rithm.

effectiveness of an algorithm should be based on how well it
can find the next most probable bit-sequences. We consider
two soft input iterative JPEG2000 decoders implementing an
optimal and a heuristic algorithm, respectively.

3.2. Optimal algorithm

The soft information values calculated from (1) have the
property of being additive. The sum of the adding of the val-
ues corresponds to the probability of a bit-sequence being
correct. The mathematical background of using a logarith-
mic scale for the LLR is that it is more convenient to work
with summations than multiplications for small values. A
calculated sum from adding the soft values of the swapped
bits in a bit-sequence represents the accumulated probability
of the bit-sequence being correct. This implies that it is pos-
sible to develop an algorithm that evaluates the soft informa-
tion and generates a list of optimally ordered bit-sequences.
This optimal algorithm (previously presented in [21]) thus
finds the most probable bit-sequences which contain one or
several swapped bits.

The implementation of the optimal algorithm builds a
binary tree structure considering the m most uncertain bits
based on the corresponding soft information values in ev-
ery n long bit-sequence (where m ≤ n). When considering
the m most uncertain bits, the height of the tree becomes m
and is occupied by 2m leaves. The tree supplies a structured
way of finding the m most probable correct bit-sequences.
The algorithm recursively traverses the tree, from the top
root node down to every leaf node, and calculates the sum of
the soft information values for each bit-sequence. Depend-
ing on whether a left or a right sub tree is traversed, the al-
gorithm swaps the value of a bit and thus generates new bit-
sequences. The implementation of this algorithm is not op-
timized in terms of efficiency and computational complex-
ity.
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3.3. Heuristic algorithm

We also consider a simple algorithm (previously presented
in [22]) that follows a heuristic behavior to evaluate the soft
information. On the basis of soft information it picks a small
number of bits to swap and generates new probable correct
bit-sequences. This algorithm considers a small number of
the most uncertain bits and toggles each bit to find a probable
correct bit-sequence.

This algorithm first swaps the value of the most uncertain
bit and then makes a new decoding pass of the correspond-
ing bit-sequence that previously failed. If the bit-sequence is
still in error, the next most uncertain bit is swapped, and an
additional decoding pass takes place. This process will con-
tinue until a correct bit-sequence is found or until a prede-
fined number of bits have been swapped individually. When
a predefined number of bits has been swapped individually
the process is extended in such a manner that the decoder
permanently swaps the most uncertain bit and then starts to
swap the next most uncertain bit.

4. EXPERIMENTAL SET-UP

A number of experiments has been run to evaluate the per-
formance of the algorithms. An overview of the experimen-
tal set-up is given in Figure 3. Besides the encoder and the
decoder software components, Figure 3 depicts three middle
components that are incorporated into the channel simulator
software. We assume in our experiments that the underlying
layers are able to forward the soft information and accept bit
errors in the payload. A description of the experimental set-
up of the JPEG2000 codec and the wireless channel follows
in this section.

4.1. Image encoder set-up

To evaluate the performance of the algorithms, four image
motifs are used in the experiments (Lena, Goldhill, Boat, and
Peppers). All the images are JPEG2000 encoded3 with 1 bit-
per-pixel (bpp) including all side information. This setting
gives subjectively small image quality degradation compared
with the original image. In the experiments, the code block
size varies between the values 4×4, 16×16, 32×32 and 64×
64. A prerequisite for finding bit errors is that the encoder
moves the packet headers to the main header and encodes
the error-resilient mechanisms mentioned in Section 2.

3 Encoder software provided by JJ2000 v4.1 (jj2000.epfl.ch).

4.2. Channel set-up

Simulations of the wireless channel are made by modulating
the bits using 16-QAM and transmitting the resulting sym-
bols over an AWGN channel.4 The signal-to-noise ratio per
bit (SNR = Eb/N0) for the channel ranges from 5 to 16 dB.
This ratio measures the relative power of the signal and the
noise. An SNR of 5 dB implies a high noise level and 16 dB
implies an almost error free channel.

The software for the channel simulates the middle three
components shown in Figure 3. The channel simulation is
only applied to the image data and no bit errors will thus
occur in the vital main header where the packet headers are
stored. No retransmissions, channel coding, or interleaving
are applied to the image data. The QAM symbols are Gray
coded, however. Finally, the hard decided bits and the corre-
sponding soft information5 are generated in the demodula-
tor module and then later forwarded to the soft input itera-
tive JPEG2000 decoder.

4.3. Image decoder set-up

Two soft input iterative JPEG2000 decoders6 integrate the
optimal and the heuristic algorithm, respectively. As stated in
Section 3.2, the implementation of the optimal algorithm is
based on a tree structure; hence it is named the tree decoder.
The modified decoders assume that the auxiliary image data,
that is, the image header, are transmitted in a reliable man-
ner.

The number of iterations, m, in the tree decoder is var-
ied between 5, 10, and 15. These settings will enable the tree
decoder to correct up to 2, 3, and 4 bit errors, respectively.
The number of attempts before the heuristic decoder stops
to generate new bit-sequences from the soft information is
set to 10. The number of attempts, before the heuristic de-
coder permanently swaps the first bit that is most likely to be
in error, is set to 7, thereby enabling correction of 2 bit errors.
These numbers have an impact on the chances of finding the
bit in error. Depending on which code block size is chosen
and which channel conditions are present, the parameters are
more or less suitable. Large code blocks in combination with
a bad channel imply more uncertain bits in the bit-sequence.

To be able to observe possible gains in image quality
with the modified decoders, reference images with two base-
line decoders are also decoded. The first baseline decoder is
configured to utilize the error-resilient mechanisms in the
code-stream and conceal bit errors while the second one is
configured not to utilize the error-resilient mechanisms in
the code-stream. To compare the quality between the origi-
nal image and the images decoded by the modified and the
baseline decoders, the peak-signal-to-noise-ratio (PSNR) is
calculated. To achieve valid statistical results, every image

4 Modulation software provided by the IT++ library v3.6.6 (itpp
.sourceforge.net).

5 In IT++ soft information values are represented by the data type double,
hence 64 bits per data bit.

6 Based on the Kakadu Software v2.2 (www.kakadusoftware.com).
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Figure 4: Comparison between decoders.

is transmitted over 30 different channels for every channel
SNR.

5. EXPERIMENTAL RESULTS

Below follows a discussion of the experimental results. The
graphs show image quality, measured with the PSNR metric,
on the y-axis versus different choices of channel SNRs on the
x-axis. The results are primarily presented for the code block
size 64× 64. The mean values and confidence intervals of 95
percent are used to present the results.

5.1. Tree versus heuristic decoder

The first experiment compares the tree and the heuristic de-
coder. The maximum number of iterations used is set to 10.
The results are depicted in Figure 4 with the results for the
two baseline decoders included as reference.

The most important observation made in Figure 4 is that
the modified decoders outperform the baseline decoders for
a range of channel SNRs. The highest gain observed (in
PSNR) between the heuristic and the baseline error-resilient
decoder is over 12 dB (see Figure 4 peppers image at SNR

11 dB). Another important observation is that the simple
heuristic decoder performs well in comparison with the tree
decoder. Only very small differences are observed regardless
of the channel SNR. Even if the modified decoders give simi-
lar results, we still have to point out that the tree decoder per-
forms somewhat better in general than the heuristic decoder.
All the decoders behave in a similar manner, independently
of image motif.

Taking a detailed look at the results in Figure 4, we find
the following. All the decoders, especially the baseline de-
coder, perform poorly at SNRs 5-6 dB. The performance of
the modified decoders and the baseline error-resilient de-
coder is very similar. In some cases, depending highly on
image motif and image size, the baseline error-resilient de-
coder even performs better than the modified decoders. The
modified decoders have a difficult time generating correct
bit-sequences since they only consider a small amount of un-
certain bits. Still, the advantage of utilizing soft information
starts to show already at low SNRs. Depending on the image,
this could occur as early as 6 dB. Observe, however, that for
SNRs 5–10 dB the resulting subjective image quality is very
poor for all the decoders involved, especially for the base-
line decoder. Under these bad channel conditions, there are



Hannes Persson et al. 7

10

15

20

25

30

35

40

P
SN

R
(d

B
)

5 6 7 8 9 10 11 12 13 14 15 16

SNR (dB)

PSNR versus SNR (block size 64× 64) - Lena

Tree decoder 5 iterations
Tree decoder 10 iterations
Tree decoder 15 iterations

Figure 5: Different number of iterations (tree decoder).

too many bit errors and the received images are often use-
less from a visual perspective. An image with a PSNR value
of 30 dB usually gives a good visual experience (see [13]). For
SNRs 8–12 dB, the positive effect of utilizing soft information
is significant and high image quality gains can be achieved.
Here the modified decoders outperform the others. The tree
decoder performs somewhat better than the heuristic de-
coder for SNRs 8–11 dB. However, only gains less than 1 dB
in mean values are observed with the tree decoder compared
to the heuristic decoder. Furthermore, no statistically signifi-
cant difference is established between the modified decoders.
After SNR 12 dB, there is no obvious quality difference, based
both on objective and subjective judgments, between the im-
ages decoded from the modified decoders. Hence it is suf-
ficient to use the simpler and less computationally complex
heuristic decoder independently of the channel SNR to be
able to increase the image quality. For SNR 12 dB and below,
it is evident that the baseline decoder performs very poorly
compared to the other decoders. Hence taking no resort such
as error concealment will lead to a very low image quality. At
12 dB, it is possible to decode an error free image by utiliz-
ing soft information. First at 14 dB it is possible to receive
an almost error free image independently of decoder choice.
No significant difference is present between the decoders at
15-16 dB due to an error free transmission.

Sample images with the Boat motif for SNR 11 dB are
depicted in Figures 9(b), 9(d)–9(f). The image quality is very
satisfying for the images decoded with the modified decoders
while the baseline decoders perform poorly. High gains are
also reached with the modified decoders when we investigate
the resulting PSNR values.

5.2. Impact of number of iterations

Three additional experiments are conducted to investigate
the impact of the number of iterations. First, we examine
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three different maximum numbers of iterations used by the
tree decoder (5, 10, and 15 iterations). The results for the
Lena image are depicted in Figure 5. The overall observation
is that more iterations will only lead to minor image qual-
ity gains. The experimental results show that going from 5
to 10 iterations seems to give higher gains than going from
10 to 15 iterations. Hence a limited number of iterations ap-
pear to obtain most of the image quality gain. Similar to the
results presented in the previous subsection all the different
numbers of iterations perform poorly at SNRs 5-6 dB. For
SNRs 7–11 dB the highest gain observed is with 15 iterations.
However, 10 iterations are sufficient to obtain most of the
gain. The image quality gain that 15 iterations introduce is
only marginal compared to 10 iterations (less than 1 dB in
mean values). The highest PSNR gain observed for 15 itera-
tions over 5 iterations is approximately 2 dB in mean values.
When the channel gets better (12–14 dB) no or only minor
gains are observed with 15 iterations and for higher SNRs
no difference between the different number of iterations is
observed due to an error free channel. No statistically signif-
icant difference is established between the different numbers
of iterations and from a computational overhead perspective
it is not motivated to use too many iterations with the tree de-
coder. Figures 9(a)–9(c) depict sample images with the Boat
motif at an SNR of 11 dB. The images show very good qual-
ity and it is difficult to detect visual differences between the
different numbers of iterations.

To further investigate the impact of number of itera-
tions the tree decoder is allowed to use a maximum of 255
iterations.7 Each time the algorithm is invoked we record
the number of iterations that is needed to correct the bit-
sequence. Figure 6 depicts, for different channel SNRs, the

7 The use of 255 iterations does not necessarily imply an optimal algorithm
due to the current implementation of the tree decoder. Only a maximum
of 16 bits is under consideration in this decoder.
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frequency of the different number of iterations used to cor-
rect a bit-sequence relative to the total number of algorithm
invocations.8 It can be concluded that the decoder typi-
cally needs very few iterations to correct an erroneous bit-
sequence, especially for high channel SNRs. Although not
displayed by the graph, no or very low quality gains are ob-
served when 255 iterations are allowed, compared to the re-
sults presented above. Allowing up to 10 iterations for SNR
11 dB will resolve 90 percent of the detected errors. This sup-
ports our observation above that a limited number of iter-
ations is sufficient to obtain most of the image quality gain.
Detailed analysis of the tree decoder’s output also reveals that
the error-resilient mechanisms in JPEG2000 are not able to
detect all bit errors. This can unfortunately result in succes-
sive logical errors in the arithmetic decoder’s internal states,
errors that cannot be corrected with the two proposed algo-
rithms. Thus, the conclusion made from this experiment is
that a low number of iterations is sufficient to be able to in-
crease image quality given the robustness the present error-
resilient mechanisms can offer.

The last experiment investigates the number of iterations
for the heuristic decoder. In this experiment, we again log
the number of iterations needed to correct an error. Figure 7
depicts, for different channel SNRs, the frequency of the dif-
ferent number of iterations relative to the total number of
algorithm invocations.9 It can be concluded that the decoder
needs only few iterations to resolve an error for SNRs 11 and
13 dB. Similar to the previous experiment for SNR 11 dB, the
heuristic decoder resolves 90 percent of the detected errors.
For low SNRs the number of iterations needed to correct an
error increases and the heuristic decoder is not able to correct
many errors.

8 A value of 256 for the number of iterations indicates that the error could
not be corrected by the algorithm.

9 The number 11 on the x-axis in Figure 7 corresponds to the case where
the decoder is unable to correct the error.

10

15

20

25

30

35

40

P
SN

R
(d

B
)

5 6 7 8 9 10 11 12 13 14 15 16

SNR (dB)

PSNR versus SNR - Lena

Heuristic decoder (4× 4)
Heuristic decoder (16× 16)

Heuristic decoder (32× 32)
Heuristic decoder (64× 64)

Figure 8: Implications of different code blocks (heuristic decoder).

5.3. Impact of code block size

The code block size plays an important role in the combat
against errors and has a great impact on how efficiently the
proposed algorithms can find new error free bit-sequences.
The results in Sections 5.1 and 5.2 are only presented for
64 × 64 large code blocks; thus a discussion of how the code
block size affects the outcome of the image quality is con-
ducted below. A discussion of the impact of the code block
size for the heuristic decoder is also given in [21]. Figure 8
depicts the influence that different code block sizes have on
the image quality for the Lena motif when decoding is done
by the heuristic decoder.

Generally when using small code block sizes at low SNRs,
we are able to receive images with higher quality compared
to larger code blocks because of the bit error enclosing fea-
ture of code blocks. The benefit of using small code blocks
is clear for all the evaluated error-resilient decoders because
they all have less data to process and concealing a bit er-
ror does not lead to a large data loss. The pursuit of an er-
ror free bit-sequence for the modified decoders is simplified
because of the smaller data quantities. For the heuristic de-
coder, this conclusion is also clear from Figure 8 at an SNR
of 5–9 dB. When increasing the code block size at low SNRs
all the decoders perform poorly because bit errors in larger
code blocks result in more data that are unusable. It will also
be harder to pin point potential bit errors with the heuristic
and the tree decoders. This is due to the fact that the modi-
fied decoders always consider a limited number of uncertain
bits and use only a limited number of iterations. When the
channel conditions are better (i.e., ≥ 11 dB) it is better to
use large code blocks. Compared to small code blocks, large
code blocks result in less auxiliary data and, for a fixed image
file size, more pure image data are available as a whole. The
great overhead of auxiliary information for small code blocks
in the file structure reduces the image quality substantially.
Thus in an almost error free environment we are better off
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(a) (b) (c)

(d) (e) (f)

Figure 9: Sample images at SNR 11 dB with code block size 64× 64 (Boat motif). (a) Tree decoder 15 iterations PSNR 31.4461 dB, (b) tree
decoder 10 iterations PSNR 31.4318 dB, (c) tree decoder 5 iterations PSNR 30.3724 dB, (d) heuristic decoder PSNR 30.6885 dB, (e) baseline
error-resilient decoder PSNR 23.301 dB, (f) baseline decoder PSNR 20.0612 dB.

using larger code blocks. This observation is again evident
for the heuristic decoder from Figure 8, at SNRs between 12
and 16 dB. It is also possible to receive images with large code
blocks that contain errors but have higher PSNR values than
error free images with small code blocks (see Figure 8 for
SNRs 11-12 dB).

6. CONCLUDING REMARKS

The utilization of cross-layer information in the form of soft
information from the physical layer is considered in this pa-
per. We have implemented two soft input iterative JPEG2000
image decoders that take advantage of the soft information
to improve image quality when combating channel bit errors
in a wireless environment. We can state that decoding with
soft information performs better than with hard decided bits
in terms of gains in image quality and a more versatile de-
coding process. The gain in channel SNR could be as high as
2 dB. Further, the results of our experiments presented here
indicate that a decoder with simple heuristic rules and a lim-
ited number of iterations performs well. Both high PSNRs
and visual image quality gains are present, especially when
the channel SNR lies between 8 and 12 dB. Only marginal
additional gains are made with a more complex decoder and
when more iterations are allowed.

With our experimental set-up, an acceptable subjective
image quality is achieved with soft information approxi-
mately at channel SNR 11 dB. When the channel SNR is be-
tween 5 and 10 dB, the resulting subjective image quality is

not acceptable; thus soft information will not help in the de-
coding process. When the channel SNR is very high, no im-
age quality gains are observed with soft information due to
an error free transmission. Different JPEG2000 code block
sizes also have an evident impact on image quality in the oc-
currence of bit errors and in the context of soft information.
At channel SNR 11 dB and above the recommendation is to
use larger code blocks.

Comparing a JSCD system to ours, our work differs in
the following ways. Firstly, we do not have any demand for
applying channel coding in the physical or link layer on the
data that soft information is applied on, although it can be
included at the sender. Secondly, our work does not involve
an iterative process between the channel decoder and the
source decoder. This iterative process demands that informa-
tion can be exchanged between the decoders thus between
network protocols. In our proposed decoder, there is an it-
erative process, but it is solely restricted to the internals of
the source decoder. Thirdly, our technique is simplified and
not an optimal technique for improving image quality. Work
done in, for example, [5] is a novel example of a JSCD sys-
tem which gives higher gains in image quality compared to
our approach but at the expense of higher complexity.

Utilizing soft information from the physical layer in the
application layer requires modifications to the intermedi-
ate communication layers. The modifications involve firstly
the propagation of soft information from the physical layer
to the application layer, and secondly, intermediate layers
must allow erroneous payload data due to the application’s
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enhanced error resilience. Potential solutions for these de-
mands can be found in the literature (e.g., [23–27] for prop-
agation of soft information and [8–10, 28] for allowing er-
roneous payload data). In the future, we wish to investigate
possible performance improvements with soft information
in a system-wide perspective. Combining the results pre-
sented here, for example, with a bit error transparent pro-
tocol such as UDP-Lite [8] or TCP-L [9] will make it possible
to achieve numerical results about the system performance.
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1. INTRODUCTION

The rapid development of telecommunication networks
moves towards the direction of an even integrated, global sys-
tem. According to the traditional (ISO/OSI) approach, func-
tions of communication are shared between network lay-
ers. Thus, every layer can be implemented independently
from each other. Nowadays, however, increasing industrial
and customer needs can only be fulfilled with convergence
of technologies. This means (among others) that the layers
cannot be perfectly separated any more: functions of layers
interplay with each other. In this paper, we introduce a soft-
ware demonstration platform, the purpose of which was sup-
porting joint optimization among layers. The software en-
ables performance testing of joint optimized application and
other (e.g., physical) layers in wireless video transmission.
The platform was developed in the IST-PHOENIX project
(http://www.ist-phoenix.org) and is based on the project
model.

The system architecture basically follows the traditional
ISO/OSI model, but also has the goal of accomplishing a
strategy where source coding, channel coding, and modula-
tion parameters are assigned by a common centralized con-
troller intelligence. We call this joint source and channel cod-
ing/decoding (JSCC/D). In the traditional model, the source
and channel codings are implemented separately, following

the well-known separation theorem of Shannon [1]. The re-
sults of this rule are complex, but highly transparent systems.
These systems are not very effective in the case of such pop-
ular applications like audio/video stream transmission [2].
Modern applications, however, often have requirements that
cannot be perfectly satisfied using the traditional ISO/OSI
approach. Such requirements are (among others) the real-
time transmission or the unequal error protection of streams
with alternating sensitivity against errors.

The architecture published in this paper can be used
with different access techniques, for example, with OFDM
or WCDMA. The H.264/AVC [3] and the MPEG-4 video
coding are also supported in the application layer. Several
transport protocols can be used (UDP, UDP-Lite, DCCP) for
the transmission. The model and simulation tool developed
by the project provides the opportunity to test the already-
mentioned joint optimization principle in a life-like system:
in our case, an UMTS network. In this paper, we focus on
the system model using the UTRAN WCDMA network, as
the detailed UMTS simulation environment has been devel-
oped at our university [4]. After functional introduction of
the model parts, an analysis of possibilities for optimiza-
tion with detailed description of configurations offered by
UTRAN simulation follows. The effects of optimization on
the video transmission (as a function of several different pa-
rameter settings) are also shown.
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Section 2 gives an overview on the system architecture.
Joint optimization issues are discussed in Section 3. Inter-
faces between blocks and data format at interfaces are de-
scribed in Section 4. The two parts of protocol hierarchy (i.e.,
application and transmission modules) are detailed in Sec-
tions 5 and 6, respectively. These sections describe the mod-
ules briefly from the optimization point of view. Detailed in-
formation about RRC layer’s mechanisms and control sig-
nalling is provided in Section 7; testing architecture, evalua-
tion goals, and some results (with their interpretations) are
presented in Section 8.

2. SYSTEM ARCHITECTURE OF SIMULATION MODEL

Rather than keeping the traditional approach of having each
network layer work transparently from the other, in the
Phoenix project it is proposed to make the endpoints aware
of each other in order to perform a joint optimization of the
use of available resources in the transmission chain. In prac-
tice, this means that the transmission chain components will
(via the controllers) exchange information that they previ-
ously did not share with each other.

System model using UTRAN WCDMA network is shown
on Figure 1: a video transmission is depicted as an example.
The modules following each other represent a wired (IPv6)
and a wireless (UMTS in this case) network. The wired part
is the IP network “cloud,” while the wireless medium is
the channel block. The data transmission layers of the sys-
tem correspond to the ISO/OSI model. The system is us-
ing JSCC/D control information: this controls, for example,
the UEP (unequal error protection) module, or the JSCC/D
adapted channel coding. Separate control layer is defined
for application and physical layers that in fact only virtu-
ally differ: practically they make decisions jointly. The phys-
ical control layer is (in our case) the RRC (radio resource
control) layer. The feedback controller in the application
layer (JSCC/D) joins to the source coder, to the application
processing module (ciphering, UEP), and to the streaming,
transport and IPv6 protocols. These modules guarantee QoS
needed by a real-time multimedia stream, for example, se-
quential delivery, and so on. The role of these modules is de-
tailed in Section 5. The modules support information about
subscriber needs and about network or channel state. This
information is forwarded to the control modules that make
decisions based on the received feedback information. Adap-
tation control sets the video coding rate, or the protection
level of channel coding.

In Figure 1, the solid lines refer to effective data, payload
(video), and joint information flows. The video data flows af-
ter source coding and other application processes (e.g., UEP)
using streaming and transport protocols through an IPv6
network. Essential control information and protocol head-
ers for optimization are attached to effective data packets.
The information that is not synchronized to the data flow
is transmitted in a separate flow (see dotted line). Controller
interfaces were needed to be built to receive feedback from
other modules. This feedback communication is depicted by
the dotted line in Figure 1; the interfaces between the radio
resource controller and the signal processing layers (PDCP,

RLC, MAC and PHY) are drawn similarly. These SAPs (ser-
vice access points) are defined in the standards [5], but the
functionalities had to be extended to allow joint optimiza-
tion.

Joint optimization is performed at two protocol levels.
The first one is the primary at application level, which is a
separate layer called “joint controller” in Figure 1. The other
is a secondary level in the RRC layer of UTRAN, which is
also using the control signals of the application level. The
role of the application-level joint controller is described in
Section 3; the RRC mechanism is detailed in Section 7.

3. CONTROL OF JOINT OPTIMIZATION

The joint controller (depicted in Figure 1 at both transmitter
and receiver sides) plays a key role, being responsible for the
optimization of the whole system. The task of the joint con-
troller is to be aware of the global state of the system (which is
represented as the union of state information that is present
in different layers), exchange this information with other sys-
tem layers, and jointly optimize different transmission pa-
rameters according to the system state in various layers. Note
that, in the so-called “preliminary handshaking” phase (con-
nection establishment phase), further information can be ex-
changed among the system blocks. This information consists
of the characteristics of the system, such as the type of avail-
able channel encoders, modulator, or security options. In our
case, this preliminary phase is not simulated, assuming con-
trollers already know the capabilities of all blocks.

The joint controller on receiver side uses an error-free
feedback channel to deliver parameters and measurements
for controller of transmitter side. The joint controller makes
decisions on the output parameters based on several input
parameters (see Figure 2) [6].

The joint controller inputs needed to let the protection
allocation run efficiently are the following:

(i) state information, on both network (NSI) and channel
(CSI);

(ii) constraint on the total bandwidth available over the
wireless channel (i.e., the target channel bitrate for
compressed and protected stream, including the net-
work headers size);

(iii) type of joint controller mode (i.e., full or reduced ref-
erence method) that will be detailed below;

(iv) feedback coming from the video encoding process (av-
erage quantization parameter, PSNR).

The most important input parameter from the source
coder is SSI (source significance information). The deriva-
tion and use of SSI for joint optimization is detailed in [7];
this section only gives a short introduction for H.264/AVC
codec solely. A simple semi-analytical method is proposed
to optimize the protection levels on the different parts of an
H.264/AVC bitstream for transmission over an error-prone
channel. The model used for simulating video stream sen-
sitivity allows the prediction of the resulting distortion de-
pending on the channel errors (experienced by the video de-
coder). The model proposes to estimate the average expected
end-to-end distortion ̂DS+C after the source and channel
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Figure 1: Overall system model.

coding operations for a video sequence. For the sake of sim-
plicity, each frame is assumed coded into a single slice (or
NAL (network abstraction layer) in the H.264/AVC stan-
dard).

The distortion ̂DS+C for a frame (or NAL) transmitted
over an error-prone channel can be derived by taking into
account the different distortion Diψ values corresponding to
the respective associated error event probability Pi:

̂DS+C =
∑

i∈N
Di·Pi. (1)

Instead of taking into account the impact of every single
bit error and also all of their combinations, it is proposed to
assume that errors can be grouped and averaged. The distor-
tion resulting from errors in the frame can lead to the loss of
the NAL with Dloss, or to partial corruption of the NAL with
Dcorr, and the distortion inherent to compression operation,
impacting even correctly received NALs with Do.

For Pcψ (resp., Pl) the probability to receive correctly
(resp., to loose completely) an NAL, the following joint

source and channel distortion, or sensitivity is obtained as

̂DS+C = Pc·Do + Pl·Dloss +
(

1− Pc − Pl
)·Dcorr. (2)

The resulting distortion is expressed in terms of MSE
(mean square error):

MSE =
M
∑

i=1

Q
∑

j=1

(

pl∗(i, j)− pl(i, j)
)2

M ×Q , (3)

where M, Q are the width and height of the video frame,
and pl(i, j), pl∗(i, j) are the luminance of original and re-
constructed frames’ pixels. Peak signal-to-noise ratio (PSNR)
can be expressed as

PSNR = 10 log10

(

2552

MSE

)

. (4)

Note that the goal is the minimization of the end-to-end
distortion ̂DS+C, defined as MSE, which means maximization
of PSNR.
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Figure 2: Joint controller inputs and outputs.

Table 1: Example state sets for joint controller.

QPI, QPP Frame rate [fps] GOP size [frames]

Average
source
bitrate
[kbps]

State 1 (14, 16) 7.5 8 232.92

State 2 (14, 16) 15 15 266.39

State 3a (14, 16) 30 15 384.16

State 3b (14, 16) 30 30 335.62

State 4 (8, 12) 15 15 414.63

State 5a (8, 12) 30 15 607.61

State 5b (8, 12) 30 30 532.08

Considering a memoryless erroneous channel and tak-
ing into account empirical observations, the resulting equa-
tions (see [7]) of sensitivity are derived with solely estimating
the obtained distortion for the best (no transmission error)
and the worst (frame lost) transmission conditions, and the
frame length.

Not only the sensitivity of an H.264/AVC encoded intra-
or predicted frame is deduced in [7], but also the sensitivity
for a GOP, that is, group of pictures (made of an intraframe
followed by N Predicted (P) frame) and the sensitivity of a
data-partitioned GOP.

When the stream is data partitioned, each P frame is car-
ried over up to three slices (NAL-A, NAL-B, NAL-C) with
each slice depending on the same frame previous ones for
correct decoding.

The application of the above-mentioned semi-analytical
expressions is to select the best tradeoff between protection
and compression for a given working point (i.e., channel
SNR value), by comparing the sensitivities resulting from
the different configurations of source and channel coding
for a global fixed bitrate over the channel. Practically, when
the formulas used with FEC protection such as RCPC (rate-
compatible punctured convolutional) codes, they allow to
minimize the video sequence distortion. RCPC codes offer
a low complexity and allow to reach different coding rates
thanks to predefined puncturing tables, offering an error

event probability over an AWGN channel bounded by [8].
Consequently, the video distortion can be estimated by using
this error event probability ψ value in the established expres-
sions.

Practically, at a given channel SNR (e.g., 3 dB) the PSNR
values at various source quantization parameters or at var-
ious channel coding rates can be calculated (using formulas
in [7]). This allows maximizing PSNR and controlling source
coding frame rate and/or RCPC codec coding rate in the UEP
module. In Figure 2, channel quality appears as NSI for the
wired channel and CSI for the wireless channel.

In order to reduce the dimension of the possible configu-
rations, the joint controller has been modeled as a finite state
machine (FSM) with 7 states. Each state is defined by a fixed
set of parameters which control the operations performed by
various blocks of the chain. Periodically, the JSCC/D con-
troller tries to establish the best state to operate in, in order to
maximize the video quality perceived by the end user while
also respecting the constraints imposed by the system (e.g.,
block capabilities, supported data rate, etc.) [9]. (Video qual-
ity is quantified with the objective PSNR measure.)

Each state of the joint controller corresponds to a frame-
rate, GOP size, and a set of quantization parameters for intra-
and predicted frames (these parameters determine average
source bitrate). Table 1 shows information about example
state sets used in one of our simulation scenarios. When the
appropriate setting has been decided, the controller launches
its sensitivity estimation as described above to determine the
recommended bitrate for each frame, and the corresponding
protection rate to apply.

The different refinement levels generated with the frame
shuffle or data partitioning approach (or any scalable coding
method in practice) have different sensitivities [9]. Using the
corresponding overall distortion expressions, that is, (2), it
is possible to choose the best parameters of puncturing rate
of RCPC for each refinement level (this is called unequal er-
ror protection) or each frame (this is called equal error pro-
tection). The SSI specifies the priority of a certain part of
the bitstream and the length of that part. The video codec
provides the SSI-information by marking the video stream
layers according to their importance for the decoded image
quality.
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Figure 3: Binary data stream structure and extra information definition.

Summarizing, the joint controller outputs based on the
inputs aforementioned are the following:

(i) source encoding parameters, namely quantization pa-
rameters (QP), bitrate, temporal resolution (i.e., frame
rate), normal/frame shuffle/data partitioning mode;

(ii) content UEP/EEP coding rate for each partition, that
is, for each network abstraction layer (NAL) type or
refinement level;

(iii) average channel-coding rate for UTRAN RRC, to con-
trol protection of stream at physical layer level (see
Section 7).

According to the input information collected from the
system, the status (represented by source frame rate, quan-
tization parameters, etc.) may be modified at each controller
time step. The controller step duration can be chosen accord-
ing to the selected scenario, considering wireless channel co-
herence time. The channel conditions should be constant in
one controlling step. On the other side, the time step has to
be long enough to allow source adaptation frame by frame.
Furthermore, reaction time of controlling have to be consid-
ered at wireless UTRAN segment. On both transmitter and
receiver sides, the setting of RRC layer must be changed using
control messages. (Note that the presented 1-second value
proved appropriate for joint controller time step.)

Based on the considerations detailed in [6], we will take
the following limits:

max {Frame duration, RRC controlling time} <
Joint Controller time step <
shadowing channel coherence time.

Selected mode input parameter of joint controller (see
Figure 2) is corresponding to video-quality assessment, the
aim of which is twofold. It is necessary to provide real-time
feedback to the sender, but more importantly it is used in
the designing phase to be able to judge the effect of encod-
ing and network parameters on the quality. Full reference
methods measure “fidelity” between a corrupted and a refer-
ence undistorted image. An example of this approach is the
commonly used PSNR (peak signal-to-noise ratio). PSNR as-

sumes that the received signal is the sum of original undis-
torted signal and an error signal.

Mathematically this can be formulated as follows:

yi = xi + ei, (5)

where yi, xi, and ei indicate the luminance of the corrupted,
the original, and the error pixels, respectively.

Mean square error is expressed as

MSE = 1
N

N
∑

i=1

e2
i , (6)

whereN indicates the number of pixels in a video frame. The
PSNR index results from (4).

“Full knowledge,” for which the APP controller has full
knowledge on the bitrate obtained for various quantization
parameters (QP) and can as consequence set without doubt
the best compromise in terms of compression versus protec-
tion by means of the sensitivity estimation function given
in [6]. This mode is realistic when considering broadcast-
ing of existing sequences that have been precoded at various
bitrates, for which the controller will then choose the most
adapted one for transmission over the channel at time t.

Full reference quality assessment models require to access
all original image information, which need cannot always be
satisfied. In the project, various reduced reference metrics are
introduced as well. These methods are still very complicated
and set on specific applications. In this kind of systems, two
blocks, one on transmission side and one on receiver side
(in our case the source encoder and decoder blocks), extract
some features from original and corrupted signals and uses
them to build a video quality index (for us made by joint
controller). Source parameters used for quality evaluation
are ideally transmitted in an undistorted channel. Practically,
this information should be strongly protected from channel
errors. Accordingly, our simulation uses error-free feedback
channels.

Note that, in reduced reference mode, joint controller
needs previous state information from the source encoder
(i.e., average QP value).
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4. CROSS-LAYER COMMUNICATION AND
SIGNALLING INFORMATION

The reality of cross-layer communication for our simulation
chain implies that the different signalling information (SSI,
cipher key, etc.) is indeed transmitted together with the bit-
stream. In practice, the extra data is being transferred di-
rectly into a binary packet which is made of the payload ob-
tained after video encoding and application processing (con-
tent cipher and UEP), with the addition of an extra infor-
mation field viewed as an additional header, as illustrated
by Figure 3. Extra information is exchanged using the IPv6
header by Hop-by-Hop option. Payload contains ciphered
protected video frame (or NAL).

First two parameters are cipher key and cipher mode (en-
abled or disabled). The SRI contains information from the
source known a priori. In practice, SRI 1, . . . , SRI 5 are used
only by the soft-input H.264 decoder and are neither used
mandatory for hard-input H.264 decoding. IS PAYLOADQ
and UCR NB BITS fields also carry useful information for
soft decoding. UTRAN module is not capable of transfer-
ing soft information, instead of bits of packets; accordingly,
SRI is not applied. SSI NUM means the number of SSI fields,
which contain ID for priority class and length of the data part
belonging to the class. PUNC fields refer to the puncturing
parameter for UEP module to adjust data rate.

CSI describes the wireless channel state using measured
signal-to-noise ratio. This unsynchronized feedback infor-
mation can be forwarded by the ICMPv6 protocol (internet
control message protocol version 6), because it entails low
overhead. NSI, which contains inter-arrival jitter, average de-
lay for packets, and packet loss rate, should be exchanged
using the RTCP packets, even if the overhead introduced is
slightly higher than with other schemes (e.g., ICMPv6 mes-
sages), because the RTCP packets are already exchanged be-
tween the receiver and the sender and because their format
do not require any modification to include NSI informa-
tion. Video quality, that is, PSNR measure is also feedback
information produced after video decoding, mentioned in
Section 3.

5. APPLICATION PART

In this section, layers controlled directly by the joint con-
troller (JSCC/D) are detailed.

The source coding and decoding modules on the top of
Figure 1 are using MPEG-4 or H.264/AVC codecs. Although
features of these encoders are beyond standard capabilities,
in this paper only H.264/AVC (advanced video coding) codec
is detailed. The reason behind is that this codec fits well in
our UTRAN simulation environment, and real-time wire-
less services with low latency and bitrate below 1 Mb/s. The
rationale for choosing H.264/AVC is its design, which pro-
vides a more efficient compression when compared to the
former standards (such as MPEG-2, H.263, MPEG-4), while
presenting a reasonable implementation complexity versus
coding efficiency ratio, and that is easily adaptable to net-
worked applications, in particular wireless networks and in-

ternet, thanks to its network abstraction layer (NAL) struc-
ture.

The integration of the H.264 codec into the simulation
chain meant the adaptation of the H.264 joint verification
model (JM) version 10.1 [10] that had been developed by the
ITU-T and MPEG joint video team. The H.264/AVC video
codec implemented in Phoenix project using frame shuffle
and data partitioning techniques in addition to standard op-
eration. The difference introduced by the frame shuffle oper-
ation when compared to classical GOP ordering and coding
process is the introduction of different dependencies among
frames. Frame shuffle technique allows with a large set of
shuffling patterns to envisage the adaptation of the encoding
process to the video content features, as well as to the user
equipment and transmission channel characteristics. This
approach relies on shuffling the frames inside a group of pic-
tures, which led to call it “frame shuffle” [11].

Furthermore, adaptation of the codec has been made in
link with the controlling module to ensure that the modifica-
tion of the source coding parameters can be done at each new
application controller decision. The establishment of sensi-
tivity measurements (mentioned in Section 3) allows to ap-
ply efficient error-protection scheme by UEP module.

5.1. UEP, ciphering

UEP module can produce equal error protection (EEP) for
data or unequal error protection for critical parts of the data
than for other less critical parts. The joint controller adjusts
the UEP mode based on the information about SSI, NSI, and
reduced CSI.

This module relies on RCPC codes with mother code of
code rate 1/3, constraint length 5, and number of puncturing
tables 9, resulting in the punctured code rates: 8/9, 4/5, 2/3,
4/7, 1/2, 4/9, 2/5, 4/11, 1/3.

Selective video ciphering algorithm is realized in the
Phoenix system. It encrypts all the I frames and keeps the
other parts untouched. Depending on the GOP structure of
the video stream, this algorithm may lead to significant com-
plexity reduction compared to naive algorithm. Ciphering
uses a stream cipher, which can be RC4 or AES operation
in counter mode.

5.2. Streaming module

On the sending site, the objective of the streaming module is
the packetization of data flow into IP packets; on the receiver
side, its task is the reconstruction of data flow from received
IP packets for upper layers. But the IP packet means not only
the IP protocol, besides the transport layer function belong
here the RTP and the RTCP protocols.

RTP has been designed for real-time multimedia appli-
cations, because it provides timestamps and sequence num-
bers. Note that RTP itself does not provide any error detec-
tion/recovery; it is the application on top of RTP that may
provide them. RTCP is used to monitor the quality of ser-
vice and convey information about the participants in an on-
going session. This is achieved by sending reports between
sender(s) and receiver(s). The receiver analyzes RTP header
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information and calculates data rate, inter-arrival jitter, and
average delay for packets. The NSI parameter used by joint
controller is packet loss rate (PLR) monitored by RTCP.

In the simulation chain UDP, UDP-Lite and DCCP pro-
tocols are implemented. The UDP protocol offers connec-
tionless, best-effort service, which means no sequence num-
bering. Duplicate packets can also occur. The UDP-Lite pro-
tocol is the extended version of UDP protocol, which differs
from the original UDP protocol with a partial CRC check-
sum. This partial checksum covers only the header and part
of the payload data. If there is an error within the CRC cov-
ered part of the data, then the packet will be dropped. If the
UDP checksum covers the whole packet, then the behavior
of UDP-Lite is the same with the classical UDP. But if we
protect only the header field, then can we achieve more ef-
fective functionality, because with this technique the num-
ber of discards decreases with circa 40%. Another trans-
port layer protocol the DCCP offers is not reliable conges-
tion controlled data flow service with acknowledgement of
the correctly received data. The implemented DCCP proto-
col contains no possibility for retransmission of datagrams,
and contains alike to the UDP-Lite protocol a partial check-
sum. The DCCP partial checksum covers in any case the
whole header and the n·4 byte part of the payload. Note that
the IPv4/IPv6 packet generation demands that the transport
layer protocols have to use checksum, but this checksum can
be partial alike to UDP-Lite or to DCCP.

The packets containing the header field of transport pro-
tocols are nested into IP packets. The simulation chain sup-
ports only the IPv6, the internet protocol version 6, because
this protocol is the protocol of future internet. The European
Committee pretends from every IST projects to use IPv6.

The existent effective audio/video decoders are capa-
ble of processing the erroneous packets, thus increasing the
video quality. Consequently, with the above-mentioned par-
tial checksum the number of lost packets decreases and the
number of video decoder processed packets increases.

The RTP/RTCP protocols can sit on top of UDP/UDP-
Lite protocols, but in the case of DCCP protocol they are
superfluous. The DCCP protocol implements all the func-
tions that make the RTP/RTCP protocols essential. The cur-
rent version of simulation chain uses in every case RTP/RTCP
protocols according to practical reasons.

6. TRANSMISSION PART

6.1. IPv6 network

The simulated IP network can be considered as an IP cloud
with a bunch of unknown routers. This module represents
the wired component of the network. Capacity and buffer
size of this virtual network are configurable. The service
treatment that a packet can experience at IP interface is char-
acterized by a set of QoS parameters: delay, delay variations
(jitter), and loss. End-to-end delay is modeled by gamma dis-
tribution, and uniform distribution is employed to represent
drop probability. Complexity of wired network, the number
of routers, and their parameters are also adjustable. The reli-
ability of wired medium is rather high. The duration of our
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Figure 4: UTRAN protocol architecture.

presented simulation run is relatively low, only 20 seconds.
On the other hand, in our simulated case, enough resources
are allocated for video transmission, so packet loss proba-
bility of wired segments is negligible. IPv6 network typically
affects delaying packets; hence order of packets can change
and transmission usually becomes more bursty at the out-
put. Since we focus on wireless UTRAN segment, packet loss
is set to minimum in wired components. During the trans-
mission of 20-seconds long video, no packet drop occurred
at the presented numerical example results.

Futhermore, a mobility model is adopted at IP layer. The
results show that the higher the handover frequency is, the
higher the end-to-end packet loss and the packet loss rate
(PLR) becomes. Its impact can be summarized into two as-
pects. There will be an increase in the packet loss rate, be-
cause during a handover all packets will be lost. This means
that the higher the handover rate is, the higher the PLR be-
comes. However, according to reality when there are not han-
dovers, a delay will be introduced due to mobility effects. The
presence of application controller can improve the perceived
quality also when mobility is present, because when the losses
are high the source coding rate is properly reduced. We con-
sidered in this paper a low handover frequency scenario, so
no handover has occurred.

When there is a network congestion, indicated by a high
value for the PLR feedback in the NSI, the controller sets im-
mediately the state to the first, characterized by the lowest
source bitrate, in order to reduce as much as possible the
amount of data which have to flow through the IPv6 net-
work.

6.2. UTRAN

6.2.1. Structure and functionalities

Main considerations of designing our UTRAN modules
were the following: (1) flexibility, (2) platform independent
code, (3) efficient implementation, and (4) compliance with



8 Advances in Multimedia

0
5

10

15
20
25
30
35
40
45

A
ve

ra
ge

P
SN

R
(d

B
)

1 3 5 7 9 11 13 15 17 19

Nonadapted
Adapted

Time (s)

(a) PSNR for Scenario 7-H.264/AVC coding

20
18
16
14
12
10

8
6
4
2
0
−2

ch
an

n
el

SN
R

(d
B

)

1 3 5 7 9 11 13 15 17 19

Nonadapted
Adapted

Time (s)

(b) Channel SNR for Scenario 7

0

0.2

0.4

0.6

0.8

1

P
LR

1 3 5 7 9 11 13 15 17 19

Nonadapted
Adapted

Time (s)

(c) PLR for Scenario 7

Figure 5: Simulation results with scenario 7 [16], video sequence duration 20 seconds: average PSNR (a), radio channel SNR (b) and packet
loss ratio (c).

standards. Concentrating on dedicated data transfer, func-
tionalities are realized through [5, 12–15] standards. Addi-
tional functions, such as connection establishment, are not
relevant for us, and thus they are not implemented. Figure 4
illustrates UTRAN protocol architecture. RRC layer is modi-
fied to be capable of receiving and handle JSCC/D control in-
formation and to properly configure PDCP (packet data con-
vergence protocol), RLC (radio link control), MAC (medium
access control), and physical layers.

6.2.2. Data flow transfer

Horizontal layers of UMTS can be divided into two planes
called C- (control-) and U- (user-) planes. C- and U-planes
are responsible for control and user data transfer, respec-
tively. At the highest level, there are separate layers for control
and user data transfer; at lower levels, the same layer handles
both streams.

The RRC (radio resource control) layer located in the
third layer (L3) controls all layers of the UTRAN, containing
RLC, MAC, physical layers. RRC layer implements signalling
of existing connections towards upper layers, thus making
appropriate data transfer possible through the UMTS radio
interface. The PDCP layer is located also in L3, but in the U-
plane; this layer receives data packets from upper layers and,

after robust header compression (RoHC), it forwards them
to lower layers as SDUs (service data units).

Standards of the RLC layer describe three supported
transfer modes, namely, AM (acknowledged mode), UM
(unacknowledged mode) and TM (transparent mode). The
usage of the acknowledged mode would contradict to joint
optimization principle as results obtained by using JSCC/D
controller could not introduce any improvement if all cor-
rupted data packets were retransmitted. Usage of UM and
TM modes is adequate for our purposes. The RLC layer seg-
ments packets received from upper layers (segmentation is
the main difference between UM and TM), assigns sequence
numbers (only when using UM), and forwards them to the
MAC layer. UM and TM modes do not include retrans-
mission of corrupted packets. The MAC layer maps the re-
ceived PDUs (protocol data units) to transport channels (us-
ing padding if necessary) and selects an appropriate trans-
port format, which is used to forward the data to the physical
layer.

Physical layer calculates CRC for the data packets and, af-
ter channel coding, maps streams to physical channels. Data
on physical channels is sent to the radio interface with QPSK
modulation. Transmitted data is modeled as a complex base-
band equivalent signal and is passed through a radio chan-
nel module that simulates multipath fading and adds AWGN
noise to the transmitted signal. The receiver is a coherent
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RAKE receiver that estimates the attenuation of the channel
main signal paths optimally. After the RAKE receiver, inverse
signal- and data-processing algorithms of the layers MAC,
RLC, PDCP are performed.

6.2.3. Control of UTRAN module

RRC (radio resource control) layer is responsible for con-
trolling other UMTS layers. Joint optimization parameters of
Phoenix simulation chain influence the operation of UMTS
modules via RRC. Mode of data transfer in UTRAN is de-
fined via the active transport format, which combines the
RLC, MAC, and physical layer settings. The actually valid
transport format is chosen by MAC from the configured set.
The selection algorithm is based on data flow priorities and
RLC buffer occupancy [4]. This primary configuration, car-
ried out by MAC, is relatively fast, thus its period time is 10–
80 milliseconds. Transport format includes

(i) type of error protection (turbo, convolutional, no cod-
ing),

(ii) coding rate,
(iii) TTI (transmission time interval), that is, the inter-

arrival time of transport block sets (10, 20, 40 or 80
milliseconds),

(iv) amount of data in one TTI (transport block size, num-
ber of transport blocks),

(v) size of CRC (0, 8, 12, 16, 24 bit),
(vi) rate matching parameter (puncturing).

Besides, RRC layer can change the set of transport for-
mats, from which MAC selects. This secondary configuration
can be accomplished more slowly than primary, because it is
required to be synchronized sets among sender and receiver.
In our simulation, adaptation controlled by JSCC/D is set to
one second, which time is comparably needed to enforce new
transport format set.

The RRC layer chooses a configuration setting based on
control information received from the JSCC/D controller.
The set of configuration settings has been determined based
on [13]; the set contains transport format sets, RLC layer
mode, channel type, payload and header sizes in bits, max-
imal bitrates, and so on. Upon a single simulation run, none
of the above parameters changes except for the transport for-
mat set. The above parameters are adjustable in both uplink
and downlink directions. Configuration settings used in the
simulations are based on values described in standards [13]:
8–2048 kbps in downlink, 8–384 kbps in uplink is available
for the system.

Usage of CRC might also affect the system performance.
As it has already been mentioned, concatenation of CRC
codes to data units (transport blocks) takes place in the phys-
ical layer on the transmitter side. On the receiver side, pack-
ets with an erroneous CRC checksum are not forwarded to
upper PDCP layer by RLC. If CRC check is disabled, UMTS
will drop less PDUs, and thus more erroneous packets will
reach the source decoder. Clearly, packets can still be lost,
even if CRC is completely switched off, because RLC can drop
them for invalid control information (sequence number, data
length indicator) and PDCP can also drop them while de-

(a) (b)

(c) (d)

Figure 6: Example of visual results obtained in simulation: non-
adapted (left) versus adapted (right).

compressing RoHC header. Performance of adapted case is
slightly increased disabling CRC check, but of course, this
is not the only adjustment that accounts for the obtainable
performance improvements. About the effect of CRC, [16]
contains more detailed simulation results.

7. RRC MECHANISM AND CONTROLLING

Established expressions of sensitivity were proposed in
Section 3 to select the best compromise between protection
and compression for a given working point (i.e., channel
SNR) supposing the same overall bitrate. This bitrate is fixed
value depending on the amount of data sent at good chan-
nel conditions with no distorions, yielding low protection
is needed. Source rate depends on spatial resolution, default
video coding bitrate, and so on, so that the produced com-
pressed video is satisfactory by means of a quality measure
(e.g., the used objective measure PSNR). In UTRAN, the bi-
trate before wireless channel is directly determined by slot
format [TS211] and number of DPDCHs (dedicated physi-
cal data channel). The bitrate in UTRAN after spreading the
data and summing the DPDCHs is constant 3.84 Mchips/s.
Bitrate before spreading RPHY [bits/s] can be calculated as

RPHY =
Nr DPDCHs
∑

i=1

2·3840000
SFi

, (7)

where Nr DPDCHs is the number of physical channels and
SFi is spreading factors configured for channel i (determined
by used slot formats).

We configure these parameters to match the default
source bitrate (i.e., at good channel conditions) take into ac-
count the amount of additional data (headers, etc.). Practi-
cally, there are only 16 slot formats with rates 15, 30, 60, 120,
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Table 2: Recapitulation of the considered simulation parameters.

Parameter Value

Joint controller

Mode Disabled (classical) and full (adapted)

Test video sequence

Video sequence Foreman

Video format CIF (352 × 288)

Frame rate 15 fps

Duration 10 seconds

Looping enabled

Source coding

source codec H.264/AVC

Initial QP values (I, P) 14, 16

H.264 packet maximum size 180 bytes

Encoding mode standard (cla.) & frame shuffle with tree configuration (adap.)

Content ciphering

Mode RC4 (key length 48 bits)

Content UEP

Mode Unequal Error Protection

Encoder type RCPC with mother code n = 1, k = 3, m = 6

Code rates considered 8/9, 4/5, 2/3, 4/7, 1/2, 4/9, 2/5, 4/11, 1/3

Code generators (in octal) 23; 35; 27

Decoder mode MAP

IPv6 wired network

IPv6 network nb of nodes 10

Mean node delay 3 ms

Mean node packet loss 100 ppm

Bottleneck rate 10000 kbps

Buffer size at bottleneck 100000 bytes

IPv6 mobility

Packet Delay mean 10 ms

Packet Delay sqr. of std. dev. 4 ms

Handover length mean 520 ms

Handover length sqr. of std. dev. 100 ms

Interval between handovers mean 820 s

Interval between handovers sqr. std. dev. 34.5 s

RoHC parameters

Usage disabled (cla.) & enabled (adap.)

Network headers considered RTP/UDP-Lite/IPv6

Compression mode unidirectional

Compression rate average (8 bytes)

UTRAN parameters

Class of Service Background, streaming, generic IP packet service

RRC protection mode Equal Error Protection

Bearer channel 384 kbps (classical) 384–64 kbps (adapted)

RLC mode Unacknowledged

Available TBS sizes 24 × 336 bits, 16 × 336, 12 × 336, 8 × 336, 4 × 336, 2 × 336, 1 × 336, 0 × 336

TTI 10 ms

RLC PDU size 320 bits

RLC Header size 16 bits

MAC Header size 0 bit

Spreading Factor 8

Channel Coding turbo (code rate: 1/3)

CRC size 8 bits (cla.) & 0 bits (adap.)
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Table 2: Continued.

Parameter Value

Slot Format ID 15

Number of DPDCHs 1

RPHY 960 kbps

Radio channel parameters

Environment suburban micro-cell

Number of paths 6

Movement speed 30 km/h

Noise type Gaussian

Noise SNR 10 dB

SNR Estimator at Receiver Signal-to-Variation Ratio (SVR) Estimator (Nsym = 4800)

240, 480, 960, and 1920 kbps. Moreover, only few (max. 3)
DPDCHs are used in practice, so the possible configuration
is fairly limited.

This approximates the available bitrate over wireless
channel well, although data transmitted through DPDCHs
not only contain the compressed (and maybe protected) use-
ful information, but additional control information, such as
headers, joint controller extra information, and control fields
added by UTRAN as well. This rate value can be fedback to
the controller in the preliminary handshaking phase.

The other feedback data is the CSI (see Figure 2). Chan-
nel state indicator (CSI) means a signal-to-noise ratio (SNR)
estimated with a moments-based method developed for
monitoring channel quality in multipath fading channels.
The estimator function [17] is valid for M-ary PSK signals
(QPSK in UTRAN), so that

ρ̂SVR = β − 1 +
√

β(β− 1). (8)

The β parameter is expressed as
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(
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(9)

where yn is the complex symbols after rake receiver and Nsym

is the length of the frame in complex symbols.
The estimated value is updated for every 10 milliseconds

frame, calculating the average SNR for the actual second.
Calculated value is sent periodically in every 100 milliseconds
to joint controller.

Average channel coding rate (rC) is a feedforward control
information produced by the joint controller at every opti-
mization step. As it has already been mentioned, data protec-
tion mechanism can be carried out at the level of content by
content UEP module, or, alternatively, at the physical layer
of UTRAN. Joint controller adjusts the level of protection in
UTRAN using this feedforward control information through
dedicated signalling (e.g., ICMPv6 messages).

Channel encoding in standard UTRAN can be either
switched off or one of the following three encoders can be
used: convolutional coder with 1/2 code rate or code rate
1/3 or turbo coder with 1/3 code rate. When sending data
through severely erroneous channels, usage of turbo codes
is the most efficient. Furthermore, code rate is adjustable
through puncturing and repetition functions coupling with
unique code properties. So, turbo coder is an efficient choice
for our test cases. We can follow equal or unequal error-
protection approach, similarly like at the content level. (Pro-
tection can be carried at content and/or physical layer level.
Unequal optimization can be configured at one of the two
levels at a time.)

If equal error protection is followed, the channel-coding
rate at physical layer (rp) has to be adjusted to rC. The rate
rp [bits/s] can be approximated using (7) with the expression

rp =
(

max{TBSSize}/TTI
)∗ 1000

RPHY
. (10)

TTI is the transmission time interval [milliseconds], and max
{TBSSize} is the maximum of transport block set (TBS) sizes
in transport format set of logical channel. The expression
based on considering the coding rate is a quotient of bitrates
before and after channel coder. Note that, in this case coder is
punctured, so bitrate can be calculated after puncturing op-
eration. Denominator of is (10) close to bitrate after coding
if the amount of inserted UTRAN control bits is negligible to
the amount of data bits. Nominator gives adequate value if
the maximal TBS is selected by MAC in the most of the time.

Adjusting rp to rC means that RRC sets the maximal
transport block size in the active TFS, so that rp − rC is min-
imalized. This can be easily carried out while possible val-
ues of TBS size are finite. TBS size is a multiple of the RRC
PDU (packet data unit) size, which is least data unit and RPHY

means an upper bound to it.
UEP approach requires UTRAN to extract SSI fields from

arriving packets at PDCP interface. This capability is added
as a function of PDCP (controlled also by RRC). Practically,
header compression RoHC process is applied in PDCP too,
which can separate the headers from the beginning of pack-
ets. Extra information is easily accessible while it has fixed
structure with fixed length of fields.
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Data can be separated to more flows of layers or parti-
tions belonging to the same sensitivity class. The layer archi-
tecture of UTRAN depicted on Figure 4 clearly shows that
more RLC entities can operate parallel. Creating RLC entities
for all data flows makes it possible to transfer the sequences to
MAC using different logical channels. The advantage of us-
ing different logical channels is that transfer parameters, that
is, transport format sets can be distinguished for each chan-
nel. Allowed combinations of transport formats for logical
channels define transport format combination sets (TFCS).
The currently used transfer parameters (i.e., the used combi-
nation) are selected by MAC layer. Selection is based on the
buffer occupancies of RLC entities and the priority of logical
channels, which well fits the priority of sensitivity classes.

When we consider a source represented by the incoming
bitstream at UTRAN PDCP interface that may be separated
in layers or partitions Pi of different significance, each parti-
tion may be protected with a different channel code of rate
rp,i according to its sensitivity to channel errors, which can
be determined by using (10). Our goal is the minimalization
of end-to-end distortion.

Each partition Pi has a source rate

RS,i = φiRS = Bi
B
RS, (11)

where RS is the overall source rate, φi = Bi/B is the ration
between the number of bits per frame of the ith partition, Bi,
and the total number of bits/frame, B. The total source and
channel coding rate, RS+C is given by

RS+C = r
N
∑

i=1

RS,i

rp,i
, (12)

where N is the number of partitions considered. Here we are
interested in a source-dependent choice of channel coding
rates for a source coded bitstream with fixed parameters. For
each channel condition, for a given source rate RS and a given
total channel coding rate rC, the problem consists in find-
ing the channel coding rates rp,i such that the total distortion
DS+C is minimized. The constraint to satisfy [18] is

RS+C ≤ RS

rC
. (13)

For analytical deduction and more details see [18] or [6].

8. SIMULATION RESULTS

This section presents experimental tests carried out over the
Phoenix end-to-end simulation chain containing UTRAN
wireless segment. Our primary goal is to demonstrate the ef-
ficiency of an end-to-end optimization of a video transmis-
sion over an UTRAN wireless link.

8.1. Practical settings of simulation parameters

In order to validate the usefulness of our approach under re-
alistic conditions, we used seven candidate scenarios defined
by the Phoenix project. Results presented here are created

by using settings for each module of Scenario 7. The cor-
responding settings are detailed in project deliverable [16]
and summarized in Table 2. This scenario represents pushed
video information transfer, such as live news, which corre-
sponds to low delay, multicast, streaming mode and mobile
users. Data transfer between a mobile station, as a receiver,
and a transmitter station (multicasting news) is simulated.

The raw video sequence “foreman” is CIF resolution
YUV format, which is compressed with H.264/AVC picture
encoding in the application layer. Frame shuffle mode is ac-
tivated to ensure scalability of video content. UEP policy is
activated for 4 sensitivity classes of video content. The re-
sulting binary stream is then fed to the network layer, which
performs RTP/UDP-Lite/IPv6 packetization with the inser-
tion of the extra signalling information as detailed Section 4.
This is followed by an IPv6 network emulator (which takes
into account possible packet losses and delay due to possi-
ble congestions in a wired IP network) and an IP mobility
emulator introducing further delays and losses due to the IP
wireless mobility. RLC layer (located in UTRAN) is config-
ured in unacknowledged mode (UM) using packet sequence
numbering without retransmission of corrupted packets. As
it has already been mentioned before, UM is necessary for ef-
ficient adaptation. Data errors are needed to be reduced not
by retransmission, but joint optimization, reconfiguration of
the whole system. In acknowledged mode, RLC layer would
hide erroneous packets from higher layers, losing essential
information for joint optimization. Radio channel is simu-
lated based on [19] suburban micro-cell environment. As de-
picted on Figure 1, downlink transmission is carried over in
UTRAN.

If the adaptation is “on,” the application layer controller
will decide (based on SSI information) on both source cod-
ing compression level and radio link protection. Joint con-
troller also takes into account side information signals (CSI
and NSI continuously fed back to the transmitter side con-
troller), optimizing the average repartition of bandwidth be-
tween compression and protection by using PSNR models
for respective channels. Video encoding parameters are set
once in a second—this is the time to reconfigure each mod-
ule in the adapted case. In nonadapted case, JSCC/D is dis-
abled and MAC layer selects the transport format combina-
tion to use from a configured set, which is equivalent to a
384 kbps radio bearer [5]. In the nonadapted case, 8 bit CRC
checksum is set for each packet data unit. CRC is avoided in
the adapted case, and similarly to classical mode, slot format
number 15 is set at spreading and modulation. This enables
RPHY = 960 kbps overall data rate through the wireless chan-
nel, which means a spreading factor of 8 and the usage of
only one DPDCH.

Both adapted and nonadapted transmissions use stan-
dard turbo channel coding. If we did not apply the same type
of error correction, significant difference could be observed,
for example, in the case of convolutional coding. If the adap-
tation is enabled, the level of protection is not static; it is de-
termined by the level of the puncturing mechanism. Equal
error protection approach is applied at UTRAN, so RRC
determines in every second the available transport format
set.
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8.2. Numerical example results

Example numerical results are shown in this section based
upon 20 seconds of transmission. Parameters and setting of
test case are shown in Tables 1 and 2.

In Figure 5, the dashed line curve shows PSNR versus
time in the absence of channel effect, corresponding to the
coding of the video source according to the APP controller
decisions at successive time steps, and representing the maxi-
mum PSNR achievable when channel and adaptation are in-
troduced. The solid line curve shows corresponding results
obtained for fixed transmission.

Average signal-to-noise ratio curves are depicted on
Figure 5(b) on a simulated fading channel; solid line marks
nonadapted case and dashed line is for JSCC-adapted case.
The packet-loss ratio (PLR) curves—see Figure 5(c)—differ
from each other, due to different usage of CRC and variant
amount of transferred data. At nonadapted case, source cod-
ing operates independently from radio channel, using always
the same compression level (50% of the bandwidth). But in
the adapted case, video coding parameters can be varied, re-
spectively, the amount of data on radio channel depends on
UTRAN physical layer configuration.

Under good channel conditions, the two solutions can be
close; however, when fading occurs, adaptation provides an
improvement compared to the fixed case. On average, gains
of 4 to 5 dB can be observed in this configuration.

Figure 6 shows an illustrative effect of adaptation in ac-
cordance with visual impact. “Foreman” CIF and “Akiyo”
QCIF video sequences were used for the simulations. The
pictures given in Figure 6 are captured for the same frame
positions.

It must be noted that the UEP in classical normal mode
does not actually offer much gain over the EEP in classical
normal mode, in the sense where gain obtained for PSNRs
lower than 25 to 30 dB are visually not really interesting for
the end user. This is due to the fact that in normal mode,
only two partitions exist, that does not provide enough flexi-
bility when considering a reduced discrete number of coding
rates, to better protect the intra (more sensitive) class for low
SNRs and keep the predicted (less sensitive) still protected
enough at medium to good SNRs. When considering more
partitions, as was the case in the previous section with Data
partitioning, or in the case of three levels of predicted frames
(P1, P2 and P3) for “tree” frame shuffle approach for a 15
frames GOP, the number of partitions is large enough to of-
fer the flexibility needed to have the UEP mode always per-
form better than the EEP mode, yielding a gain of up to 5 dB
in PSNR (on AWGN channel) in the range of interest.

Further results can be found in [16] regarding alternative
scenarios, environments, and configurations.

9. CONCLUSION

In this paper, we have briefly expounded a system architec-
ture for multimedia transmission over an IP-based wireless
network [20]. A novel solution has been shown, where the
application world (source coding) and transmission world
(channel coding and modulation) interconnect efficiently

with the network world (transport services, IP network-
ing), thanks to a joint controller (JSCC/D). In the Phoenix
demonstration platform [21], we changed the wireless net-
work segment for a simulated UMTS terrestrial radio access
network (UTRAN). Our investigation covered this modified
architecture, which is closer to reality due to our detailed,
standard-compliant UTRAN simulation environment. We
described how to embed the UTRAN network segment into
the simulation chain, allowing signalling mechanism be-
tween system blocks and the joint controller interface. Out
approach is to prove in practice that adaptation is effectively
deployable over a system that can be considered as “mod-
ern” nowadays, even though some limitations were naturally
imposed by existing standards/hardware. Simulation results
indicate the gains achievable by applying cross-layer design
and show the usefulness of joint source and channel coding
when using up-to-date wireless technology.
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1. INTRODUCTION

The constraints in computation, memory, and energy re-
sources are well-known challenges to sensor network designs
especially for multimedia transmission. Although recently
there has been a rapid increase of interest on wireless mul-
timedia sensor networks (WMSN), many realistic difficul-
ties are in the way of such advancement, including but not
limited to data authentication, secret data protection, image
transmission quality, and energy efficiency.

Image encryption and decryption are particularly time-
consuming [1], hence justifying a compromise solution
where image data are only selectively encrypted to reduce
the total computational complexity. This concept proves to
be effective and efficient considering that the complex inter-
dependence structure among image compression bit streams
[1] can be completely hidden by partial encryption. How-
ever, there have been very few papers in literature address-
ing the correlations among such partial encryption methods
and the associated wireless transmission approaches, not to
mention the corresponding efforts to meet the resource con-
straints for sensor networks.

Selective encryption can be effectively performed on the
positions of image pixels other than the various values of
these pixels conveyed in the natural digital image. Besides

layered unequal importance [2], wavelet image compressions
such as zerotree-based EZW [3], SPIHT [4], or EBCOT [5]
based JPEG2000 produce position information of the objects
and the magnitude information of objects. Packet losses of
position information destroy the bitstream structure which
is crucial for decoding; the bitstream structure is not changed
if packet losses of magnitude value information occur. This
is called position-value (P-V) diversity inborn with wavelet-
based image compression, which provides remarkable po-
tentials for designing multimedia selective encryption algo-
rithms.

This paper proposes a cross-layer approach to deliver se-
lectively encrypted images for minimal distortion with strict
energy budget constraints. We first develop a simple but ef-
fective position-based selective encryption scheme to reduce
encryption overhead by tightly controlling the bitstream
structure. Cross-layer optimized UEP strategies are then ex-
ploited to allocate the resources among selective encrypted
structure information, position information, and magnitude
information. Overall, minimized distortion in image trans-
missions is achieved and the goal of energy efficiency is met.

In recent literature on image selective encryption, most
of the popular approaches focus on selecting the impor-
tant DCT or wavelet coefficients. Research in [6] pro-
poses an effective frequency domain significant coefficients
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scrambling scheme. To achieve authorized user access con-
trol for digital video streaming, a compressed domain scram-
bling is proposed in [7]. Unfortunately, frequency scram-
bling techniques usually randomize energy distribution in
coefficient matrixes, which sacrifice multimedia compres-
sion efficiency according to research in [8]. Similar researches
working in frequency domain are found in [9, 10]. Other re-
searches explore selective encryption at entropy coding stage,
where the compression performance is not negatively af-
fected. Multiple entropy coding table scheme is proposed
in [8] to achieve high-level security. In this approach, en-
tropy coding table is pseudorandomly selected according to
the given key. Tree-based selective encryption is proposed
in [11], in which the tree structure information is ciphered;
without the tree structure information, leaf and children
nodes will be put to wrong position, and thus it is impossible
to decode the whole image. However, all of these aforemen-
tioned works focus on application layer and have not consid-
ered the delivery of encrypted images in time-varying wire-
less channels.

In recent literature on UEP studies for multimedia
delivery over wireless networks, most of them focus on
rate-distortion or delay-distortion oriented optimization,
where different protection levels are applied to different
media stream layers. The security factor is largely over-
looked. Because selective encryption controls the skeleton
of the streaming media and redistributes more importance
on cipher-text, traditional optimized UEP schemes are no
longer optimal when selective encryption is taken into ac-
count. How to transmit image efficiently over WSNs through
exploring interdependency and unequal importance nature
among selectively encrypted blocks, position information,
and value information, has not been extensively discussed in
literature.

Wu et al. in [12] proposes an optimized joint source
channel coding (JSCC) scheme to achieve minimized total
distortion for multiple images over lossy channels simulta-
neously. The layer-based dependency as well as distortion
reduction expectation is well modeled, and combined to-
tal distortion is minimized subject to total rate constraint.
Hamzaoui et al. survey recent advances in forward error cor-
rection (FEC) based scalable image coder in [13], and pro-
poses a local-search-based rate-distortion optimization solu-
tion. Li et al. in research [14] develop a real-time link layer
retry limit adaptation algorithm for robust video streaming
over 802.11-based wireless networks. Multiple video layers
are unequally protected by different link layer retry limits.
van der Schaar and Turaga in [15] propose cross-layer op-
timized packtization and retransmission strategies for delay
sensitive video delivery over WLANs. The cross-layer opti-
mization problem is formulated as distortion minimization
given delay constraints, and significant multimedia qual-
ity gain is reported by packtization and retransmission op-
timization. The aforementioned works are mainly delay-
distortion or rate-distortion optimization algorithms suit-
able for general wireless networks; it is hard to be directly
used in WSNs due to the limited energy rather than band-
width resource in WSNs. One of our preliminary works
proposed in [16] shows the energy-distortion gain by con-

sidering multimedia selective encryption in resource alloca-
tion.

Selective encryption scrambles the intersegment corre-
lation in the final bitstream, leading to significant potential
for encryption-oriented cross-layer optimization. In this pa-
per we systematically formulate energy efficient secure im-
age transmission problem, which is significant different from
previous layer-based UEP schemes in literature. The paper
is organized as follows. In Section 2, position-based selective
encryption is proposed. In Section 3, security aware distor-
tion reduction optimization is proposed with energy con-
straint. In Section 4, frame-level energy consumption and
frame-loss ratio are modeled in details for multirate WSNs.
Section 5 shows simulation results. The conclusion is drawn
in Section 6. Major symbols in equations and notations are
defined in Table 1.

2. SELECTIVE ENCRYPTION OF IMAGE DATA

Positions of significant wavelet coefficients are much more
important than the magnitudes of those coefficients. Fur-
thermore, the positions of significant coefficients are de-
termined by the clustering model of insignificant coeffi-
cients, which is translated into bitstream structure after
compression. To effectively cipher the bitstream structure
in the proposed approach, position information is packed
into p-segments and magnitude information is packed into
v-segments bit-plane by bit-plane. This p-segment and v-
segment packing processes in each bit-plane are described
as follows. In each embedded bit-plane coding iteration, two
coding passes are applied to the coefficient matrix with a
given reference threshold to determine the significance of
wavelet coefficients. In the dominant pass, a coefficient can
be coded as one of the four symbols: positive significance,
negative significance, tree root, or isolated zero. All the coded
symbols in dominant pass are put to p-segment. If the cur-
rent coding coefficient is in the highest two resolution lev-
els, the coded symbol is marked as Paramount skeleton (PS).
PS symbols contain the root information of wavelet decom-
position trees, and Morton scanning assures the continuity
of PS residing in each p-segment. The very beginning PS
symbols to be encrypted are marked as encrypted proces-
sions (EP), where the length of EP in each PS can be flexibly
configured by users. Because run-length coding and arith-
metic coding propagate any single bit error to the rest of
the code stream, EP tightly controls PS and PS controls p-
segment. Subordinate pass performs magnitude refinement
after dominant pass, where the coded magnitude bits of each
significant coefficient are put to v-segment. The reference
threshold is decreased by half in each iteration, and EP, PS,
p-segment, and v-segment are form bit-plane by bit-plane
in an embedded manner. Selective encryption is not applied
to v-segments because tree structures are only stored in p-
segments. The data flow of proposed selective encryption is
shown in Figure 1.

The length of each EP can be scalable from zero to the
length of the containing PS, and encryption starts from
the most significant bit-plane to the least significant bit-
plane. The multiple EP indices in entropy coding table are
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Table 1: Major symbol summarization for equations.

Equation Sym Notations

Δd Distortion reduction of one image packet

ε[ΔD] Image distortion reduction expectation

Bk Association set of the kth EP block

g Average segment loss ratio of each p-segment or v-segment

EMAX Energy budget constraint for transmitting one image

MMAX Link layer ARQ retry limit

M Average number of PDU transmissions

LRTS RTS frame length

LCTS CTS frame length

LDATA DATA frame length

LACK ACK frame length

To Link layer time-out value for receiving frames

BERCTRL BER of the control frames

BER Desirable BER of the data frame

RCTRL Fixed PHY transmission rate for control frames

RDATA Scalable PHY transmission rate for data frames

PRX Power required for receiving circuits

PTX
CTRL Power required for transmitting RTS, CTS, ACK control frames

PTX
DATA Power required for transmitting DATA frames

Fitness The fitness evaluation of a chromosome in genetic evolution

Input
image

DWT
Quantization/
compression

EP
identification

Entropy
coding

Ciphered
bitstream

Wireless
channel

Encryption engine
· · ·

Wireless
channel

EP block
identification
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DecompressionIDWT

Decryption engine

Reconstructed
image

Figure 1: Selective encryption data flow for embedded bitstream.

encrypted and the ciphered code words form the EP blocks
which are securely protected. Given the EP length in each
p-segment and the encryption block length, one can de-
termine the associated EP blocks of each EP. By this kind
of selective encryption, the structure of compressed bit-
stream is effectively protected. Missing the descriptive in-
formation of the structure in p-segments, the magnitude
information in v-segments will be placed on totally wrong
positions of the wavelet coefficient matrix, which results
in chaotic distributions of reconstructed image pixels. The
small amount of PS information determines the structure
of each p-segment. Modification of PS information scram-
bles the positions of wavelet coefficients associated with those
PS. Strong-block-based robust encryption method, for ex-
ample, 128-bit advanced encryption standard (AES) [17] ap-

plied on EP would make the entire decoding process hardly
achievable. Thus, encrypting the tiny amount EP informa-
tion in each bit-plane can efficiently make the image un-
decodable without cipher-key. The proposed selective en-
cryption scheme is encryption algorithm independent, and
simple low-complexity algorithm such as TEA [18] is appli-
cable. The challenge of key exchange in unsecure networks
is effectively solved because the significantly reduced encryp-
tion overhead makes the time consuming public-key encryp-
tion algorithms such as RSA [19] or ECC [20] algorithms fea-
sible. Finally, image compression codec and entropy coding
process in source coding domain can be blind of the existence
of selective encryption module, making it format compliant,
because p-segments, PS, and EP information are identified
directly from the compressed bitstream, and the indices of EP
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symbols are encrypted after code book lookup. During de-
cryption processes, original indices of EPs are reconstructed
after EP block decryption. Then symbols and their run-
lengths of EP are determined from entropy code book using
those decrypted EP indices. PS are reconstructed with the
decrypted EPs. Then p-segments are recreated according to
decoded PS information, and v-segments are recreated ac-
cording to the decoded p-segments bit-plane by bit-plane in
a progressive way.

3. CROSS-LAYER OPTIMIZATION
PROBLEM FORMULATION

Here we formulate the cross-layer optimization as a dis-
tortion reduction maximization (distortion minimization)
problem with strict energy budget constraint. The distor-
tion of the reconstructed image and the energy consump-
tion of transmitting this image are both related to the net-
work resource parameters including desirable target BER,
link layer ARQ retry limit, and physical layer transmission
rate (translated to modulation schemes in this paper). These
resources are fine tuned among EP blocks, p-segments, and
v-segments.

The final bitstream is composed of a ciphertext stream
and a plaintext stream. An example of the final bitstream is
shown in Figure 2. Each EP block in the ciphertext stream
controls several p-segments in the plaintext stream, and
each p-segment in the plaintext stream controls all the p-
segments and v-segments further down. Here we define
Bk = {0, 1, 2, . . . } as the kth EP block set containing the
layer number of those encrypted p-segments associated with
it. Without the kth EP block, all the p-segments associated
with it will be useless for decoding. Referring to the exam-
ple in Figure 2, B0 = {0, 1} and B1 = {2, 3}. This can be
formulated as p-segment0, psegment1 are associated with
EP block0, while p-segment2 and p-segment3 are associated
with EP block1; if EP block0 packet is dropped during trans-
mission, both p-segment0 and p-segment1 cannot make
distortion reduction contribution for decoding. Ciphertext
stream is transmitted first, because plaintext stream cannot
be reconstructed correctly without ciphertext stream. Then
zigzag transmission is applied to the plaintext stream start-
ing from p-segment0. Here two choices can be selected as the
next transmitted packet after p-segment0: p-segment1 and
v-segment0. Because p-segment1 controls all the p-segments
as well as v-segments further down the plaintext stream while
v-segment0 controls only all the v-segments further down,
p-segment1 is transmitted as the next packet, and then v-
segment0. The remaining p-segments and v-segments are
transmitted in the same way. The bitstream is truncated if
a specific p-segment is erased by wireless channel.

The total expected distortion reduction can be expressed
in terms of transmissions error rates for each EP block, im-
portant p-segment, and unimportant v-segment respectively.
Let N be the number of bitstream layers, Δdp( j) and Δdv( j)
be the distortion reduction of the p-segment and v-segment
in layer j, and g be the corresponding segment loss probabil-
ity or segment loss ratio (SLR) of one segment packet during
transmission. The total expected distortion reduction ε[ΔD]

EP block0 EP block1 · · ·
Ciphertext stream

· · ·p-seg3p-seg2p-seg1

Plaintext stream

p-seg0

v-seg0 v-seg1 v-seg2 · · ·

Figure 2: Image codestream format after selective encryption.

of the reconstructed image can be expressed as

ε[ΔD] =
N−1∑

i=0

(( i∑

j=0

Δdp( j)

)
·gp(i + 1)

·
i∏

j=0

(
(
1− gp( j)

)·
∏

k| j∈Bk

(
1− gB(k)

)
))

+
N−2∑

j=0

(( i∑

j=0

Δdv( j)

)
·

i∏

j=0

(
1− gv( j)

)·gp(i + 1)

·
i+1∏

j=0

(
(
1− gp( j)

)·
∏

k| j∈Bk

(
1− gB(k)

)
))

.

(1)

In (1), each SLR g can be expressed in terms of link layer aver-
age packet loss ratio PER and the number of fragmentations

Q : g = 1 − (1− PER)
Q

. Given the average packet loss ratio
and distortion reduction measurement of each segment, the
total expected distortion reduction can be expressed in close
form in terms of desirable BER, ARQ retry limit. Let H de-
note the length of one segment, let L denote the link layer
fragmentation threshold, the number of link layer fragmen-
tations can be straightforwardly expressed as Q = �H/L�. Let
NB denote EP block count, let EB, Ep and Ev denote the en-
ergy consumption of transmitting one link layer fragment of
EP block, p-segment, and v-segment, respectively. Let EMAX

denote the energy budget constraint, the overall optimiza-
tion problem can be formulated as follows: finding the de-
sirable BER, ARQ retry limit, and transmission rate for each
EP block, p-segment, and v-segment, respectively, to achieve
maximized overall distortion reduction:

{
BER(i),MMAX(i),RDATA(i)
i∈{EP}∪{p-segment}∪{v-segment}

}
= arg max

{
ε[ΔD]

}
. (2)

Subject to the total energy budget constraint EMAX,

NB−1∑

i=0

QB(i)·EB(i) +
N−1∑

i=0

Qp(i)·Ep(i)+
N−2∑

i=0

Qv(i)·Ev(i) ≤ EMAX.

(3)

In order to solve the overall optimization problem, we
propose a simplified evolution approximation methodol-
ogy based on genetic algorithm. We assume the channel
state changes slowly. Because we use adaptive power control
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according to desirable BER value, the transmission rate, and
hence, the modulation scheme in physical layer is uncorre-
lated to the distortion reduction expectation. Thus transmis-
sion rate can be optimized independently for minimal energy
consumption. Letting all the p-segments use one desirable
BER and letting ARQ retry limit pair automatically produces
a layer based UEP, because the lengths of bitstream segments
are almost nondecreasing through all layers. The desirable
BER and ARQ retry limit assignments for v-segments work
the same way. Furthermore, the lengths of EP blocks are de-
termined by encryption algorithms, which are usually much
shorter than p-segments packets. Thus desirable BER and
ARQ retry limit assignments for EP blocks can be performed
together with those of p-segments, while reducing solution
space for optimization. The solutions of overall optimization
are jointly simplified as {BERp,MMAX p, BERv,MMAX v}. The
complexity of the cross-layer optimization problem is signif-
icantly reduced by this approximation. The proposed algo-
rithm is formulated as follows. Note that it can be solved of-
fline and various precalculated result patterns can be stored
to lookup tables in sensor nodes.

(a) Initialization for gene binary coding and decoding:
each element in the solution matrix {BERp,MMAX p,
BERv,MMAX v} is coded as a gene, thus each possible
solution is coded as a chromosome.

(b) Set the population space size POP SIZE and maximal
generations G MAX, and randomly generate the first
generation with the specified population size.

(c) Calculate the fitness and perform fitness evaluation of
each of each chromosome. Fitness is defined as the ex-
pected distortion reduction calculated using the chro-
mosome Fitness = ε[ΔD] if the total energy consump-
tion is less than or equals to the energy budget; other-
wise the fitness is zero. Sort the chromosomes in de-
scending order according to their fitness values.

(d) Select the elitism of parents in current generation ac-
cording to the fitness of each chromosome. Denote
the fitness of the ith chromosome as Fitness (i) where
0 ≤ i ≤ POP SIZE − 1, then the crossover prob-
ability of a chromosome with others is expressed as

p(i) = Fitness(i)/
POP SIZE−1∑

i=0
Fitness(i). Start chromo-

some crossover from the chromosome with the highest
probability until a new generation with the same pop-
ulation size is created.

(e) Calculate the number of performed generations. If the
number of generations > G MAX, then go to (f), else
go to (c) to refine the next generation population.

(f) Output the best chromosome in the current popula-
tion with the best fitness. This assures the maximum
distortion reduction, while the energy consumption is
within the budget constraint.

4. ENERGY MODELING WITH OPTIMAL
TRANSMISSION POWER AND RATE

To model the link layer energy consumption and transmis-
sion quality, to optimize the transmission rate for mini-

1− pFail
RTS

1− pFail
RTS − pFail

CTS

1− pFail
RTS − pFail

CTS − pFail
DATA

ESUCC

EFail
ACK

pFail
ACK

EFail
DATA

pFail
DATA

pFail
CTS

pFail
RTS

EFail
CTS

EFail
RTS

1− pFail
RTS − pFail

CTS − pFail
DATA − pFail

ACK

Figure 3: Binary event tree of frame failure and energy cost.

mized energy consumption, link layer transmission overhead
should be considered. Both payload data transfer errors and
overhead frame such as in RTS, CTS, and ACK loss cause the
upper PDU delivery failure. A binary event tree illustrated
in Figure 3 can be a good model for link layer frame deliv-
ery. Each edge in the tree denotes the probability of a specific
frame loss event, and the corresponding leaf node denotes
the energy consumption penalty of that event. More details
have been presented in [21].

For a single round handshake (without ARQ applied)
transmission of an upper layer PDU, the frame error rate
(FER) can be expressed as follows, given specific control
frame bit error rate BERCTRL and desirable bit error rate BER
for data frames:

FER = 1− (1− BERCTRL
)LRTS

+
(
1− BERCTRL

)LRTS·(1− (1− BERCTRL
)LCTS

)

+
(
1− BERCTRL

)LRTS+LCTS·(1− (1− BER
)LDATA

)

+
(
1− BERCTRL

)LRTS+LCTS+LACk

·(1− (1− BERCTRL
)LACK

)

= 1− (1− BER)
LDATA·(1− BERCTRL

)LRTS+LCTS+LACk .
(4)

In this equation BERCTRL can be determined according to
[22, 23] using the fixed control frame transmission power
PTX

CTRL, channel state factor A, noise power density N0, and
control frame transmission rate RCTRL, assuming control
frames are transmitted using BPSK modulation with constel-
lation size b = 1,

PTX
CTRL = RCTRL·N0

A
·[erfc−1(2·BERCTRL

)]2
. (5)

Also assume data frames are transmitted using scalable
QAM-based modulation scheme (constellation size b > 1)
and power control, the optimized transmission power for
data frames is expressed as follows according to [24]:

PTX
DATA = RDATA

2
(
2b − 1

)

3b
N0

A

[
erfc−1

(
(b/2)BER

1− (1/2b/2)

)]2

. (6)

The frame error rate is reduced while the number of re-
transmission is increased if automatic retransmission request
(ARQ) is applied. According to [14] the average number
of transmissions M can be expressed as a nondecreasing
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function of link layer ARQ retry limit MMAX:

M = 1·(1− FER) + 2·FER·(1− FER)
+ · · · +MMAX·FERMMAX−1·(1− FER)
+
(
MMAX + 1

)·FERMMAX

= 1− FERMMAX+1

1− FER
.

(7)

Thus the average packet error rate PER provided to upper
layer can be approximated as

PER = FER(1−FERMMAX+1)/(1−FER). (8)

It is clear that the average packet error rate is independent
of transmission rate RDATA, thus transmission rate (modula-
tion) optimization can be performed separately from distor-
tion reduction optimization. Let E denote the average energy
consumption of delivering a PDU with length LDATA, then E
can be expressed as a function of RDATA. The optimal trans-
mission rate (modulation scheme) can be simply determined
by treating E as a consecutive function of RDATA and getting
the first order derivative ∂(E)/∂(RDATA). The discrete trans-
mission rate closest to the zero value first order derivative is
selected if there is one RDATA leading to ∂(E)/∂(RDATA) = 0.
Otherwise the optimal transmission rate leading to minimal
energy consumption must be the highest or the lowest rate
depending on the slope of the function E(RDATA). Accord-
ing to the binary event tree, the average energy consumption
E can be expressed as (9) in close form of desirable BER ,
transmission rate, and ARQ retry limit given channel state
information,

E = 1− FERMMAX+1

1− FER(
(
1− (1− BERCTRL

)LRTS
)

×
(
PTX

CTRL
LRTS

RCTRL
+ PRX

(
LRTS + LCTS

RCTRL
+ 2To

))

+
(
1− BERCTRL

)LRTS
(
1− (1− BERCTRL

)LCTS
)

×
(
PTX

CTRL
LRTS+LCTS

RCTRL
+PRX

(
LRTS+LCTS

RCTRL
+
LDATA

RDATA
+2To

))

+
(
1− BERCTRL

)LRTS+LCTS
(
1− (1− BER

)LDATA
)

×
(
PTX

CTRL
LRTS + LCTS

RCTRL
+ PTX

DATA
LDATA

RDATA

+ PRX
(
LRTS + LCTS + LACK

RCTRL
+
LDATA

RDATA
+ 2To

))

+
(
1− BERCTRL

)LRTS+LCTS (1− BER)LDATA

(
1−(1−BERCTRL)

LACK
)(
PTX

CTRL
LRTS+LCTS+LACK

RCTRL
+PTX

DATA
LDATA

RDATA

+ PRX
(
LRTS + LCTS + LACK

RCTRL
+
LDATA

RDATA
+ To

))
+ (1− FER)

×
(
PTX

CTRL
LRTS + LCTS + LACK

RCTRL
+ PTX

CTRL
LDATA

RDATA

+ PRX
(
LRTS + LCTS + LACK

RCTRL
+
LDATA

RDATA

)))
.

(9)

Up to now the link layer transmission quality in (8) as
well as energy consumption in (9) is modeled as close form
functions of network resources including desirable BER,
transmission rate, and ARQ retry limit. In the cross-layer op-
timization algorithm proposed in the previous section, the
energy consumption and transmission quality of each packet
are jointly fine tuned by adjusting the resource allocation.
The optimal transmission rate is also determined indepen-
dently from the cross-layer optimization algorithm.

5. SIMULATION

In this section, the performance of the proposed UEP scheme
as well as the proposed position-based selective encryption is
evaluated via simulation studies. The performance of trans-
mission rate optimization is also evaluated, showing its sig-
nificant energy efficiency gain. T-MAC [25] is selected for
WSNs medium access, and multirate plug-in presented in
[22] is selected for transmission rate optimization. The sim-
ulation parameters are stated as follows. Link layer fragmen-
tation threshold is 36 bytes and MAC header is 11 bytes [26].
Control frame length is 13 bytes. Short preamble is applied
with the length of 2 bytes [26], and the receive power is
0.01 mW. The noise power density N0 is 4 × 10−21 J/Hz and
the default value of channel state factor A is −100 dB. Fre-
quency bandwidth is 1 MHz and the modulation is scaled
by adjusting constellation size b = 1, 2, 4, 6, 8, respectively.
Timeout value is set as one-fifth of the RTS transmission
time with BPSK modulation. The test image is shown in
Figure 4(a) with 64∗64 pixels and 8 bpp. AES standard en-
cryption algorithm is utilized with 128 bits block cipher. The
number of EP blocks can be scaled with two p-segments as-
sociated to one EP block, starting encryption from the most
significant bit-plane (bit-plane 0) to the least significant bit-
planes.

Figure 4 shows the original image as well as the decoded
images with or without key. The proposed position-based
selective encryption scheme is compared with the popular
subband selection encryption approach. From these subfig-
ures it is clear that without the correct key for decryption,
the qualities of blindly decoded images are very low for both
selective encryption schemes. The subband selective encryp-
tion renders very coarse images as shown in Figure 4(c) by
hiding low-frequency wavelet coefficients, but image infor-
mation energy concentration may not be directly related to
intelligibility. The unprotected wavelet coefficients especially
those in middle frequency subbands can still provide sig-
nificant information for image reconstruction, because the
structure of bitstream is unprotected. Unlike subband se-
lection, the position-based selective encryption protects the
bitstream structure as well as the positions of wavelet co-
efficients in all frequency bands. Thus middle- and high-
frequency band wavelet coefficients cannot render a blurred
image because the positions of those coefficients controlled
by bitstream structure are effectively protected.

Figure 5 shows that the position-based selective encryp-
tion significantly reduces encryption overhead by reduc-
ing the number of encrypted blocks. Subband selection
scheme achieves reduced image quality when the number
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(a) (b)

(c) (d)

Figure 4: Test image and decoded images. (a) Original “building”
image. (b) Correctly decoded image. (c) Blindly decoded image
without AES key, for subband selection scheme with 2 blocks of
128-bit AES encryption. (d) Blindly decoded image without AES
key, for position-based scheme with 2 blocks of 128-bit AES en-
cryption.

of encrypted blocks increases. To achieve acceptable image
protection, more blocks need to be encrypted compared
with position-based scheme. Again, the reason is due to the
distortion reduction contribution of middle and high fre-
quency coefficients. For the position-based selective encryp-
tion scheme, the original image is successfully protected even
only encrypting one or two blocks of coarser bit-plane EP
information. Without the correct EP information in coarser
bit-planes, EP information in finer bit-planes can hardly
make any contribution for distortion reduction due to wrong
positions of significant wavelet coefficients.

The visual effect importance of EP blocks, p-segments,
and v-segments for image reconstruction is illustrated in
Figure 6, where image qualities with erased EP blocks, p-
segments, or v-segments in different bit-planes are shown.
The EP blocks contain p-segment structure information, and
p-segments contain position information of wavelet coeffi-
cients. The magnitude information resides in v-segments. As
shown in this figure, EP blocks are more important than p-
segments and p-segments are much more important than v-
segments. Thus, more robust protection should be applied
to EP blocks and p-segments to improve image transmission
quality, and less protection can be applied to v-segments to
reduce energy consumption.

The energy efficiency gain of transmission rate optimiza-
tion itself is shown in Figure 7, with different channel state
information. Here normalized energy consumption is de-
fined as the energy consumed by transmitting and receiving
one bit of pure payload data. The normalized energy cost
using optimal transmission rate and modulation scheme is
much less than those using nonoptimized ones. For instance,
draw a vertical line in Figure 7 at the point where channel
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state factor is −80 dB, 1.1626e-7 mJ energy is consumed per
bit using the worst matched modulation scheme and trans-
mission rate; 0.3265e-7 mJ energy is consumed by trans-
mission using suboptimal matched modulation and trans-
mission rate. However, the optimized transmission rate and
modulation scheme achieves only 0.2899e-7 mJ energy con-
sumption for each information bit. In this case, transmission
rate and modulation optimization reduces 75% and 11% en-
ergy saving than the worst case and suboptimal transmission
ones, respectively.
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Figure 7: Normalized energy consumption in different channel
conditions for different modulation schemes. Link layer fragmen-
tation and payload are both 36 bytes, desirable BER is −50 dB, and
retry limit is 3.

To show the quality-energy improvement of the pro-
posed UEP optimization scheme, the performance is com-
pared with traditional layer based optimal UEP approach. Six
scenarios are simulated with energy budget from 0.006 mJ
to 0.0085 mJ with 0.0005 mJ granularity. The simulation re-
sults show that given the same energy budget, the proposed
cross-layer optimal UEP approach enhances the image trans-
mission quality while meeting energy budget requirement.
The proposed cross-layer optimization approach fine tunes
UEP between EP blocks, p-segments, and v-segments as well
as the UEP between different bit-plane layers. The segment
loss ratio (SLR) of all EP blocks, p-segments, and v-segments
for transmitting the encrypted image with 0.008 mJ energy
budget constraint is shown in Figure 8. SLR is directly re-
lated to the PER of each packet of that segment, which is
in turn related to desirable BER and ARQ retry limit alloca-
tion of each packet. Compared with layered UEP, the SLRs of
encrypted EP blocks and important p-segments are reduced
while the SLRs of unimportant v-segments are increased.
This is because the proposed UEP allocates more resources to
EP blocks and p-segments and less resources to v-segments.
The distortion reduction is increased due to more efficient
resource allocation.

In the proposed novel UEP method, we have optimized
the image quality and confined the energy consumption
given the resource budget requirement. The image quality
and energy consumption performance is shown in Figure 9.
The vertical axis represents the distortion reduction expec-
tation value while the horizontal axis is the corresponding
communication energy cost. This figure demonstrates that
the proposed cross-layer optimization scheme achieves en-
hanced image quality in comparison with the traditional lay-
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Figure 8: Segment loss ratio (SLR) of EP blocks, p-segments, and
v-segments, for the scenario of 0.008 mJ energy budget.

ered UEP. At the same time, the proposed UEP can fine turn
the network resource allocation, leading to higher energy ef-
ficiency under strict resource budget constraints.

6. CONCLUSION

This paper proposed a novel cross-layer UEP optimization
approach for wireless image data delivery in sensor networks.
Not only does it achieve high-energy efficiency but also im-
age security is protected through creative image data encryp-
tion method. The proposed image encryption scenario fits
well in the UEP approach resulting in enhancements for both
image transmission quality and communication energy ef-
ficiency. In our approach, the communication energy effi-
ciency is assured while image quality is optimized by specif-
ically protecting encrypted blocks. A new position-based se-
lective encryption scheme is developed that has very low-
computation overhead and is appropriate for this original
UEP optimization framework. The security aware cross-layer
optimization approach has achieved maximal image trans-
mission quality in wireless channels even though the energy
budget constraints are met. Simulation results have demon-
strated up to 5 dB image transmission quality improvement
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Figure 9: Image quality with different energy consumption.

for energy efficiently transmitting these robustly encrypted
image data.
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1. INTRODUCTION

The wide deployment of WLANs has set an increased pace
for extensive scientific studies of the IEEE 802.11 standard
[1]. In addition, heterogeneous multimedia applications re-
quire advanced editing over the standard, so as to accom-
plish specific QoS characteristics [2]. Accomplishing such
QoS features will make capable transmission of video and
voice over new 3G-WLANs [3].

The core 802.11e standard proposes a new hybrid co-
ordination function (HCF), which has the HCF controlled
channel access (HCCA) and the enhanced distributed co-
ordination access (EDCA) mechanisms, capable of offering
access according to specific QoS features. A typical litera-
ture search demonstrates a number of performance analy-
ses for the legacy IEEE 802.11 and 802.11e [4–7] or similar
enhancements [8], which incorporate discrete time Markov
chains (DTMC). Other models, such as [9–11], use alterna-
tive methods of analysis.

A trend has developed, since [4] first presented his case
study, to improve and provide more accurate performance
values. Due to the subject maturity, the space left for new
models that could prompt scientific interest is small. Our
novel approach is to propose amendments over these known
analytical methods, find their accurate values, and open

a new field of performance comparison. It is straightfor-
ward that, since new protocols tend to be analyzed by ei-
ther DTMCs, queuing theory, or general probabilistic meth-
ods, the results of the proposed methods can be used to find
the best method of analyzing forthcoming or known stan-
dards.

We have used three known models [5, 10, 11], which de-
pict the three main methods of analysis, and they are ex-
tended according to QoS features proposed in the dot11e
standard and error-prone channel. The first model uses
DTMC analysis, which takes into account the state of the
previous slot. The second one is based on elementary con-
ditional probability arguments, and finally, in the last model,
queuing theory and Little’s theorem are used to analyze the
standard. Accurate values of delay and a way for calculating
the PMF of the MAC delay are also given. The proposed anal-
ysis alterations carry by themselves scientific interest, and
could be studied separately.

Except from some already investigated features of the
dot11e, additional ones have been added. These performance
enhancements are summarized in the following.

(i) In our models, the effect of different retransmission
limits among the access categories is implemented.

(ii) Freezing of backoff counters is taken into account.
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(iii) A more accurate equation of saturation throughput is
provided in correlation with a way of incorporating
the AIFS differentiation phenomenon among the ac-
cess categories.

(iv) It was also noted that higher ACs monopolized rela-
tively quickly the channel, especially when the type of
multimedia traffic was bursty. After revision of D4.0
of the IEEE 802.11e standard [2], the standard defined
that after a successful transmission, the AC should get
back to backoff, and contest again for the channel in
the next time slot. This means that the state 0 of the
DTMC cannot be chosen after a successful transmis-
sion a feature that older models have omitted or—
partly mentioned [12], but not analyzed.

(v) The proposed models include Gaussian erroneous
channel for EDCA. Although some works exist, for ex-
ample, [13, 14], they tend to analyze such problems by
implementing the bit error rate (BER) probability in
the busy probability, which means that an error can
make the channel busy. Since the MAC layer in the
backoff level does not see errors and inner codes in the
sublayers provide a specific coding gain, the erroneous
channel implementation should be made in the per-
formance analysis.

(vi) We analyze in the same environment the effect of
Block-ACK and the efficiency of the new IEEE 802.11n
introducing much higher transmission rates.

(vii) Most of the aforementioned analyses tend to give re-
sults for the basic transfer rate, in which analytical
features such as the dual effect of the RTS/CTS in
throughput are not shown. In our models, these are
corrected while adding new features and giving the
exact solution with RTS/CTS, basic access mode in
11 Mbps, and multiples of 24 Mbps transfer rate.

(viii) Z-transform is also used for the PGF of the MAC de-
lay, and first-order moments are found through its first
and second derivatives.

The proposed analysis alterations carry themselves scien-
tific interest, and could be studied separately. Additionally,
a metamodeling analysis is added, by processing the mathe-
matical performance and simulation outcomes. Thus results
are given in terms of

(i) complexity, based on big-O notation;
(ii) accuracy, based on L-square distance;

(iii) depiction of the states of the MAC protocol, nonsatu-
ration easiness of implementation, and flexibility.

The simulation results are based on the HCCA model in-
cluded in the last version of OPNET modeler 12. The pro-
posed models require advanced knowledge of [2, 4, 10], since
formulas and other proved explanations are taken as pre-
requisites. The paper is organized as follows. In Section 2,
we provide numerical analysis of the transmission probabil-
ity (τi) and mean backoff duration (E[BD]i) of each of the
three models. In Section 3, taking into account the values of
throughput and delay the transmission rates are extracted,
with various conditions of the channel and features enabled
or disabled. A third subsection is also given for the anal-

Table 1: 802.11e EDCA standard parameters.

AC0 AC1 AC2 AC3

Type of service VoIP Video Best effort Backround

CWmin[i] 7 15 31 31

CWmax[i] 15 31 1023 1023

AIFS[i] SIFS + 2 SIFS + 2 SIFS + 3 SIFS + 7

ysis of the Block-ACK feature. In Section 4, validation, re-
sults, and comparison analysis and evaluation are provided.
In Section 5 a conclusive discussion is made upon advantage
and disadvantage of each one.

2. NUMERICAL ANALYSIS OF THE MODELS

In [2], quality of service succeeded via using four access cat-
egories (ACs) with different transmission parameters each.
The standard uses different values of AIFS[i], CWmini,
CWmaxi and backoff persistent factor (π fi), i = {0, 1, 2, 3}.
Finally, transmission opportunity (TxOP) is the maximum
amount of bytes that a station is allowed to transmit consec-
utively before it releases the channel. In this paper, all ACs are
considered to send packets with equal number of bytes be-
low TxOP limit and therefore TxOP is not studied. We define
Wi,0 = CWi,min + 1, where Wi, j is the contention window size
and j is the backoff stage.mi is defined as the retry limit, after
which the contention window remains the same for a num-
ber of retransmissions. When the backoff exponential algo-
rithm reaches Li (long retry limit) times of retransmission
and there is a collision, the packet is dropped. In the legacy
802.11 [1], persistent factor (π fi) has the value of 2, which
means that after every collision, the backoff contention win-
dow doubles its value. In [2], persistent factor can have dif-
ferent values according to each access category

Wi, j =
⎧
⎨

⎩

⌊(
π fi
) j
Wi,0

⌉
, j = 0, 1, . . . ,mi,

⌊(
π fi
)miWi,0

⌉
, j = mi + 1, . . . ,Li,

(1)

where �·� is the closest integer function. In Table 1, a sum-
mary of the EDCA is presented.

Before defining the mathematical analysis, the following
assumptions have been made regarding all models. The num-
ber of stations Ni is finite and equal for all ACs and contends
only in a single-hop network. There is a constant packet gen-
erator and the network is saturated, which means that there is
always a packet ready to transmit in each terminal. The chan-
nel is erroneous, with uniform distributed errors, and there
are no hidden terminal, capture effects, and link-adaptation
mechanisms. Finally, as in all existing models, the transmit
probability is considered to be independent per station.

2.1. Markov chain model (model 1)

A three-dimensional DTMC is proposed, which presents the
effect of contending terminals on the channel access proba-
bility of each access class (AC), and is described by the sta-
tionary probabilities bi,w, j,k. The parameter i = {0, 1, 2, 3}
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Figure 1: Analytical Markov chain for each access category AC[i].

describes the four access categories, which differentiate the
access method according to the dot11e standard.

The first dimension, w, represents the condition of the
previous slot, where 1 is for the busy channel and 0 for the
idle channel. Similar to [5], a division is needed since special
cases exist according to the state of the previous slot. If it was
idle, all access categories of all stations may access the channel
if their backoff counter is decremented to zero.

On the other hand, if the previous slot was busy, another
division must take place. A busy slot can occur if there is
a collision or a transmission of another station. In the first
case, the stations that did not participate in the collision have
frozen their backoff counter and will not be able to transmit.
Instead, the stations that collided can transmit in the next slot
if they choose a new backoff value equal to 0. In the second
case, when there is a successful transmission, none of the sta-
tions can transmit in the next time slot. This happens specif-
ically for the standard IEEE 802.11e and not for the legacy
IEEE 802.11. The latest defines that after a successful trans-
mission, the contention window starts from 1 and not from
0. All these are considered in the provided analysis and shown
in the DTMC of Figure 1, which refers to each access category
separately. Note that the state {i, 1, 0, 0} is missing.

The other two symbols are j for the backoff stage de-
scribed above and k which accounts for the backoff delay

and takes values k ∈ [0, 1, . . . ,Wi, j − 2] for w = 0, k ∈
[0, 1, . . . ,Wi, j−1] for j > 0 and w = 1, and k ∈ [1, . . . ,Wi, j−
1] for j = 0 and w = 1. In [5], a similar DTMC is used for
the legacy dot11. This model is extended considerably so as
to include all the new characteristics of dot11e and a finite
retry limit. Our analysis also deviates from [5] since the first
state of the chain does not exist.

The probability pi,0 (or pi,1) is that another terminal’s
access category is transmitting after an idle period (or after
a busy period), without errors. The opposite case, that the
channel remains idle after an idle period, is represented by q0

(or after a busy period q1). After these explanations, all the
transitions of the DTMC have been verified and the follow-
ing equations are accrued:

bi,1, j,0 = ψi, jbi,0,0,0 (2)

for j = 1, 2, . . . ,Li,

bi,1, j,k =
1 + pi,0

(
Wi, j − 1− k)

1− pi,1
ψi, jbi,0,0,0 (3)

for k = 1, 2, . . . ,Wi, j − 1 and j = 0, . . . ,Li,

bi,0, j,k =
(
Wi, j − 1− k)ψi, jbi,0,0,0 (4)
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for k = 0, 1, . . . ,Wi, j − 2 and j = 1, . . . ,Li, where

ψi, j =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1
Wi0 − 1

, j = 0,

pi,0
Wi,1

, j = 1,

pi,0
Wi,1

Πi, j , j = 2, 3, . . . ,mi,

pi,0
Wi,1

Πi,miPi, j , j = mi + 1, . . . ,Li.

(5)

Πi, j and Pi, j are defined as

Πi, j =
j
∏

x=2

[
pi,1
Wi,x

+
pi,0
Wi,x

(
Wi,x−1 − 1

)
]

,

Pi, j =
j
∏

x=mi+1

[
pi,1
Wi,mi

+
pi,0
Wi,mi

(
Wi,mi − 1

)
]

.

(6)

Applying the normalization condition for each access
category’s DTMC, as each exponential backoff algorithm
runs independently, we have

Wi,0−2∑

k=0

bi,0,0,k +
Wi,0−1∑

k=1

bi,1,0,k

+
Li∑

j=1

[Wi, j−2
∑

k=0

bi,0, j,k +
Wi, j−1
∑

k=0

bi,1, j,k

]

= 1.

(7)

After solving this equation, bi,0,0,0 is found as

bi,0,0,0 =
2
(
1− pi,1

)

Ki +Λi
, (8)

Ki =Wi,0
(
1− pi,1

)
+ pi,0

(
Wi,1 − 1

)(
2− pi,1

)

+ 2pi,0(Wi,0 − 2) + 4,

Λi =
Li∑

j=2

ψi, jWi, j
[(
Wi, j − 1

)(
1− pi,1 + pi,0

)
+ 2
]
.

(9)

The probabilities of accessing the channel in a time slot,
whether the previous slot was idle or busy, are given by the
following equations:

τi,w =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

∑mi
j=0bi,0, j,0 +

∑ Li
j=mi

bi,0, j,0

Pidle,
, w = idle,

∑mi
j=1bi,1, j,0 +

∑ Li
j=mi

bi,1, j,0

1− Pidle,
, w = busy,

(10)

where Pidle is derived by the solution of Pidle = q0Pidle +q1(1−
Pidle), and describes the probability that the channel is idle in
the previous time slot (take notice that this is different from
the current idle slot symbolized below as Pidle).

2.1.1. Successful transmission probability

The probabilities that the channel remains idle after an idle
(or busy) time slot can be found in a straightforward manner
by supposing that no other station transmits in that time slot:

qw =
3∏

i=0

(
1− τi,w

)Ni . (11)

Channel Busy
channel

Busy
channel

Backoff = 0

Backoff = 2 AIFS[i1]

AIFS[i2]

TXAC[1]

AC[2]

E[Ψ]

Figure 2: The AIFS differentiation prevents a collision that other-
wise would have happened.

The probability of another AC transmitting is relatively
complex. Except from the other station’s AC transmition, an
intercollision handler and virtual collision handler must also
be taken into account. In the proposed analysis, such a col-
lision handler is also implemented, adding as well as a cor-
relation measure which gives a close approximation of the
intercollision problem.

The phenomenon of intercollision happens when two
ACs have different AIFS, and the one with the higher AIFS
and higher E[Ψ] has a smaller backoff value. Thus it may
happen that these ACs will collide and the differentiation of-
fered from the use of AIFS will be lost. see Figure 2:

r
(
i1, i2

) = max
[

1− AIFS
[
i1
]− AIFS

[
i2
]

E[Ψ]
, 0
]

, i1 ≥ i2,

(12)

where E[Ψ] is the mean consecutive number of idle slots. The
notation min is used to maintain the accuracy of the model:

E[Ψ] = min
(

Pidle

1− Pidle
, 1
)

. (13)

This specific correlation measure simplifies the analysis,
because it does not increase the complexity of the mathemat-
ical analysis when trying to solve the DTMC. Therefore, the
probabilities of a transmission failure (taking into account
the collision probability and error probabilities) after an idle
or busy slot are

pi,0 = 1−
∏

z<i

(
1− τz,idle

)�Nz·r(z,i)�

× (1− τi,idle
)Ni−1

3∏

z>i

(
1− τz,idle

)Nz ,
(14)

pi,1 = 1− (1− τi,busy
)Ni−1

3∏

z>i

(
1− τz,busy

)Nz . (15)

The successful transmission probability in a time slot of
an AC is

Ps,i = Pidle·Ni·τi,idle·
∏

z<i

(
1− τz,idle

)�Nz·r(z,i)�

× (1− τi,idle
)Ni−1·

∏

z>i

(
1− τz,idle

)Nz

+
(
1− Pidle

)·Ni·τi,busy·
(
1− τi,busy

)Ni−1

×
∏

z>i

(
1− τz,busy

)Nz .

(16)
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2.1.2. Mean backoff duration

E[BD]i is defined as the mean backoff delay, which is the sum
of the backoff transitions E[X]i when the channel is idle, and
the delay due to freezing E[F]i, all of which referring to each
AC:

E[BD]i = E[X]iσ + E[F]i. (17)

The backoff transition delay is E[X]i defined as the num-
ber of slot times k that are needed for the AC to reach state
0 and transmit, considering that the counter is at the state
bi,1, j,k or bi,0, j,k. The number of times the counter is stopped
(freezes) is not taken into account, as they are calculated sep-
arately in (20)

E
[
Xi
] =

∑ Li
j=0

∑Wi, j−2
k=0 kbi,0, j,k

Pidle
. (18)

After some algebra, the backoff transition delay is found
as

E
[
X
]

i =
bi,0,0,0·Mi

12Pidle
,

Mi =
Li∑

j=1

ψi, j
(
Wi, j − 1

)(
Wi, j − 2

)(
4Wi, j − 3

)
,

(19)

and the delay due to freezing of the backoff counter is cal-
culated as follows. Note that the denominator of E[F]i is the
exact opposite of the denominator of E[X]i:

E[F]i =
E
[
Nf
]

i

1− Pidle

[ 3∑

i=0

Ps,iTs,i + PcTc,i

]

, (20)

where E[Nf ]i is the number of freezes, and it is analyzed as
the fraction of the mean value of the counter E[X]i divided
with the mean consecutive number of idle slots, defined in
(13).

In order to find the MAC delay, the mean delay must be
subtracted from the dropping delay defined as

E[Drop]i = bi,0,0,0
(
Tc + Tprotect

)
ψi,Li

×
[

1 + pi,0(Wi,Li − 1)
1− pi,1

pi,1 + (Wi, j − 1)pi,0

]

.

(21)

2.2. Elementary conditional probability
analysis (ECPA)

The proposed probabilistic analysis is simpler than the pre-
vious solution of DTMC, because it is based on conditional
probabilities of each access category independently [10]. Two
events are defined here. The first is called TXi and means
that a station’s AC is transmitting a frame into a time slot,
and the second is s = j is that the station’s AC is in backoff
stage j, where j ∈ [0,Li], whenever Li is different in basic
and RTS/CTS method according to the short and long retry
limit. From Bayes’ theorem, we have

P
(
TXi

)P
(
s = j | TXi

)

P
(
TXi | s = j

) = P
(
si = j

)
. (22)

2.2.1. Successful transmission probability

From [10, equations (2)–(7)], with amendments so as to in-
clude the four ACs (i = {0, 1, 2, 3}), we have that the trans-
mission probability can be written as

τi = 1
((

1− pi
)
/
(
1− pLi+1

i

))∑ Li
j=0p

j
i ·
(
1 + E[BD]i, j

) .

(23)

In order to include the freezing of the backoff counters, a dis-
tinction must be made. The interruption of the backoff pe-
riod of the tagged station can occur by three different events
and is analyzed as follows. The first is the collision of two or
more stations, the second is the transmission of a single sta-
tion other than the tagged one, and the third is the transmis-
sion of a single station. pi is the probability that the tagged
station is interrupted the transmission of any other station
(one or more) being

pi = 1−
∏

z≥i

(
1− τz

)Nm,z (24)

and Nm,z = Nz − δm,z (δm,z is the Kronecker function [15]).
The probability that the tag station is interrupted by the

transmission of a single station (one exactly) is given by

p′i =
(
Ni − 1

1

)

·τi·
(
1− τi

)Ni−2∏

z>i

(
1− τz

)Nz . (25)

2.2.2. Mean backoff duration

In order to find the mean backoff duration, the duration of
each exponential backoff must be found, which should in-
clude the finite limit of CW − H[ j − 1] and the freezing
of backoff counter each time the slot is detected busy. For
example, if there were k freezings, then the delay would be

E[SD]i, j =
∑ CWi−H[ j−1]

k=0 (kpk)·(1− pi), which gives finally

E[SD]i, j =
CWi −H[ j − 1]

2·(1− pi
) . (26)

Taking into account all the possible series of the expo-
nential backoff, the mean backoff duration is given from

E[BD]i, j =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

CW,−1∑

k=0

BDk
i, j

CWi, j
, 0 ≤ j ≤ mi,

E[BD]i,mi
, mi ≤ j ≤ Li.

(27)

2.3. Queuing network (QN) model analysis

This analysis is based on the Choi et al. [11] queuing model.
In our model, the approach towards the network is different
than any one proposed before, because it models the behav-
ior of each AC, which contains Ni stations instead of a single
station, independently (see Figure 3). Except from that, each
backoff stage is modeled by a G/G/∞ queuing system.
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Queue 0, 0 Queue 0, 1 Queue 0,m0 Queue 0,L0· · · · · ·

· · · · · ·

...
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1− p3 1− p3 1− p3 1− p3

p3 p3 p3 p3p3
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1− p0 1− p0 1− p0 1− p0
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AC[3]

p0 p0 p0 p0 p0

λ0,0 λ0,1 λ0,2 λ0,m0+1

1

1

Figure 3: Queuing network model and analyzing the backoff duration with Z-transform.

An infinite number of parallel servers are used so that
each queue can serve all stations simultaneously without
queuing delay. In addition, the queuing delay is found by tak-
ing into account the freezing of backoff counters. Similar to
the previous two models, the first queue has less length than
the other ones. This solution is based on the assumption that
the transmission probability can be expressed as the total at-
tempt rate λi, divided by the number of stations of each AC
independently:

τi = λi
Ni
. (28)

Let us define λi, j as the arrival rate and μi, j as the aver-
age service rate, at each queue of each AC, where μi,k is found
from the backoff duration of each queue, which is calculated
from the Z-transform of each queue given below. From Lit-
tle’s theorem, the number of stations in each queue and in
each AC can be found by

Ni, j =
λi, j
μi, j

. (29)

The transition probability from one queue to the next
one is related the arrival rates. However, it should be noted
that a small difference is found from queue 0 to queue 1, as
it has been explained that the value 0 of the first backoff win-
dow is not chosen:

λi, j+1 = piλi, j, j = 0, . . . ,Li − 1, (30)

where the total attempt rate λi is given by

λi =
Li∑

j=0

λi, j = λi,0
1− pLi+1

i

1− pi
(31)

and the average service rate of each queue is found from

μi, j =
1

1 + E[BD]i, j
. (32)

The reason for adding 1 with E[BD]i, j is that to get out of the
queue one more slot is required, corresponding to transmis-
sion.

2.3.1. Successful transmission probability

Having calculated λi, j and μi, j , we can use again Little’s theo-
rem:

Ni =
Li∑

j=0

Ni, j = λi,0

Li∑

j=0

p
j
i

(
1 + E[BD]i, j

)
. (33)

In (33), the sum is too complicated to be solved and it
needs computer mathematical tools. Finally τi is computed
from (28):

τi = λi
Ni
= 1
((

1− pi
)
/
(
1− pLi+1

i

))∑ Li
j=0p

j
i ·
(
1 + E[BD]i, j

) .

(34)

From the above mathematical results, we can see that
(23) and (34) are the same. So both types of solutions give
similar results. Thus to find the probability of successful
transmission in both models, we use

Ps,i = Ni·τi·
∏

z

(
1− τz

)Nm,z . (35)

2.3.2. Mean backoff duration

The mean backoff duration is similar to the one analyzed in
the ECPA analysis.

3. THROUGHPUT AND DELAY

3.1. Saturation throughput

3.1.1. Block-ACK disabled

The saturation throughput for every AC and for packets with
mean length E[L] is given by

Si =
pe,iPs,iE[L]
Tslot,i

, (36)

where

Tslot,i = Pidleσ +
3∑

i=0

[(
1− pe,i

)
Ps,iTs,i

]
+
(
Pc + pe,iPs,i

)
Tc,i.

(37)
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(1− pe,i)PS,i pe,iPS,i

Pc

1− Pidle

Pidle

Performance level

Backoff level

PS,i

Figure 4: Probability spaces in the analysis of 802.11 standards for error behavior.

As shown in Figure 4, the probability of error affects
the successful transmission probability only. Thus whenever
both the events of successful transmission probability and er-
ror happen, they are regarded as collisions.

Since the errors are uniformly distributed, the error
events are independent and identically distributed (i.i.d.)
thus the frame error probability is given by

pe,i =
(

1− pdata
e,i

)(

1− pACK
e,i

)(

1− pRTS
e

)(

1− pCTS
e

)

.

(38)

pdata
e,i and pACK

e,i show the uniformly distributed errors in the
data packet and in the acknowledgment, and the same ap-
plies for the probabilities pRTS

e,i and pCTS
e,i which are used only

in RTS and CTS access method. If Basic access method is
used, then pRTS

e,i = pCTS
e,i = 0.

Then the collision probability is

Pc = 1− Pidle −
3∑

i=0

Ps,i. (39)

We must also mention that whenever the retry limit is
reached, the packet is dropped. However such a probability
is included in Pc, and the retransmissions required after a
collision or a drop are based on the upper layer and do not
affect the performance of the studied MAC layer.

3.1.2. Block-ACK enabled

Another characteristic of the IEEE 802.11e standard is the
Block-ACK feature, which is not obligatory. However Block-
ACK can mitigate the overhead problem, especially in higher
data rates which are supported by the forthcoming 802.11n.
Data rates of nearly 432 Mbps tend to have 10% of MAC ef-
ficiency [14].

The Block-ACK feature allows a number of data units
to be transmitted and afterwards the sender sends a Block-
ACK request (BAR) and receives a Block-ACK (BA) frame.
Throughput is increased since less ACK frames are used for
a transmission. Analysis of the Block-ACK scheme (BTA) is
not within the scope of the paper and more information can
be found in the standard [2]. The problem with errors in the
BTA scheme is similar to the RTS/CTS and requires to change
all of the above equations which include errors in RTS and
CTS frames with errors in BAR and BA frames, and to make
all the respective errors of ACK equal to zero. However since

the errors are uniformly distributed, the probability of error
in one of these packets is equal. Finally

S′i =
(
1− pe,i

)·P′s,i·F·E[L]

Pidleσ +
∑ 3

i=0

(
1− pe,i

)
P′s,iTs,i +

(
Pc + pe,iPs,i

) . (40)

The time for successful transmission Ts,i is thus much
bigger since it includes F frames and SIFS time, plus the ex-
change of the BAR and BA. Moreover H is the physical layer
header and δ is the transmission delay:

Tbasic
s,i =TE,i = F·(H + E[L] + SIFS + δ

)
+ AIFS[i] +H

+ TBAR + SIFS + δ +H + TBA + δ,

Tc,i=F·
(
H + E[L] + SIFS + δ

)
+ EIFS[i] +H + TBAR + δ,

(41)

where EIFS[i] = SIFS +H + TBA + AIFS[i].

3.2. MAC delay

3.2.1. Mean value of the MAC delay

In 802.11e [2], two different access mechanisms are provided.
The first one is the use of acknowledgments by ACKs (called
here “basic”) and the other by transmitting request-to-send
and clear-to-send packets. The transmission times TBasic

s,i and
TRTS/CTS
s,i , and the times TBasic

c,i and TRTS/CTS
c,i for a collision can

be found in [6].
The mean delay can be defined for each AC by the fol-

lowing equation:

E[D]i = E
[
Ncs
]

i

(
E[BD]i + Tc + Tprotect

)

+ E[BD]i + Ts,i.
(42)

The first part of the equation is the delay due to consecu-
tive unsuccessful transmissions, the second part is the mean
backoff delay, whenever this transmission will be completed,
and the third part is the transmission duration. All are re-
ferred to each AC. Following (42), E[Ncs]i can be defined as
the mean number of collisions that are followed by a success-
ful transmission:

E
[
Ncs
]

i =
1− Pidle − Ps,i

Ps,i
. (43)
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3.2.2. PMF of the MAC delay

Having supposed that the standard refers to an integer num-
ber of time slots, then the Z-transform can be used to cal-
culate the delay. Z-transform is well used in the analysis of
queuing systems, because its derivatives can provide mea-
sures such as mean values, variances, and some other possible
moments of the PMF of the MAC delay.

In order to include the freezing of the backoff counters, a
distinction has been made in (24) and (25).

The probability that the tag station is interrupted by the
transmission of a single station (one exactly) is given by

p′i =
(
Ni − 1

1

)

·τi·
(
1− τi

)Ni−2∏

z>i

(
1− τz

)Nz . (44)

The phenomenon that the slot is interrupted from a collision
or a successful transmission is described by

P(collision | slot is interrupted)= pc,i =
pi − p′i
pi

,

P(successful by one AC | slot is interrupted) = pt,i =
p′i
pi
.

(45)

In our case, each state of backoff duration is said to have a
delay SDi(z). In order to count down to the next state, the
slot must remain idle, which is symbolized by the duration
of the empty in Z-transform multiplied by the probability
of the slot to be idle, PidleZσ . Hence the Z-transform of that
delay is

SDi(z) = PidleZσ

1− pi·
(
pt,iZTs,i + pc,iZTc,i

) . (46)

Then the total delay of backoff duration is given from the
geometric sum, since its state is chosen uniformly. Note that
the first queue of each AC is smaller since the first state is not
chosen:

BDi, j(z) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

CWi, j−1
∑

k=0

SDk
i (z)

CWi, j
, 0 ≤ j ≤ mi,

BDi,mi(z), mi ≤ j ≤ Li.

(47)

In the previous subsection, we have shown a unified
method to find the mean MAC delay for all the models. In
the following subsection, the above metrics for MAC delay
will correspond only to the model 3. This happens because
the solution of the DTMC after theoretically infinite retries
gives mean values. Thus the Z-transform of the MAC delay
will be given as a function of Di(z):

Di(z) = (1− pi
)
zTs,i

Li∑

j=0

[
(

piz
Tc
) j

j
∏

f=0

BDi, f (z)

]

+
(

piz
Tc
)Li+1 Li∏

f=0

BDi, f (z).

(48)

The first part signifies the correct transmission ((1 −
pi)zTs,i) having encountered a number of collisions in the

previous stages, whereas the second part is the delay associ-
ated with dropping of a packet after Li+1 retries. However, to
find the mean value and the standard deviation (SD), the 1st
and the 2nd moments of the above equations must be found,
respectively, and we need

E[D]i =
∂Di(z)
∂z

∣
∣
∣
∣
z=1

,

Var2[D]i =
∂2Di(z)

∂z2

∣
∣
∣
∣
z=1

+
∂Di(z)
∂z

∣
∣
∣
∣
z=1
−
{
∂Di(z)
∂z

∣
∣
∣
∣
z=1

}2

.

(49)

The last part is to find MAC delay distribution. It is well
know that every Z-transform of the PGF can be written as

Di(z) =
∞∑

k=0

di,kz
k. (50)

It seems that from the definition di,k is the inverse Z-
transform of the Di(z). A method that gives the inverse
Z-transform with a predefined error bound is the Lattice-
Poisson algorithm [16], which is valid for |di,k| ≤ 1. Thus the
PMF (probability mass function) of the MAC delay is given
by

dgi,k = 1
2krk

2k∑

h=1

(−1)hRe
(
DGi

(
reiπ j/k

))
, (51)

where DGi(z) is the generating function

DGi(z) =
∞∑

k=0

dgi,kz
k = 1−Di(z)

1− z . (52)

The following values can be used: r = −γ/(2∗k) and γ = 1.

4. COMPARISON ANALYSIS AND EVALUATION

For validating the correctness of the mathematical analyses,
OPNET modeler (version 12) was used with the EDCA sim-
ulation model incorporated. For further validation, we also
compare the Xiao model [6] which is slightly alternated for
reasons of fair comparison. In Table 2, the simulation param-
eters are summarized. The accuracy values of the figures are
explained in Section 4.2.

In Figure 5, saturation throughput comparison is pre-
sented for the three models, the Xiao model, and the sim-
ulations. The throughput of AC0 is twice the throughput of
AC1, which is derived from the half CWmin and CWmax
values (see Table 1). It seems that most models have results
close to the simulation values, with the DTMC model being
the most accurate one. In fact this happens due to the ability
of the DTMC to capture possible parameters of the EDCA
scheme of 802.11b/e, in each time slot, rather than average
values of the other models.

Similar results can be found for the RTS/CTS access
method in Figure 6. However one major difference between
these methods, which cannot be derived from basic rate anal-
yses (1 Mbps), is that, as the number of nodes (load) in-
creases, RTS/CTS can solve, except from the hidden node ter-
minal, part of the high collision rate. Thus a hybrid system
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Table 2: Simulations parameters.

Simulator OPNET modeler 12

Model EDCA model august (2006)

Standards 802.11b/e and 802.11a/e

Packet size Constant 1023 bytes (no segm.)

Interarrival time Set according to saturation conditions

RTS threshold 512 bytes

Simulation 100 s

Initial seed 128

Space Square 100 × 100 (single hop)

Mode No AP functionality (ad hoc)

×4

Basic access transmission rate 11 Mbps
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t
(M
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Simulations Accuracy
(0.1079 0.1632)DTMC model

ECPA & QN model (0.1818 0.3293)
Xiao model (0.1631 0.3433)

AC0

AC1

Figure 5: Model comparison in terms of saturation throughput us-
ing basic access method at 11 Mbps transmission rate.

that would change the transmission process, according to the
load, would provide higher performance of the standard.

In Figure 7, throughput is shown as a function of the
number of nodes and probability of error, thus providing a
3D graph. The probability of error is a derivation of cross
layer architectures and probabilistic nature of the channel. It
is worth seeing that in RTS/CTS method, the degradation of
throughput stays in very low values, and shows that RTS/CTS
transmission can be a solution in erroneous environments as
well. The comparison of the three models in these graphs is
avoided since the degradation of the performance due to er-
rors seems to be linear to probability of errors.

According to Figures 8 and 9, the performance analy-
sis shows that our DTMC remains equally accurate as in
throughput metric. Xiao’s model tends to diverge signifi-
cantly from the simulation results whereas the elementary
probabilistic and queuing models seem to have a good accu-
racy. Moreover from the ECPA and queuing model, the first

×4

RTS/CTS transmission rate 11 Mbps
5.5
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t
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Simulations Accuracy
(0.1365 0.1753)DTMC model

ECPA & QN model (0.0893 0.3121)
Xiao model (0.1611 0.2510)

AC0

AC1

Figure 6: Model comparison in terms of saturation throughput us-
ing RTS/CTS access method at 11 Mbps transmission rate.

0.1
0.2

0.3
0.4

0.5
2

4
6

8
10

0.5

1

1.5

2

2.5

3

3.5

4

T
h

ro
u

gh
pu

t
(M

bp
s)

Probability of errors Num
ber

of nodes

Basic

RTS/CTS

Figure 7: Saturation throughput at 11 Mbps, as a function of prob-
ability of error and number of stations for AC0.

derivative (signified as FD in the figures) of the Z-transform
PGF of the MAC delay, shows the mean value. Such a mean
value seems to be more accurate than the mean values pro-
vided by the other models, because it differentiates the freez-
ing probability in collision or busy channel due to a trans-
mission. Similarly, taking the second derivative of the PGF of
the Z-transform, the variance is found as shown in Figure 10.
Variance of the MAC delay is a significant metric, since it sig-
nifies the jitter of the multimedia traffic transmitted over the
standard using 11 Mbps bandwidth.

In Figure 12, IEEE 802.11a/e is modeled with a band-
width of 24 Mbps (analytical and simulation set) and as it
is seen when enabled, the Block-ACK mechanism can of-
fer higher throughput in higher load and can even provide
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Figure 8: Analysis of MAC delay of the two higher ACs under satu-
ration condition and basic access mode.
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Figure 9: Analysis of MAC delay of the two higher ACs under satu-
ration condition and RTS/CTS access mode.

better results in higher bandwidth occasions. This is due to
the reduction of unnecessary ACKs. The reason for model-
ing IEEE 802.11a is that higher bandwidths are going to be
used in 802.11n with Physical (PHY) and MAC layers that
do not change significantly. (In Figure 12, accuracy measure-

Table 3: Big-O notation for computational complexity of the com-
pared models.

τ E [BD] Both τ and E [BD]

DTMC Com1 Com2 Com2

ECPA Com3 Com3 Com3

Queuing Com3 Com3 Com3

ments are not taken because the graph is not provided for
depiction of Block-ACK—Section 3.1.2.)

4.1. Complexity analysis

Complexity is an important characteristic as regards math-
ematical analysis and algorithms. Comparing the three ap-
proaches in terms of complexity allows for an insight in to
the usability and scalability of each one.

The DTMC model is obviously the most complex one.
This is due to the independence of each state, which models a
state of the BEB, and the correlation with the state of the pre-
vious slot. However the state of the previous slot is hardly in-
corporated in models based on queuing theory or geometric
distribution since it does not allow the flexibility to change
backoff duration according to the simulation needs. A signif-
icant drawback of the proposed DTMC is that nonsaturation
throughput analysis becomes a complex problem, whereas in
the other analyses, the arrival rate could be changed very eas-
ily with simple algebra. On the other hand, the modeling of
independent states makes easier to provide amendments in
the analysis, such as the one given with the inexistence of the
first state. Thus it is easy to observe that the analysis of this
first model requires big DTMC and more mathematical for-
mulas to be calculated.

Moreover, the addition of extra features and the incorpo-
ration of realistic modeling in this approach inject even more
complexity in the final calculations. Apart from this heuris-
tic approach, a computational complexity comparison can be
performed in terms of big-O notation. Instead of computer
instructions, we use a simple formula calculation as the ba-
sic unit of complexity. Each algorithm’s order of complexity
can be estimated as a function of the number of calculation
points N , the number of steps used in the fixed point itera-
tion method M, the retry limits Li, and the number of ACs
calculated i. In Table 3, the results show that all three algo-
rithms have linear complexity relative to M and N , and that
the DTMC model is approximately four times more complex
than the other two approaches:

Com1 = O

[

NM

(
∑

i

(
4Li + 1

)
)]

,

Com2 = O

[

N

(

M

(
∑

i

(
4Li + 1

)
)

+
∑

i

Li

)]

,

Com3 = O

[

NM

(
∑

i

(
Li + 3

)
)]

.

(53)

Ordinary values for the parameters are: N = 10, M = 20,
L = 7, and i = 4.
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Table 4: Metamodel comparison.

DTMC ECPA Queue

Accuracy High Medium Medium

Flexibility High Medium Medium

Complexity High Low Low

Nonsat Low Medium Low

Depiction High Low Medium

4.2. Accuracy analysis

In order to prove the accuracy of each model, we have used
the L2 distance, which is defined as the distance

d
(
msim,Ni(min q),manal,Ni

)

=

√
√
√
√
√

1
FN

FN∑

Ni=0

(
msim,Ni(min q)−manal,Ni

)2
,

(54)

where manal,Ni is the analytical metric (throughput or delay)
of each model, msim,Ni (min q%) is the simulation of each
metric (we mention it as a function of (min q%) which is the
closest % quartile—in our case mean values of simulation
have been used), both as functions ofNi, which is the number
of nodes of each AC.

FN is said to be the maximum number of nodes of each
AC, defined for case FN = 10. Thus for the comparison anal-
ysis, we have the distances, as written in Figures 5, 6, 9, and
10. It is readily seen that the DTMC model is more accurate
than the other two models, since it can capture the freezing
of the backoff counter, and the effect of the previous slot to
the current one. In addition, the first derivative of the MAC
delay diverges the freezing probability to busy period due to
a transmission or collision, and gives the best possible accu-
racy.

5. DISCUSSION AND CONCLUSION

The purpose of this work is threefold. The first goal is to
present a comparison analysis of the most known analyses
in order to find the best method to numerically analyze the
standard, while setting the pace for future methods of anal-
ysis. Furthermore the modeling techniques, based on com-
plexity and accuracy theory, have not been studied before in
wireless networks and they could be a field of great interest,
since the computer resources are finite.

The second goal was to extend the already known analy-
ses, introducing features that change considerably the perfor-
mance analysis. The combination of such features optimizes
the MAC protocol outcomes, and makes each mathematical
analysis avant-garde by itself.

The third goal was to correct the IEEE 802.11e from gen-
eral misunderstandings, such as the phenomenon of not pro-
viding instant access after a successful transmission and the
freezing of backoff counter.

From the evaluation part of the proposed work, the per-
formance (of general BEB algorithms—numerous standards
implement BEB) and simulation conclusions are as follows.

Both access mechanisms at 11 Mbps
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Figure 10: Jitter (second derivative of Z-trasform) is shown for the
AC0 and AC1, and for variable number of stations in each AC. The
transmission rate is at 11 Mbps 802.11b/e.
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Figure 11: Probability mass function (PMF) for basic access mode
and for both ACs. The transmission rate is at 11 Mbps 802.11b/e
and the graphs are for 5 numbers of states at each AC[i].

(1) Performance conclusions

(i) In order to have better performance in exponential
backoff algorithms, methods that provide fairness of
transmission (such as RTS/CTS), apart from aiding in
the hidden terminal problem, can reduce the collision
rate and improve the performance in erroneous envi-
ronment. Thus it could be used in WiFi implementa-
tions over rural areas.
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Figure 12: Model comparison of saturation throughput with
Block-ACK being enabled (F = 64) in 24 Mbps with IEEE 802.11a.

(ii) RTS/CTS and similar access methods should be used
only in higher loads, because in lower ones they tend
to diminish the throughput performance.

(iii) Analogies on initial windows (e.g., CWmin) in BEB al-
gorithms can give the similar analogies on throughput
performance.

(iv) Methods that group packets (e.g., Block-ACK or
TxOP) can augment the throughput performance.

(2) Simulation conclusions

As regards the accuracy, the DTMC model offers better re-
sults, owing to the fact that more EDCA characteristics can
be included. This leads to another advantage of the DTMC
model which is its flexibility. The modeling of each indepen-
dent state allows for extreme detail in modeling each specific
characteristic of the MAC protocol, such as the absence of the
first state and the correlation of each state with the previous
slot. Moreover the DTMC can also be used as a depiction of
the states of the MAC protocol.

On the other hand, the other two models demonstrate
different advantages. They lead to approximate results bear-
ing less complexity compared to the DTMC model, both hav-
ing the same accuracy and small differences in complexity.
Moreover they allow for nonsaturation conditions of traffic,
whereas in the DTMC model case, this can prove to be a very
complex issue.

The Z-transform is used as a method to calculate the
accurate delay distribution, while having different types of
queues, depicting the heterogeneity of the multimedia appli-
cations. Even if such a combination of features and correc-
tions increase, the complexity of the proposed analyses, it is
the price that must be paid for the improved accuracy and re-

alism, especially when new machines can solve problems in
acceptable time lengths. OPNET modeler 12, was used in two
ways: first to verify the correctness of analyses and second as
a tool to calculate the accuracy analysis. In Table 4, the above
are summarized. Fading channels can be used in order to op-
timize MAC layer metrics through cross-layer techniques in
high-mobility scenarios.
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1. INTRODUCTION

Wireless systems have been experiencing constant growth
and increased popularity during the past decade. Cellular
telephones are now part of most people’s everyday life. Fu-
eled by their success and the increased appetite of customers
for new and improved services, next-generation cellular sys-
tems are targeting broadband applications such as data trans-
fers and video streaming. The aim is to provide mobile users
with high rates and seamless roaming [1–3]. When the users
are stationary, even higher rates can be offered [4].

One of the services that is expected to gain popular-
ity over the following years is video broadcasting. Digital
Video Broadcasting systems will eventually replace analog
transmission. In addition to DVB services, video-on-demand
download services will be offered to mobile phone or com-
puter network users. Therefore, a base station that is serving a
cell will have to broadcast different video streams to the mo-
bile users of the cell. Cellular system downlinks are typical ex-
amples of Broadcast Channels (BCs) [5] where a single trans-
mitter sends data to more than one receivers. A well-known
information theoretic result is that the attainable rate vectors
in a Gaussian BC form a capacity region that can be achieved
using superposition coding at the transmitter and successive
interference cancellation (SIC) at each receiver. The perfor-
mance of practical systems often deviates from the optimal

bound. For example, TDMA systems use time division that is
sub-optimal, in general, whereas CDMA systems use super-
position, but do not use SIC at the receiver where all other
users are treated as noise. In this paper it is assumed that the
optimal BC performance is achieved by the transceiver ar-
chitecture. If this is not the case the loss in performance can
be taken into account using a nonzero gap value. It is also
assumed that both the transmitter and the receiver have per-
fect Channel State Information (CSI). This is done because
the focus of this study is not on how to achieve the Gaussian
BC capacity, but on how to manage the available resources in
a BC in order to deliver video to the mobile users.

The capacity region of the Broadcast Channel is the
union of the rate vectors that can be achieved assuming that
the traffic is regular, that is, that during each time period the
number of bits transmitted to a user at the physical layer is
the same as the number of bits that are sent for transmission
by the link layer. However, in practice, the physical layer of
a communications system may be receiving data in bursts.
For example, if the wireless link is the last hop of a TCP link,
the packets may be arriving at irregular intervals at the trans-
mitter due to delays along the data pipe, different routings,
packet losses, and so forth. In this case the system may be-
come unstable and the lengths of the queues of some users
may not be bounded even if the average rate of each user
lies inside the BC capacity region. A significant amount of
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Figure 1: System model.

research effort has been devoted to the problem of achiev-
ing the capacity region when the incoming traffic is random.
Luckily, it turns out that the set of all arrival rate vectors for
which it is possible to keep each queue length finite, referred
to as the network capacity region, is the same as the BC ca-
pacity region. The scheduling policies that achieve the net-
work capacity region are called throughput optimal. Several
throughput optimal policies have been proposed for the BC
[6–8]. Their common characteristic is that they rely not only
on CSI, but also use Queue State Information (QSI). There-
fore, they are cross-layer approaches.

Among the throughput optimal cross-layer approaches,
Queue Proportional Scheduling (QPS) [7–9] has been shown
to have very desirable delay properties. Although its delay
optimality for Gaussian Broadcast Channels has not been
proved to date, it results in the smallest average packet de-
lay among the known throughput-optimal algorithms, thus
making it a good candidate for video transmission where
large delays may lead to packet losses, and, consequently,
distortion. As will be explained in more detail in Section 2,
QPS allocates resources in the BC based on the channel state
as well as the queue lengths. In this paper, a simplified ver-
sion of QPS is proposed that uses Queue State Information
less frequently in order to reduce the computational bur-
den. This way the scheduler becomes simpler, since it does
not require access to the queue during each scheduling pe-
riod. It is shown that, under some conditions on the aver-
age arrival rate, the modified algorithm is throughput opti-
mal. However, as is expected from the fact that less informa-
tion is used, it exhibits performance degradation compared
to QPS with continuous use of QSI. This is verified using
simulation. Then, the packet delay is modeled using Markov

Chains. More specifically, a Markov Chain model is fitted to
simulation data and is then used to approximate the proba-
bility distribution of the delay of the packets. It is shown that,
although the service rate depends on the queue size as well as
on the states of the other queues, the approximation is sat-
isfactory. Using information on the expected delay and the
corresponding distortion it is possible to choose the video
encoder rate in a system employing QPS in order to control
the quality of video that is delivered to the users of a BC.

This paper is organized as follows. Section 2 examines the
degradation of the performance of QPS as the frequency of
using QSI for scheduling decreases and proposes a modifica-
tion that reduces the performance gap. It is also shown that
the modified scheme is throughput optimal under a condi-
tion on the average arrival rates. In Section 3 the packet delay
is modeled using a Markov Chain model leading to a method
that approximates the delay distribution. Section 4 discusses
how the distribution of the packet delays can be used to pre-
dict the video distortion corresponding to a given encoder
rate leading to a discussion on choosing the encoder rate for
video streams that are sent to users of a Broadcast Channel.
Finally, Section 5 contains concluding remarks.

2. QPS WITH LESS FREQUENT USE OF
QUEUE STATE INFORMATION IN GAUSSIAN
BROADCAST CHANNELS

Figure 1 depicts the system model that is used in this article.
Packets arrive randomly to each queue and are scheduled for
transmission. The scheduler allocates the resources of the BC
using information on the channel taps hi (CSI) and the queue
states Qi(t) (QSI). In this article, the scheduler uses Queue
State Information only periodically. Moreover, the channel
taps are assumed to be constant.

The output signal X(t) is broadcast to the channel, and
the signal at each receiver i is equal to

Yi(t) = hiX(t) + ni(t), i = 1, . . . ,K. (1)

This paper assumes a Gaussian BC, that is, the ni(t) are
i.i.d. zero-mean Gaussian random variables with double-
sided power spectral density equal to N0/2. The capacity re-
gion of a Gaussian BC in bits/s, assuming, without loss of
generality, that |hi|2 ≤ |hj|2 for i < j, and that the available
bandwidth is equal to 2W is given by [5]

CBC =
{
Ri : Ri ≤W log

(
1 +

αi
∣∣hi∣∣2

P

N0W +
∑

j>iαj

∣∣hi∣∣2
P

)}
,

(2)

where P is the average power of X(t) and the αi ≥ 0 trace
the whole simplex, that is,

∑
iαi = 1. The capacity region is

achieved by superposition coding at the transmitter and by
successive interference cancellation at each receiver. When
the traffic is regular, the transmitter can accommodate any
rate vector R that is inside the capacity region (2). In the
following, R is the number of bits transmitted during the
scheduling interval (that is assumed to be equal to 1 for sim-
plicity), so, it is expressed in bits and not in bits/sec.
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In this paper it is assumed that traffic arrives irregu-
larly and in packets. The number of packets Ai(t) arriving
at queue i during a time period is a Poisson process with rate
λi, and arrivals at each queue are independent. The packet
lengths Mi in bits are assumed to be i.i.d. exponentially dis-
tributed with E[Xi] = μi and independent of Ai(t). There-
fore, the arrival rate of bits is λiμi. Infinite-capacity queues
are considered. At the end of each interval, the scheduler de-
cides on the rate Ri of each queue based on the channel gains
h and the vector of bits (or packets) Q(t). Other than that, no
knowledge of the statistics of the arrival process is required
as long as the arrival rate lies inside the capacity region CBC.
In this article, Q(t) may not be used by the scheduler during
some scheduling periods as is explained in more detail in this
section. The resulting queue state after transmission is

Qi
(
t + TS

) = (Qi(t)− Ri(t)
)+

+ Zi(t), (3)

where a+ = max {a, 0}, and Zi(t) is the number of bits arriv-
ing at queue i during one scheduling period Ts.

Queue Proportional Scheduling (QPS) calculates the rate
vector R(t) = [ R1(t) R2(t) · · · RK (t)

]
according to

R(t) = max
x

{
xQ(t)

}

subject to

{
xQ(t) ∈ CBC

x ≤ 1.

(4)

Therefore, R(t) is a scaled version of Q(t). If Q(t) is inside the
capacity region, R(t) = Q(t), else R(t) is the intersection of
the ray xQ(t) and the boundary of CBC. In [8] the bit-based
QPS is considered, and it is shown that R(t) is the solution
of a Geometric Program and is therefore globally optimal.
Note that, since R(t) ≤ Q(t) when QPS is used, (3) can be
rewritten as

Qi
(
t + Ts

) = Qi(t)− Ri(t) + Zi(t). (5)

In [8] the bandwidth W , the scheduling period Ts and the
average packet length for all queues are set to 1. In this ar-
ticle the scheduling period remains equal to 1, but Queue
State Information is only used once every L scheduling pe-
riods. Naturally, if, during scheduling period t, the infor-
mation on Q(t − L) is used, the scheduling will not be
done based on the current needs of the user corresponding
to each queue. It is expected (and verified by simulation)
that this will lead to larger fluctuations of the service rates,
and, consequently, larger average queue sizes and packet de-
lays. However, if the scheduler knows the average arrival rate
of each queue it can approximate the queue size Q(t) by
Q(t − L) + λL −∑ L−1

l=0 R(t − l). From this point on, λ is the
bit arrival rate, that is, the product of the packet arrival rate
and the average packet size. This is done for simplicity and
for compatibility with the notation used in some of the ref-
erences. Although not as accurate as the actual Q(t), this ap-
proximation will, on the average, be better than Q(t−L). As L
grows, that is, as use of QSI becomes less frequent, Q(t) will
be close to λ, assuming that λ ∈ CBC. Based on the above
observations, the following heuristic modification of QPS is
proposed in order to reduce the use of QSI for scheduling.

Let the Queue State Information be used once every L times.
Also, assume that the modified QPS starts operating at time
t = 0. Then, the rate vector R(t) is equal to

R(t) = max
x

{
xQ(t)

}

subject to

{
xQ(t) ∈ CBC

x ≤ 1

(6)

for (tmodL) = 0, and

R(t) = vec
(

min
{

max
x

{
λix
}

,Qi(t)
})

subject to λx ∈ CBC

(7)

otherwise, where vec(xi) =
[
x1 x2 · · · xK

]T
the vector

with elements xi. Therefore, the optimization is similar to
QPS, with the difference that, for times nL+l, l = 1, 2, . . . ,L−
1 the average arrival rate λ is used instead of the actual QSI
Q(t). If the packet arrival rate is constant or changes rela-
tively slowly, that is, if λ can be estimated accurately and does
not need to be updated often, R(t) can be precalculated and
stored. Therefore, the computational complexity is reduced
roughly by a factor of L. However, a practical system will
need to update an estimate of λ, so the reduction in com-
plexity will be less pronounced. Similar to QPS, the rate R(t)
does not exceed Q(t). This is easily implemented by stopping
transmission in a given queue if it becomes empty before the
end of a transmission period.

In the following two theorems the throughput optimality
of the modified QPS algorithm is established under the con-
dition that the arrival rate λ is constant and satisfies a con-
straint on its distance from the boundary of the capacity re-
gion CBC. The proof is constructed using the same approach
as in [9]. First, it is shown that E[Q(t)] becomes proportional
to λ as t→∞.

Theorem 1. Assume that the modified QPS policy is used in a
Gaussian BC, and that λ is such that αλ is at the boundary of
CBC. Then, α < L/(L − 1), and, as t→∞, E[Q(t)|q0]→w(t)λ,
where q0 is any initial state of the queue and w(t) is a function
of time.

Proof. Given in the appendix.

Note that, as L increases, the average rate λ should be
closer to the boundary of CBC for throughput optimality to
be guaranteed by the theorem.

Having proved the convergence of E[Q(nL)|q0] to the di-
rection of λ, throughput optimality is shown along the lines
of [9].

Theorem 2. In a Gaussian BC, the modified QPS policy is
throughput optimal, as long as the conditions of Theorem 1
hold.

Proof. Given in the appendix.

For the evaluation of the performance of the modified
QPS algorithm, a two-user scenario is chosen, similar to the
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Figure 2: CBC for the 2-user scenario.

one in [9]. The SNR of user 1 is equal to 19 dB, whereas
the SNR of user 2 is 13 dB. Moreover, λ1 = 2λ2. The ca-
pacity region of the Gaussian BC for this scenario is shown
in Figure 2. What is also shown is the line λ1 = 2λ2. Dur-
ing the periods where QSI is not used, the modified QPS
chooses a rate vector along the segment formed by the in-
tersection of the line and the capacity region. Therefore,
the maximum average bit rate that can be achieved is equal
to λmax = [ 4.1 2.05 ] bits/s. Figure 3 compares the aver-
age packet delay of Queue 1 for different scheduling meth-
ods. λ is varied from [ 3.7 1.85 ] to [ 4 2 ]. Due to the na-
ture of QPS, the delays of Queue 2 are similar and their
behavior is similar. The dotted lines in Figure 3 depict the
degradation of the performance of QPS as the QSI is used
less frequently. It is assumed that Q(nL) is used to compute
R(nL + l), l = 0, 1, . . . ,L − 1. The dashed lines correspond
to the performance of the modified QPS. The modified QPS
obtains an estimate of λ by averaging the arrivals during each
scheduling period. The performance is evaluated after a suffi-
cient number of iterations of the simulation in order to allow
the queues to reach a steady state. Moreover, it is assumed
that λ does not change during the simulation. A total of 105

scheduling periods proved to be satisfactory for simulation.
The queue is allowed to converge during the first 104 schedul-
ing periods before delay samples are taken.

As can be seen from the figure, as the scheduling based
on QSI becomes less frequent, the average packet delay in-
creases for each queue. The modified QPS bridges the gap in
performance, especially as L grows. For relatively small val-
ues of L use of the modified QPS reduces the average delay
by 2 to 3 times compared to the case where Q(t − L) is used
for all L subsequent schedulings. For very infrequent use of
QSI (L = 100) the improvement is much more pronounced.
Note that, for the case of L = 100, throughput optimality
is not guaranteed by the proofs in this paper, since it only
holds for λ1 > (99/100)4.1 = 4.06. However, it appears that
the modified QPS does not diverge even for average rates less
than 4.06.
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Figure 3: Comparison of performance of QPS, QPS with reduced
use of QSI and modified QPS.

3. APPROXIMATION OF PACKET DELAY
USING MARKOV CHAINS

For video that is transmitted in packet form, what is impor-
tant is not only the average delay of the packets, but also their
delay distribution. More specifically, if a given packet does
not arrive within a specific delay window the video decoder
may need to decode without using the packet, since either
the user cannot tolerate a large delay, or the storage capac-
ity of the receiver buffer will be exceeded. Missing packets
result in video quality degradation. Therefore, for the prob-
lem of broadcasting examined in this paper, it is useful to be
able to obtain the distribution of the packet delay in order
to make predictions about the quality of the video stream.
A Markov Model is developed in this section whose state
denotes the delay of the first (head) packet of the queue in
terms of scheduling periods. It is assumed that the only pos-
sible transitions are to neighboring states. Again, this is an
approximation that is found to work well for QPS.

Clearly, because of queuing, the delays of neighboring
packets of a video stream are correlated. During the peri-
ods when the queue lengths, and, consequently, the delays
become large, it is possible that more than one packet will be
delayed. Hence, a model assuming that the delays of neigh-
boring packets of the encoded video stream are indepen-
dently distributed is not exact unless a sufficient interleaving
depth is present. However, in this article it will be assumed
that the delays are independent. First, this will provide a
lower bound on the video quality that one can expect. More-
over, in order to obtain an accurate estimate of the video
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quality, one would need to take into account the particular
encoder and decoder that are used, the intra frame ratio, and
so forth. One could consider a priority queue where differ-
ent priorities are given to packets to make sure that enough
packets are available for the decoding of a given Group of
Blocks (GOB) or frame. Such a scheme will not be accurately
described by the Markov Chain presented below, but the ap-
proximation may be satisfactory. Another particularity of the
system in this article is that the service rate does not depend
only on the state of the queue that is being considered, but
also on the states of the other queues, since all of them are
taken into account for scheduling. However, and despite all
the above, simulation results show that the Markov model,
albeit simplified, provides a good approximation to the dis-
tribution of the delay for a system using a QPS-like sched-
uler and can therefore be used for the prediction of the video
quality.

Figure 4 presents the distribution of the packets delay for
the scenario of the previous section, arrival rate λ = [ 4 2 ]
and average packet size μ = 1 for both queues. Again, SNR
= 19 and 13 dB, respectively. Scheduling uses QSI during all
periods. The reason why the probability distribution has a
peak at 1 and not 0 is because the scheduler operates only
at the end of a period, so packets that have arrived during
an interval may have to wait till the end of that interval in
order to be able to leave the queue. This skews the peak of
the distribution that would otherwise be at 0. In terms of the
Markov Chain the service rate is not constant and depends
on the queue state.

From Markov Queue theory, and assuming that the ser-
vice rate depends on the delay of the first packet of the queue,

pi+1μi+1 = λpi =⇒ ρi+1 =
λ

μi+1

= pi+1

pi
i = 0, 1, . . . . (8)

The values of ρi are obtained using the pi’s that result from
the simulation, and are plotted in Figure 5 for both queues. 2
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Figure 5: Values of ρ obtained by simulation.

million scheduling periods are used for the simulation. Note
that they converge as i increases. This is expected since, as
the queue grows, the scheduled packet will need to wait for
a time longer than a scheduling period in order to leave the
system. Hence, in this case, the fact that the scheduling hap-
pens in specific instants does not influence the service rate.
The oscillations as the delay increases are due to the inaccu-
racy of the pi’s due to the fewer number of samples for the
less probable states.

Based on Figure 5, the following approximation is used:

ρ̂i = ρi for 1 ≤ i ≤ K − 1

ρ̂i = ρK for i ≥ K.
(9)

Then, the delay distribution probabilities are calculated
as follows

p̂i+1 = p̂i+1 p̂i, i = 0, 1, . . . ,

p̂0 = 1−
∞∑
i=1

p̂i = 1−
∞∑
i=1

( i∏
j=1

ρ̂ j

)
p̂0

= 1−
K−2∑
i=1

( i∏
j=1

ρ̂ j

)
p̂0 −

∞∑
i=K−1

( i∏
j=1

ρ̂ j

)
p̂0

= 1−
K−2∑
i=1

( i∏
j=1

ρ̂ j

)
p̂0 −

K−1∏
j=1

ρ̂ j

∑∞
m=0

ρ̂mK p̂0

= 1−
K−2∑
i=1

( i∏
j=1

ρ̂ j

)
p̂0 −

∏ K−1
j=1 ρ̂ j

1− ρ̂K
p̂0 =⇒

p̂0 = 1

1 +
∑ K−2

i=1

(∏ i
j=1ρ̂ j

)
+
∏ K−1

j=1 ρ̂ j /
(
1− ρ̂K

) .

(10)

The Pi’s are approximated using K = 6 and ρ̂K = 0.86
for both queues. The resulting approximation of the packet
delay distribution is shown in Figure 4. As can be seen, al-
though the queues for the scenario considered in this paper



6 Advances in Multimedia

0

1

2

3

4

5

6

7

8

×10−3

p d
el

ay
=i

20 25 30 35 40 45 50

Packet delay [scheduling periods]

Queue 1-simulation
Queue 2-simulation

Queue 1-approximation
Queue 2-approximation

Figure 6: Distribution of the packet delay (detail).

are not independent, the approximation is good, and can be
used to predict the delay of the packets scheduled by QPS
provided that the arriving traffic rates are known. In Figure 6
more detail is shown for the states corresponding to higher
delays. The approximation is slightly pessimistic but still very
close to the actual values. In the following section, the distri-
bution of the packet delay is used in order to decide on the
encoding rate of video streams that are broadcast to different
users and are scheduled using QPS.

4. CHOOSING THE ENCODER RATE FOR
VIDEO STREAMS SCHEDULED BY QPS

Video streams transmitted in packets are subject to distor-
tion. Distortion results from several sources such as encoder
compression, corrupted data and lost or delayed packets. In
[10] the authors develop models and derive expressions for
the overall distortion of a video stream Dd = De + Dv. The
first term De is the distortion because of signal compression
at the encoder. It depends on the INTRA frame rate β and
the rate Re at the output of the decoder. Re may need to be
lowered in order to allow for a more redundant channel code,
and, therefore, better protection against noise in the channel.
Dv is the distortion occurring at the decoder and is related to
the lost or corrupted packets that cannot be used by the de-
coder to reconstruct the transmitted video stream.

In [10], the channel capacity was assumed to be fixed and
the reason for varying Re was in order to leave more (or less)
room to the channel code. The stronger the channel code is
the smaller the probability of erroneous packets will be, lead-
ing to reduced decoder distortion. Therefore, the choice of
Re (and the associated channel code rate) leads to a tradeoff
between De and Dv. By choosing Re, the channel code and the

INTRA rate β appropriately, the smallest value of the overall
distortion Dd can be found.

In the scenario examined in this paper, a new tradeoff is
created between De and Dv. In a BC where many users com-
pete for the resources, a larger channel rate also means larger
average (and maximum) delays. Hence, allowing the video
encoder to send with a faster rate also increases the probabil-
ity that a packet will not arrive early enough for the decoder
to be able to use it. The number of packets with delays that
exceed a given threshold adds to the number of packets that
are corrupted in the channel and, therefore, the overall num-
ber of unusuable packets increases. Consequently, this leads
to larger distortion.

As explained in [10] the exact value of the distortion de-
pends on many factors such as the particular stream that is
being transmitted, the video encoder and the spatial filters
of the decoder, all of which are outside the scope of this pa-
per. Therefore, in this article, it is briefly suggested how the
effect of the channel delay can be added to the calculation
of Dv. Then, the system optimization can proceed along the
lines of [10]. From [10], Dv = σ2

u0PL
∑ T−1

t=0 ((1−βt)/(1−γt)),
where β is the INTRA rate, γ is the leakage parameter that is
determined by the loop filter of the decoder, T = 1/β is the
INTRA update interval, σ2

u0 describes the sensitivity of the
video decoder to an increase in the error rate and PL is the
residual packet error rate. When QPS is used, the proportion
(1 − PL) of packets that are not corrupted in the channel or
are lost for other reasons, are subject to delays at the queue
of the scheduler. The probability of the delay of a packet
exceeding a given threshold Tdel can be found by forming
Plate =

∑∞
d=Dpd = 1 − ∑ D−1

d=0 pd, where D is the first value
of the delay that exceeds Tdel. Alternatively, the approximate
probabilities p̂d that were derived using the Markov Chain
model can be used. Hence, the new P′L that should be used
for the calculation of Dv is equal to P′L = PL + (1− PL)Plate.

5. CONCLUSION

In this paper, Queue Proportional Scheduling was considered
with video transmission in mind. First, it was shown that, if
an increase in the average packet delay can be tolerated, the
use of Queue State Information can become less frequent,
therefore simplifying the scheduler. A modified QPS sched-
uler was proposed that performs better than the approach
of simply using outdated QSI for scheduling. The modified
scheduler performs better than the simplistic approach with-
out increasing considerably the implementation complexity.
Moreover, it was proved that, under certain conditions, the
modified QPS is throughput optimal. It was also shown us-
ing simulation that, in systems using QPS, the distribution
of the packet delay can be approximated satisfactorily by a
Markov Chain model. This model makes it easier to obtain
an estimate for the tail of the probability distribution, and,
consequently calculate the video distortion caused by pack-
ets whose delay exceeds the buffer size of the decoder. It was
also discussed how the effect of late packet arrivals can be in-
cluded in the calculation of the distortion.
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APPENDIX

Proof of Theorem 1

Let Q(t) = qt = [ qt,1 qt,2 · · · qt,K ]T , where K is the
number of users of the BC. Assume, without loss of gen-
erality, that qt,1 /=0 and λ1 /=0. Then, qt can be written as
qt = w(t)[λ1, λ2 + Δλ2, . . . , λK + ΔλK ]T , where w(t) = qt,1/λ1

and Δλi are such that w(t)(λi + Δλi) = qt,i for i = 2, . . . ,K .
Therefore,

E
[

Q(t + 1)
∣∣Q(t) = qt

] = qt + λ− R(t). (A.1)

When the queue state is used for scheduling, R(t) =
r(t)(qt/w(t)) where r(t) is such that R(t) is inside the capac-
ity region, and does not exceed qt. Hence, r(t) ≤ w(t). As is
shown in [9],

E
[

Q(t + 1)
∣∣Q(t) = qt

]
= (w(t)− r(t) + 1

)
× [λ1, λ2 + γ(t)Δλ2, . . . , λK + γ(t)ΔλK

]T
,

(A.2)

where γ(t) = 1− 1/(w(t)− r(t) + 1). If qt ∈ CBC then w(t) =
r(t), γ(t) = 0 and E[Q(t + 1) | Q(t) = qt] = λ. Else, γ(t) is
strictly less than 1.

Consider now the case of the modified QPS algorithm,
and assume that the queue state information gets used once
every L = 2 transmission periods, that is, for t, t + 2, . . . , t +
2n, information on Q(t) is used, whereas during the other
periods scheduling is based on λ

E
[

Q(t + 2)
∣∣Q(t) = qt

]
= qt + 2λ− R(t)− R(t + 1)

= qt + 2λ− r(t)
w(t)

qt − α(t)λ

= (w(t) + 2− r(t)− α(t)
)

× [λ1, λ2 + γ(t)Δλ2, . . . , λK + γ(t)ΔλK
]T

,

(A.3)

where γ(t) = 1−(2−α(t)
)
/
(
w(t)−r(t)+2−α(t)

)
. If qt ∈ CBC,

w(t) = r(t) and γ(t) = 0. Assuming that 2 − α(t) can never
become negative, that is, that the average arrival rate is large
enough so that it is more than halfway between zero and the
boundary of the capacity region, γ(t) < 1 in all other cases.
Therefore, similar to the QPS proof of [9], it can be deduced
that the slope of Q(t) converges to the slope of λ in the sense
that

θλ
(

qt
) ≥ θλ

(
E
[

Q(t + 2)
∣∣Q(t) = qt

])
, (A.4)

where θλ(x) = cos−1(λTx/‖λ‖2‖x‖2), 0 ≤ θλ(x) ≤ π/2.

For the general case where queue State Information is
used every L scheduling periods,

E
[

Q(t + L)
∣∣Q(t) = qt

]

= qt + Lλ− R(t)−
L−1∑
l=1

R(t + l)

= qt + Lλ− r(t)
w(t)

qt −
L−1∑
l=1

αl(t)λ

=
(
w(t) + L− r(t)−

L−1∑
l=1

αl(t)

)

× [λ1, λ2 + γ(t)Δλ2, . . . , λK + γ(t)ΔλK ],

(A.5)

where γ(t) = 1−(L−∑ L−1
l=1 αl(t))/(w(t)−r(t)+L−∑ L−1

l=1 αl−
(t)). Again, γ(t) = 0 when R(t) = qt. Else, γ(t) < 1 as long
as L − ∑ L−1

l=1 αl(t) > 0. This can be guaranteed if, for each
l,αl(t) < L/(L− 1) which means that if the boundary of CBC

is at αλ, then α < L/(L− 1).
Since the packet arrivals are Poisson, the queue state

of each user is a first order Markov process. From the
Chapman-Kolmogorov Equations [11]

E
[

Q(t + L)
∣∣Q(0) = q0

]
= E

[
E
[

Q(t + L) | Q(t)
] | Q(0) = q0

]
fort = 0,L, . . . .

(A.6)

From (A.4), θλ(E[Q(t)|Q(0) = q0]) ≥ θλ(E[E[Q(t +

L)|Q(t)]|Q(0) = q0])
(6)= θλ(E[Q(t + L)|Q(0) = q0]) for t =

0,L, . . . . Thus, if θn � θλ(E[Q(nL)|Q(0) = q0]), n = 1, 2, . . . ,
and θ0 ≥ 0, θn converges. It can be easily deduced (as, e.g., in
[9]), that θn→0as n→∞, and, therefore, E[Q(nL)|q0]→w(t)λ.

Proof of Theorem 2

It will be shown that, for any λ ∈ CBC such that αλ is
at the boundary of CBC and 1 ≤ α ≤ L/(L − 1), the
queue lengths of all users can be kept finite. The follow-
ing Lyapunov function is chosen: L(Q(t)) = ∑ K

i=1Qi(t).
Then, assuming that t is a scheduling period when the Queue
State Information is used, L(Q(t + 1)) = ∑ K

i=1Qi(t + 1) =∑ K
i=1{(Qi(t)− Ri(t))+ + Zi(t)}. Since R(t) ≤ Q(t), L(Q(t +

1)) = ∑ K
i=1(Qi(t)− Ri(t) + Zi(t)). L(Q(t + 2)) = ∑ K

i=1Qi(t +
2) = ∑ K

i=1[(Qi(t)− Ri(t) + Zi(t)− Ri(t + 1))+ + Zi(t + 1)].
Again, since the queue lengths cannot become negative,
L(Q(t + 2)) = ∑ K

i=1Qi(t + 2) = ∑ K
i=1(Qi(t)− Ri(t) + Zi(t)−

Ri(t + 1) + Zi(t + 1)). Hence, L(Q(t + L)) = ∑ K
i=1{Qi(t) −∑ L−1

l=0 Ri(t+l)+
∑ L−1

l=0 Zi(t+l)}. Assume that Q(0) = q0, where
max{qi,0} is sufficiently small. Then, the expected drift of the
Lyapunov function conditioned on qt is equal to

E
[
L
(

Q(t + L)
)− L

(
Q(t)

)∣∣Q(t) = qt
]

=
K∑
k=1

{
Lλk −

(
Rk(t)

∣∣Q(t) = qt
)

−
L−1∑
l=1

(
Rk(t + l)

∣∣Q(t) = qt
)}

.

(A.7)
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It will be shown that, as ‖qt‖∞ = max{qi,t}→∞, the Lya-
punov drift (A.7) becomes strictly negative. ‖qt‖∞→∞ also
implies that t→∞ since a queue cannot grow to infinity dur-
ing a finite time interval. As was shown in Theorem 1, if a
condition on λ holds, Q(nL) converges to w(t)λ as t→∞.
Hence, at time t→∞, QPS will use the value of Q(t) and the
rate R(t) will be equal to r(t)Q(t)→r(t)w(t)λ = W(t)λ. Re-
garding the rates R(t+l), 1 ≤ l ≤ L−1, these are, by definition
of the modified QPS, equal to α(t + l)λ. Therefore, for t→∞,

E
[
L
(

Q(t + L)
)− L(Q(t)

)∣∣Q(t) = qt
]

−→
K∑
k=1

{
Lλk −W(t)λk −

L−1∑
l=1

α(t + l)λk

}
.

(A.8)

Since λ is in the interior of CBC, W(t) and the α(t + l) will
be strictly larger than 1 because the modified QPS algorithm
chooses the longest vector along the direction of λ that be-
longs to the BC Capacity region. When ‖qt‖∞→∞ this vector
reaches the boundary of the capacity region, and is, therefore,
longer than λ. Hence, the Lyapunov drift is strictly negative
for any λ satisfying the condition that αλ ∈ CBC, 1 < α ≤
L/(L− 1).
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1. INTRODUCTION

The ever growing demand for multimedia services send over
wireless access networks leads to cases where multiple users
are competing over scarce channel resources. Typical exam-
ple of such cases is the concurrent media streaming over bot-
tleneck network nodes or the wireless lan-shared channel ca-
pacity. Therefore, it is important to optimize the entire trans-
mission system in order to achieve high performance and in-
crease quality of service [1].

In this context, next wireless LAN (WLAN) generation
could provide multimedia services to mobiles and fixed users
through wireless access, with the development of the high-
speed physical (PHY) layers IEEE 802.11g (54 Mbps) [2].
However, wireless channel characteristics such as shadow-
ing, multipath, fading, and interferences still limit the avail-
able bandwidth for the deployed applications. Consequently,
video compression techniques and transmission techniques
are a critical part of multimedia applications over WLAN.
The IEEE 802.11 networks are most commonly used due to
their low cost and easy deployment. The IEEE 802.11 pro-
vides a best effort service, which indicates that every data

packet-handed over to the 802.11 interfaces receives similar
treatment as other packets in terms of delivery guarantees,
that is, available bandwidth, latency, jitter, and so forth. It
provides two access mechanisms, in order for the mobile ter-
minals to gain access to shared wireless medium [2]; (1) the
point coordination function (PCF) and (2) the distribution co-
ordination function (DCF). The PCF originally aims at sup-
porting real-time traffic, but is rarely implemented in current
commercial products due to its implementation complexity
and uncertainty on the efficiency. On the other hand, DCF
is a contention-based channel access protocol [3]. In order
to deliver real-time video traffic, which is sensitive to packet
latency and effective bandwidth characteristic of the underly-
ing network, QoS, and differential service [4–6], the 802.11e
[7] seems to be an appropriate solution. It introduces the hy-
brid coordination function (HCF) that concurrently uses a
contention-based mechanism and a pooling-based mecha-
nism, enhanced DCF (EDCF), and HCF controlled channel
access (HCCA), respectively. Like DCF, EDCA is very likely
to be the dominant channel access mechanism in WLANs
because it features a distributed and easily deployed mech-
anism.
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As far as the application plane is concerned, video
streaming over emerging wireless networks is becoming ever
more popular, hence it is important to develop error resilient
source coding and transmission techniques [8, 9]. In detail,
the video quality of a decoded video transmitted over a wire-
less network is often associated with the average pixel-by-
pixel distortion of the video frames. This distortion results
from both the compression scheme of the source encoder
and the transmission channel losses. The latter is commonly
referred to as channel distortion and depends on the com-
munication channel loss characteristics, the intra-update pe-
riod, and the error concealment method applied durring de-
coding at the receiver. Modeling channel distortion is accu-
rately the key for rate-distortion optimization and end-to-
end quality of video communications. There is a large num-
ber of research works that has been reported and regards
modeling the impact of packet loss on video distortion. Such
models can be fall in two categories. In the first category, the
models consider that distortion is proportional to the num-
ber of losses within video sequences [10, 11]. These studies
also suggest that the average distortion of multiple losses can
be derived as a superposition of the uncorrelated error sig-
nals. However, these models are accurate for low-residual er-
ror rates and when such errors are sufficiently apart of each
other and there are no burst errors. As an effect, the impact of
multiple losses is considered as the superposition of multiple
losses. The models in the second category consider the corre-
lation between error signals, giving rise to more complex loss
patterns, burst of losses, and losses separated with small lags,
than just isolated losses. Evidently, burst losses lead to larger
distortion than individual single losses. In this case, the burst
length affects the video quality in a distinct way and it has
been determined analytically for different packet losses in-
cluding burst errors and errors with lag [12–14]. However,
all the models mentioned above have not considered the in-
herent feature of H.264/AVC encoder that can select between
a number of previously encoded frames highly correlated
with the current frame, as reference for motion-compensated
prediction of each intermacroblock or macroblock partition.
The use of multiple reference pictures allows H.264/AVC to
achieve significantly better compression than any previous
standard and on the same time, it affects the error propaga-
tion in the case of an error frame. Accurate distortion mod-
els are very important especially when decisions like rate-
distortion optimization and packet scheduling are based on
these models.

In the case of concurrent multiple media streams, it is
important to develop effective algorithms that will minimize
the average distortion of each user. Therefore, there are of-
ten cases where users are allocated insufficient transmission
bandwidth. In such occasions, the sender has to be able to
reduce its video transmission rate by selecting which packets
to drop prior to the transmission. Selecting the proper video
packets to drop can become very crucial, as it has a very sig-
nificant effect on the reconstructed video. Several solutions
have been proposed for adapting the video characteristics
to the transmission channel constraints. Video transcoding
techniques [15] are applied in order to reencode the video
stream with lower bit rates but increase the complexity of

the encoder dramatically. Scalable video coding [16] provides
an inherent prioritization of the encoded video packets, thus
it allows the sender to quickly select which packets to drop,
however scalable coding has not been yet widely accepted. An
extended work has been made on the video rate-distortion
optimized transmission over wireless networks [17] and has
proposed a cross-layer ARQ for H.264 over 802.11 networks
which gives priority to important packets during retransmis-
sion while [18] describes an adaptive quality-of-service strat-
egy for 802.11 networks that is applied to a single stream and
without considering R-D optimization. Finally, [19] studies
an R-D optimized bandwidth adaptation of multiple video
streams that is performed by a network node that drops
packets from all incoming streams.

This paper proposes a novel framework based on two
scheduling algorithms named “even-loss distribution” and
“greedy-loss distribution” for effective packet scheduling and
optimized differentiated channel access that minimizes the
overall distortion of the video streams. The framework is
based on a new distortion prediction model that takes into
consideration the high correlation among reference frames
of H.264/AVC encoded video streams, the size of the refer-
ence list used and the type of error patterns (single errors,
burst of errors, errors separated with lag) that are imposed
by the transmission channel. The proposed distortion model
has been evaluated against real measurements and is com-
pared with the simplified “additive”-based distortion model
that omits the correlation among the frames. This model is
power efficient as it requires simplified calculations that can
be performed prior to the video transmission. Each of the
video senders is informed by the system about the current
available capacity of the communication channel and allo-
cates its transmission rate accordingly. The tradeoff between
transmission rate and video distortion is different for the two
proposed scheduling algorithms.The transmitted packets are
then processed through the proposed 802.11e MAC mech-
anism that is able to differentiate the video streams accord-
ing to their distortion imposed by the scheduling algorithm.
The video sequence that has experienced the greater losses is
treated as high-priority traffic and is allocated to the appro-
priate access category. Analytical results indicate the advan-
tages and disadvantages of the proposed scheduling schemes.
It is evident that video streams with different type of con-
text and coding characteristics are affected in different way
by the “even-loss distribution” and the “greedy-loss distribu-
tion” scheduling algorithms.

The rest of the paper is organized as follows. Section 2
provides an overview of the additive distortion model and
the mathematical background of the proposed model. In
Section 3, the system model is presented. The setup of the
802.11e system and the configuration of the H.264/AVC en-
coder are discussed. In Section 4, the “even-loss distribu-
tion” and the “greedy-loss distribution” scheduling schemes
are presented. The simulation setup and an extended discus-
sion upon the results are provided in Section 5 and the pa-
per concludes in Section 6. Appendices at the end of the pa-
per discuss the mathematical model evaluation against actual
measurements and compare the behavior of the proposed
model and that of the “additive” distortion model, for several
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different error patterns (single losses, burst of losses, losses
separated with lag).

2. ANALYTICAL DISTORTION MODEL

2.1. Overview of additive model

The following analysis considers a video sequence that be-
gins with an I-frame and is followed by P-frames with an
intraframe period N in order to increase error resilience. It
is assumed that this intraframe period equals the total error
recovery period, in case of packet loss. As an effect, losses
that occur outside this period are uncorrelated. Let k be the
index of video picture. Then the total increase in MSE dis-
tortion that will affect the video if picture k is lost is given
by D(k) = ∑ L

i=1Δdi, where L is the number of video pic-
tures in the sequence and Δdi is the increase in MSE dis-
tortion relative to picture i, given that picture k is lost. It is
assumed that previous frame concealment is used and there
are no prior losses. It has been proved [13] that the MSE of
subsequent frames will have a nonzero value, however due
to the intraupdate and the spatial filtering, its amplitude de-
creases gradually until it becomes zero at a point far enough
from frame k. Based on this definition, the total video dis-
tortion due multiple lost frames M will be the sum of all in-
dividual MSEs over all the frames L affected by these losses.
This is known as the additive distortion model as presented
in [1, 10]:

Dtotal =
L∑

j=1

D( j) =
L∑

j=1

L∑

i=1

Δdi( j). (1)

2.2. Proposed model

We define a list of previously encoded reference frames with
size MREF that is used during the encoding and decoding pro-
cesses for motion-compensated prediction. Moreover, with-
out loss of generality, each frame is coded into a single packet,
although this condition can be extended to support differ-
ent packetization schemes. Finally, in our analysis (similar
to previous studies [10, 13, 20]), a simple error concealment
mechanism is used that in the case of a frame loss, it replaces
it with its previous at the decoder. The error power intro-
duced in a single frame k is denoted by σ2

s (k) and the total
video distortion due to error frame k and its error power
propagation to the following frames is denoted by Ds(k).
Correspondingly, σ2(k) and D are the MSE and the sum of
the MSE values over all frames in the intraframe period, of
more general loss patterns, respectively. The proposed model
includes analytical models for a single frame loss, a burst of
losses with variable burst length, and frame losses separated
by a lag.

As it has already been determined in [10, 13], the distor-
tion metric consists of two factors: a geometric attenuation
factor (due to spatial filter) and a linear attenuation factor
(due to intra-update). We have introduced a third parameter
MREF that accounts for the impact of the number of refer-
ence frames on the distortion propagation. Hence, the error

power propagation at frame k + l, due to a single frame loss
at k, is

σ2(k + l) = σ2(k)·Λl, (2)

and the error power propagation effect is

Λ(l) =
(

1− l − 1
N

)

×
(

rl−1 +
rN−l+1

Φ(N , r) +
((
MREF/N

)
+ 1
)(

(N−l+1)/N
)

)

,

(3)

where Φ(N , r) depends on the scene content of the partic-
ular video sequence and the coding parameters. This value
has been estimated through curve fitting for different isolated
errors. The value of this parameter for the video sequence
Foreman, that was used as reference sequence, is Φ(N , r) =
(3− (2·(N − l + 1)/N))× r. Additionally, r < 1 is the spatial
filtering factor. Considering a single error at frame k and a
period long enough for error recovery, the total video distor-
tion is

Ds(k) = σ2
s (k)·A = σ2

s (k)·
N−1−k∑

i=0

Λi, (4)

where σ2
s (k) is the error power introduced at k and A repre-

sents the propagation effect of the initial distortion at k over
all the following frames i until the end of the intraframe pe-
riod N . In order to extend the distortion model for a single
loss to a burst of frame losses with a burst length B, we need
to consider the correlation between these frames. Assume a
correlation coefficient among two error frames es(k− 1) and
es(k) to be

ρk−1,k =
(
eTs (k − 1)·es(k)

)
/M

σs(k − 1)·σs(k)
, (5)

where σs(k − 1) and σs(k) are the MSEs of frames k − 1 and
k accordingly [13]. M = M1 ×M2 is the 2D array of pixels
in each frame k. Then the distortion due to a burst of error
frames is

D(k − B + 1, . . . , k)

=
k−1∑

i=k−B+1

σ2(i) + A(B)·σ2(k),

A(B) = A0 + c·(B − 2), B ≥ 2,

σ2(k) =
k∑

i=k−B+1

σ2
s (i) + 2·

k∑

i=k−B+1

k∑

j=i+1

ρi, j·σs(i)·σs( j).

(6)

In (6), σ2(i) is the sum of the distortion over all i frames,
B is the burst length and B ≥ 2, and ρi, j is the correlation
coefficient of frames i and j. A(B) represents the variation
on the shape of the introduced error power relative to burst
length B and A0 is the ratio for B = 2. In [13] it was shown
that as the burst length B varies, the shape of the initial er-
ror signals PSD also varies, which leads to a variation in the
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spatial filtering factor r in (3). The process of error power
reduction by loop filtering can be modeled with a linear sys-
tem, and r is the proportion of the power of the introduced
error passing through the system. In [10], the loop filter is
approximated by a Gaussian lowpass filter. Hence, as B in-
creases, r increases as the PSD of the error is more concen-
trated in the lower band. The variation of r is relatively small
and can be approximated as a linear function of B, that is,
A(B) = A0 + c·(B − 2), where A0 is the ratio for B = 2 and c
is the slope of the increase.

Extending the above analysis in order to predict the video
distortion in the event of two losses separated by short lag l
smaller than the intraframe period N , the distortion can be
expressed by the following equation:

D(k − 1, k) = σ2
s (k − 1) +

l−1∑

i=0

σ2(i) + A·σ2(k), l ∈ (l,N].

(7)

The above distortion prediction model represented by
equations (4), (6), and (7) is based on specific error patterns
(isolated errors, burst errors, and errors with lag). In order to
predict the distortion caused by more complex error patterns
that may include different combinations of the above, it is re-
quired to provide a more generic formula. This formula will
take into account both the type of error and the different er-
ror frame (multireference) dependencies that are present in
H.264/AVC. Hence, in the general case of multiple combina-
tions of erroneous frames the distortion Dn, where n is the
error pattern size and n ≥ 1, is modeled by recursive formula
(8). In (8), D1,D2, . . . ,Dn are the total video distortions due
to 1, 2n error frames. The frame number of the nth erroneous
frame is denoted by Fn. This recursive formula calculates the
total distortion for the first error frame and depending on
whether the next error frame is correlated or not with the
previous error frame, it combines the above formulas and
estimates the total distortion of the resulted error pattern:

D1 =
k=F1+i

i=N−1+k∑

k=F1
i=0

Λ(i)·σ2(F1) =
k=F1+i,i=N−1+k∑

k=F1,i=0

Λ(i)·σ2
s (F1),

D2 = σ2
s (F1)

+

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

k=F2+i
i=N−1+k∑

k=F2
i=0

Λ(i)·σ2
s (F2), uncorrelated,

k=F2+i
i=N−1+k∑

k=F2
i=0

Λ(i)·σ2(F2), burst,

k=F2−1
i=F2−1−F1∑

k=F1
i=0

Λ(i)·σ2(F2) +

k=F2+i
i=N−1+k∑

k=F2
i=0

Λ(i)·σ2(F2), lag,

...

Dn = Dn−1 −
k=Fn−1+i
i=N−1+k∑

k=Fn−1
i=0

Λ(i)·σ2(Fn−1) + σ2(Fn−1)

+

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

k=Fn+i
i=N−1+k∑

k=Fn
i=0

Λ(i)·σ2
s (Fn), uncorrelated,

k=Fn+i
i=N−1+k∑

k=Fn
i=0

Λ(i)·σ2(Fn), burst,

k=Fn−1
i=Fn−1−Fn−1∑

k=Fn−1
i=0

Λ(i)·σ2(Fn) +

k=Fn+i
i=N−1+k∑

k=Fn
i=0

Λ(i)·σ2(F2), lag.

(8)

The proposed model presented in this section has been
evaluated against real measurements. Extensive simulations
have been performed for different combinations of error pat-
terns. These include single isolated frame losses, burst of
frame losses with burst length B ≥ 2, and error frames sep-
arated by a small lag. Additionally, the proposed model was
compared against the additive distortion model introduced
in [10]. The simulations showed that our model can accu-
rately capture the distortion effect for reference-based H.264
coding. Appendices at the end of the paper present the sim-
ulation results for the Foreman testing sequence.

3. SYSTEM MODEL

3.1. IEEE 802.11e EDCF

The IEEE 802.11e, recently established working group of
IEEE 802.11e, provides applications with differential services
and QoS support by priority-based contention service, that
is, the enhanced DCF (EDCF). A concept of traffic category
is introduced. Each traffic category is associated with the pre-
determined contention parameters, arbitration IFS (AIFS),
CWmin and CWmax , and the backoff persistence factor (PF)
[21]. The lower AIFS/CWmin /CWmax results in the higher
probability of winning the channel contention. In EDCF, the
contention window is expanded by the PF after collision. In
the original DCF, the contention window is always doubled
after collision (PF = 2), while in EDCF, PF may be of a dif-
ferent value. For each station, multiple traffic categories with
different contention parameters can exist in parallel, thus
leading to internal contention in each station. The collisions
among internal contention are avoided by letting the highest
priority traffic category win the contention window.

The values of AIFS[AC], CWmin [AC], and CWmax [AC],
which are referred to as the EDCF parameters, are an-
nounced by the AP via beacon frames. The AP can adapt
these parameters dynamically depending on network condi-
tions. Basically, the smaller AIFS[AC] and CWmin [AC], the
shorter the channel access delay for the corresponding prior-
ity, and hence the more capacity share for a given traffic con-
dition. However, the probability of collisions increases when
operating with smaller CWmin [AC]. These parameters can



Ilias Politis et al. 5

be used in order to differentiate the channel access among
different priority traffic.

3.2. H.264/AVC standard overview

The Moving Picture Experts Group and the Video Coding
Experts Group (MPEG and VCEG) have developed a new
standard that promises to outperform the earlier MPEG-4
and H.263 standards, providing better compression of video
images. The new standard “advanced video coding” (AVC) is
published jointly as Part 10 of MPEG-4 and ITU-T Recom-
mendation H.264 [22]. Some of the important terminology
adopted in the H.264 standard are as follows.

(1) A field or a frame (of progressive or interlaced video)
is encoded to produce a coded picture. A coded frame
has a frame number, which is not necessarily related to
decoding order and each coded field of a progressive or
interlaced frame has an associated picture order count,
which defines the decoding order of fields.

(2) Previously coded pictures (reference pictures) may be
used for interprediction of further coded pictures. Ref-
erence pictures are organized into one or two lists, ref-
ered to as list 0 and list 1.

(3) A coded picture consists of a number of macroblocks.
Within each picture, macroblocks are arranged in
slices, where a slice is a set of macroblocks in raster
scan order. An I slice may contain only I macroblock
types, a P slice may contain P and I macroblock types,
and a B slice may contain B and I macroblock types.

H.264/AVC defines a set of three profiles, each support-
ing a particular set of coding functions and each specify-
ing what is required of an encoder or decoder that com-
plies with the profile. The baseline profile supports intra- and
intercoding (using I-slices and P-slices) and entropy cod-
ing with context-adaptive variable-length codes (CAVLC).
The main profile includes support for interlaced video, inter-
coding using B-slices, intercoding using weighted prediction
and entropy coding using context-based arithmetic coding
(CABAC). The extended profile does not support interlaced
video or CABAC but adds modes to enable efficient switching
between coded bitstreams (SP-and SI-slices) and improved
error resilience (data partitioning).

Potential applications of the baseline profile include
videotelephony, videoconferencing, and wireless communi-
cations; potential applications of the main profile include
television broadcasting and video storage; and the extended
profile may be particularly useful for streaming media ap-
plications. However, each profile has sufficient flexibility to
support a wide range of applications and so these examples
of applications should not be considered definitive.

The innovative feature on the development of H.264 en-
coder is the ability to use one or two of a number of previ-
ously encoded pictures (or frames) as a reference for motion-
compensated prediction of each intercoded macroblock or
macroblock partition. This enables the encoder to search for
the best match (the most correlated picture) for the cur-
rent macroblock partition from a wider set of pictures than
just the previously encoded picture. The encoder and de-

coder each maintains one or two lists of reference pictures,
containing pictures that have previously been encoded and
decoded (occurring before and/or after the current picture
in display order). Intercoded macroblocks and macroblock
partitions in P slices are predicted from pictures in a sin-
gle list, list 0. Intercoded macroblocks and macroblock par-
titions in a B slice may be predicted from two lists, list
0 and list 1. The configuration of the H.264/AVC encoder
used for the following simulations includes a reference list
0 that contains MREF = 5, number of previously encoded
pictures for motion compensated prediction, although in
the appendices there are simulation results for a reference
list of size MREF = 10 that prove that the proposed recur-
sive model of (8) is valid for any list 0 as long as MREF

≥ 2.

4. PROPOSED SCHEDULING ALGORITHMS

4.1. Even-loss distribution

In this scenario, each video sender has precalculated the dis-
tortion effect of each packet and the total video distrortion of
all the combination of dropped packets. The error combina-
tions may include individual packet losses, burst of dropped
packets with burst length B ≥ 2, or dropped packets sep-
arated by a short lag and any combination of the above.
These calculations are repeated in each transmission win-
dow. In the following analysis, each video sender can trans-
mit packets during a sliding window 36 frames long. The
packets in each transmission window, hence the resulted
losses, are considered correlated. Each video sender is in-
formed by the shared network about the available trans-
mission rate. According to the precalculated video distor-
tion, each sender may select the optimum pattern of pack-
ets to drop in order to optimize its transmission rate. The
“even-loss distribution” algorithm ensures that each video
stream will be evenly affected by the channel restrictions.
Therefore, each video sender will be required to drop on
average an equal number of packets. Although which pack-
ets will select to drop depends on the distortion prediction
model.

Each of the video streams is characterized by the aver-
age distortion due to the packet scheduling. The 802.11e net-
work has the ability to differentiate among different priority
traffic depending on several QoS criteria. According to the
“even-loss distribution” scenario, the 802.11e model that is
applied has been configured to differentiate among the mul-
tiple video streams based on their average distortion. As it
was said before, the number of dropped packets may be equal
on the average, among the video streams, however the result-
ing distortion is different for each video stream. Therefore,
the channel access differentiation that is applied in this sce-
nario indicates that the video stream with the highest dis-
tortion will be considered as high-priority traffic. The trade-
off between the high distortion due the “even-loss distrtibu-
tion” scheduling and the low-loss probability due to prior-
itization ensures that the resulting average distortion of all
video streams will be kept minimum.
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Table 1: 802.11e MAC parameters.

Access category AIFS CWmin CWmax Queue length Max retry limit

AC3 50 7 15 50 8

AC2 50 15 31 50 8

AC1 50 31 1023 50 4

AC0 70 31 1023 50 4

4.2. Greedy-loss distribution

On the other hand, “greedy-loss distribution” scheduling en-
sures that the most significant video stream will be less af-
fected by packet scheduling. The algorithm considers packet
scheduling jointly for all video streams. Thus, the limited
channel capacity available for video transmission will cause
a larger number of packets to be dropped by these video
senders that their video streams are least significant in terms
of context, coding, and QoS characteristics. In our analysis,
a video sequence that can be classified as significant for the
“greedy-loss distribution” algorithm is a video sequence that
the frames are highly correlated with each other, and a loss of
one will result to a large distortion effect over all correlated
frames. This phenomenon is even more distinct in the case
of multireference H.264/AVC coding. A lost reference frame
will result in a distortion effect that will not fade out quickly
and will affect all the forthcoming frames.

The “greedy-loss distribution” algorithm will cause un-
even losses among the multiple video streams. However,
this will be balanced by the priority categorization of the
802.11e configuration. Similar to the previous algorithm, the
prioritization scheme applied by the system will differenti-
ate the video streams in terms of average distortion due to
packet dropping. The tradeoff among the video distortion
and the priority categorization has different effects on the
video streams. The following section presents the simulation
results and includes a discussion over the interesting find-
ings.

5. SIMULATION SETUP AND RESULTS

This section evaluates the performance of the proposed
framework through a set of simulations. An NS-2-based
simulation environment with the appropriate extensions for
simulating 802.11e WLANs is adopted [23]. Three YUV
Quarter Common Intermediate Format (QCIF) 4:2:0 color
video sequences consisting of 300 and coded at 30 frames
per second are used as video sources (Foreman, News,
and Salesman). Each group of pictures (GOP) is struc-
tured as IPPPPPPP. and contains 36 frames, and the max-
imum UDP packet size is at 1024 bytes (payload only). The
H.264/MPEG-4 AVC encoder provided in [24] is used for en-
coding YUV sequences. We simulate a unicast H.264 video
transmission (one video server and one video client) utiliz-
ing a basic service set (BSS) at 1024 Mbps. The video frames
are then encapsulated into RTP packets using a simple pack-
etization scheme [25] (by one-frame one-packet policy). The
size of each RTP packet is maximally bounded to 1024 bytes.
Additionally, the server station generates background traffic
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Figure 1: Average PSNR (in dB) as a function of available transmis-
sion rate (in kbps) for the “even-loss distribution” algorithm. Com-
parison between the proposed and the simplified “additive” distor-
tion model for the video sequence Foreman.

(300 Kbps) using constant bit rate (CBR) over UDP, in order
to increase the virtual collisions at the server’s MAC layer.
Moreover, we include four wireless stations where each sta-
tion generates 300 kbps of data using CBR of data, overload-
ing the simulated 802.11e wireless network. The simulated
802.11e draft defines four access categories; AC3 corresponds
to the highest access priority, and AC0 to the lowest. Based
on this traffic specification, it is possible to differentiate the
H.264 frames at the MAC layer according to distortion.

The generated video packets are delivered through the
802.11e at the form of UDP/IP protocol stack. In our sim-
ulation, Table 1 depicts the MAC parameters for the simula-
tions.

5.1. Even-loss distribution scenario

In this scenario, we examine the performance of the pro-
posed distortion model (PDM) and the “additive” model
of (1) when they are applied in the “even-loss distribution”
scheduling algorithm. The available transmission bandwidth
is insufficient for the transmission of all three video streams
hence the scheduling algorithm is applied to distribute the
losses evenly among the streams. The video streams will
adapt their transmission rate by selecting to drop the op-
timum combination of packets. The number of packets
to drop is indicated by the “even-loss distribution” algo-
rithm, however which packets will be selected depends on
each video source and the distortion model that is used to
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Figure 2: Average PSNR (in dB) as a function of available transmis-
sion rate (in kbps) for the “even-loss distribution” algorithm. Com-
parison between the proposed and the simplified “additive” distor-
tion model for the video sequence News.
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Figure 3: Average PSNR (in dB) as a function of available transmis-
sion rate (in kbps) for the “even-loss distribution” algorithm. Com-
parison between the proposed and the simplified “additive” distor-
tion model for the video sequence Salesman.

pre-calculate packet distortion. In this case, there are two
distortion models that are compared, the PDM presented in
Section 2 and the “additive” model that omits the correlation
among the video pictures. Figures 1, 2, and 3 show the overall
Y-PSNR (dB) performances of PDM and “additive” overall
three sequences as a function of the available data rate (kbps)
on the shared 802.11e channel. It can be seen that PDM out-
performs “additive” over the whole range of values consid-
ered for the available transmission rate. This is due to the
fact that PDM exploits the knowledge about the correlation
of referenced frames and can therefore predict accurately the
optimum combination of dropping packets that will result
in minimum distortion on the reconstructed video. Thus, by
applying the PDM, users will drop packets from their trans-
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Figure 4: Average PSNR (in dB) as a function of available trans-
mission rate (in kbps) for the “even-loss distribution” algorithm.
Comparison between the proposed distortion model for all testing
video sequences.

mission windows that will have the least impact on the over-
all quality of the reconstructed videos. As can be seen from
the figures, the performance gain of PDM over “additive” is
1 dB on average for the Foreman sequence and reaches 2.5 dB
when the transmission rate is 85 Kbps. The same applies for
the News sequence of Figure 2, where on average the dis-
tortion due to packet dropping is improved with PDM by
0.5 dB compared with the “additive” model. Figure 3 shows
that 0.5 dB on the average is the PDM gain against “additive”
for the Salesman sequence as well. Additionally, in Figures 2
and 3, it is evident that as the available transmission increases
the two distortion models are converging since the dropped
packets are less and the resulting video quality degradation is
minimum. This phenomenon is not clear in the case of Fore-
man since the “even-loss distribution” algorithm allocates
the number of packets to drop evenly to all video streams.
This affects Foreman sequence significantly as the context of
this particular video contains fast moving pictures and mo-
tion scenes with low correlation among video frames. It is
evident in Figure 1 that there is an occasion during the sim-
ulations that the average PSNR of Foreman drops roughly by
2 dB between 85 kbps and 90 kbps. This means that the al-
gorithm chooses to drop packets from this video stream and
at the same time increase the quality of the others. This is
shown clearly in Figure 4 where all PDM-based streams are
plotted together. This figure illustrates the tradeoff between
the distortion increase due to packet dropping imposed by
the “even-loss distribution” algorithm and the prioritization
mechanism of 802.11e that tends to minimize further qual-
ity degradation and in some cases even increases the video
quality. The Salesman sequence has on average a constant
PSNR of 37.5 dB over all available rates. On the other hand,
the Foreman and News sequences are competing with each
other. When the PSNR of Foreman is high (38 dB at 88 kbps)
the corresponding PSNR of the News is minimum (34 dB at
88 kbps). This is due to the fact that these two sequences
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Figure 5: Average PSNR (in dB) as a function of available trans-
mission rate (in kbps) for the “greedy-loss distribution” algorithm.
Comparison between the proposed and the simplified “additive”
distortion model for the video sequence Foreman.
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Figure 6: Average PSNR (in dB) as a function of available trans-
mission rate (in kbps) for the “greedy-loss distribution” algorithm.
Comparison between the proposed and the simplified “additive”
distortion model for the video sequence News.

have scenes with motion or changing backgrounds; hence
the correlation among the reference frames varies accord-
ingly. Therefore, there may be cases where a dropped packet
may cause a dramatic effect on the distortion of these two se-
quences and cases that a dropped packet may not affect the
overall distortion significantly. Finally, as it was expected the
combination of “even-loss distribution” algorithm and pri-
ority categorization provides on the average better quality for
News and Salesman and worse quality for Foreman due to its
randomly distrtibuted correlations among its frames.

5.2. Greedy-loss distribution scenario

In this scenario, we evaluate the performance of the PDM
and the “additive” model when they are applied to the
“greedy-loss distribution” scheduling algorithm and the
802.11e channel access differentiation scheme. The difference
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Figure 7: Average PSNR (in dB) as a function of available trans-
mission rate (in kbps) for the “greedy-loss distribution” algorithm.
Comparison between the proposed and the simplified “additive”
distortion model for the video sequence Salesman.

with the previous scenario is that in this case the “greedy-
loss distribution” algorithm allocates the number of dropped
packets unevenly to the three video streams. Since a video
sequence, demanding in terms of quality context, is greater
affected even by small losses, the logarithm will tend to al-
locate more transmission bandwidth to this video stream.
However, this uneven loss distribuion will be balanced by
the prioritization scheme that will improve the quality of
the most distorted video stream. The simulation results are
shown in Figures 5, 6, and 7. In all cases, the PDM outper-
forms the “additive” model for up to 1.5 dB for Foreman at
82 Kbps, 1.5 dB for News at 95 Kbps, and 0.5 dB for Salesman
at 85 Kbps. In addition to that, by comparing Figures 1 and
5, the Foreman PSNR for the “even-loss distribution” and the
“greedy-loss distribution” algorithms, it is evident that the
latter improves the total distortion of the video. However,
the same applies less to News and does not apply to Sales-
man. These two sequences have been positively affected by
the “even-loss distribution” algorithm compared to Foreman,
but the “greedy-loss distribution” scheduling has improved
the distortion effect of Foreman sequence as it is the most de-
manding in terms of context of the three. Figure 8 shows the
PDM-based “greedy-loss distribution” algorithm and prior-
itization plots for all three video streams. The improvement
on Foreman PSNR compared to Figure 4 is evident.

6. CONCLUSIONS

This paper proposes a novel framework based on two
scheduling algorithms named “even-loss distribution” and
“greedy-loss distribution” for effective packet scheduling and
optimized differentiated channel access that minimizes the
overall distortion of the video streams. The framework is
based on a new distortion prediction model which takes into
consideration the high correlation among reference frames of
H.264/AVC. The proposed distortion model has been eval-
uated against real measurements and is compared with the
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Figure 8: Average PSNR (in dB) as a function of available trans-
mission rate (in kbps) for the “greedy-loss distribution” algorithm.
Comparison between the proposed distortion model for all testing
video sequences.

simplified “additive”-based distortion model that omits the
correlation among the frames. The “even-loss distribution”
algorithm aims to allocate the packet losses evenly to all video
streams. The scheduling algorithm indicated the number of
packets that should be dropped by each video source in or-
der to adapt its rate to the available transmission bandwidth.
However, which packets will be selected depends on the pre-
calculated packet distortion based on the PDM. The imposed
distortion due to packet dropping is balanced by a modified
802.11e system that supports video stream categorization to
different priority classes based on the average distortion. The
simulations show that this scheme can improve the video dis-
tortion of the reconstructed video at the receiver end. How-
ever, it also shows that demanding video sequences in terms
of context are affected more significantly by this approach.
The “greedy-loss distribution”algorithm on the other hand,
allocates more transmission rate to video streams with com-
plex context and video scenes. Hence, the imposed distortion
due to packet dropping is kept minimum, although the pri-
oritization mechanism will treat these video streams as low
priority traffic. Simulations show that on average the latter
scenario is more effective for all streams, especially effective
for demanding sequences with randomly distributed depen-
dences among the frames of the sequence.

APPENDIX

A. EVALUATION OF DISTORTION MODEL

The proposed distortion model (8) is verified through ex-
tensive simulations of a standard video test sequence and
is compared with actual measurement and the additive dis-
tortion model previously described. Coding and decoding is
performed by using JM12 of the H.264/AVC video compres-
sion standard [24]. The selected test video sequence is Fore-
man at QCIF resolution with 300 video frames at 30 fps and a
constant quantization step that results in an average PSNR of
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Figure 9: Single frame loss and error propagation. (a) Reference
frame list size MREF = 5. (b) Reference frame list size MREF = 10.

36 dB. The size of the reference frames list varies from 5 to 10
frames. According to H.264 standard, the selected reference
frames are frames that have been encoded and stored prior
to the current frame. Every 4 frames, a slice is intra-updated,
corresponding to an intraframe update period of N = 4× 9.

Figure 9 illustrates the distortion effect for the loss of a
single frame in two cases, where 5 and 10 frames are used as
reference frames, respectively. The comparison between the
proposed model and the measured distortion clearly indi-
cated that the proposed model accurately captures the dis-
tortion effect as long as there are reference frames stored in
the decoder for motion vector prediction.

Figure 10(a) illustrates the MSE plotted for different
burst error lengths. It clearly shows that the distortion due
to varying burst error length is not equivalent to the sum of
isolated losses (1), which is also consistent with [13]. Appar-
ently, the proposed model is very accurate in the calculation
of the distortion, allowing only adeviation from the actual
data of ±0.4 dB. Moreover, Figure 10(b). plots the total dis-
tortion due to two frame errors separated by a lag, where the
first erroneous frame is Frame 38. It can be shown that the
proposed model accounts for the resulted distortion very ac-
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Figure 10: (a) Total distortion versus burst error length. (b) Total
distortion of two losses with lag (first error frame at 38 and the sec-
ond 38 + lag.)
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Figure 11: Average total distortion versus packet loss.

curately, as it considers the correlation between each pair of
error frames as opposed to the additive model.

Finally, in Figure 11 the averaged distortion is plotted for
different packet losses. Each packet loss is the result of differ-
ent error frame patterns. In order for the model to be precise,
up to 10 000 random combinations of the 100 video frames
have been used for the calculation of the actual video distor-
tion and the proposed recursive approach of (6). It is clear
that the model follows the actual distortion very closely even
at high packet losses. In particular, at packet loss beyond 9%
the distortion model deviates from the actual measurements
approximately by 1000 in MSE distortion.
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