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&e article uses virtual lending scenarios to study the influence of attribute frame effect on undergraduates’ loan decisions. &e
results show that undergraduates have attribute frame effects in the three major areas of electronic products, life entertainment,
and learning and training.&ere is a significant difference between the positive frame and the negative frame; that is, they are more
inclined to make loan decisions under the positive frame. According to the research results, the article designs a loan risk
assessment model based on Kohonen neural network and conducts simulation experiments. &e experimental results show that
the model’ classification accuracy is 72.65%.

1. Introduction

Nowadays, undergraduates’ consumption concept such as
comparison consumption and overspending has become
prevalent. In 2009, the CBRC issued the Notice on Further
Regulation of Credit Card Business, which demanded banks
and financial institutions not to issue credit cards to students
under 18-year-old. Besides, while issuing credit cards to
students who have reached 18-year-old but do not have a
stable income source, they need to achieve a second source of
repayment with the ability to repay, after which major banks
have tightened the credit card business to undergraduates. In
contrast to the high threshold and severe audit of banks and
financial institutions, peer-to-peer (P2P) lending platforms
emerged in July 2013 and were favored by undergraduates
for their convenience of application, simple procedures,
rapid lending, and no mortgage. In order to improve the
market share, the platforms have developed their business to
universities and quickly developed P2P lending for under-
graduates. Besides, to attract undergraduates to apply P2P
lending, the platform usually attracts customers through
inducing and opaque slogans. &is makes it easy for un-
initiated undergraduates to lose themselves in borrowing

and consumption, making borrowing decisions that are not
in line with their spending power. A range of negative events
have occurred frequently since then, and even vicious events
have happened. &e chaos of campus P2P lending has al-
leviated since proposing the corresponding regulations and
policies in 2016; thus, the use of campus P2P lending has
been controlled. Simultaneously, the P2P lending platforms
are not allowed to promote on campus, and universities have
started to educate students to stay away from warning cases.
By contrast, undergraduates who take P2P lending and
installment consumption still occupy a particular propor-
tion, and news of crisis made by the inability to repay the
loan on time is common. Excessive repayment pressure can
easily point to psychological crisis events. Additionally,
regular overconsumption through P2P lending will un-
doubtedly change students’ consumption habits, affect
credit, and carry a heavy burden to families, which is also a
negative factor influencing social harmony and stability
from the social prospect. &erefore, research on the psy-
chology of undergraduates’ P2P lending consumption and
introducing effective educational measures can overcome a
range of negative effects of campus P2P lending. In the
meantime, it can also lead undergraduates to construct
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rational consumption concepts and financial concepts and
prevent crisis events.

&e article uses virtual lending scenarios to study the
influence of attribute frame effect on undergraduates’ loan
decisions and designs a loan risk assessment model to solve
this situation.

2. Related Work

P2P (peer-to-peer) lendingmeans the verification of relevant
information, money issuance, contracts signing, and other
related procedures and process, all realized through the
Internet. P2P lending implies individual-to-individual
lending, a financial model in which individuals present small
loans to other individuals via a third party on the premise of
charging interest. On the other hand, campus P2P lending
determines the online financial service that integrates P2P
lending and network lending for college students.

Most borrowers of campus P2P lending platforms only
require to implement a relevant proof of identity to apply for
loans or installment consumption without collateral or
guarantee. &e platform does not rigidly examine the ap-
plication information, and some platforms do not have the
responsibility of due diligence; hence, undergraduates can
use other students’ identity information to reach loans
quickly. &e lax audit and inadequate supervision make it
challenging for some students to get rid of it and make the
platform full of risks.

In 2016, the Special Research Report on China’s Campus
Consumer Financial Market issued by Yiguan &ink Tank
surveyed 80 mainstream P2P lending platforms in the
market [1]. &e outcomes revealed that the average monthly
interest rate was 0.92%, which translated into monthly in-
terest repayment and capital repayment, and the actual
annualized interest rate was regularly over 20%, some even
up to 35%. Once the repayment is overdue, 48% of the
platforms have unknown overdue rates, and 58% of the
platforms that clearly announce overdue rates have a daily
rate of 1% after the overdue date. Subsequently, P2P lending
platforms also have so-called service fees, default fees, and
other charges, but they are never explicitly stated in the
advertisements, attracting undergraduates to borrow with
opaque and inducing advertising slogans.

&e use of net loans for advanced consumption has
become a common phenomenon among college students.
In 2015, Tencent Technology published a survey entitled
Report on the Real Demand for undergraduates’ Installment
of P2P Lending, which showed that approximately 60% of
undergraduates used installment loans to buy electronic
products and 39.8% of them were expected to borrow more
than 2, 000 yuan, but 65.1% of them lived on only 500 yuan
to 1,500 yuan per month at that time [2]. In 2016, in the
Special Research Report on China’s Campus Consumer Fi-
nancial Market published by EnfoDesk, undergraduates
utilized installment consumption relatively frequently, with
36% of active users and 66% stickiness to the installment
platform, with 70% of males in installment consumption
and 86% consumption took for purchasing electronic
products [3]. In contrast to the extensive application of

installment consumption for overspending, the 2017 Survey
Report on the Credit Status of Chinese undergraduates re-
leased by CSCU revealed that only 65% of undergraduates
who took campus loans would calculate the total cost of the
loan [4]. However, 35% of students did not even com-
prehend the actual cost of interest but only obey what the
campus loan platform tells them. If they could not repay the
loan on time, 42% of students did not ask their families for
assistance, and 65% of them did not know their credit
reports. Based on the Consumption Insight Report of College
Students in 2018 released by iResearch, in 2017, the annual
consumption scale of 30.18 million undergraduates was as
high as 381.568 billion yuan [5]. &e online e-commerce
platform was the main channel for college students’ con-
sumption, and Ant Credit Pay and JD Baitiao were the
preferred installment consumption techniques for
undergraduates.

Jing surveyed 792 undergraduates in Yunnan, and the
consequences explained that 33.2% of students had expe-
rienced P2P lending [6]. Fan managed a survey on students
in six universities in Yunnan, and the outcomes revealed that
24.63% of students had adopted P2P lending, of which
55.71% were male students, 77.58% were senior students
(juniors and seniors), and 85.39% of students had P2P
lending of less than 5, 000 yuan [7]. Fu surveyed under-
graduates, and the results explicated that 27% of students
had applied P2P lending, 24.7% of them regarded P2P
lending to be safe, and 35.9% of them cited parents and
online reviews as the main influencing factors for P2P
lending determination [8]. Cong et al. surveyed 672 students
in one of the universities in Shanghai, and the outcomes
proved that 56.1% of students had taken P2P lending online
loan platforms, with a higher proportion of male students
utilizing P2P lending, accounting for 61.02%, and 53.44% of
female students [9].

In 2015, CMRC and Beijing Yixin Zhicheng Credit
Management Co., Ltd. jointly published the Kindling
Project—National Research Report on undergraduates’
Credit Awareness—which revealed that most undergrad-
uates who lacked a reasonable budget for money have a
weak awareness of P2P lending and were significantly
lacking in credit knowledge. Meanwhile, more than 80%
of undergraduates did not comprehend personal credit
reports, and 30% did not understand that overdue records
would be recorded in personal credit reports and influ-
enced their future financial lives [3]. Furthermore, only
12% of them knew that the overdue records in credit
reports were kept for several years, and 40% of them were
late in repayment, and 10% of them repaid through
borrowing.

&e trend of consumerism has enhanced society’s
mainstream and has exceedingly affected contemporary
undergraduates’ consumption concept. Contemporane-
ously, the spurt development of major e-commerce plat-
forms and the overwhelming advertisements of large and
small consumer festivals continually influence undergrad-
uates’ rational nerves. Consumerism is constantly alienating
people’s economic behavior, and bad trends simply affect
undergraduates whose world and life perspective values are
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not yet completely built up to make irrational behavioral
decisions.

According to Erikson’s theory of psychological devel-
opment step, undergraduates are in self-identity integration.
At this step, the group of undergraduates has the compelling
requirement for identity, and the internal standards will turn
into the guidelines that undergraduates have to obey; oth-
erwise, they will feel tremendous internal and external
pressure. &e same is true for the consumption process. In
consumption, undergraduates will consume and pick goods
through imitation, conformity, and assimilation to obtain
their peers’ praise or envy.&is variety of consumer behavior
is also one of the triggers for blind, irrational consumption.

Currently, the laws, regulations, and industry self-reg-
ulation norms for P2P lending are not yet perfect. In order to
reach the enormous profit of undergraduates, primary
campus P2P lending platforms utilize advertising, QQ
groups, WeChat official accounts, Weibo, and other com-
munication media to incite the excessive consumption of
undergraduates to expand market share. &ey induce un-
dergraduates to take out P2P lending with advertisements
such as “without a down payment, zero interest rate, no
collateral, receive the payment in ten minutes” and delib-
erately evade the description of borrowing risks. If under-
graduates are late in repaying the loan, the P2P lending
platform employs malicious disclosure, harassment, threats
to violently drew the loan, or illegally applies the student’s
personal information for personal gain.

3. Research on the Influence of Attribute Frame
Effect on the LoanDecision ofUndergraduate

3.1. Attribute Framing Effects. In 1981, Kahneman and
Tversky discovered a framing effect in the decision-making
process, i.e., changing the expression form of essentially the
same decision plan could inspire people to make diverse
decisions [10]. Levin et al. defined the framing effect into
risky choice framing effect, attribute framing effect, and goal
framing effect based on three dimensions: the object being
framed, the object influenced by the framing, and the
standard measurement of the effect, and argued that the
three types of framing effects were independent of each other
and symbolized separate processing processes [11].

&e attribute framing effect refers to the fact that a
consequence or event can be rated separately in attrac-
tiveness based on some of its attributes d1, d2, d3 ..., dn, with
positive framing showing the attribute as A+ (e.g., success,
getting slender) and negative framing revealing it as A− (e.g.,
failure, getting fatter). &e attribute framing effect indicates
that subjects are more inclined to make higher attractiveness
ratings for consequences or events in the A+ context relative
to consequences or events in the A− context.

&e attribute framing effect has two characteristics as
follows. (1) &e risk-free attribute framing effect involved
only the rating of things and did not include the choice of
risky conditions, whereas the choice of risky conditions was
present in the risk framing effect and the goal framing effect
(see Levin et al. [11]). (2) &e specificity attribute framing
effect only impacted the rating process of commodity rating,

performance appraisal, and gambling (see Wen et al. [12]),
whereas the risk and goal framing were pervasive (see Levin
et al. [11]). For example, if a student requires to borrow 6,
000 yuan to get a cell phone, one lending platform defines
“borrowing for 12 months with a monthly repayment of 580
yuan.” Another platform describes “borrowing for 12
months interest-free, but you have to pay a monthly fee of
$80.” In the same repayment amount, only the variation in
the described approach can surely influence the under-
graduates’ P2P lending decision. Various P2P lending
platforms utilize this kind of inducement or ambiguous
slogan to attract undergraduates to choose them.

3.2. Research Subjects and Research Methods. &e research
subjects were students from the first to the fourth year in one
of the universities in Shenyang, 600 questionnaires were
distributed according to random sampling, and 581 valid
questionnaires were obtained. Among them, 342 (58.9%)
were male students, 239 (41.1%) were female students, 198
(34.1%) were first-year students, 166 (28.6%) were second-
year students, 123 (21.2%) were third-year students, and 94
(16.2%) were fourth-year students. &e questionnaire was
self-administered, and the questions were designed to know
undergraduates’ P2P lending consumption and the impact
of the attribute framing effect on P2P lending decisions.

3.3. Undergraduates’ Consumption of P2P Lending. &is
paper intuitively knew the usage and distribution features of
undergraduates’ monthly living expenses through the
questionnaire survey. &e total monthly living expenses of
RMB 1000 and below valued for 9.1%, RMB 1000 to 1500
occupied for 34.9%, RMB 1500 to 2000 accounted for 32.5%,
RMB 2000 to 2500 valued for 16.5%, and RMB 2500 and
above occupied for 6.9%, with average monthly living ex-
penses of RMB 1656.9. In general, there was a certain gap in
the level of expenses among individual undergraduates.

&e distribution of living expenses was principally fo-
cused on six areas: food and drink, clothing, shoes, and hats,
make-up and daily necessities, electronic products (including
game equipment), living and entertainment, and learning and
training. &e proportion of food and drink valued for the
most significant proportion of monthly expenses accounted
for 35% to 55% of monthly expenses, with only 6.8% of
students accounted for less than 35% (Table 1). It was
noteworthy that gatherings, a common form of daily inter-
action among undergraduates, also occupied a specific pro-
portion of monthly expenses. &ere was a meaningful
variation between male and female students in three cate-
gories of living expenses: clothing, shoes, and hats, cosmetics,
and electronic products (including gaming devices). Among
the females, 60.1% spent more than 20% on clothing and
shoes and 51.2% spent more than 20% on daily necessities.
&e proportion of males who spent more than 20% in these
two categories was lower, 41.2% and 19.7%, individually. In
electronics (including gaming devices), 32% of the males
spent more than 15% of their monthly electronic products
expenses. In terms of living and entertainment expenses, 64%
of females spent more than 20% of their monthly expenses
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and 61% of males spent more than 20% of their monthly
expenses, so it could be observed that living and entertain-
ment expenses were more extensive in the undergraduates.
&e proportion of learning and training consumption was
low, with 89% of them spent less than 10% of their monthly
expenses on learning and training, and the difference between
male and female students was not noticeable.

&e survey revealed that undergraduates’ awareness of
online loans was inadequate, and the phenomenon of insuf-
ficient financial knowledge was still common. &e outcomes
showed that 70% of undergraduates did not know much or
even comprehend the process of P2P lending, and only half of
them would determine the comprehensive cost of interest
before applying P2P lending. Approximately 80% of them
would not ask for help from their families if they could not
repay the loan on time, and less than 30% of them knew about
their credit reports (Table 2). Online platforms and friends
were the main channels for them to learn about P2P lending.

&e investigation revealed that only 30% of under-
graduates would decide to give up consumption if their
living expenses cannot satisfy their expenses, and the
awareness of rational consumption was inadequate. Among
them, females were comparatively more rational, and 68% of
the people who gave up consumption were females. 12.2% of
undergraduates have utilized P2P lending, and the main
reasons for taking P2P lending were low threshold and fast
lending. Classmates and friends and interest rates were the
main reasons for taking P2P lending; 70% of them took P2P
lending with RMB 2,000 to 4,000 yuan for consumption and
shopping (Table 2).

3.4. 4e Influence of Attribute Framing Effect on the Loan
Decision ofUndergraduate. &e attribute framing effect only
influences the evaluation process of commodity evaluation,
performance assessment, and gambling. As a result, relying
on the attribute framing effect, this article also composed a
virtual borrowing scenario to analyze further the effect on
undergraduates’ lending decisions.

&e virtual P2P lending scenario materials are extracted
from a specific characteristic of the commodity, and the
positive frame designates this characteristic positively

(Table 3). In contrast, the negative frame describes it neg-
atively to investigate whether the lending description affects
the reception decision. According to undergraduates’ life
scenarios, this research picked electronic products, living
and entertainment, and learning and training among the six
major life expenses for the material design. &e three sce-
narios of purchasing cell phones, travel expenses, and in-
sufficient training expenses were adopted to represent
positively and negatively, and the responses were scored on a
five-point Likert scale.

Undergraduates had attribute framing effects in the three
major areas of electronic products, living and entertainment,
and learning and training, and the distinction between
positive and negative frames was meaningful (Table 4). &at
is, they were more inclined to make borrowing decisions
under the positive frame. Accordingly, the description of
borrowingmatters by lending platforms could widely impact
undergraduates’ borrowing behavior. &e demographic
variable analysis also revealed no critical difference in un-
dergraduates’ borrowing decisions with various living ex-
penses and diverse genders in the three major domains
under the attribute framework (Tables 5 and 6).

3.5. Discussion. &e survey explained that subsistence
consumption and enjoyment consumption were the prin-
cipal consumption patterns of undergraduates, particularly
enjoyment consumption accounts for a higher proportion.
On the other hand, the proportion of developmental con-
sumption was comparatively low, the proportion of over-
consumption was high, and the phenomenon of inadequate
knowledge of P2P lending and insufficient financial
knowledge was also widespread. Meanwhile, the attribute
framing effect also had an essential influence on the bor-
rowing decision process, and the induced slogan of P2P
lending platforms might influence undergraduates to de-
termine to borrow blindly. &erefore, it was crucial to
promoting financial literacy and mastered financial
knowledge for undergraduates. University should develop
education channels, supervise undergraduates to launch
rational consumption concepts, master financial credit
knowledge, and enhance financial management ability and

Table 1: Undergraduates’ perception of P2P lending consumption.

Serial
no. Issue Option percentage

1 Knowledge of P2P lending process and business Do not understand
9.0%

Do not know
much 60.1%

Better understand
25.5%

Know well
5.5%

2 Understand the channels of P2P lending Network platform
35.9%

Media advertising
28.2%

Classmates and
friends 31.2%

Relatives
4.8%

3 Will the comprehensive cost of interest be
measured before applying the P2P lending? Yes 53% No 47%

3 Whether P2P lending is safe or not Yes 35.5% No 64.5%

4 Attitude towards P2P lending Convenient 47.8% Low threshold
54% High interest 72.1% High risk

67.1%

5 Will you ask your family for help when you
cannot make repayments on time? Yes 21.9% No 78.1%

6 How much do you know about personal credit
reports?

Do not understand
32.5%

Do not know
much 42.2%

Better understand
17.6%

Know well
7.7%
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Table 3: Materials for virtual scenarios.

Living expenses Description
frame Scenario material

Electronic product

Positive frame

Suppose you intend to buy a new mobile phone, but the price of 6000 yuan is beyond your
budget, and now a P2P lending platform proposes installment purchase business with fees. If you
choose 12 installments, you need to repay 500 yuan per month. How much are you willing to

pick the P2P lending at this time?

Negative frame

Suppose you intend to buy a new mobile phone, but the price of 6000 yuan is beyond your
budget, and now a P2P lending platform proposes installment purchase business with fees. If you
choose 12 installments, you need to pay an extra fee of 80 yuan per month. How much are you

willing to pick the P2P lending at this time?

Living and
entertainment

Positive frame

Suppose you plan to travel with your classmates during the short holiday, but the cost of 3, 000
yuan surpasses your living budget. Currently, a P2P lending platform drives a one-month
interest-free loan service. If the lending is fast within one month, no interest is required. To
repay, you demand to repay 0.2% of the loan amount every day, that is, to repay an extra 6 yuan

in interest every day. How much are you willing to pick the P2P lending at this time?

Negative frame

Suppose you plan to travel with your classmates during the short holiday, but the cost of 3, 000
yuan surpasses your living budget. Currently, a P2P lending platform drives a one-month
interest-free loan service. If the lending is fast within one month, no interest is required. To
repay, you need to repay 6% of the loan amount every month, that is, to repay an additional 180
yuan in interest per month. How much are you willing to pick the P2P lending at this time?

Learning and training

Positive frame

Suppose you plan to engage in an overseas study tour during the holiday, but the cost of 6000
yuan surpasses your living budget. Currently, a P2P lending platform establishes a six-month
low-interest loan business, charging a service fee of 1.7% of the loan amount per month, which is
100 yuan per month, if you pay back on time for the month. How much are you willing to pick

the P2P lending at this time?

Negative frame

Suppose you plan to engage in an overseas study tour during the holiday, but the cost of 6000
yuan surpasses your living budget. Currently, a P2P lending platform establishes a six-month
low-interest loan business, charging a service fee of 10% of the loan amount, which is 600 yuan
per month, if you pay back on time for the month. How much are you willing to pick the P2P

lending at this time?

Table 2: &e consumption status of undergraduates’ P2P lending.

Serial
no. Issue Option percentage

1 While living expenses
cannot satisfy expenses

Give up spending
34%

Borrow from friends and
relatives 10.1%

Use consumption
installment 41.5%

Use P2P lending
14.3%

2 Have you used P2P
lending? Yes 12.2% No 87.8%

3 Reasons for selecting P2P
lending

Convenient audit
17.6% Low threshold 35.5% Quick release of funds

38.9%
Flexible repayment

8%

4 Reasons that affect the
choice

Online review
16.9% Classmates and friends 53% Interest 30.1%

5 Choose the amount of P2P
lending

Less than 2000
18.2% 2000 to 3000 39.4% 3000 to 4000 32% More than 4000

10.3%

6 Use of P2P lending funds Temporary
emergency 17%

Consumption and
shopping 70.2%

Learning and training
5.2%

Entrepreneurship
7.6%

Table 4: Under the attribute framework, the differences in the loan
decisions of undergraduates in the three scenarios.

Living expenses Description frame t
Electronic product Positive frame 1.874∗∗

Negative frame
Living and entertainment Positive frame 3.016∗∗

Negative frame
Learning and training Positive frame 4.285∗

Negative frame
Note.∗: p< 0.05; ∗∗: p< 0.01; ∗∗∗: p< 0.001.

Table 5: Comparison of decision-making differences between
various levels of living expenses under the attribute framework.

Serial no. Areas of living expenses F
1 Electronic product 0.26
2 Living and entertainment 0.315
3 Learning and training 0.248
Note. ∗: p< 0.05; ∗∗: p< 0.01; ∗∗∗: p< 0.001.
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self-planning. Moreover, to advance financial management
ability and self-planning level, undergraduates were assisted
to keep rational consumption in the contemporary society
where consumerism was prevalent, the spirit of struggle was
stimulated, and self-development was made the main theme
of university life.

4. TheRiskAssessmentModelofUndergraduate
Loan Behavior

4.1. Kohonen Neural Network-Based Risk Assessment Model.
Artificial neural network (ANN) is based on the basic
principles of neural networks in biology. After compre-
hending and abstracting the structure of the human brain
and the response mechanism of external stimuli, it is a
mathematical model that affects the processing mechanism
of the human brain’s nervous system for complex infor-
mation under the theoretical knowledge of network topol-
ogy. &is model is characterized by parallel distributed
processing capability, high fault tolerance, intelligence, and
self study, and this model combines information processing
and storage. Meantime, its unique knowledge representation
and intelligent adaptive learning capability have attracted
attention in multiple disciplines [13].

Kohonen network is a self-organizing feature mapping
network introduced by Professor Kohonen in Finland. In the
biological nervous system, there is a phenomenon of lateral
inhibition; that is, after a nerve cell is stimulated, it will have
an inhibitory impact on the surrounding cells. &is inhi-
bition will provoke competition between nerve cells. &e
competition’s outcome is that the winner is excited, and the
loser is inhibited, and the Kohonen network copies this
biological phenomenon. If a neural network accepts external
input patterns, it will be split into numerous corresponding
areas. Every area has diverse response features to the input
mode, and this process is done automatically. &e self-or-
ganizing feature map is based on this prospect, and its
features are similar to the self-organizing feature of the
human brain. Kohonen neural network is an unsupervised
learning neural network with self-organization function.
&rough its own training, the network can automatically
classify the input mode.

In terms of network structure, it is regularly a two-layer
network consisting of an input layer and a competing layer.
&e neurons between the two layers fulfill bidirectional
connections, and the network has no hidden layer. Some-
times there are also lateral connections between the neurons
in the competitive layer. In the learning algorithm, it mimics
the kinetic principles of excitation, coordination, and in-
hibition, and competitive action of information processing

between biological neurons to manage the learning and
working of the network, unlike most neural networks that
utilize the mistake or energy function of the network as the
criterion of the algorithm.

&e basic idea of the competitive neural network is that
each neuron in the network competes to reply to the input
pattern. Eventually, only one neuron converts the winner
of the competition. &is winning neuron designates the
classification of the input pattern. In the competition layer,
only one winning neuron will be generated for each sample
input [14]. Considering that the input layer hasm neurons
and the core layer has n neurons, the weight should be an
m∗n matrix. If the input vector is p � [p1, p2, . . ., pn], the
output of the network is Y�Pω. In reply to the n neurons in
the competition layer, one neuron must become the
winning neuron Yk. &e weight correction method of the
winning neuron is Δωik, � η(Pi−ωik)Yk. It can be observed
that the weight is close to the sample Pi at a rate of η
because the weight of the winning neuron Yk is near to the
input sample Pi. Consequently, Yk has a more prominent
probability of winning in the next iteration. If the step size
of the rate η is suitable, the input sample’s network weight
corresponding to the winning neuron will approach the
input sample, and the gap will become smaller and tinier
[15].

In order to accommodate the characteristics of online
lending and borrowing decisions, the Kohonen network is
enhanced to make it clustered. An additional output layer is
added after the competitive layer to turn it into a supervised
learning network [16]. &e number of neurons in the added
output layer is identical to the number of suitable categories in
the database. &e neurons’ connection weights in the output
layer and the neurons in the competitive layer are ωjk. If the
weights are modified, the weights of the input layer and those
of the competing layer and the output layer are adjusted
concurrently in two categories, and the weights are adjusted
as ωjk(n+ 1)�ωjk(n) + η2(Yk−ωjk(n)). Among them, ωjk is the
weight between the core and output layers, η2 is the learning
rate, and Yk is the actual class to which the sample belongs.

&e borrowing risk of undergraduates principally in-
cludes both personal factors and platform factors. In ac-
cordance with this study’s outcomes, age and gender
influence borrowing decision, and consumption and per-
sonal credit status can also effectively evaluate under-
graduates’ daily consumption level and credit history. &e
platform factors comprise the information attribute
framework of P2P lending in this research and the interest
rate, late interest rate, and default loss of lending. If the P2P
platform presents information through an active frame-
work, the borrowing interest rate and overdue interest rate
are not high, and the default loss is small, and under-
graduates will make borrowing decisions. Hence, under-
graduates’ borrowing risk model indicators involve age,
gender, consumption, personal credit status, attribute
framework of P2P lending information, interest rate,
overdue interest rate, and default loss. Since the neural
network cannot identify the textual content, the chosen
model indicators are numerically transformed before
simulation training. Every indicator’s textual information

Table 6: Comparison of decision-making differences between
different genders under the attribute framework.

Serial no. Areas of living expenses T
1 Areas of living expenses 1.7
2 Electronic product 0.98
3 Living and entertainment 1.45
Note. ∗: p< 0.05; ∗∗: p< 0.01; ∗∗∗: p< 0.001.
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is quantified into a distinct value between [0, 1] according
to the probability size of default risk.

&e simulation experiment of the model selects the data
set of the number of loan borrowers as the analysis sample,
of which 34 are nondefaulting borrowers, 16 are default
borrowers, and the credit rating is A (the highest grade), B,
C, D, E, and HR (the lowest grade). With the chosen 8
indicators as input, the number of neurons in the input layer
is set to 8, the distance function is set to the dist function, the
network topology is 8∗ 8, that is, the competition layer has
64 neurons, and the number of network learning is 10000
times. &e data set comprises 6 varieties of credit ratings, so
there are 6 varieties of the data set, and hence 6 extra input
layer neurons are added.

4.2. Simulation Results. Simulation experiments are man-
aged based on theMATLABR2014b platform, and the results
are revealed in Table 7. &e overall accuracy of the model is
72.65%, the data volume of defaulted borrowers with E credit
rating is small, and the sample learning is not adequate
(Table 7). As a result, the accuracy rate is lower, and each
credit rating model’s prediction ability is more vital for the
other two kinds of borrowers.

5. Recommendations

5.1. Improve Laws and Regulations and Complete Regulatory
Mechanism. As a new variety of lending, P2P lending has
implemented numerous impetus to developing the financial
industry. However, a thorough regulatory mechanism has
not been built in time with the industry’s successful de-
velopment, making a range of social problems in the early
stage of development. Some of the regulations in the
Contract Law of the People’s Republic of China and the
Opinions of the Supreme People’s Court on the Trial of
Lending Cases by the People’s Courts are currently the
relevant legal basis for P2P lending. With the spurt of de-
veloping P2P lending, related departments have published
management measures to manage it one after another. In
2015, the Central Bank led the formulation of the Guiding
Opinions on Promoting the Healthy Development of In-
ternet Finance, which supervised network lending, a com-
ponent of the seven major Internet finance industries. In
2016, the China Banking Regulatory Commission took the
lead in composing the Interim Measures for the Manage-
ment of the Business Activities of Online Lending Infor-
mation Intermediaries to strengthen the supervision and
management of the P2P lending information intermediaries’
business activities. In 2019, the leading group for the special
rectification of Internet financial risks and the leading group
for the special rectification of online lending risks jointly
issued the Notice on Strengthening the Construction of the
Credit Investigation System in the P2P Lending Field to
assist the access of P2P lending institutions in operating
credit investigation system. Although relevant management
measures have been introduced for regulation, the network
platform carries significant regulation challenges while being
convenient and productive. Clear regulatory responsibilities,

increasing supervision, establishing early warning mecha-
nisms, reducing nonperforming loans, and improving the
credit system have become essential safeguards to guarantee
the healthy development of the P2P lending industry.
Consequently, the relevant departments should continue to
advance laws and regulations and enhance the regulatory
mechanism to escort Internet finance development.

5.2. Rectify the Chaos of the Industry and Manage Healthy
Development. In accordance with the monitor from Na-
tional Internet Financial Security Technical Expert Com-
mittee, as of the end of July 2017, only 153 of the more than
2, 000 platforms involved in cash loans and other small P2P
lending businesses in the market had reached small P2P
lending licenses. In 2017, the Office of the Leading Group for
Special Work on Internet Financial Risks issued a Notice on
the Immediate Suspension of the Establishment of Small P2P
Lending Companies. It determined that the regulatory au-
thorities of small P2P lending companies at each level shall
not allow new small P2P lending companies and forbid new
batches of microfinance companies to achieve small P2P
lending companies across provinces (districts and cities).
Apart from the shortage of qualifications, numerous online
lending platforms do not have professional financial services
and cannot present specialized services. Under the premise
that China has increased the industry threshold and sus-
pended approval, the industry should strengthen self-dis-
cipline within the industry, define industry self-regulation
norms immediately, and reduce induced advertising. Con-
sistently, interest rate repayment transparency advances
practitioners’ professional level and supervises the industry’s
healthy and orderly development.

5.3. Advance Financial Education and Supervise Rational
Consumption. Since P2P lending has turned into a social
issue, universities attach prominent importance to educa-
tional warnings and operational supervision. Nevertheless,
most of the education process is based on case warning
education and consumption concept guidance, and there is
less education on financial literacy and financial planning.
Accordingly, university students usually lack financial
knowledge, credit knowledge, and inadequate financial
management ability and are simply influenced by induced
consumption. As a result, universities should encourage
financial education, concentrating on improving financial
literacy, financial knowledge, personal credit investigation,
and other financial literacy. Conformably, relying on in-
novation and entrepreneurship education, schools should
lead university students to build up a rational consumption
concept, enhance the spirit of struggle, and transition to the
university campus with higher personal qualities and a
positive condition of hard work.

5.4. Strengthen One’s Literacy and Rational Career Planning.
University students themselves should launch a rational
consumption outlook and a developmental consumption
outlook, take the initiative to master the knowledge of
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financial credit investigation, and improve their financial
management ability. Under the premise of guaranteeing
survival consumption, more expenditures will be utilized for
developmental consumption to lay a stable foundation for
further career development. At the moment, it will
strengthen its innovation and entrepreneurship capabilities,
making full use of professional advantages and personal
expertise to accomplish part-time and entrepreneurial ac-
tivities actively. Besides, a spirit of hard work and enter-
prising is organized, and financial independence is carried
out while transitioning to society.

6. Conclusion

&e attribute framework effect has an important influence in
the lending decision-making process. &e inductive slogans
of online lending platforms can easily lead college students
to blindly choose loans. &erefore, improving financial lit-
eracy and mastering financial knowledge are very important
for college students. &e loan risk assessment model based
on Kohonen neural network has strong predictive ability.
When the amount of data is sufficient, it shows better risk
assessment ability. &e application of this model to guide
individuals with larger loan risk predictions can effectively
avoid the behavior of borrowing and lending in breach of
contract protects individual interests and forms a rational
consumption concept.

&e limitation of this study is that the influence of other
frame effects on lending behavior is not discussed, and a
comprehensive model is not established. Future research can
carry out in-depth research on this content.

Data Availability

&e data used to support the findings of the study are in-
cluded within the article.
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In order to improve the accuracy of shooting in basketball. A shooting accuracy prediction method based on the convergent
improved resource allocating network (CIRAN) online radial basis function neural network (RBFNN) is proposed, and the
RBFNN learning algorithm is improved. )rough the collection of shooting motion images, feature point extraction, and edge
contour feature extraction, the shooting motion trajectory is obtained. Using the online neural network based on the CIRAN
learning algorithm to predict the accuracy of shooting, this method analyzes the radial basis function (RBF) network. Based on the
RBF analysis, the number of network layers and the number of hidden layer neurons are adjusted and optimized. In order to
improve the prediction accuracy of shooting in basketball, a method based on. )rough the analysis, it can be known that the
accuracy of both the traditional RBFNN and the CIRAN-based online neural network for the prediction of shooting accuracy is
above 70%. )e prediction accuracy of the online neural network for shooting is higher than that of the traditional one. )is is
mainly because the online update function of the learning algorithm can better adjust the corresponding structure with the
development of the game and has a better generalization ability. In addition, because the CIRAN learning algorithm introduces
the hidden layer neuron deletion strategy, its network structure is simpler than that of the traditional one, the number of hidden
layer neurons is less, and the running time required is less, which can better meet the real-time requirements and provide a more
scientific method for basketball training.

1. Introduction

With the development of computer image processing
technology, embedded digital image and video information
analysis methods are used to carry out image analysis and
feature extraction of sports, establish a feature analysis
model of sports images, and improve the ability of feature
identification and movement correction of sports. In bas-
ketball, the accuracy of shooting determines the key to
scoring. It is necessary to study the extraction of basketball
players’ shooting motion trajectory, combined with the
image feature analysis method of basketball shooting, to
reconstruct and quantitatively track the basketball players’
shooting motion trajectory [1], establishing the image
analysis model of basketball players’ shooting motion

trajectory and improving the calibration ability of basketball
players’ shooting motion. )e research on the extraction
method of basketball players’ shooting motion trajectory has
attracted great attention. Based on Harris corner detection, a
method for extracting characteristics of lower-upper ex-
tremity action in basketball [2], this method first maps the
spatial distribution of the pixel gray level in the upper ex-
tremity action area of the image, using Gaussian mixture
model standards and normalized athletes and the contours
of the lower-upper limbs of the strong smash, the Harris
corner detection method is used to carry out the affine
invariant closed area enhancement processing on the con-
tinuous motion images of the athletes, and the corner de-
tection of the contours of the upper limbs of the athletes is
performed to complete the lower-upper limbs of the
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basketball smash. )e action feature extraction method,
however, has low accuracy in extracting the action features
of the lower-upper limbs of basketball players.)e volleyball
player’s motion trajectory optimization recognition method
based on chaos theory [3] is based on the background
difference principle to detect the player’s motion trajectory,
and the particles of the color histogram are used. Filtering
for dynamic tracking, fusion with chaos theory to recon-
struct the phase space of the athlete’s motion trajectory, the
chaotic invariant representing the athlete’s motion trajectory
is extracted from the reconstructed phase space, the motion
trajectory with three-dimensional space characteristics is
converted into a one-dimensional motion trajectory, and the
optimized recognition of the volleyball player’s trajectory is
completed. However, this method has a low accuracy in
predicting the trajectory of volleyball players. To solve the
above problems, this paper extracts the basketball player’s
shooting motion trajectory based on the block growth op-
timization algorithm, extracts the edge contour feature of the
collected basketball player’s shooting motion trajectory
image, establishes the image fusion model of the basketball
player’s shooting motion trajectory, and extracts the image
feature of the shooting motion trajectory, and the corner
points are marked to realize the extraction of the basketball
player’s shooting motion trajectory. Finally, the simulation
experiment analysis is carried out to show the superior
performance of this method in improving the ability of
basketball player’s shooting motion trajectory extraction.

At present, in the field of video-based analysis of moving
human bodies, most of the research results are mainly on the
discussion of motion behavior recognition, but there is no
in-depth study on motion behavior prediction. However, in
the process of real life, the prediction of human motion
behavior based on videos has more practical value than
behavior recognition [4]. For example, in many crowded
public places, video-based human motion behavior pre-
diction technology can be used to predict possible criminal
behaviors in surveillance videos, and prompt criminal be-
havior prediction alerts the public security department to
facilitate timely actions by the public security department
corresponding solutions. In this way, it can not only reduce
the manpower, material, and financial resources that the
public security department spends on security investigations
but also effectively prevent sudden crimes. In the field of
sports, a comprehensive set of human motion behavior
prediction technology in videos can accurately obtain the
game data of some excellent teams during related sports
training and tailor a sports behavior prediction discrimi-
nator for each athlete [5]. )rough the discriminator, the
coach can distinguish the difference between the movement
made by the exercise and the standard movement, so as to
adjust the training intensity in a targeted manner. In the
course of the basketball game, there are three sports be-
haviors taken by players throughout the game, namely,
shooting, passing, and dribbling. Basketball game is a team
sport with multiple players; players must cooperate with
each other in order to win the game. During the basketball
game, players will be affected by various factors such as
players or opponents when they choose related sports

behaviors. )erefore, the process of basketball player be-
havior prediction has a high degree of complexity, which
brings a certain degree of difficulty to the establishment of
the behavior predictionmathematical model [6]. Combining
this feature, we can also regard the prediction of basketball
behavior as a nonlinear problem. In the prediction of solving
nonlinear problems, artificial neural networks are widely
used in the field of nonlinear system modeling due to their
own self-adaptive and nonlinear characteristics. In this
regard, this article combines the advantages of artificial
neural networks, proposes a prediction method based on the
CRIAN algorithm, and elaborates its implementation in
detail.

)e main contribution of this paper is to propose a
CIRAN-based online RBFNN shooting prediction method;
the accuracy of shooting prediction is above 90%.)e rest of
the paper is organized as follows. Section 2 summarizes
domestic and foreign research work in the analysis of
movements. Section 3 introduces shooting image collection
and motion trajectory extraction optimization. Experi-
mental results are reported in Section 4, and finally, Section 5
concludes this paper.

2. Related Work

At present, many universities and research institutions at
home and abroad have carried out research on the intro-
duction of digital video technology into auxiliary sports.
Well-known research units abroad include the Media
Analysis Laboratory of the Massachusetts Institute of
Technology, the Digital Video Multimedia Laboratory of
Columbia University, the School of Engineering and Ap-
plied Sciences, the University of Rochester, the Department
of Computer Science at the University of Texas at San
Antonio, the University of Delft in the Netherlands, Mul-
timedia Analysis Laboratory and Microsoft Asia Research
Institute, American Research Institute, Mitsubishi Electric
American Research Institute, and Singapore Institute of
Information and Communication Research. Domestic re-
search institutions mainly include Advanced Human-Ma-
chine Communication Laboratory, Institute of Computing
Technology, Chinese Academy of Sciences, State Key Lab-
oratory of Pattern Recognition, Institute of Automation,
Chinese Academy of Sciences, Institute of Digital Media,
Peking University, and Visual Intelligence Interface Labo-
ratory, Harbin Institute of Technology.

According to the complexity of the current research
objects, the existing literature can be divided into two levels:
the analysis of single-person individual sports and the
analysis of multiperson team sports.

)e current research on individual sports is mainly re-
flected in the recognition and analysis of athletes’ movements.
In 1996, Pennsylvania State University in the United States
developed the “computer graphics for the improvement of
springboard diving” system to help diving coaches and
athletes to strengthen their understanding of the entire body
posture during diving; some researchers in National Chiao
Tung University analyzed the motion trajectory of a tennis
player which is used to judge the volley or the baseline ball in a

2 Mobile Information Systems



tennis match [7]; Tsinghua University’s “video-based diving
posture analysis system” uses target detection and tracking
technology to extract sports targets from diving videos, and to
compare sports targets, video synthesis is performed; Roh
et al. proposed an action recognition method based on the
curvature scale space template [8–10] and applied it to the
player’s action recognition in a tennis match. )e actions of
ice hockey and football players are analyzed and studied using
the histogram of oriented gradient (HOG) and hidden
Markovmodel (HMM) to identify the direction of the players’
movement [11]; Su et al. proposed a method of recognizing
periodic motion [12]; Zhong et al. proposed an appearance-
based method [13] to identify and label players’ shoulder
swings in tennis matches (overshoulder swing) and a series of
actions such as foreside swing and backside swing. )is
method has been further expanded in the follow-up work.
Combining the position information of the players and the
ball, an action based on reasoning ideas is proposed. Ramasso
et al. used the TBM (transferable belief model) [14] to identify
back jump, pole vault, triple jump, and other actions in track
and field competitions; Roh et al. recognized various postures
[15]; Min et al. obtained the dance trajectory by tracking some
key points of the body parts of the color bud dancer [16] and
realized the automatic analysis of dance movements; Tong
et al. realized the recognition of the four swimming styles in
the competition video [17].

At present, there aremany research studies on the contour
tracking and extraction of basketball shooting motion video
images, and the relative research has also produced certain
results. Based on the Surendra background difference, a
basketball shooting action video image contour tracking
extraction method [18–20], this method first uses the Sure-
ndra background subtraction method to establish a basketball
shooting action background model, giving players a complete
shooting action and obtaining dynamicmotion area; based on
this, the contour tracking and extraction of the video image of
the basketball shooting action is completed. )is method is
relatively simple, but there is a problem of large limitations of
the method.)e video image contour tracking and extraction
method of basketball shooting action is based on visual
analysis [21, 22].)is method first detects the edge contour of
the shooting image and gives the dynamic feature segmen-
tation threshold of the basketball shooting action, which is
used as the basis to complete the basketball shooting action.
)e video image contour tracking extraction method has high
marking efficiency, but when the current method is used for
marking, the dynamic pixel information characteristics of
basketball shooting actions cannot be given, and there is a
problem of low contour tracking extraction accuracy. A
basketball shooting action video image contour tracking
extraction method based on figure contour feature extraction
[23, 24] first extracts the dynamic figure edge contour feature
points of the shooting action and uses the bright spot model
diffraction method to achieve visual penetration. According
to the technical characteristics of basketball shooting action,
the contour tracking and extraction of basketball shooting
action video image can be completed. )is method has high
marking accuracy, but there is a problem that the marking
process is more cumbersome.

3. Shooting Image Collection and Motion
Trajectory Extraction Optimization

3.1. Shooting Image Collection in Basketball. In order to
achieve the extraction of the basketball player’s shooting
motion trajectory, the video sensor image tracking
method is used to collect the image of the basketball
player’s shooting motion trajectory; the edge contour
feature extraction of the collected basketball player’s
shooting motion trajectory image and the fuzzy decision
method are used for state recognition and action trajec-
tory planning. )e grid segmentation method is used to
divide the basketball sports video images collected by the
video into feature blocks, α is the angle between the
projection speed direction and the horizontal direction,
that is, the shooting angle, v is the shooting point of the
shot speed, g is the acceleration of gravity, the basketball is
thrown at t � 0, and f(x, y) is the trajectory function of
the basketball which is defined as follows:

f(x, y) � x tan α −
x
2
g

2v
2 cos α

. (1)

In a single scale, the pixel space of the basketball motion
image feature collection is defined as follows:

a �
1
∇f(x, y)

zf

zy
i −

zf

zx
j􏼠 􏼡, b �

1
∇f(x, y)

zf

zy
i +

zf

zx
j􏼠 􏼡.

(2)

Using the adaptive weighting method for threshold
modulation, the threshold of image grid segmentation is M,
the initial value of the characteristic points of the basketball
flight trajectory is calculated, and the edge pixel feature
decomposition method is used for image template matching,
and the number of template pixel blocks of the image is
obtained as

B xn, yn( 􏼁 � 􏽙
xi∈n

􏽙

M

m�1
βmg xij, yij | μm, σ2m􏼐 􏼑. (3)

)e position conversion set in basketball shooting is hc,
and the target configuration θg is unknown. )e multiscale
wavelet decomposition method [25] is used to segment the
gray value in the image. )e segmentation threshold meets
∇x � [1, − 1] and ∇y � [1, − 1]T and produces the high-fre-
quency part of the basketball shooting image.
y � [∇xh′,∇yh′] represents the low-frequency component
of the image pixel value. )e image feature is collected
through normalization processing, and the image collection
result obtained is

min
x,m

λ‖x⊗m − y‖
2
2 +

‖x‖1

‖x‖2
+ δ‖m‖1. (4)

When the output pixel feature set of basketball shooting
meets the constraint condition k> 0, 􏽐imi � 1, the col-
lected motion image can better reflect the shooting angle
information and flight trajectory characteristics.
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3.2. Feature Points’ Extraction. On the basis of optimizing
the collection of the image, the characteristic corner points
of the basketball shooting trajectory are extracted from the
image. In the state of motion, the state equation of the
scattering model of the basketball shooting trajectory is
defined as follows:

S(x) � J(x)t(x)
v′ × ε0

η
+ A(1 − t(x)). (5)

Among them, J(x) is the strength of the shot force in a
fixed-point shot, x is the edge pixel sequence of the collected
original image, v′ is the motion function of the multicontour
viewpoint switching of the shooting action, ε0 is the standard
deviation of the Gaussian function, and η is the direction of
the filter.

In shooting, the Monte Carlo mathematical expectation
of the edge corners of the image is extracted, and the pixel
value extracted from the characteristic corners of the image
in the basketball shooting motion is defined as follows:

τ Z; DX( 􏼁 � 􏽘
i>j

dij(Z) − dX xi, xj􏼐 􏼑
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
. (6)

Among them, dij(Z) is the fitness judgment, which is a
Euclidean distance; dX(xi, xj) represents the three-dimen-
sional coordinate component value in sports shooting and
fixed-point shooting.

When the basketball is flying in the air, the trajectory
deviation will occur. Due to the influence of wind resistance
and other factors, the attenuation coefficient of the flight
trajectory is e− δd(x). Assuming that A(1 − e− δd(x)) represents
the edge pixel error of the shooting motion trajectory, the
pixel value of the edge contour corner point is defined as
follows:

pt � Ct 􏽘
xi∈n

m xi

����
����
2

􏼒 􏼓. (7)

Among them, Ct is a normalized constant. )e statistical
characteristic analysis of basketball shooting angles and the
calculation of characteristic corner points are performed
through the spatial adaptive correction method.)e number
of image pixels is defined as follows:

G(x) �
S(x) − A

max t(x), t0( 􏼁
. (8)

Among them, G(x) is the degree of similarity of gray
values, andmax(t(x), t0) is themaximum visual deviation of
the basketball caused by changes in shooting mechanics and
other factors.

)e number of information features with respect to the
basketball player's shooting motion image is x_k. )e discrete
pixel sequence reconstruction method is used to reconstruct
the three-dimensional basketball player shooting motion
image. )e video information collection method is used to
obtain the image sampling output result.)e gray information
fusion is performed on the basketball shooting action feature
points to obtain the basketball shooting action feature, and the
video tracking fusion formula for points is defined as follows:

x(k + 1) � Gi(k)x(k) + wi(k), i � 1, 2, . . . , m,

u(k) � Ri(k)x(k) + vi(k), i � 1, 2, . . . , m.
(9)

Among them, wi(k) and vi(k) are the state feature
quantity and observation feature quantity extracted from the
basketball shooting action feature. Gi(k) and Ri(k) obey the
mean value of 0, and the variance is the normal distribution
of xk. According to the above analysis, the method of video
sensor image tracking is used to collect basketball players’
shooting motion trajectory images, and the shooting motion
trajectory extraction and image information monitoring are
performed according to the image collection results.

3.3.MotionTrajectoryExtractionOptimization. Based on the
aforementioned video sensor image tracking method for
basketball player shooting motion trajectory image acqui-
sition and edge contour feature extraction, the basketball
player’s shooting motion trajectory prediction and feature
extraction are carried out, and the shooting motion tra-
jectory extraction is optimized. )is paper proposes an
extraction method of basketball players’ shooting motion
trajectory based on block growth algorithm. )e image
fusion model of basketball player’s shooting motion tra-
jectory is established, the area linear growth method is
combined to extract the image feature of basketball player’s
shooting motion trajectory, and the corner points are
marked. )e texture structure information of the basketball
shooting action feature points is changed, the smooth area is
distinguished, and the basketball shooting action is calcu-
lated. )e amplitude modulation information of the char-
acteristic defect image component, the component x(t) of
the pixel feature point of the n shooting action image of the
image rn, is defined as follows:

x(t) � pt 􏽘

n

i�1
ei + rn. (10)

Among them, pt is the pixel value of the edge contour
corner point, and ei represents the pixel value of the em-
pirical mode decomposition of the basketball shooting ac-
tion feature point. Using computer vision analysis, the
basketball shooting action feature image is divided into N

segmented regions, and N segmented regions perform
multidimensional search iterations. Assuming that the two-
dimensional feature segmentation function of the basketball
player’s shooting motion image satisfies n ∈ N(0, σ2n), where
σ2n is the variance of the noise, combined with the regional
linear growth method for the feature extraction of the
basketball player’s shooting motion trajectory image and the
corner point labeling, the corner point distribution satisfies

w(i, j) �
1

x(t)
exp −

d(i, j)

h
2􏼠 􏼡τ Z; DX( 􏼁. (11)

Among them, exp(− d(i, j)/h2) is the least square feature
quantity of the basketball player’s shooting motion image,
and h is the block fusion information entropy of the bas-
ketball player’s shooting motion image. )e fuzzy correla-
tion fusion method is used to obtain the regional growth
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function model g(x, y) � ξ(x, y) + ψ(x, y) of the basketball
player’s shooting motion trajectory. Among them, ξ(x, y) is
the variance of the pixel distribution, and ψ(x, y) represents
the pixel intensity of the basketball player’s shooting motion
image. )rough the regional linear growth analysis, when
φm(x, y) ∈ 1, − 1, 0{ } is satisfied, the expression of the
characteristic component of the regional linear growth of
basketball shooting action is defined as follows:

p φm(x, y)( 􏼁 �

r

4
, φm(x, y) � − 1

1 −
r

2
, φm(x, y) � 0

4
r
, φm(x, y) � 1

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (12)

Among them, φm(x, y) is the regional linear growth
characteristic of basketball shooting action, and r is the
detection threshold of the basketball shooting action tra-
jectory, 0≤ r≤ 1. )e three-dimensional feature quantity of
the basketball player’s shooting motion image is extracted,
and the three-dimensional visualization surface recon-
struction method is used to reconstruct the motion track.
According to the corner point distribution and edge contour
distribution of the basketball player’s shooting motion
trajectory image, the characteristics of the basketball player’s
shooting motion trajectory are extracted, and the expression
of the basketball shooting motion trajectory p(x, t) is de-
fined as follows:

p(x, t) � − σ
Δu(x, t)

p φm(x, y)( 􏼁x(k)
. (13)

Among them, Δu(x, t) is the associated pixel point of the
global threshold segmentation of the basketball player’s
shooting motion image, and σ is the feature quantity of the
basketball player’s shooting motion trajectory tracking. In
summary, the optimization of the trajectory extraction of the
basketball player’s shooting is realized.

3.4. Radial Neural Network PredictionModel. )e process of
predicting the accuracy of basketball players’ shooting has a
relatively high complexity, which brings a certain degree of
difficulty to the establishment of mathematical models of
behavior prediction. Combining this feature, we can also
regard the prediction of basketball behavior as a nonlinear
problem. In the prediction of solving nonlinear problems,
artificial neural networks are widely used in the field of
nonlinear system modeling due to their own self-adaptive
and nonlinear characteristics. In this regard, this paper
combines the advantages of artificial neural networks and
proposes a behavior prediction method based on an im-
proved RBF algorithm.

RBFNN is an extremely efficient feedforward neural
network [26]. Compared with other neural networks,
RBFNN has two unique advantages of best approximation
performance and global optimal characteristics and has the

basic characteristics of other neural networks such as simple
structure and fast training speed. It is a typical feedforward
neural network composed of three layers.)e function of the
input layer node is to pass the signal to the hidden layer; the
hidden layer node is composed of radial basis functions; the
output layer node is usually a simple linear function. In
gamma, the transformation from the input layer to the
hidden layer is nonlinear. )e role of the hidden layer is to
perform a nonlinear transformation on the input vector, and
the transformation from the hidden layer to the output layer
is linear, that is, the output of the network is a hidden node,
the linear weighted sum of the output. )e topology of the
specific single-output RBF network is shown in Figure 1.

)e commonly used hidden layer radial basis functions
have the following forms:

(i) Multiquadric function:

ϕ(r) � 1 +(εr)
2

􏼐 􏼑
1/2

, among them ε> 0, r ∈ R. (14)

(ii) Inverse multiquadric function:

ϕ(r) �
1

1 +(εr)
2

􏼐 􏼑
1/2, among them ε> 0, r ∈ R. (15)

(iii) Gauss function:

ϕ(r) � exp −
r
2

2σ2
􏼠 􏼡, among them σ > 0, r ∈ R. (16)

In formulas (14)–(16), ε is a constant, and r is the ex-
pansion constant of the RBF.

)e hidden layer in the RBFNN in this paper uses the
Gaussian function as the radial basis function, and the
specific form is defined as follows:

ϕk(x) � exp
− x − μk

����
����
2

σ2k
⎛⎝ ⎞⎠, k � 1, 2, . . . , K. (17)

Among them, x represents the l-dimensional input
vector; μk is the center of the k -th radial basis function, a
vector with the same dimension as x, and σk is the width of
the radial basis function of the k -th hidden layer neuron.
‖x − μk‖ is the Euclidean norm of the vector x − μk, which
usually represents the radial distance between x and μk.
ϕk(x) has a unique maximum value at μk, and as ‖x − μk‖

increases, it quickly decays to 0. For a given input x ∈ R′,
only a small part of the input close to the center μk is ac-
tivated, that is, the radial basis function is a function with
local induction characteristics. Suppose the number of
hidden layer neurons of the RBFNN is K, then the output
form of the network can be defined as follows:

􏽢y � f(x) � w0 + 􏽘
K

k�1
wk exp − x − μk

����
����
2/σ2k􏼒 􏼓. (18)

Among them, w0 represents the bias, which is the
connection weight between the hidden layer and the output
layer.

It can be seen from the structure of the neural network
that the construction and training of one is to determine the
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number of hidden layer neurons K, the center μ of the radial
basis function of each hidden layer neuron, the width σ, and
the connection weight of the hidden layer to the output layer.
Value w is the learning process of these parameters to
complete the requiredmapping from the input to the output.
For the RBFNN, the performance of its network mainly
depends on the selection strategy of hidden layer neurons
and the update process of the connection weights of the
hidden layer to the output layer in the network.

)e learning algorithm of the RBFNN can be divided
into two categories according to the time: offline learning,
also called batch learning, and online learning, also called
sequential learning.

(1) Offline Learning. )e offline training method trains the
RBF network with a fixed structure. )e center is extracted
from the distribution pattern of the training sample space.
After the center point is selected, the structure of the net-
work is determined. When the data mode changes, the
network cannot make corresponding changes. Although the
network characteristics can be adjusted as much as possible
by adjusting the weights, this method is not fundamental,
and the adjustment range is limited. Especially when there is
a sample that has not been learned, the network will lose its
recognition ability. )erefore, the offline method is not
strong in fitting time-varying systems.

(2) Online Learning. )e offline learning mode is adopted,
and the network parameters are adjusted only after complete
learning is performed with all training samples, that is, an
epoch. )e learning process is one epoch after one epoch,
until the network parameters stabilize and the average
output error on the entire training set converges to a certain
minimum, the learning can be ended. When using online
learning algorithms, after each training sample enters the
network and is calculated, the network parameters are ad-
justed. Specifically, suppose an epoch contains a training
sample ((X(1), Y(1)), . . . , (X(N), Y(N))). When the first
sample (X(1), Y(1)) enters the network, the network output
is calculated. )en, the learning algorithm is run to update
the network parameters. )is process is repeated until the
learning of the first training sample is completed. )e online
RBFNN learning algorithm is actually a variable-structure

training method. )e so-called “variable structure” means
that, in the training process, the current RBFNN is allocated
or added hidden layer neurons according to the input
samples in real time, and the network topology is dynam-
ically constructed. At the same time, in the process of
correcting the weight, the position of the “center” is further
corrected. Adopting the concise “central selection” principle
and effective weight training algorithm can make it have the
characteristics of real time and rapidity.

At present, many scholars have conducted research on
online learning algorithms. Typical algorithms are as
follows:

3.4.1. RAN (Resource Allocating Network) Learning
Algorithm. Resource allocating network (RAN) reflects the
complexity of the original function to be simulated by
adjusting the number of hidden layer units [27]. In Platt’s
RAN learning algorithm, the “novelty” of the training
sample is used as the standard for introducing hidden layer
neurons, and then the network parameter LMS (least mean
square) is updated through the algorithm.When a data point
is far away from the existing basis function center and there
is a large error between the network output and the actual
output, the data point is considered “novel.” If the input
sample does not meet the requirements of novelty, no
hidden layer neurons are added, but the LMS algorithm is
started to adjust the existing network parameters including
center, width, and weight.

3.4.2. RANEKF (RAN Extended Kalman Filter) Learning
Algorithm. )e RANEKF algorithm is an improvement on
the basis of the RAN learning algorithm. Its hidden layer
neuron introduction strategy is the same as that of the RAN
learning algorithm. )e difference is that the adjustment of
network parameters uses the extended Kalman filter (EKF)
instead of the LMS method [28]. )e extended Kalman filter
method has a faster convergence rate than the LMS method
but requires more computer resources. However, with the
development of computer hardware technology, the EKF
method has more advantages in the case of a small problem.

3.4.3. MRAN (Minimal RAN) Learning Algorithm. )e
MRAN algorithm not only combines the hidden layer node
growth criterion of the RAN learning algorithm but also
introduces a hidden layer neuron deletion strategy in order
to obtain an ideal minimum neural network structure.
Cheng proposed a method to delete hidden nodes in the
batch learning algorithm in 1994 [29]. In this method, each
epoch must check the weight of each hidden layer node, and
those hidden layer nodes with a weight value less than a
certain threshold will be deleted.

Inspired by Cheng’s method, L. YingWei et al. proposed
another hidden node deletion strategy for the MARN al-
gorithm and called this RBFNN with the addition of the
deletion strategy and the RMS sliding window MRAN
(minimal resource allocating network). )e first difference
between MRAN’s deletion strategy and Cheng’s method is
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Figure 1: RBF network topology diagram.
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that the MRAN is for sequential learning algorithms instead
of batch learning algorithms. In addition, the MRAN de-
letion strategy not only considers the weight of the hidden
node [30, 31] but also considers the output of the hidden
node.

3.5. Shooting Prediction Based on the CIRAN Online RBFNN.
)e MRAN algorithm is developed on the basis of the RAN
learning algorithm and the RANEKF learning algorithm.
)e learning process of the MRAN algorithm involves the
introduction of new hidden layer neurons, the adjustment of
network parameters, and the deletion of hidden layer
neurons. )e learning algorithm is defined as follows:

(i) For each input, calculate

ϕk(x) � exp
− xi − μk

����
����
2

σ2k
⎛⎝ ⎞⎠, k � 1, 2, . . . , K,

f xi( 􏼁 � w0 + 􏽘
K

k�1
wkϕk xi( 􏼁,

di � min
1≤k≤K

xi − μk

����
����,

εi � max c
iεmax, εmin􏽮 􏽯,

e
i
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�����

􏽘

i

j�i− B+1

􏽶
􏽴

ej

�����

�����
2

B
.

(19)

Among them, di represents the Euclidean distance
from the center of the hidden layer closest to xi, εmax
represents the maximum distance between input
data, εmin represents the minimum distance between
input data, and 0< c< 1 is an attenuation coeffi-
cient. As the input data increase, εi decreases at an
exponential rate until εmin. B is the width of the RMS
sliding window (generally 40–50, empirical setting
is required), and ei

rms is the root mean square (RMS)
of the input error after the window is added when
the i sample enters the RBFNN.

(ii) If three conditions |ei|> λ, di > ε, and ei
rms > λi

(where λ is the desired approximation accuracy and
λi is the threshold set in advance) are met at the
same time, then a new hidden layer neuron is added
to the network, and K � K + 1; then, the hidden
layer neuron parameters are the following three
formulas:

wK+1 � ei,

μK+1 � xi,

σK+1 � κdi.

(20)

Among them, κ is the overlap factor, which de-
termines the response width of hidden layer neu-
rons. If the conditions are not satisfied, then the
EKF is used to update the network parameters.

(iii) Update the network parameters according to the
following formula:

ui � ui− 1 + Kiei

Ki
z×nodey( )

� Pi− 1Ai Ri + A
T
i Pi− 1Ai􏽨 􏽩

− 1
,

Pi � Iz×z − KiA
T
i􏽨 􏽩Pi− 1 + Iz×z.

(21)

Among them, ui � [wi
0, wi

1, μ
i
1, σ

i
1, . . . , wi

k, μi
K, σi

K]T

represents the parameter state after the i sample
enters the network, and Ki(z×nodey )

is the Kalman gain
matrix:

Ki
z×nodey( )

� Pi− 1Ai Ri + A
T
i Pi− 1Ai􏽨 􏽩

− 1
. (22)

Among them, z � nodey + Ki × (j + nodey + 1) is
the number of network parameters, nodey is the
number of output nodes, and nodey is the variance
matrix of the measurement noise. Ai � ∇vf(xi) is
the gradient matrix of f(x) with respect to the
parameter vector vi, and Pi is the error covariance
matrix everywhere. Use the following formula to
update:

Pi � Iz×z − KiA
T
i􏽨 􏽩Pi− 1 + ss0Iz×z. (23)

Among them, Iz×z is the identity matrix, and ss0 is a
scalar, representing a random step length, used to
determine the size of a random walk in the gradient
direction. When a new hidden layer node is in-
troduced into the network, the dimension of Pi is
increased, and new rows and columns need to be
added to Pi− 1:

Pi �
Pi− 1 0

0 p0Iz1×z1
􏼠 􏼡. (24)

Among them, p0 is a parameter value initially es-
timated, here is the covariance of sample data xi and
yi, and z1 is the number of new parameters added
due to the introduction of new hidden layer nodes,
z1 � l + nodey + 1.

(iv) Calculate the output vectors
(ρi

k1, . . . , ρi
kj, . . . , ρi

knodey
) and ‖ρi

j,max‖ of all hidden
nodes, which represent the maximum absolute
value of all hidden nodes to the j output unit when
sample i is input. Calculate the normalized output
vector of each hidden node:

r
i
kj �

ρi
k,j

�����

�����

ρi
j,max

�����

�����
, k � 1, . . . , K. (25)

During the continuous input of Nw samples, if
ri

kj < λ2 is established, then the k hidden node can be
deleted, and the dimension of Pi can be reduced
accordingly to facilitate the adjustment of the EKF
parameters in the next step.
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)e main problems of the aforementioned MRAN
learning algorithm are as follows: firstly, due to the use of the
extended Kalman filter to adjust the network parameters, the
parameters must be updated in each iteration, which leads to
the process of updating the parameters with the hidden layer
neurons. )e scale of the matrix is very large, which in-
creases the computational complexity of the RBFNN
structure, causes the algorithm to calculate too much bur-
den, consumes a lot of computer resources, and limits the
real-time application of the MRAN algorithm; then, ini-
tializing the algorithm, there are too many parameters, and
improper selection of initialization parameters will greatly
reduce the performance of the algorithm. Sometimes, an
exhaustive method has to be used formultiple trials.)is will
consume a lot of time and cause the algorithm promotion
performance to drop significantly.

In this regard, this paper proposes a CIRAN (convergent
improved RAN) improved algorithm, which is mainly re-
flected in the following:

(i) In order to reduce the initialization parameters of
the algorithm, the idea of the GAP-RBP algorithm is
absorbed, only the parameters of the hidden layer
neuron closest to the current input data are updated,
and the definition and estimation formula for
measuring the importance of the hidden layer
neuron are introduced, which reduces the algorithm
number of initialization parameters and improves
the generalization performance of the algorithm to a
certain extent. )e importance of hidden layer
neurons is defined as follows:

Eimp(k) � wk

����
����q

􏽚
X
exp −

q x − μk

����
����
2

σ2k
⎛⎝ ⎞⎠p(x) dx⎛⎝ ⎞⎠

1/q

.

(26)

Among them, μk � (μk,1, . . . , μk,j)
T ∈ Rl and σk(k �

1, . . . , K) are the center and width of the radial basis
function, and l is the dimension of the input vec-
tor.If the importance of a hidden layer neuron k is
less than the realization of the given learning ac-
curacy λ, then the hidden layer neuron k is con-
sidered no longer important and is deleted from the
network; otherwise, the hidden layer neuron k

should be retained in the network.
(ii) )e dynamic adjustment method of the coinci-

dence degree threshold is introduced into the al-
gorithm so that the CIRAN need not set the values
of the parameters εmax, εmin, and c in the MRAN.
Parameter c can be dynamically obtained during
the execution of the algorithm. Its updated formula
is

εi � max 0, (1 − τ)|
f xi( 􏼁

ei

|􏼠 􏼡. (27)

Among them, τ is the expected accuracy of the
single-point output, f(xi) is the current actual
output, and ei is the current output error.

(iii) A new adaptive adjustment method for the width of
the radial basis function of hidden layer neurons is

K �
ei

ei

�������

− ln λ/ei

􏽱

σK+1 �
eidi

ei

������

− ln ε/ei

􏽱

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (28)

So, the CIRAN learning algorithm can be defined as
follows.

Input: given estimated error λ and single-point output
expected accuracy τ. For the input sample (xi, yi), xi ∈ Rl,

(i) Calculate the network output:

f xi( 􏼁 � w0 + 􏽘

K

k�1
wk exp − xi − μk

����
����
2/σ2k􏼒 􏼓. (29)

Among them, K is the number of hidden layer
nodes.

(ii) Calculate the following quantities in the novelty
criterion:

εi � max 0, 1 − (1 − τ)
f xi( 􏼁

ei

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
􏼠 􏼡,

ei � yi − f xi( 􏼁,

di � xi − μir

����
����.

(30)

Among them, μir is the center of the hidden layer
neuron closest to xi in the sense of the Euclidean
norm.

(iii) Apply the novelty criterion to judge whether to add
hidden layer neurons.If di > εi and ‖ei‖(􏽒

X
exp(−

(q‖x − xi‖
2)/(κ2‖xi − μir‖

2))p(x) dx)1/q > λ, then a
new hidden layer neuron K + 1 is added to the
network, and the corresponding parameters are set
as

wK+1 � ei,

μK+1 � xi,

σK+1 � κdi.

(31)

Otherwise, use the EKF method to update the node
parameters of the hidden layer neuron closest to the
current input in the network: wir, μir, and σir, and
check whether the hidden layer neuron meets the
output conditions; if Eimp(ir) � ‖wir‖

(􏽒
X
exp(− ‖x − μir‖

2/σ2ir)p(x) dx)1/q < λ, delete the
ir hidden layer neuron, and correspondingly, re-
duce the dimensionality of the EKF.When using too
many hidden layer neuron nodes, the model will
tend to overtrain the data, the generalization ability
will be poor, and the classification effect will become
less and less obvious. )erefore, the CIRAN
learning algorithm introduces a hidden layer
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neuron deletion strategy. Its network structure is
simpler than that of the traditional one.)e number
of hidden layer neurons is less, and the running time
required is less, which can better meet the real-time
requirements.

3.6. Shooting Accuracy Prediction. Using the CIRAN online
RBFNN-based shooting prediction proposed in this paper,
from equation (1), the basketball should be hollow when
entering the net or the basketball should be within a certain
speed when it hits the inner basket, except for the conditions
already obtained, when the ball is in the air, the ball cannot
touch the basket. )e basketball and the basket have custom
sizes. Set the diameter of the basketball to d and the diameter
of the basket to D, ignoring the air resistance. L is the
shooting distance, h is the shooting height, and θ is the
shooting angle; then, the shooting speed is defined as
follows:

v �

�����������������

L
2
g
2

2 cos2 θ(L tan θ − h)

􏽳

. (32)

Combining the distributed trajectory of ball shooting
(13), if the following formula holds, then the shooting ac-
curacy predicts success.

lim
x⟶v

f xi( 􏼁∓p(x, t)ωj ∼ Eimp(ir). (33)

4. Experiments

In order to verify the effectiveness of the shooting prediction
based on the CIRAN online RBFNN proposed in this paper,
the shooting prediction and running time are performed on
the sample number of basketball players’ shooting motion
images.

4.1. Model Evaluation. In the basketball player shooting
motion assistance training system, choose 1000 groups of
images as the test set and random variables w0 � 0.2, wk � 5,
μ � 3, and TT� σ, divided into 10 groups; the shooting
prediction success rate is shown in Table 1.

As seen from Table 1, the number of unrecognized
experiments in each group is relatively small, and the ac-
curacy of the correctly analyzed shots is relatively large,
reaching more than 95%. )e effectiveness of the shot
prediction based on the CIRAN online RBFNN can be seen.

4.2. Prediction Ratio. In order to determine the weight of
equation (33), let ratio� ω1/ω2, and determine the weights
ω1 and ω2 by comparing the relationship between ratio and

prediction accuracy under different ratios. As shown in
Figure 2, when the ratio of the two is 0.98, CIRAN-based
online RBFNN has a much better prediction accuracy than
the traditional offline RBFNN. )e shooting prediction
accuracy of the method proposed in this paper is above 90%,
while for the RBFNN method, it is only above 70%. )e
shooting accuracy prediction of the basketball player in this
method is more accurate than that of the traditional method.

)rough analysis, the accuracy of both the traditional
RBFNN and the CIRAN-based online neural network for the
prediction of shooting accuracy is above 70%.)e prediction
accuracy of the online neural network for shooting is higher
than that of the traditional one. )is is mainly because the
online update function of the learning algorithm can better
adjust the corresponding structure with the development of
the game and has a better generalization ability.

Table 1: Shooting accuracy analysis.

Group no. 0–100 101–200 201–300 301–400 401–500 501–600 601–700 701–800 801–900 901–1000
Correct analysis 99 98 95 96 100 99 97 92 100 99
Unrecognized 1 2 5 4 0 1 3 8 0 1
Prediction success rate (%) 99 98 95 96 100 99 97 92 100 99
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4.3. Running Time Analysis. )e CIRAN learning algorithm
introduces a hidden layer neuron deletion strategy, which
requires less running time and can better satisfy shooting
accuracy prediction analysis. It can be seen from Figure 3
that when the ratio of hidden layer neuron nodes to the total
number of nodes is 0.28, the running time is the shortest. In
general, the CIRAN takes less time to predict the shooting
accuracy than the RBFNN.

5. Conclusions

In today’s highly information-based society, sports training
is also quietly undergoing changes. In the arena of various
sports, it is no longer purely a competition of athletes’ sports
skills and physical and psychological qualities but a com-
prehensive competition of the development of science and
technology and the cohesion of people between countries.
Introducing artificial intelligence and neural network into
basketball shooting prediction can greatly improve the
success rate of prediction. )is paper proposes a shooting
prediction based on the CIRAN online RBFNN and im-
proves the RBFNN learning algorithm.)e results show that
the method proposed in this paper has a high accuracy rate
in predicting the accuracy of basketball players’ shooting and
less running time. In the future, we will further analyze the
behavior prediction of team members through the predic-
tion of shooting accuracy to improve team cooperation;
through the prediction of shooting, the trajectory of bas-
ketball players’ shooting is analyzed, so as to improve the
accuracy of basketball players’ shooting.
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)e effective development of physical expansion training benefits from the rapid development of computer technology, especially
the integration of Edge Computing (EC) and Artificial Intelligence (AI) technology. Physical expansion training is mainly based
on the collective form, and how to improve the quality of training to achieve results has become the content of everyone’s
attention. As a representative technology in the field of AI, deep learning and EC evolving from traditional cloud computing
technology are all well applied to physical expansion training. Traditional ECmethods have problems such as high computing cost
and long computing time. In this paper, deep learning technology is introduced to optimize EC methods. )e EC cycle is set
through the Internet of )ings (IoT) topology to obtain the data upload speed. )e CNN (Convolutional Neural Network) model
introduces deep reinforcement learning technology, implements convolution calculations, and completes the resource allocation
of EC for each trainer’s wearable sensor device, which realizes the optimization of EC based on deep reinforcement learning. )e
experiment results show that the proposed method can effectively control the server’s occupancy time, the energy cost of the edge
server, and the computing cost. )e proposed method in this paper can also improve the resource allocation ability of EC, ensure
the uniform speed of the computing process, and improve the efficiency of EC.

1. Introduction

Physical training generally refers to all physical activities that
maintain and develop proper physical expansion and im-
prove physical health through exercise. Regular physical
training can activate the body’s immune system and prevent
or improve some civilization diseases, such as cardiovascular
disease, type 2 diabetes, and obesity. It can also improve
mental health, reduce depression, increase resistance ability
to stress, improve sleep quality, improve insomnia problems,
and help form positive self-esteem. Regular exercise is one of
the keys to maintaining health, and it has a significant
contribution to maintaining a healthy weight, digestive
system, bone density, muscle capacity, free movement of
joints, physiological function, reducing the chance of facing
surgery in the future, and strengthening the immune system.

Physical fitness is the human body’s ability to overcome
resistance, rapid movement ability, continuous work (ex-
ercise) ability, coordinated movement ability, and sensitive

and accurate movement ability that the human body shows
in exercise, labor, and life [1]. It can be considered that
physical fitness not only reflects the basic functional capa-
bilities of human activities but also reflects the basic func-
tional capabilities of human labor and life. Physical training
is an indispensable basic athletic ability for work and life. It is
conducive to mastering complex technical movements and
improving exercise effectiveness, withstand heavy load
training and high-intensity exercise, and maintain a stable
and good mentality in daily training and competition status.
)e physical fitness training is a team style physical training
with physical fitness as the guide, games as a tool, andmental
fitness as the main purpose. Physical expansion training is
rarely completed by individuals, usually in a collective form.
)e relationship within the group is directly related to the
actual training benefits. In addition to the conventional
training methods, the content of physical development
training should also include some other contents, such as
handstands and walking backward.
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Physical expansion training is mainly based on the
collective form, and how to improve the quality of training
has become the content of everyone’s attention. In recent
years, with the rapid development of social economy and
science and technology on a global scale, many emerging
technologies have continuously emerged in information and
communication technology industry [2, 3]. Among them,
two representative technologies are widely regarded as
having a huge impetus and far-reaching influence on the
human economy and society. First, as a representative
technology in the field of AI, deep learning has benefited
from advances in algorithms and data sets [4]. It has been
developed by leaps and bounds in recent years and is used in
unmanned driving, e-commerce, smart home, and smart
finance. )e field has played a big role, profoundly changed
people’s lifestyle, and improved production efficiency. )e
other technology is EC evolved from traditional cloud
computing technology. Compared with cloud computing,
EC sinks strong computing resources and efficient services
to the edge of the network, thereby having lower latency,
lower bandwidth usage, higher energy efficiency, and better
privacy protection. )e introduction of EC and AI into
physical expansion training can better help people train [5].

)e rapid development of the IoT has brought us into the
postcloud era, which will generate a lot of data in our daily
lives [6, 7]. IoT applications may require extremely fast
response time, data privacy, and so on. If the data generated
by the IoT is transmitted to the cloud computing center, the
network load will be increased, the network may cause
congestion, and there will be a certain data processing delay.
With the increase of mobile devices and the increase of
camera deployment in cities, the use of video to achieve a
certain purpose has become a suitable means, but the cloud
computing model is no longer suitable for this kind of video
processing, because a large amount of data in the network
transmission in the video may cause network congestion,
and the privacy of video data is difficult to guarantee.
)erefore, EC is proposed to allow the cloud center to
delegate related requests. Each edge node processes the
request combined with local video data and then only
returns the relevant results to the cloud center. )is not only
reduces network traffic but also guarantees privacy to users
to some extent [8]. EC refers to processing and analyzing
data at the edge of the network, which can reduce request
response time, improve battery life, reduce network band-
width, and ensure data security and privacy. An edge node is
any node with computing resources and network resources
between the source of data generation and the cloud center.
For example, smart wearable devices are the edge nodes
between people and cloud centers. In an ideal environment,
EC refers to analyzing and processing data near the source of
data generation, without data circulation, thereby reducing
network traffic and response time. In order to quickly update
the training model and improve efficiency.

Physical expansion training is completed through
groups; everyone in the group is equipped with a wearable
sensor. )e wearable sensor can analyze the exercise quality
of each trainer. Two epoch-making new technologies, AI and
EC, are currently facing bottlenecks in their further

development. On the one hand, for deep learning tech-
nology, because it requires high-density calculations, current
intelligent algorithms based on deep learning usually run in
cloud computing data centers with powerful computing
capabilities. With the high popularity of mobile terminal
devices consideration, how to effectively deploy deep
learning models in resource-constrained terminal devices
has attracted great attention from academia [9, 10]. It has
aroused great attention from academia and industry [9, 10].
On the other hand, with the sinking and decentralization of
computing resources and services, EC nodes will be widely
deployed at network edge access points (such as cellular base
stations, gateways, and wireless access points). )e high-
density deployment of EC nodes also brings new challenges
to the deployment of computing services; users usually have
mobility; therefore, when the user moves between different
nodes coverage frequently, whether computing services
should be with the trajectory of the mobile user migration,
this is a dilemma problem, because although service mi-
gration can reduce delay and improve with experience, it will
bring additional costs such as bandwidth and energy
consumption.

)e development bottlenecks faced by AI and EC can be
alleviated through synergy. On the one hand, for deep
learning, mobile devices running deep learning applica-
tions offload part of model inference tasks to adjacent EC
nodes for calculations, thereby cooperating with terminal
devices and edge servers to integrate the local computing
capabilities and strong computing capabilities of the two
complementary advantages. In this way, because a large
number of calculations are executed on EC nodes with
strong computing power adjacent to the mobile device, the
resource and energy consumption of the mobile device
itself and the delay of task inference can be significantly
reduced, thereby ensuring good user experience. On the
other hand, in view of the dynamic migration and place-
ment of EC services, AI technology is also promising.
Specifically, based on high-dimensional historical data, AI
technology can automatically extract the mapping rela-
tionship between the optimal migration decision and high-
dimensional input, so that when a new user location is
given, the corresponding machine learning model can
quickly map it to the optimal migration decision. In ad-
dition, based on the user’s historical trajectory data, AI
technology can also efficiently predict the user’s movement
trajectory in the short term in the future, thereby realizing
predictive edge service migration decisions and further
improving the service performance of the system. In
general, EC and AI will generate a new paradigm of “edge
intelligence,” which will generate a large number of in-
novative research opportunities.

Starting from the dimension of EC combined with AI,
the main contribution of the paper is to introduce deep
reinforcement learning technology to EC and propose a
method for EC to drive real-time deep reinforcement
learning. )e rest of the paper is organized as follows.
Section 2 analyzes and summarizes domestic and foreign
research work in physical expansion training using EC and
AI. Section 3 proposes that EC drives real-time deep
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reinforcement learning methods. )e experimental results
are reported in Section 4, and finally, Section 5 concludes
this paper.

2. Related Work

AI has improved people’s quality of life and living standards.
At the same time, with the rapid development of the mobile
Internet and the IoT industry, as a novel combination of AI
application and EC, intelligent edge system is promising by
researchers in the field of AI and network computing. )e
research on intelligent edge system based on EC architecture
is becoming more and more important.

Traditional EC research mostly considered the problem
of task offloading, that is, whether the tasks generated by the
end device should be handed over to the network edge device
for calculation and processing. )ere has been a lot of re-
search in this area. In the research direction of task off-
loading, a lot of work focuses on the energy consumption
optimization problem of mobile devices [11]. In [12, 13],
considering the task offloading problem in energy harvesting
systems, the study in [12] proposed an effective based on the
resource management algorithm of reinforcement learning;
the algorithm obtains the optimal strategy of dynamic off-
loading through online learning. )e study in [13] proposed
a low-complexity online algorithm based on the Lyapunov
optimized dynamic computing offloading algorithm, which
can make decisions for task offloading only by relying on the
current system state. In [14, 15], the authors studied the
service caching mechanism in EC systems, and some fault-
tolerant mechanisms for EC systems were also being studied
[16–18]. )e study in [19] proposed a series of methodol-
ogies, using association rule mining technology to analyze
the physical fitness index of basketball players, using data
processing and database management functions, which can
also solve the management of athletes’ physical ability in-
dicators and assist coaches in managing players and cal-
culating training results to improve the efficiency of data
processing. According to the data mining technology
analysis of the player’s physical training data, from the aspect
of competitive sports, the goal of training was to create
excellent sports performance, as well as the most basic
competitiveness and the most controllable factors for the
improvement of the player’s physical ability. Physical
training was the basic way for coaches to know the physical
fitness of players. )e coaches regularly test the physical
performance of the players. According to different test
calculation standards, they calculate the results of the
physical fitness test for each item of each player. Later, based
on their own experience, they would evaluate the physical
fitness of the players to formulate a reasonable effective
training plan to train. But with the accumulation of test data,
it would become more and more difficult to analyze this pile
of data with manual management work, and the commonly
used computer data processing and database management
functions can solve the management of the player’s physical
test data. It cannot find potential knowledge outside the
database, and it cannot provide effective evaluation and
prespeculation of the player’s physical condition.

In terms of the design of an intelligent physical training
platform, there was a ZigBee-based physical training plat-
form designed by Huo et al. of Shenyang Ligong University.
)e platform achieved the functions of data collection and
transmission at the same time [20]. With the rapid popu-
larity of mobile devices, many wearable sports data collec-
tion products for ordinary sports enthusiasts have appeared
on the market. For example, Huawei smart bracelets, Nike+,
and Adidas miCoach are powerful, but they are only for
professionals. )e physical team or a certain kind of training
program, and these products required expensive auxiliary
equipment, which was not suitable for physical expansion
training. In terms of training method recognition, the study
in [21] proposed a hidden condition random field object
recognition model based on the maximum boundary value
and combined a large number of global and local features to
distinguish different actions. In the training process, people
mainly pay attention to the impact of training on physical
functions. Different amounts of training have different ef-
fects on physical functions [22]. When the energy con-
sumption is small, the body’s metabolism is higher; when the
energy consumption is large or even too large, the human
body’s metabolism is large. Although it has reached the
training volume, it will also cause excessive energy con-
sumption and produce some harmful effects. Metabolic
wastes, in severe cases, can even cause shock or crushing
death, which has harmful effects on body functions. It can be
seen that only when the energy consumption during physical
training is controlled within a reasonable range, can it have a
positive impact on the changes in human body function.

3. EC Drives Real-Time Deep Reinforcement
Learning Method

In the physical development training, each trainer is
equipped with wearable sensors. )ese devices generate a
large amount of data, which makes the traditional com-
puting framework and the amount of data incompatible. At
the same time, the trainer cannot get real-time feedback on
the network transmission speed delay. Only real-time
feedback can help the development of physical expansion
training, so as to establish an effective training model for
each trainer and adjust the training method in time. )e
delaymakes it impossible to realize the cloud transmission of
IoTdata. A large amount of data is directly consumed at the
edge of the network. )erefore, it is necessary to carry out
calculations on the edge of the IoT. In physical development
training, each trainer is an edge node.

As one of the mainstream technologies in the field of AI,
deep learning has been strongly sought after by academia
and industry in recent years [23, 24]. Since deep learning
models require a lot of calculations, intelligent algorithms
based on deep learning usually exist in cloud computing data
centers with powerful computing capabilities. With the
rapid development and popularization of mobile terminals
and IoT devices, how to break through the resource limi-
tations of terminal devices so as to efficiently run deep
learning models on resource-constrained terminal devices
has attracted a lot of attention. To solve this problem,
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consider the idea of EC to empower AI and use the char-
acteristics of near real-time computing of EC to reduce the
delay and energy consumption of deep learning model in-
ference. For this reason, in this research, deep reinforcement
learning is integrated into EC to reduce computing costs.
Deep reinforcement learning combines the perception
ability in deep learning with the decision-making ability in
reinforcement learning and optimizes the original EC
through AI to ensure the validity and feasibility of the
optimized results.

EC is a technology which deploys computing tasks be-
tween the cloud and the terminal. )e characteristics of EC
and its proximity to the device are destined to have the
advantages of real-time processing, so it can better support
the real-time processing and execution of local services. EC
directly filters and analyzes the data of the terminal
equipment, which saves energy and saves time and effi-
ciency. In other words, some terminals will offload the
computing task to the EC device and perform the computing
task through the resources allocated by the edge device. In
the cloud computing model, terminal equipment is the data-
consuming role. Data producers (such as YouTube) publish
data to the cloud, and data consumers (such as mobile
phones) request data to obtain cloud data. )is is a tradi-
tional cloud computing model, but with the popularity of
IoT devices, the physical expansion training in this paper,
terminal trainers use wearable sensors to generate a large
amount of data, and the processing and transmission of
these data will encounter some problems. EC is committed
to solving these problems, so EC is integrated with the IoT
technology, the amount of data is very large, it needs to take
up a large upload bandwidth, so the data needs to be
processed on the device side and processed into a suitable
format for transmission, and the computing task is pro-
cessed on the terminal device. )erefore, the terminal is no
longer pure data consumption but plays a role in data
generation. In summary, EC uses the processing power of
the LAN gateway to process more real-time information.

3.1. EC Cycle Setting. )e EC cycle needs to analyze the
topology of the IoT and set the EC cycle of the IoT based on
the analysis results. Under normal circumstances, the to-
pology of the IoT can be divided into two parts: a flat
network structure and a hierarchical structure. Aiming at the
relevant characteristics of the IoT, in this paper, the hier-
archical results are used as the research object.

According to the trainer’s wearable device business
data and the randomness of renewable energy, the
continuous time scale is set to divide the time at equal
intervals, and the time interval is set to Δt, which is the
calculation decision period at equal intervals. Using the
above period, the decision time and the decision period
Δt can be dynamically adjusted to meet the complexity
and variability of EC in the IoT. At each calculation
decision point, the generation rate of business data is set
to bg0(t) and η(t); then, the accumulated data size and
energy value of the IoT in the calculation period of equal
time interval can be expressed as

bg(t) � bg0(t)Δt, (1)

E(t) � x(t)Δt. (2)

Among them, bg(t) is defined as the amount of data
accumulated by the trainer’s wearable device during the
calculation period, and E(t) represents the accumulated
energy value of the trainer’s wearable device during the
calculation period. )rough the above formula, the data
generated in the edge calculation cycle is controlled. In the
case of different calculation cycles, in order to facilitate the
development of calculations, the generation rate of the set
business data and the energy attainment rate are both re-
flected in the form of independent and identical distribution.
Set the bandwidth of the wireless broadband in the IoTof the
trainer’s wearable device as B, and there is only one base
station in an IoT; ignoring the interference of the base
station, the data upload rate Ui of the IoTcan be expressed as

Ui �
Bp

l
i

E(t)
+

bg(t)f
l
i

χ2
log berup. (3)

Among them, pl
i represents the computing power of the

wearable device of each trainer, fl
i represents the local

computing power of the wearable device, χ2 is the variance of
Gaussian white noise, and berup is the target bit error rate.
Using the above parts, the design part of the EC cycle of the
IoT is completed, and this result is used as the data basis for
constructing the EC execution process.

3.2. EC Execution Process. Using the above analysis results,
as the basis for the construction of the EC execution process
of each trainer’s wearable device, deep reinforcement
learning technology is used to complete the EC execution
process.

For the local computing part (1 − xi)qi of each trainer’s
wearable device, define ti as the local execution delay; this
part contains the processing time of the server; set cft

i as the
CPU frequency for the calculation; then, the execution delay
det

i can be expressed as

de
t
i �

1 − xi( 􏼁qili

cf
t
i

+ log 1 +
cgi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

Γ berup􏼐 􏼑
⎛⎝ ⎞⎠. (4)

Among them, li is the length of the communication
channel. Γ(berup) represents the margin of signal-to-noise
ratio introduced to meet the uplink target error rate. Set ECt

i

as the energy consumption during local execution.
According to formula (4), it can be expressed as

EC
t
i � ρicf

t
i 1 − xi( 􏼁qiliN0. (5)

Among them, ρiTT is set to the energy density in the IoT,
which represents the energy consumed in the decision-
making cycle during the calculation process, and N0 rep-
resents the noise power of the channel. Considering that the
change of cft

i will affect the change of calculation energy
consumption, the dynamic voltage scaling technology is
used to set the overall calculation time ωt

i , and the local
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calculation frequency cft
i is reasonably allocated. )e sub-

part can be expressed as

cf
t
i � min

1 − xi( 􏼁qili

ωt
i

, cf
tmax
i􏼨 􏼩. (6)

Use the above formula to control the execution process
of EC. Ensure that the energy consumption of EC matches
the characteristics of each trainer’s wearable device.
According to the data transmission speed calculated in
formula (3), the delay time of the calculation process can be
calculated as follows:

t
0
i �

qi

ωt
i

. (7)

Using the above formula to control the time during the
execution of EC, according to the EC execution process
designed in this part, in-depth reinforcement learning
technology is integrated into the EC resource allocation of
each trainer’s wearable device.

3.3.ECResourceAllocation. In this paper, the CNNmodel in
deep reinforcement learning technology is used as the design
basis to realize the EC resource allocation of the IoT, and the
convolution processing is mainly used to complete the ra-
tional allocation of resources [25, 26].

According to the relevant knowledge of the signal and
the network, the convolution operation of the two signals in
the decision time period can be embodied in the form of a
formula as follows:

conv(t) � s(t)∗w(t). (8)

Among them, s(t) and w(t), respectively, represent the
signals in edge calculation. )e discrete sequences f(n) and
g(n) in resource allocation are obtained through the
translation, multiplication, and integration results of these
two signals in the time period, and the convolution results
are embodied in discrete forms.

conv(n) � f(n)∗g(n) � 􏽘
N−1

m�0
f(n)g(n − m). (9)

Using the above formula, set the number of connections in
the EC of each trainer’s wearable device. According to the
parameter characteristics of the CNNmodel, set the weight and
bias in the allocation process as the number of connections;
then, the number of parameters in the edge calculation can be
expressed as ct∗wik ∗ hek + 1, where ct is the number of
channels in the calculation and wik and hek are the width and
height of the convolution kernel. )rough this formula, the
calculation amount of the calculation process can be obtained as
ct∗wik ∗ hek, and the rationalized distribution of the calcu-
lation amount can be expressed as

ρi(t) �
ct∗wik ∗ hek

conv(n)
. (10)

Using the above formula, complete EC resource allocation.
Connect this part with the design part above in an orderly

manner to realize the application of deep reinforcement
learning in EC of the IoT. So far, the design of real-time deep
reinforcement learning method driven by EC is completed.

4. Experiment Design and Result Analysis

)e experiment evaluates the application effect of the pre-
viously designed deep reinforcement learning in EC through
real data sets. In addition, this paper also compares the
proposed method with three methods in server occupancy
time, server power consumption, and calculate waiting time.

4.1. Data Set Design. Python 3.8 is used to implement the
calculation process of this experiment. In order to make the
experimental results more convincing, Google Cluster is
used as the data set, and the task samples are constructed
using attributes such as CPU request and memory request.
In the simulation scenario of this paper, suppose there are 10
edge nodes, that is, 10 trainers, and each trainer is equipped
with wearable sensors. )e bandwidth, computing power,
and computing power per unit time of the edge node (each
trainer) can be seen from Table 1 for consumption. At the
same time, suppose that the generation rate of business data
is 0.36 and 0.73 for bg0(t) and η(t), respectively, the CPU
frequency cft

i is 4 GHz, Γ(berup)≤ 6 dB, the local computing
power fl

i of the wearable sensor device equipped by the
trainer is 30Mb/s, and the bit error rate berup is 0.48.

)e above-mentioned setting part is used as the prep-
aration stage of the experiment, using the above-mentioned
setting results to complete this experiment and comparing
the difference between the calculationmethod after using the
deepening intensity learning and the method before using
this technology.

4.2. Contrast Indicators. )e content of the experiment is set
as the performance comparison of the calculation method,
and the calculation cost is the focus of the experiment. )e
so-called computing cost is composed of edge server oc-
cupancy time, edge server energy cost, and average com-
puting waiting time. In the experiment, in order to increase
the effectiveness, the computing environment is set to both
the full work of the edge server and the part of the edge
server to verify the applicability of each calculation method.
In the course of the experiment, the calculation performance
of each algorithm is studied in the form of a uniform in-
crease in the number of tasks, and the specific results are
embodied in the form of images.

4.3. Analysis of Experimental Results

4.3.1. Server Occupancy Time. In order to verify the server
occupancy time of different methods in EC, compare the
server occupancy time after the optimizationmethod of deep
reinforcement learning, the improved cat group algorithm,
and the edge-cloud collaborative IoT optimization method,
and the results are shown in Figure 1.

According to Figure 1, it can be seen that the edge server
takes different time under different methods. In Figure 1(a),
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when the number of tasks is 20, the occupancy time of the
edge server without optimization is 44.8 s, and the occu-
pancy time of the edge server of the edge-cloud cooperative
optimization method is 26.7 s. Improved cat group algo-
rithm edge server takes 23.5 s, and the server occupancy time
of the deep reinforcement learning optimization method is
7.5 s. Although the three methods can effectively reduce the
server occupancy time, the occupancy time of the method in
this paper is significantly lower than that of other methods,
which shows that the trainer is equipped with wearable
sensor equipment to occupy less server time.

In Figure 1(b), in some working environments, when the
number of tasks is 30, the edge server that is not optimized
takes 38.6 s, and the edge server of the edge-cloud coop-
erative optimization method takes 24.7 s. Improved cat
group algorithm edge server takes 18.2 s, and the server
occupancy time of the deep reinforcement learning opti-
mization method is 2.7 s. When the number of tasks is 70,
the unoptimized edge server takes 49.8 s, the edge-cloud
cooperative optimization method takes 42.5 s, and the im-
proved cat group algorithm IoT optimization method takes
33.5 s. )e server occupancy time of the deep reinforcement
learning optimization method is 3 s. In some working en-
vironments, the server occupancy time of the method in this
paper is also significantly lower than other methods, which
shows that the method in this paper has higher computa-
tional efficiency and strong applicability.

With the continuous increase of the number of tasks, in
two different edge server working states, the algorithm using
deep reinforcement learning technology can ensure the
normal operation of the server. )e use of deep reinforce-
ment learning technology can effectively control the server’s
occupancy time so that each trainer’s wearable device has
more time to process local business and establish an opti-
mized training model to better achieve the purpose of
physical expansion.

4.3.2. Server Power Consumption. Based on the above, the
server power consumption of the above three methods is

obtained through statistics, and the results are shown in
Table 2.

Analysis of Table 2 shows that the server energy costs
vary from different methods. )e energy cost of the method
in this paper is significantly lower than the other two
methods.)e use of deep reinforcement learning technology
in the calculation method can effectively control the energy
cost of the edge server in the calculation process, so as to
ensure the calculation cost and minimize the energy con-
sumption of the wearable sensor device.

4.3.3. Calculation Waiting Time. In order to further verify
the calculation efficiency of different methods, the average
calculation waiting time experiment under different tasks is
added, and the results are shown in Figure 2.

Analyzing Figure 2 shows that under different number of
tasks, the calculation waiting time is different. When the
number of tasks is 5, the average calculation waiting time of
the deep reinforcement learning method is 1ms, the average
calculation waiting time of the improved cat group algo-
rithm is 3ms, and the average calculation waiting time of the
edge-cloud cooperationmethod is 3.2ms.When the number
of tasks is 40, the average calculation waiting time of the deep
reinforcement learning method is 1.25ms, the average
calculation waiting time of the improved cat group algo-
rithm is 4ms, and the average calculation waiting time of the
edge-cloud cooperation method is 3.9ms. )e method in
this paper can improve the resource allocation ability of EC,
ensure the uniform speed of the computing process, and
improve the efficiency of EC.

Integrating the results of the average calculation waiting
time, the energy cost results of the edge server and the edge
server occupancy time results show that the EC method
based on deep reinforcement learning designed in the paper
can effectively control the computing cost and complete
efficient EC during performance. In the process, the model
for the trainer can be applied to the training faster, so that
the physical expansion training can be carried out more
effectively.

Table 1: Bandwidth, computing power, and computing energy consumption of edge nodes.

No. Bandwidth (MHz) Calculated ability (Mb/s) Calculated energy consumption per unit time (J)
1 100 150 0.002
2 100 200 0.003
3 100 100 0.001
4 150 150 0.002
5 150 200 0.003
6 150 100 0.001
7 150 150 0.002
8 200 150 0.002
9 200 200 0.003
10 200 100 0.001
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Figure 1: Edge server occupancy time. (a) Edge server occupancy time with all edge nodes working. (b) Edge server occupancy time with
partial edge nodes working.

Table 2: Server power consumption by different methods (W).

Operation hours (H) Deep reinforcement learning Improved cat swarm Edge-cloud cooperation
0.5 4 24 23
1 6 41 38
1.5 8 60 57
2 9 80 78
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5. Conclusions

Physical expansion training has always been a topic of
discussion. As an important part of the field of AI, deep
learning technology has been strongly sought after by ac-
ademia and industry in recent years, and the emergence of
EC technology corresponding to cloud computing has once
again attracted great attention from the academic com-
munity. In this paper, the CNNmodel in deep reinforcement
learning technology is used to realize the EC resource al-
location of the IoT, and the convolution processing is mainly
used to complete the rational allocation of resources. )is
paper combines AI and EC to propose a method for EC to
drive real-time deep reinforcement learning. )is method
proposed in this paper is used on the wearable sensor device
of each trainer in physical expansion training. )rough
experimental analysis, the method proposed in this paper
has low occupancy time, high computing efficiency, and
strong applicability; server power consumption is small; and
it can effectively control the calculation cost, complete the
efficient EC process so that each trainer’s training model can
be applied to training faster, and improve the quality and
accuracy of the training, so as to more effectively carry out
physical expansion training. In future research, further
optimizations will be made on how to more effectively
complete EC, while ensuring the reliability and timeliness of
task processing and balancing the load of each edge server
during peak periods.
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AR (Augment Reality) is an emerging technology that combines computer technology and simulation technology. It uses a
computer to generate a simulation environment to immerse users in the environment. AR can simulate the real environment or
things and present it to users by virtue of its multiperceptual, interactive, immersive, and other characteristics, to achieve an
immersive effect. For sports dance, the same can be used to enhance the effect of teaching and learning through the use of AR
technology. Aiming at the problems of delay and terminal equipment energy consumption caused by high-speed data trans-
mission and calculation of virtual technology, this paper proposes a sports dance movement transmission scheme that uses equal
power distribution on the uplink. Firstly, based on the collaborative attributes of the AR sports dance business, a systemmodel for
AR characteristics is established; secondly, the system frame structure is analyzed in detail, and the constraint conditions are
established to minimize the total energy consumption of the system; finally, the mathematical model of Mobile Edge Computing
(MEC) based on convex optimization is established under the condition that the delay and power consumption meet the
constraints, so as to obtain the optimal communication and computing resource allocation scheme of sports dance in AR. )e
experimental results reveal that the proposed sports dance movement assessment method based on AR and MEC is efficient.

1. Introduction

Dance is a highly practical subject, and most of the
knowledge and skill information in the training process
requires learners to obtain by imitating and feeling the
teacher’s movements. Practical dance training can hardly be
the same as other training methods. Modern training
methods such as online teaching and remote teaching are
adopted. Because in these training methods, learning is only
by watching movement teaching videos, it is difficult to get
an immersive and expressive feeling of dance movement
performance, and it is impossible to evaluate and feedback
the effect of movement learning in time. At the same time,
traditional classroom teaching methods are limited by time
and space after all, and students’ review of learning content
after class will also be affected. )e application of AR
provides the possibility of solving these problems to a large
extent. As a new human-computer interactionmethod in the

computer field, AR can provide users with a three-dimen-
sional virtual world similar to the real world, with the
characteristics of immersion, interaction, and imagination.
)e virtual reality system can receive movements or other
instruction information from the user through input devices
such as helmets and gloves, process them in the system, and
affect human senses such as vision, hearing, and touch
through some output devices, so that people can produce the
same feeling like a certain behavior in the real world.

AR applications are being developed day by day and are
receiving more and more attention because they can com-
bine computer-generated data with the real world through
hardware devices. AR sports dance training is extremely
sensitive to delay, and it has high requirements for com-
puting and communication. Moreover, when performing
AR sports dance training on amobile device, it consumes the
battery of the mobile device [1] and is unable to meet user
expectations. In order to solve this problem, literature [2]
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has proposed the use of MEC to solve the current problems.
Users will migrate the calculation of large amounts of data
involved in running AR sports dance training to the nearest
cloud connected to the base station. Executed on the server,
compared with local computing, it can save local energy
consumption, and compared with central cloud computing,
it can reduce transmission delay.

)e work of literature [3] shows that by jointly opti-
mizing the allocation of communication resources and
computing resources, it is possible to significantly reduce
mobile energy consumption under delay constraints, and
their work can be applied to multiple users independently
running general-purpose applications. However, AR ap-
plications have their unique properties. All users may upload
and download part of the same data, and their computing
tasks are also shared on one or more servers. )erefore,
communication and computing resources can be jointly
optimized and reduce communication and calculation
overhead [4].

)e AR sports dance application superimposes some
computer images onto real-world images through the screen
and camera of the mobile device. Five components are
needed to complete this process [5]: (1) video source, which
can first obtain the original video frame from the mobile
camera; (2) tracker, which recognizes and tracks the relative
position of the user in the current environment; (3) mapper,
which builds a model of the current environment; (4) object
recognizer, which recognizes known objects in the current
environment; and (5) renderer, which displays the processed
frames. )e video source and renderer components must be
executed on the mobile device, and the calculations per-
formed by the tracker, mapper, and object recognizer with
the largest amount of calculation can be offloaded to the
cloud. In addition, if the task is offloaded, the mapper and
object recognizer can collect input from all user devices in
the same geographic location, limiting the redundant in-
formation transmitted in the user’s uplink. In addition, the
results calculated by the mapper and object recognizer can
be multicast from the cloud to all users at the same location
in the downlink.

Different from literature studies [6, 7], this paper clearly
illustrates the collaborative nature of AR sports dance ap-
plications to solve the problem of minimizing mobile energy
consumption through communication and calculation of
dance motion resource allocation under delay constraints
[8, 9]. In [10], the continuous convex approximationmethod
is used to solve the mobile energy consumption minimi-
zation problem, and the solution method is complicated.

2. Background and Related Work

2.1. Research Background. With the development of mobile
networks and smart devices, a large number of resource-
sensitive applications have been spawned, such as large-scale
interactive games, virtual reality AR, and augmented reality
AR [2]. )ese applications require devices with ultrahigh
computing power and battery energy to support ultralow
latency requirements, and the most significant of them is AR
applications. In the application of AR in dance teaching, in

order to realize the interactive strategy of AR in dance
teaching and the functional strategy requirements of dance
teaching on AR, it is necessary to clarify the four major
components of the virtual reality system. )e major com-
ponents are the motion matching system, the motion cap-
ture system, the three-dimensional drawing system, and the
dance movement database. )e movement matching system
will match and compare the student’s dance movements
with the standard movements in the dance movement da-
tabase; the movement capture system can quickly capture
the students’ dance movements in real time; the three-di-
mensional drawing system can perform three-dimensional
dance movement information that needs to be learned )e
model is constructed to form a dance animation that can be
demonstrated, replayed, adjustable speed, and visualized. In
the dance movement database, a large number of standard
dance moves are stored. AR technology highly integrates the
real-world environment and virtual information and uses
computer graphics to combine the real world with com-
puter-generated virtual images to generate information that
is perceived by human senses to obtain a sensory experience
beyond reality. AR supports new applications and services
such as 3D movies, virtual games, etc. [3], which can be used
on mobile devices such as smartphones, smart glasses, and
tablets. However, when AR processes complex data such as
videos and images, it also needs to interact with users in real
time. )erefore, AR requires ultralow latency and extremely
high data transmission rates. In order to meet this demand,
with the development of 5G, the traditional cloud com-
puting network architecture is quietly sinking to the edge of
the network, and an emerging computing model-MEC has
emerged. )e MEC server is closer to the user and can solve
the AR problem well.

AR application is a delay-sensitive application, which has
high requirements for computing and communication.
)erefore, AR tasks can be offloaded to nearby MEC servers
for execution so that AR has less execution delay and mobile
devices have lower energy consumption. At present, the
technology of applying MEC to AR has attracted extensive
attention and research from academia and industry and has
achieved preliminary results. Literature [11] proposes that
users migrate a large amount of data involved in running AR
applications to a cloud server close to the base station for
calculation. Compared with local computing, it can save the
energy consumption of mobile devices, and compared with
traditional cloud computing, the transmission delay can also
be reduced. )e work of literature [12] shows that joint
optimization of the allocation of communication resources
and computing resources can significantly reduce the energy
consumption of mobile devices under delay constraints.
However, all users using AR applications may upload and
download the same data, and the data that need to be
migrated may also be shared on one or more servers.
)erefore, literature also proves through experiments that
communication can be jointly optimized and computing
resources reduce overhead.

Although the abovementioned researches have achieved
good results in the application of AR and MEC, the ap-
plication of sports dance training still needs further
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improvement. In addition, the difference is that this article
considers using an edge computing framework to transfer
complex AR processing data tasks to the edge server for
calculation, so as to speed up dance movement matching,
capture, imaging, and other processing.

2.2. Research on AR. We realize the construction of a virtual
environment based on computer technology, create corre-
sponding scenes suitable for sports dance training, and thus
achieve the effect of sports training. )is is the basic prin-
ciple of the integration of AR into the education field. )is
technology has strong immersion, interactivity, and con-
ception and belongs to the category of computer advanced
human-computer interaction applications. In the process of
this technology’s effectiveness, multidimensional graphics
technology, multimedia technology, simulation technology,
sensor technology, etc. will be penetrated, and the combi-
nation of technologies will ensure that the sensory functions
can be simulated, that is to say, as if you are in it, you can
hear and touch. At this point, we can see that it belongs to a
kind of artificial virtual environment creation process. For
the user, with the help of such technology, the interaction
with the system can be realized, which can be physical or
verbal, and then create a multidimensional anthropomor-
phic spatial pattern, which will make people feel immersed
sense. From this point of view, virtual display technology is
not only used for presentation media but also an effective
design tool.

2.3. Evaluation Method of AR in Sports Dance Movements.
)ere are many difficult movements in sports dance
training, and these movements need to be carried out in
accordance with the corresponding music rhythm, which
makes it highly performative, which means that the par-
ticipants need to ensure the music, background, and body.
)e language is integrated to complete the corresponding
deductive task, thereby presenting the values of health and
beauty. A set of sports dance trainingmust be of high quality,
be able to skip frames for difficult movements, meet the
demands of programming and performance, and reach
certain artistic targets. In the actual education and teaching
process, if the real environment of the competition scene can
be simulated, it can ensure that each combined movement
enters a state of refined analysis and research. Relying on
such refined data can make the students’ dance level get. A
better evaluation can find the deviations in the corre-
sponding training node and then ensure that the subsequent
training develops and progresses in a more ideal direction.

)e use of reality and virtual technology can make the
various movement parameters of the students in the aerobics
process be presented. Whether it is the movement details at
the time point or the connection in the continuous move-
ment, it can be presented in this way, so that you can better
understand the training knowledge of each student.With the
help of AR, the corresponding movements can be incor-
porated into the virtual environment, and multiple move-
ments can be rehearsed before the corresponding movement
points are even reached. With the help of video and

professional research software, accurate movements and
student movements can be actively realized. )e compar-
ative analysis between the two can provide a more com-
prehensive understanding of the defects and deficiencies of
the students in the movement, thereby reducing the diffi-
culty for the teacher to find the differences in the training of
the students, so that the teacher can grasp the corresponding
movement defects more quickly.)e development of follow-
up training plans can make the actual education and
teaching design develop in a more coherent and interactive
direction. Based on this consideration, the actual student’s
movement quality, corresponding to the overall training
effect, will also develop in a more ideal direction [13].

Incorporating the standard parameters of domestic and
international sports dance venues and the specifications of
actual sports venues into the actual system, and the rea-
sonable setting of subsidy roles from the perspective of
software can enable the actual training and competition
context to be constructed. It can guide students to enter a
more ideal training pattern, which makes the actual AR and
sports dance training and competition related. For students,
being able to exercise in such a virtual environment can
quickly enter the state. During this process, the system will
record the student’s movement performance and rely on the
previously established movement assessment to realize the
actual training in time. After the results are generated and
the corresponding training report is obtained, students can
see their own deficiencies and deficiencies in the system and
then use this as a node for subsequent training, so that
students can be guided to a good state of self-learning and
self-adjustment. In this way, the actual sports dance training
can develop and progress in a more autonomous and per-
sonalized direction [14].

3. Optimization of Sports Dance Movement
Evaluation Based on MEC and AR

3.1. Description of the Dual Objective Problem. At present,
immersive AR is still in the immature stage. Some key
technologies are being researched, improved, and perfected,
such as high-definition panoramic three-dimensional dis-
play technology and relatively natural interaction methods.
Related hardware devices are inconvenient to use and have
unsatisfactory effects. In this case, it is difficult to meet the
requirements of the virtual reality system, which affects the
interest of the user experience; and the equal power MEC
optimization solution that considers the collaborative
transmission between users mainly solves the lag of screen
imaging and user interaction, and viewing 3D images
through eyepieces. )e problem of the gap between the real
images enables the AR application in sports dance to in-
crease the operating speed of the equipment and reduce the
energy consumption in transmission, so that the quality of
the displayed pictures is greatly improved.

)is section presents the calculation model of sports
dance movement on the mobile edge in the AR scenario.
Considering a base station, there are a total of K users
running AR for sports dance training. )e user set is
K � 1, 2, . . . , k{ }, and the base station is equipped with a
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cloud server with high computing power. It is used to
process the data of sports dance movements uploaded by
users. )e cloud server is connected to a single-antenna base
station and uses Time Division Duplexing (TDD) to provide
services for all users in the dance training venue through a
flat frequency fading channel. Based on the content intro-
duced above, this article assumes that the migrated dance
motion application shares input, output, and computing
tasks, which are related to the tracker, mapper, and object
recognizer components. )is section specifically introduces
the collaboration in the process of sports dance movement
data transmission.

3.2. Uplink Sports Dance Data Transmission. When user
k ∈ K runs AR sports dance application in an area, the dance
movement data to be processed, such as the input bit Du

k of
object recognition, should be sent to the cloud server for
processing [15]. It is assumed that part of the input bit Du

s is
the same in each user’s input bit. )is means that this part of
the dance movement data can be transmitted by all users in
the area, rather than the need for multiple users to upload
repeatedly. In this paper, the same input bit is called the
shared input bit Du

s and 􏽐
K
k�1 Du

s,k � Du
s . )e input bit Du

s,k is
shared by the cooperative transmission part of each user k
and 􏽐

K
k�1 Du

s,k � Du
s . )en, the input bit independently

uploaded by each user k is ΔDu
k � Du

k − Du
s .

3.3. Cloud Server Processing Sports Dance Data Process.
)e cloud server processes the dance movement data
uploaded by the user to generate the output bits required by
the user [16]. )e number of CPU cycles required by the
cloud server to process the input bit Du

k of user k is Ck.
Assume that a part of the CPU cycles is used to calculate and
generate all the output bits required by the user, for example,
update the dance training environment model that the user
overlaps. )is article refers to this part of the CPU cycle
number as the shared CPU cycle number Cs, and
Cs ≤ min

k
Ck􏼈 􏼉; then, ΔCk � Ck − Cs CPU cycles are used to

calculate the output bits required by user k individually.

3.4. Downlink Sports Dance Data Transmission. Part of the
output bits needs to be passed to all users [17]. For example,
users in the same geographic location need the output bits of
the mapper component to update the map. To describe this
scenario with a model, this article assumes that
Dd

s ≤mink Dd
k􏼈 􏼉 output bits can be sent to all users in the

dance training venue in a multicast manner, and ΔDd
k �

Dd
k − Dd

s bits need to be sent to each user k in a unicast
manner.

4. Transmission Process of Sports Dance
Movement Evaluation System

In the key data frame of the dance movement of this system,
the shared communication and calculation tasks are

performed first, and then, the traditional independent mi-
gration tasks are performed, as described below.

4.1. SportsDanceDataTransmissionRate. Assuming that the
channel state remains unchanged during the transmission
process, let α’k be the channel gain between user k and the
base station, and αk is the normalized value, then the uplink
dance movement data transmission rate is shown as follows:

R
u
k P

u
k( 􏼁 � B

uαklb 1 +
αk
′Pu

k

N0B
uαk

􏼠 􏼡, (1)

where Pu
k is the transmission power of the mobile device of

user k, Bu
k is the transmission bandwidth allocated to user k,

and Bu is the total uplink transmission bandwidth; then,
􏽐

K
k�1 Bu

k � Bu and N0 are the noise power spectral density.
For the shared output bit Du

s,k, it can be sent to all users in
a multicast manner, and the dance movement data trans-
mission rate of the downlink multicast is shown as follows:

R
d
m,k P

d
m􏼐 􏼑 � B

dlb 1 +
αk
′Pd

m

N0B
d

􏼠 􏼡, (2)

where Pd
m is the downlink multicast transmission power and

Bd is the total downlink transmission bandwidth.
For the output bit Dd

k that is sent to user k separately, it is
sent by unicast, and the data transmission rate of the
downstream unicast dance movement is shown as follows:

R
d
k P

d
k􏼐 􏼑 � B

dαklb 1 +
α’kP

d
k

N0B
dαk

􏼠 􏼡, (3)

where Pd is the downlink transmission power corresponding
to user k, Bd is the downlink transmission bandwidth al-
located to user k, and 􏽐

K
k�1 Bd

k � Bd.

4.2. Sports Dance Data Transmission and Processing Time.
Define the time Tu

s required for user k to upload part of the
shared input bit Du

s,k as Tu
s � Du

s,k/(Ru
k(Pu

k)).
)e time Tc

s required by the cloud server to execute the
number of shared CPU cycles is Tc

s � Cs/(fsFc), where Fc is
the total processing capacity of the cloud server and fs is the
scale factor allocated by the cloud server to execute the
number of shared CPU cycles.

)e time Td
s required for user k to receive the multicast

shared output bit Dd
s is Td

s � Dd
s /(Rd

m,k(Pd
m)).

In the same way, the time T1 required for user k to
independently upload the remaining number of bits ΔDd

k is
T1 � ΔDu

k/(Ru
k(Pu

k)).
)e time T2 required by the cloud server to execute the

number of individual CPU cycles for user k is
T2 � ΔCk/(fkFc), where fk is the scale factor that the cloud
server allocates to execute the number of independent CPU
cycles for different users k, and 􏽐

K
k�1 fk ≤ 1.

)e time T3 required for user k to receive the unicast
output bit number ΔDd

k is T3 � ΔDd
k/(Rd

k(Pd
k)).

4 Mobile Information Systems



RE
TR
AC
TE
D

It can be seen from the above that in the sports dance
movement system, the delay Trequired for user k to perform
mobile edge calculation is

T � max
k

T
u
s( 􏼁 + T

c
s + max

k
T

d
s􏼐 􏼑 + T1 + T2 + T3( 􏼁. (4)

4.3. Sports Dance Data Transmission Energy Consumption.
)e energy consumed by users performing MEC lies in the
uplink dancemovement data transmission and the downlink
dance movement data reception.

)e energy generated by user k due to the downlink
dance movement data reception is

E
u
k D

u
s,k􏼐 􏼑 �

D
u
s,k + ΔDu

k

R
u
k P

u
k( 􏼁

􏼠 􏼡 P
u
k( 􏼁. (5)

)e energy generated by user k due to downlink data
reception is

E
d
k P

d
k, P

d
m􏼐 􏼑 �

ΔDd
k

R
d
k P

d
k􏼐 􏼑

+
D

d
s

R
d
m,k P

d
m􏼐 􏼑

⎛⎝ ⎞⎠l
d
k , (6)

where ldk is the energy consumed by user k to capture the
downward dance movement data per second.

4.4. Uplink Equal Power Allocation. Considering that the
uplink transmission power of each user is a fixed value, and
the uplink and downlink bandwidth of user k changes in
proportion to its channel gain [18], suppose that the opti-
mization variable includes the number of shared input bits
uploaded by user k Ds

k, and the cloud server allocates it for
sharing the scale factor fs for the number of CPU cycles, the
cloud server allocates a scale factor fk for executing the
number of independent CPU cycles for different users k, and
the base station corresponds to the downlink transmission
power Pd

k of the user k and the downlink power Pd
m for

multicast.
Consider the following optimization problem [14]:

min
z

􏽘
K∈M

E
u
k D

u
s,k􏼐 􏼑 + E

d
k P

d
k, P

d
m􏼐 􏼑,

S.tT≤Tmax,

􏽘
k∈K

fk ≤ 1, 0≤fs ≤ 1, fk ≥ 0,∀k ∈ K,

􏽘
k∈K

D
u
s,k � D

u
s ,

􏽘
k∈K

P
d
k ≤P

d
max, P

d
m ≤P

d
max, P

u
k ≤P

u
max,∀k ∈ K.

(7)

5. Performance Evaluation

)is section presents the results of minimizing the total
energy consumption of the user terminal by using the
collaborative characteristics of AR sports dance applications
based on MEC and using power allocation methods such as
uplink transmission. Consider a training venue where 10

users are running AR sports dance applications. )e users
are randomly distributed in the training venue, and the
wireless channel meets the Rayleigh fading [18]. In the sports
dance movement system, each user needs to upload dance
movement data Du

k of 106 bits, each user needs to receive
dance data Dd

k of 106 bits, and the total bandwidth of the
uplink and downlink channels Bu and Bd is 1× 108 Hz.
Downlink users receive dance movement data energy ldk of
0.628 J/s. In addition, the two parameters, N0 and Fc, are set
to 1× 10− 10 and 1011 CPU cycles/s, respectively.

)is paper proposes to use the sharing factor n as an
indicator of the degree of user’s calculation migration, where
n is the ratio of shared bits to total bits: when n � 0, users
perform independent calculation migration; when n � 1, all
bits are shared bits, and users perform fully shared calcu-
lation migration.

5.1. To Minimize the Delay as the Objective Function. )is
article first takes minimizing the delay as the objective
function and simulates the sharing factor n � 0, that is, the
situation where the user independently performs calculation
migration and uses the equal power allocation method to
obtain the minimum delay that the sports dance movement
system can achieve when using different uplink transmission
powers. )e simulation result is shown in Figure 1.

It can be seen from Figure 1 that if the equal power
allocationmethod is adopted, the uplink transmission power
must meet at least 1.0W to make the delay constrained
within 0.1 s; when the delay is constrained within 0.16 s, a
smaller uplink transmission power can be satisfied. Trans-
mission requirements are as follows. In this article, we
consider that the maximum uplink transmission power of
the user is 0.27W, and the maximum downlink base station
transmission power Pd

max is 20.05W.
If we consider the model in [19] and take minimizing the

delay as the objective function, we can get the simulation
results of the minimum delay that the sports dance move-
ment system can achieve when using different sharing
factors, as shown in Figure 2.

It can be seen from Figure 2 that under the same sim-
ulation conditions, the uplink transmission power is used as
the optimized parameter in the literature [20], and the
bandwidth is evenly allocated. When the sharing factor is
used, the delay can be constrained within 0.998 s.

5.2. ToMinimize the Total Energy Consumption ofUsers as the
Objective Function. Taking minimizing the user’s total en-
ergy consumption as the objective function, on the basis of
Section 3.1, simulations are carried out under the conditions
of T� 0.1 s and T� 0.16 s, respectively, for the delay con-
straints. In the simulation, the continuous convex approx-
imation method and the uplink equal power transmission
method are used for comparison. Figures 3 and 4 are the
simulation comparisons under the delay constraints of
T� 0.1 s and T� 0.16 s, respectively.

It can be seen from Figure 3 that when the maximum
delay is limited to 0.1 s, considering that the user’s uplink
transmission power is at most 0.27W, when the uplink
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transmission power is controlled within 0.27W, the uplink
equal power allocation is used in the case of the sharing
factor n � 0. )e method cannot meet the transmission
requirements. When the transmission power decreases, the
total energy consumption also decreases, but under the delay
constraint, when the sharing factor is small, the large
amount of total dance movement data cannot meet the
transmission requirements.

It can be seen from Figure 4 that when the maximum
delay is limited to 0.16 s, the uplink equal power allocation
method is used, and when the user transmission power is
0.06W, the total energy consumption is relatively close to
the continuous convex approximation method in [12], but
when the uplink transmission power takes a small value, for
example, when the uplink transmission power is 0.006W,
the total user energy consumption obtained by the uplink
equal power method is less than the total user energy
consumption of the continuous convex approximation
method in the literature [21] and can meet the transmission
needs.

From the comparison of Figures 3 and 4, it can be
found that, with the increase of n, the total energy
consumption gap of users obtained by using different
uplink equal power transmissions is constantly
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decreasing. )is is due to the total energy consumption of
users and the uplink transmission power and transmis-
sion. )e number of bits is proportional. When the
sharing factor is considered in the uplink dance move-
ment data transmission, the number of bits that the user
needs to transmit decreases with the increase of n.
)erefore, when n does not change, the number of bits
transmitted by the user does not change, and the total
energy consumption increases; when the uplink trans-
mission power is constant, with the increase of n, the
number of bits transmitted by the user decreases, and the
total energy consumption decreases; combining the two
factors, as n increases, the number of transmitted bits
decreases, and the increase in power brings a less obvious
increase in total energy consumption.

At the same time, when the uplink power distribution
method is used, the solver needs only one solution to obtain
the optimal result, while the continuous convex approxi-
mation method requires multiple iterations of the solution
to approximate the optimal result. It is found through
simulation that in the case of accuracy ε � 10− 4, the number
of iterations is usually between 1 and 35; that is, the solution
time of the continuous convex approximation method is a
multiple of the uplink power distribution method.

6. Conclusions and Future Research Directions

Aiming at the cooperative transmission characteristics existing
in AR sports dance training scenarios, this paper combines
bandwidth and channel gain based on MEC to allocate user
bandwidth and uses uplink power transmission methods to
minimize the total number of users. )e energy consumption
optimization function, by solving the convex optimization
problem, obtains the optimal sports dance movement resource
allocation plan. Compared with users performing MEC inde-
pendently, the user cooperative transmission scheme can sig-
nificantly reduce the total energy consumption of user
equipment during sports dance training. At the same time,
when using uplink power transmission methods, it can reduce
compared with continuous convex approximation. )e sports
dance movement system has computing time, and under a
certain delay requirement, it can meet the transmission re-
quirements with a smaller power.

)e combination of computer virtual technology, edge
computing technology, and sports dance training projects has
opened up a convenient channel for various types of sports
training. )e application of virtual technology in the field of
sports reduces the danger of training and creates an objective
condition that is difficult to achieve or even impossible to
achieve in order to optimize the evaluation of sports dance
movements based on the network architecture of edge com-
puting and augmented reality technology, in addition to ex-
ploring the energy consumption, time optimization, and
enhancement technology of MEC, the quality of user experi-
ence, and deployment research and practice on optimization
and collaboration mechanisms, so as to realize the deep inte-
gration of sports dance and edge computing technology under
the augmented reality technology, with a view to elevating
college sports training to a whole new level.
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available from the corresponding author upon request.
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*e positioning of the apple growth cycle plays a very important role in predicting the development of apples and guiding fruit
farmers in agricultural operations. *e traditional method of manually positioning the apple growth cycle has problems such as
low efficiency and poor accuracy. Pattern recognition provides support for continuous and rapid positioning during the apple
growth process. Under the natural conditions of the orchard, due to the large differences in the individual colors of the apples
during the growth process and the influence of factors such as light changes, the photographed apple images are more complex,
which brings certain difficulties to the segmentation and recognition of the apples. In this paper, pattern recognition is used to
automatically identify and extract the growth stages of apples, a hue intensity (HI) color segmentation algorithm based on a
Gaussian distribution model based on prior knowledge is studied, and then an active shape model (ASM) is used to identify each
period of apple growth based on pattern recognition. After a series of experimental verifications, the ASM-based automatic
identification method proposed in this paper is feasible and can identify the various growth periods of apples, thereby serving the
mechanized production of apples.

1. Introduction

Apples have always been recognized as a fruit that can prevent
a variety of diseases. Doctors said, “A study by the University
of California in the United States has found that apples
contain a flavonoid substance that can delay cell aging, protect
the heart, and prevent cerebrovascular diseases.” In 2020,
China has become the world’s largest apple producer, with
apple planting area and output accounting for more than 50%
of the world. *e apple industry has brought good economic
benefits and has become the main source of income for
farmers. Precisely positioning the growth cycle of apples to
grasp its development status is of great importance for
guiding production management such as fertilization and
irrigation. In the growth process of apples, it is important to
accurately assess the growth of apples and perform appro-
priate work at the appropriate time.

Smart agriculture is the integration between agriculture
and Artificial Intelligence (AI) technology and modern

information technology, and it is also a technology that is
urgently needed in the development of global agriculture.
Nondestructive monitoring of crop growth is one of the
important links in smart agriculture. It requires real-time
and accurate acquisition of plant growth information to
guide the fine management of crops. In particular, the
monitoring of crops in different growth periods is an im-
portant part of crop growth monitoring. First of all, un-
derstanding the growth period of crops can help people
analyze the relationship between field crop growth and
environmental conditions; in addition, it can effectively
guide operations, thereby significantly improve the level of
agricultural mechanization and crop yields [1, 2].

Pattern recognition can detect subtle changes in plants
due to malnutrition earlier than human vision, providing a
reliable basis for timely irrigation and supplementation of
nutrients. Under the current circumstances, if apple’s eco-
nomic benefits and automated production are effectively
improved, this will have important practical significance. In

Hindawi
Mobile Information Systems
Volume 2021, Article ID 9687950, 11 pages
https://doi.org/10.1155/2021/9687950

mailto:2017019@ynan.edu.cn
https://orcid.org/0000-0002-8796-0551
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/9687950


the process of mechanized production, orchard manage-
ment is a very important task. *e apple’s growth cycle is
divided into six major periods, the first is the growth period
of the seedlings; the seedlings need to be carefully main-
tained and provided with appropriate water and fertilizer
management to make the apples grow better. Next is the
flower bud differentiation period, and attention should be
paid to temperature and light control. *e temperature is
12∼18°C; during the flowering period from April to June,
stop watering to avoid falling flowers; then in the flowering
period of apples, supply enough water before flowering, and
stop watering at the flowering period to prevent the flowers
from falling off. In the case of poor growth, it is necessary to
cut the flower buds in time; cut off the bad flowers and poorly
grown flowers to maintain a healthy growth state. *is is
followed by the physiological fruit drop period and the fruit
expansion period of the apple, and the maintenance work
should be done well. Finally, it should be fertilized and pruned
in time during its maturity period to allow it to grow and
produce better results. In actual production, the external
morphological structure of the crop has undergone tre-
mendous changes from seedling growth to maturity, and
these morphological and structural changes are also very
significant for the image. *erefore, it is very necessary and
urgent to carry out pattern recognition research on the
growth and development cycle of apples with the help of
computer vision and image processing theories and methods.

*e main contributions of this paper are summarized as
follows: (i) we use the HI color based on Gaussian distri-
bution, which is suitable for the image segmentation algo-
rithm of apples at each period of the growth process in the
complex environment of the orchard to perform apple image
segmentation. (ii) On the basis of correct segmentation, an
ASM based on pattern recognition is used to identify apples
in the growth process of each period. In other words, the
novelty of this paper is mainly to use the HI color based on
Gaussian distribution to perform apple image segmentation,
and then use ASM to identify the whole apple growth cycle
from seedling stage to mature fruit.

*e rest of the paper is organized as follows: Section 2
analyzes and summarizes domestic and foreign research
work in crop growth and development monitoring, crop
image segmentation, and crop automatic identification.
Section 3 introduces the collection and segmentation of
apple images at each period of the growth process. Section 4
uses ASM to identify apples at each period of the growth
process. Experimental results are reported in Section 5, and
finally Section 6 concludes this paper.

2. Related Work

Nowadays, labor on farms and orchards depends largely on
skilled farmers. Manual labor wastes time and increases the
cost of production, while uneducated and inexperienced
workers make unnecessary mistakes. In [3], Zhao et al.
present a review on some key vision control techniques and
their potential applications in fruit or vegetable harvesting
robots. In [4], the intelligent agriculture becomes a popular
concept. In [5], Wang et al. develop a computer vision-based

system for automated, rapid, and accurate yield estimation.
In [6], there is increasing interest in the use of image
processing techniques for crop detection in intelligent
weeding applications. In [7], Lu and Sang propose a rec-
ognition method for citrus fruits under varying canopy il-
lumination based on color and contour information. In [8],
Linker et al. propose a method for detecting apples in natural
lighting. It details an algorithm for estimating the number of
apples in color images under natural illumination. With the
rapid development of AI, pattern recognition is widely used
in agriculture [9]. Deep learning is a special kind of machine
learning that can be used to classify crops [10–12], crop image
segmentation [13, 14], crop target detection [15, 16], and other
missions [17]. In [18], Zhang et al. propose a 13-layer con-
volutional neural network (CNN) for fruit classification with
high accuracy. In [19], Chen et al. use a spot detector based on
fully connected CNN to extract candidate regions in the
image and segment the target region, and use subsequent
CNN counting algorithm to calculate the number of fruits. In
[20], Dyrmann et al. present a method for automating weed
detection and use CNN to detect the weeds. Faster R-CNN
[21] uses the Region Proposal Network (RPN) method to
detect the Region of Interest (ROI) in an image. In [22], Inkyu
et al. use the faster R-CNNmethod to detect a variety of fruits
and produce good results. *e faster R-CNN with VGG16
nets [23] is the most advanced method for fruit detection [9].
In [24], Tian et al. propose an improved YOLO-V3 model for
detecting apples during different growth stages; this model is
used to detect young apples, expanding apples, and ripe apples
in complex backgrounds.

Relying on the continuous development of image pro-
cessing technology and pattern recognition technology, we
can use computer technology for crop shape recognition. At
present, in crop morphology recognition, research mainly
focuses on the appearance characteristics of crops, that is, the
measurement of the geometric shape characteristics of the
crops, for example, the classification of certain crops by
different leaf shape characteristics, including the rectangu-
larity, circularity, and circularity of the leaves. Geometric
parameters such as eccentricity, leaf size and invariant mo-
ments, and crop classification and identification can also be
achieved through crop flowers, fruits. Most of the work done
is focused on the study of specific organ morphology of crops,
such as leaves and flowers. Few studies involve the use of
computer vision systems to automatically identify the growth
and development stages of crops. However, the use of pattern
recognition to locate the growth cycle of apples is an indis-
pensable part of practical applications, which provides im-
petus for the development of this paper. Especially different
from the previous work, the novelty of this paper is mainly to
use the HI color based on Gaussian distribution to perform
apple image segmentation, and then use ASM to identify the
whole apple growth cycle from seedling stage to mature fruit.

3. Image Collection and Segmentation

3.1. Data Collection. Computer vision usually includes the
following modules: light source, camera or camera image
capture card, input and output module, and image
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processing software. *e performance of the image acqui-
sition system will directly affect the quality of the collected
data and then affect the subsequent image processing and
analysis. Taking into account the actual situation of this
research and the goals that need to be completed, the
hardware system for apple image segmentation and for
identification of each key developmental stage is mainly
composed of a computer and an image acquisition system.
*e image acquisition is usually done by a video camera,
ordinary digital or optical camera, and then the digital image
in the memory card is converted to the computer.*is paper
will mainly use digital cameras for data acquisition. *e
image acquisition system mainly includes tripods, digital
cameras, computers, and data transmission equipment. *is
paper can obtain apple images of different weather condi-
tions and different growth stages through this system and
then identify them through image processing related
algorithms.

*e subject of this paper is apples, and the selected
variety is Fuji apple. *e image collection time is mainly
determined according to the growth status and growth rules
of the apple. As far as this research is concerned, it is
necessary to consider accurately segmenting apples from
images under different weather conditions and automati-
cally identify the four key growth stages of apple flower bud
differentiation, apple flowers, physiological fruit drop, and
fruit expansion in the orchard. *erefore, we need to shoot
continuously at specific times every day. *e shooting object
is apple (the growth cycle starts from the seedling to the end
of the mature period). Apple image collection is mainly
concentrated in two time periods. *e first time period is
mainly to photograph the apples in the orchard. Its function
is to analyze the relationship between the green information
of the apple and the light under different weather conditions
and to lay the foundation for segmentation; the latter time
period is mainly to obtain a single apple, and its role is to
identify later created training samples. *e shooting envi-
ronment changes include dark light to strong light, weather
conditions (sunny, rainy, and cloudy), shooting time
(morning, noon, and afternoon), and dry to humid soil. It is
also necessary to adjust the height and angle of the camera in
time to find a reasonable configuration that can obtain high-
quality image data.

3.2. Image Segmentation. *e accurate segmentation and
extraction of apples in the image constitute a prerequisite for
realizing apple growth monitoring. However, the comple-
tion of this work is affected by many factors, such as changes
in light conditions, changes in surface soil, and complex
environments. In order to achieve accurate segmentation of
apple images in complex environments, this paper studies an
HI color segmentation algorithm based on Gaussian dis-
tribution model based on prior knowledge of apples in
different weather conditions and different growth and de-
velopment stages. *e algorithm only needs a small number
of training samples to complete the segmentation of the
apple image.

3.2.1. Existing Crop Segmentation Algorithms. In the algo-
rithm of crop image segmentation, the role of color index is
very important. *e general color index algorithms mainly
include ExG (Excess Green—over-green); ExR (Excess
Red—over-red); ExG–ExR (Excess Green minus Excess
Red—over-green minus over-red); CIVE (Color Index of
Vegetation Extraction—a vegetation color index extraction);
and VEG (Vegetation). *ese algorithms only need to use
the three components of red, green, and blue in the RGB
color space. *e calculation is simple, and it is not sensitive
to changes in light intensity; even to complex environments,
change has a certain degree of adaptability. However, the
prerequisite for the realization of the algorithm is to nor-
malize the color space and finally achieve crop extraction by
setting the segmentation threshold.

*e method of normalizing the color space is shown in
(1), and the values of R, G, and B need to be calculated firstly.

R �
R
∗

255
,

G �
G
∗

255
,

B �
B
∗

255
.

(1)

On the basis of R, G, and B, r, g, and b are, respectively,
normalized into the [0, 1] interval according to (2), and R +

G + B � C is assumed.

r �
R

C
,

g �
G

C
,

b �
B

C
.

(2)

*e calculation of the color index is based on the cal-
culation of r, g, and b values in (2).

(i) ExG

ExG � 2g − r − b. (3)

(ii) ExR

ExR � 1.4r − g. (4)

(iii) ExG − ExR

ExG − ExR � 3g − 2.4r − b. (5)

(iv) CIVE

CIVE � 0.44r − 0.81g + 0.39b + 18.79. (6)

(v) VEG

VEG �
g

r
(2/3)

b
(1/3)

. (7)
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3.2.2. HI Color Segmentation Based on Gaussian Distribution
Model. *e HSI color model expresses the way the human
visual system perceives the color of an object, where hue (H)
represents the difference in color, saturation (S) represents
the purity of the color, and intensity (I) represents the
brightness of the color. *ese characteristic components are
used to describe the color. *e use of the HSI color model in
crop segmentation has the following advantages: compared
with the RGB color model, its three color feature compo-
nents can be directly used for segmentation separately; at the
same time, it overcomes the influence of lighting conditions
[25].

*e color distribution of a single-color object changes
with intensity on the hue-saturation plane, where a single
color is different in each period of apple growth, and it is
green in the growth period of the seedling and the physi-
ological fruit drop period; in the flower bud, it is pink at the
differentiation stage, yellow at the flowering stage of the
apple, and red at the fruit expansion and maturity stage.
*erefore, when building a single-color pixel model in the
HSI color model, it is necessary to adapt to changes in
external lighting conditions. *erefore, a single Gaussian
distribution model can be used to represent the distribution
of tone values at a certain intensity. *e probability density
function of Gaussian distribution is shown in

fH(h|I) �
1
���
2π

√
σ
exp −

1
2σ2

(h − μ)
2

􏼢 􏼣. (8)

Here, h is the hue value of a single color, μ is the expected
value, and σ2 is the variance. *e solution of the parameter
values 􏽢μ and 􏽢σ2 under a certain intensity can be estimated by
using the maximum likelihood estimation method on the
training sample data set. *e specific calculation method is
shown in

􏽢μ �
􏽐

n
k�1 Hk

n
,

􏽢σ2 �
􏽐

n
k�1 Hk − 􏽢μ( 􏼁

2

n
.

(9)

Here, Hk represents the kth hue value of n sample pixels
under a specific intensity, and n refers to the total number of
single-color pixel samples.

*e HI segmentation algorithm used in this paper is
based on the HSI color model, and the type of the apple
image collected in the experiment is the RGB color model.
*erefore, the image needs to be converted from the RGB
color model to the HSI color model when building the tone
intensity table and before image segmentation. *e basic
principle of the conversion from RGB color model to HSI
color model is as follows: First, the brightness factor needs to
be separated from the RGB color model; the chroma is
divided into two parts, hue and saturation; and the angle
vector is expressed as hue. On the whole, it is a conversion
from a unit cube based on Cartesian coordinates to a double
cone based on cylindrical polar coordinates [26]. *e
conversion formula from RGB color model to HSI color
model is defined as follows:

(i) H

H �
θ, G≥B,

θ + π, G<B,

⎧⎪⎨

⎪⎩

θ �
π
2

− tan− 1 2R − G − B
�
3

√
(G − B)

􏼠 􏼡.

(10)

(ii) S

S �
2
�
6

√ ×

����������������������

(R − G)
2

+(R − B)(G − B)

􏽱

. (11)

(iii) I

I �
R + G + B

�
3

√ . (12)

*e values of R, G, and B in (12) all need to be nor-
malized to the [0, 1] interval before calculation.

Set a pixel p(x, y), where (x, y) represent the coordi-
nates of the pixel in the image. According to the HI color
segmentation model of Gaussian distribution, φ(x, y) rep-
resents the deviation (distance) between the hue value of the
pixel and its expected value, as follows:

φ(x, y) �
H(x, y) − μI(x, y)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

σI(x, y)
. (13)

Here, H(x, y) and I(x, y) are, respectively, derived from
the expected value and variance of the hue intensity look-up
table. If the calculated distance is larger, the possibility that
the pixel belongs to a green crop is less. In order to accurately
segment the crop image, this paper sets a threshold k to
judge whether a pixel is a single-color crop; if φ(x, y)≤ k,
p(x, y) ∈ crop; otherwise, it belongs to the background. It is
not difficult to find that the setting of the threshold k will
directly affect the accuracy of crop image segmentation, and
choosing different thresholds will produce different seg-
mentation results. If the threshold is too small, some of the
single-color pixels will be mistakenly divided into other-
color pixels. If the threshold is too large, some other-color
pixels will be mistakenly classified as single-color pixels.
*erefore, it is very important to choose a suitable threshold
k. *rough testing, this paper finally determines the best k

value suitable for image segmentation at each stage of apple
growth (the experimental part will be discussed in detail).

4. Recognition and Positioning of Different
Periods in the Growth Process of Apples

*e identification of each period in the apple growth process
is carried out on the basis of accurately segmenting the
apples. After image processing, the influence of other factors
on the identification effect is reduced. Researchers at home
and abroad mainly use information such as shape param-
eters, color, and texture characteristics to identify single
leaves of plants; to identify flower bud differentiation,
flowering period, and fruit period, they count on the basis of

4 Mobile Information Systems



identifying single leaves and then determine which period
the plant is in. In this study, ASM method was used to
identify the growth cycle of apples, taking into account the
overall geometric shape of the apples in each period and
reducing the influence of different leaves on the identifi-
cation results.

4.1. ASM. ASM is a statistical model method applied to
complex shape matching proposed by scholars [27–29]. *is
research discusses it from three aspects, namely, the point
distribution model, the local gray-scale texture model, and
the matching target search process. Its basic process is to first
select a series of training samples, then use manual cali-
bration to mark the contour (feature points) of the object
shape, and then perform alignment operations on these
training samples. On this basis, the shape model is estab-
lished, and the constraint condition of the shape parameter
change is obtained. Finally, search for the target that matches
the shape model in the tested image, so as to complete the
recognition of the target object. *e ASM algorithm has the
characteristics of fast running speed and high target posi-
tioning accuracy, and it is also suitable for recognition under
different illumination, complex background, and occlusion.
Besides, it can statistically model complex shapes of targets
to complete the recognition work. In the matching search
process, the shape model is adjusted by parameters to
constrain the overall shape of the model.

4.2. Point DistributionModel. We use T to denote a specific
training set. *e training set T contains N shapes, and each
shape has n marked points. It can be expressed in another
way; that is, there are N coordinate points for each shape’s
mark point. *e training set is represented by (aij, bij): the j

calibration coordinate point of the ith shape and the n

calibration point of the ith shape are represented by a vector
in the training set [30].

ai � ai0, bi0, ai1, bi1, . . . , ai,n− 1, bi,n− 1􏼐 􏼑
T
, i � 1, . . . , N.

(14)

When manually calibrating the target contour feature
points, it is necessary to ensure that the calibration sequence
of the feature points in each image is consistent with the
calibration position. Otherwise, the alignment of the
training samples in the next step will be affected, and the
modeling will be unreasonable. *ere are different shooting
angles and different shooting distances during the data
acquisition of a certain key growth period of apples.
*erefore, the positions and scales of the apples in the
images are different, which causes the distribution of
training samples in the two-dimensional space to be dis-
ordered, resulting in failures. *is shows the changing law of
the shape of an apple during a key growth period, so it is
unreasonable to directly count and process the training
samples. *erefore, it is necessary to perform standardized
alignment processing on the manually labeled training
samples. *e main operation steps are as follows: First select

a certain sample shape as the basic shape, and other samples
are as close as possible to the basic shape through the steps of
scale enlargement and reduction, rotation, and translation.

If we only align two samples, their corresponding shape
vectors are a1 and a2, respectively. Let a1 be the basic shape
model, then enlarge and reduce a2 by a certain scale a2, and
rotate the angle β and translate t, so that the shape of a2 is as
close as possible to the shape of a2. Under the framework of
least squares, the a2 shape vector is standardized to a1 by
adjusting these parameters.

a2′ � R(β, C)a1 + t

�
a1C cos β − b1C sin β

a1C sin β + b1C cos β
􏼠 􏼡 +

ta

tb

􏼠 􏼡.
(15)

By the least square method, one obtains

L � a1 − R b2( 􏼁 − t􏼂 􏼃
T

a1 − R b2( 􏼁 − t􏼂 􏼃. (16)

Partially differentiate β, C, ta, tb; set their value to 0; and
then solve these equations to get these parameter values.

*erefore, it can be extended to the alignment of N

samples. First, select the shape vector of a sample as the basic
shape vector, and then align other shape vectors to the basic
shape vector according to the above calculation method.
After all are aligned, find their average shape model and
make it the new basic shape vector. *en, align other shape
vectors to this new basic shape vector, and repeat this op-
eration until the convergence condition is met.

*e average model in the shape model is defined as
follows:

a �
1
K

􏽘

K

i�1
ai. (17)

*efinal shapemodel in the training set can be expressed
by the sum of the changes of the average shape model and
the weight model.

a � a + Vq. (18)

Here, a is the average shape model, V is the transfor-
mation matrix composed of component eigenvectors, and
q � [q1, q2, . . . , qt] is the shape weight vector, which is
calculated by the following:

q � q1, q2, . . . , qt􏼂 􏼃

� V
T
(a − a).

(19)

*e change of the shape weight m will change the
corresponding shape model, so the shape model of ASM is
generated. Searching and matching similar targets in the
image can make the shape model approximate the shape of
the target image by adjusting the weight vector m of different
shapes, and the m constraint changes within a certain range.
*e limitation on m is to avoid the change of the shape
model during the matching process that does not conform to
the actual situation. *e value of m is calculated by the
probability distribution model of the parameters.
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−2.98
��
εn

√ ≤m≤ 2.98
��
εn

√
. (20)

Here, εn is eigenvalue, εn ≥ εn+1.

4.3. LocalGrayTextureModel. *e establishment of the local
gray-scale texture model firstly needs to analyze the gray-
scale information [31]. *e calculation process for the gray
information of the y model feature point in the x image is to
take this point as the center and take k sampling points along
the two sides of the model contour normal. *erefore, there
are 2k + 1 pixel points in total. *e gray information is
recorded as gxy. In order to reduce the influence of the
model in the process of translation and zooming, the gra-
dient value of gxy is calculated:

Gradgxy � gxy,2 − gxy,1, . . . , gxy,2k+1 − gxy,2k􏽨 􏽩. (21)

At the same time, in order to reduce the influence of
different lighting conditions, we have done a normalization
process on the basis of the gradient value Gradgxy:

uxy �
Gradgxy

􏽐
2k
i�1 Gradgxy

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
. (22)

*en, calculate the average gray information model uy

corresponding to all the feature points of the model.

uy �
1
N

􏽘

N

i�1
uxy. (23)

Calculate the covariance matrix of the feature point
Covuy

.

Covuy
�

1
N

uxy − uy􏼐 􏼑 􏽘

N

i�1
uxy − uy􏼐 􏼑 uxy − uy􏼐 􏼑

T
. (24)

According to the calculation of the above formula, we
can get the local gray information characteristics of each
model feature point: the average gray information model uy

and the covariance matrix Covuy
, including 2k + 1 model

feature points.
Mahalanobis distance DM can describe the degree of

similarity between a local feature point and the calibration
feature point (similarity measure): the smaller the distance
value, the greater the similarity; the greater the distance
value, the smaller the similarity. *erefore, in the target
image search process, by calculating the corresponding
Mahalanobis distanceDM, the feature point with the greatest
degree of similarity is obtained, which is the best matching
point of the model calibration feature point.

DM �

����������������������

Sy − uy􏼐 􏼑
T
Cov−1

uy
Sy − uy􏼐 􏼑

􏽲

. (25)

4.4. Matching Target Search Process

4.4.1. ASM Algorithm Single Resolution Search Strategy.
When searching for a target in an image, the first step is to
use artificially marked feature points to obtain the initial

shape model, then use the local gray-scale texture model to
select the best matching point, and combine the limitations
and changes of shape parameters to obtain a matching result
map. *e specific process is as follows:

(1) *e model is initialized and positioned. In the target
image, whether there are apple seedlings, flower
buds, and fruits at various stages of the growth
process, generally determine the approximate posi-
tion first; on this basis, match the seedling, flower
bud, and fruit stage shapes of the initial shape model
to obtain the approximate position of the target
image; the initial shape is X.

(2) Discover new model shapes. Search in the vicinity of
the feature point according to the normal direction
of the feature, and calculate the minimum Maha-
lanobis distance DM �

����������������������
(Sy − uy)TCov−1

uy
(Sy − uy)

􏽱

between the current feature point and the candidate
feature point in the current contour neighborhood;
that is, the best matching point of the current marked
feature point is the minimum Mahalanobis distance
DM; then, the best matching point corresponding to
each feature point of the current shape is calculated
in turn, and the new shape vectorsX′ are established.

(3) *e shape parameters are updated.*e displacement
required by the new model to the characteristic
target point is obtained by affine transformation.

(4) Shape parameter constraints. From the probability
distribution model, the variation range of the shape
parameter is −2.98 ��εn

√ ≤m≤ 2.98 ��εn

√ , and finally the
result is matched with the target contour in the
image.

(5) Repeat the steps from (2) to (4) until the new shape
and the original shape no longer change significantly;
we consider that the algorithm converges and the
iteration ends.

4.4.2. ASM Algorithm Multiresolution Search Strategy.
When the ASM searches for the best matching point, it is
often affected by internal and external factors, such as the
initial target location and the noise of the image itself. In
turn, deviations occur when each feature point is matched
with the best candidate point corresponding to it, and the
search performance is changed. *e result of the search
becomes worse as the number of deviation points increases
or the deviation increases, which in turn affects the matching
effect of the ASM algorithm. *e traditional ASM algorithm
faces the following contradictions: In the process of feature
point matching, from one perspective, the expected search
range is large enough to ensure that the best matching
position of the feature point can be searched. However, if the
search interval is too large, the number of nonoptimal
feature points similar to ideal feature matching points in the
search interval will increase, the computational efficiency of
the algorithm will be greatly reduced, and the possibility of
errors will continue to increase. From another perspective,
in general, the smaller search interval is expected to reduce
the amount of calculation and finally improve the efficiency.

6 Mobile Information Systems



In response to the abovementioned contradictions, Cootes
and other research scholars proposed a new ASM search
method, namely, multiresolution search strategy. *e basic
idea is “from low to high” multilevel search: *e first step is
to search for the approximate position of the target in the
lowest resolution image. *en, in the image environment
with the resolution gradually increasing, the precise position
of the target is continuously improved until the original
image that is the highest resolution image is found. *is
method can speed up the running speed and reduce the
probability that the local structure of the image interferes
with the shape model.

In the process of multiresolution search strategy, the first
step is to build a pyramid of Gaussian images. *e images in
each layer are the same, but the difference between them is
different resolutions. *e lowest layer which is the original
image is image layer 0, and the upper layer of lower reso-
lution image is image layer 1.*emethod of acquisition is to
process the lowest layer image with a 5× 5 image mask and
take a sample of two pixels; that is, the length and width scale
of the image obtained in each layer is half of the previous
layer; then, get the pyramid of the n-layer image. In this way,
a pyramid of Gaussian images at different resolutions is
established.

5. Experiment Design and Result Analysis

5.1. Image Segmentation Experiment Results: k Value
Selection. In order to determine the appropriate threshold
in the HI color segmentation of the Gaussian distribution
model to accurately segment the apples in the growth
process of each period, this paper selected 45 different
weather conditions (sunny, cloudy, and rainy), different
environments, and different growth stages. *e apple image
of the period was used as a sample for testing. At the same
time, the relationship between the selection of k value and
the segmentation result is discussed. As shown in Figure 1
(the periods are marked with orange numbers), the six
images are apple in the seedling stage, flower bud differ-
entiation stage, apple flowering stage, physiological fruit
drop stage, fruit expansion stage, and mature stage. *e
results show that the setting of k value has a great influence
on the results of apple image segmentation. When k � 1, the
lack of apples is serious, and some pixels belonging to apples
are wrongly classified as background, as shown in Figure 2.
When k � 4, most of the pixels belonging to the background
are wrongly classified as apple flower buds, apple flowers, or
their fruits, as shown in Figure 3. After a lot of experimental
verification, it is found that the threshold k segmentation
effect is the best within [2.4, 2.6], which meets the goal of
correctly extracting apples. Figure 4 shows that when k � 2.5,
the effect of image segmentation is much better than when
the k values are 1 and 4, respectively. *e k value at this time
shows that the HI color segmentation algorithm of the
Gaussian distribution model extracts the apples in the
growth process of each period. It adapts to changes in
different environmental conditions and has good robust-
ness. *erefore, this paper sets the threshold k to 2.5 as the
parameter of the HI color segmentation method of the

Gaussian distribution model to segment the apple image
during each period of growth.

In order to further prove the excellent performance of
the HI color segmentation algorithm of the Gaussian dis-
tribution model in extracting apples in the growth process of
each period, this paper again selects typical data from the
obtained apple image data: different weather conditions
(sunny, cloudy, and rainy), different growth stages, and
different levels of complexity are used as test samples.

In this study, the experimental results of the four al-
gorithms of CIVE, ExG–ExR, ExG, and VEG are compared
with the experimental results of the method in this paper.
*e threshold of the HI segmentation algorithm of the
Gaussian distribution model is set to k � 2.5. It can be seen
from the experimental results that the HI algorithm has the
best segmentation effect and can adapt to changes in lighting
and complex environments. Compared with the three al-
gorithms of CIVE, ExG–ExR, and VEG, the ExG algorithm
has better adaptability and can adapt to general light in-
tensity changes, but the image segmentation effect is inferior
to the HI algorithm. *e VEG algorithm has the worst
segmentation effect and is most susceptible to the influence
of different light intensity; the noisy point is serious. *e
ExG–ExR algorithm has a high error rate. *e CIVE al-
gorithm can handle the segmentation of green crops and soil
better, but when there are interference factors (such as
shadows) in the image, the performance is not good. In
summary, the HI algorithm selected in this article has the
best effect.

5.2.
ePositioningResults of EachPeriod in theAppleGrowth
Process. *e ASM algorithm is used to accurately describe
the overall two-dimensional shape of the apple during the
growth process, and the multiresolution search strategy is
used to determine the position of the apple during the
growth process to identify it.*e training samples are shown
in Figure 1. In order to overcome the shortcomings of
traditional methods, this paper directly describes the overall
outline of each stage of apple growth. *e specific operation
is to mark the contours in each image. As shown in Figure 5,
the green points are the marked contour points.

In order to improve the accuracy and efficiency of
recognition at each period of the apple growth process, we
should pay attention to the following issues. *e outline
needs to be marked in order, and the calibration points
should be distributed as far as possible on the edge of the
contour. Use these ordered calibration points to describe the
contour, and then you can convert them from the image to
the two-dimensional space and record it to describe the
overall contour.

Although the contour points for calibration at each
period of apple growth process are marked in order, there
are still certain errors. *e description of the overall geo-
metric shape will still be affected by three aspects:

(1) When obtaining the contour calibration points at
each period of apple growth process, the original
calibration points are in their respective coordinate
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Figure 2: HI segmentation result of Gaussian distribution model when k � 1.

Figure 3: HI segmentation result of Gaussian distribution model when k � 4.

Figure 1: Each period of apple growth.
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systems. *erefore, the apples of the same stage and
different periods have different coordinate systems,
and there will be differences when they are unified to
the same coordinate system.

(2) When the data is collected, the distance between the
camera and the apple is different, which causes the
scales of apples in different stages and different
periods to be inconsistent in the image, so they
cannot be directly compared.

(3) *e apple and the imaging plane are not completely
parallel, which causes distortion in the image of the
geometry of the apple at each stage of the growth
process. In order to overcome the influence of the
abovementioned unfavorable factors, it is necessary
to align the sequence points of the apple contour
calibration at each stage in different images. *e
main purpose of alignment is to be able to compare

the same marked feature points of training samples
from different coordinate systems and build a sta-
tistical shape model on this basis to objectively de-
scribe the trend and law of shape changes.

After the calibration points of the training samples are
aligned, the average sequence calibration points of the
training samples are obtained according to (17). *e final
shape model is denoted by a � a + Vq. *e initial model is
used to search for the matching target, and the best matching
effect is achieved by limiting the shape weight parameter q.

In this paper, we select 100 apple trees in the orchard and
segment the HI image based on the Gaussian distribution
model. *e optimal k value for image segmentation in each
period of apple growth is 2.5, and the weight parameter
q � 0.03 in the shape model.

*e success rate of apple identification and positioning at
each period of the growth process is shown in Figure 6.

Figure 4: HI segmentation result of Gaussian distribution model when k � 2.5.

Figure 5: Outline of markings at each period of apple growth.
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6. Conclusions

Based on pattern recognition, this paper studies an HI color
segmentation algorithm based on Gaussian distribution,
which is suitable for apple image segmentation at each
period of the growth process in the complex environment
of the orchard. It is based on prior knowledge to segment
the apple image. First, the apple image with the background
removed under different weather conditions is obtained as
the training sample, the HI look-up table is established, and
then each pixel in the image is judged on whether it belongs
to an apple. Morphological processing and contour
tracking are performed on the binary image of the seg-
mented apple image, and the appropriate threshold is
determined in the HI color segmentation of the Gaussian
distribution model to accurately segment the apples in the
growth process of each period. On the basis of correct
segmentation, the method based on pattern recognition,
ASM, is used to identify the apples in the growth process of
each period; the overall outline is calibrated to describe
their shape; and then the training samples are counted and
calculated. Finally, the initial shape model is obtained. *is
paper shows, through a series of experimental results, that
our algorithms are effective and feasible; they can meet
actual production needs, provide decision support for real-
time management of orchards, and finally lay the foun-
dation for the application of smart agriculture. Although
this paper has achieved some satisfactory results, it also has
shortcomings. Using the Gaussian distribution HI color
segmentation algorithm to segment the apple image de-
pends on the selection of the k value. If the k value is
selected incorrectly, it will have a great impact on the
segmentation result. *erefore, a clustering method should
be added on this basis to achieve a better segmentation
effect; in addition, the initial positioning of the ASM al-
gorithm should be improved to make the search matching
effect better.
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Neural machine translation has been widely concerned in recent years. (e traditional sequential neural network framework of
English translation has obvious disadvantages because of its poor ability to capture long-distance information, and the current
improved framework, such as the recurrent neural network, still cannot solve this problem very well. In this paper, we propose a
hybrid neural network that combines the convolutional neural network (CNN) and long short-term memory (LSTM) and
introduce the attention mechanism based on the encoder-decoder structure to improve the translation accuracy, especially for
long sentences. In the experiment, this model is implemented based on TensorFlow, and the results show that the BLEU value of
the proposed method is obviously improved compared with the traditional machine learning model, which proves the effec-
tiveness of our method in English-Chinese translation.

1. Introduction

(emachine translation is an approach that uses computers
to automatically convert different languages, which is an
important research field of natural language processing
(NLP) and artificial intelligence (AI) [1]. It is also one of the
most common services on the internet. Although it is still
challenging to make the translation quality of machine
translation reach the level of professional translators, ma-
chine translation has obvious advantages in translation
speed in some cases, such as the translation quality is not
concerned significantly, or in specific domain translation
tasks [2, 3]. In the view of the complexity and application of
machine translation, this field is regarded as a key research
direction, and it has become one of the most active research
fields in natural language processing.

It should be mentioned that neural machine translation
(NMT) is the most popular machine translation method that
loads specific algorithms into the neural model framework
and uses the node-to-node method to optimize the model
[4]. At present, with the conditions of large-scale corpus and

computing power, NMT has shown great potential and has
developed into a new machine translation method. (is
method only requires bilingual parallel corpus and is con-
venient for training large-scale translation models. It not
only has high research value but also has strong industri-
alization capabilities. In many language pairs, NMT has
gradually surpassed phrase statistical machine translation.
Junczys-Dowmunt et al. [5] used the United Nations Parallel
Corpus v 1.0 to compare NMT and phrase statistical ma-
chine translation on 30 language pairs. It can be found that
NMT surpassed phrase statistical machine translation on 27
language pairs. In addition, on tasks related to Chinese, such
as Chinese-English translation tasks, NMT has 6–9 higher
BLEU (Bilingual Evaluation Understudy) values. At the
Workshop on Machine Translation (WMT) in 2016 [6], the
NMT system developed by the University of Edinburgh
surpassed phrase-based and syntactic-based statistical ma-
chine translation in English-to-German translation tasks.
Furthermore, in the industry, Google Translate has adopted
NMT instead of statistical machine translation in some
languages to provide external services [7]. (e well-known
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commercial machine translation company SYSTRAN has
also developed a corresponding NMT system, covering 12
languages and 32 language pairs.

NMT has an advantage that it can use neural networks to
achieve direct translation from the source language to the
target language [8]. (is translation idea can be traced back
to the 1990s; some scholars used small-scale corpus to
implement a neural network-based translation method. Due
to the limitation of corpus resources and computing power,
it did not receive corresponding attention. After the rise of
the deep learning boom, neural networks are often used for
statistical machine translation language models, word
alignment, translation rule extraction, and so on. Until 2013,
Blunsom and Kalchbrenner reproposed the neural network-
based translation method which shows great application
potential [9]. Subsequently, Sutskever, Cho, Jean, and
others, respectively, realized the corresponding machine
translation model based on the neural network [10]. (ese
are classic NMTmodels, which are essentially sequence-to-
sequence models. (ey can be used not only for machine
translation but also for question-answering systems, text
summarization, and other natural language processing tasks.
Different from the discrete representation method of sta-
tistical machine translation, NMT uses a continuous space
representation method to represent words, phrases, and
sentences. In translation modeling, the necessary steps of
statistical machine translation such as word alignment and
translation rule extraction are not required, and the neural
network is used to complete the mapping from the source
language to the target language [11]. Additionally, the other
is called the encoder-decoder model, in which the encoder
reads the source language sentence and encodes it into a
vector with fixed dimensions, and the decoder reads the
vector and sequentially generates the target language word
sequence. (e encoder-decoder model is a general frame-
work that can be implemented by different neural networks,
such as long short-term memory (LSTM) neural networks
[12] and gated recurrent neural networks (GRNNs) [13].
NMT has been verified that its translation effect is close to or
equal to the phrase-based statistical machine translation
method. It also has great advantages in some fine-grained
evaluation indicators of translations. For example, focusing
on the English-to-German translation evaluation task in the
2015 International Workshop on Spoken Language Trans-
lation (IWSLT), Bentivogli et al. made a detailed compar-
ative analysis of the translations of phrase statistical machine
translation and NMT [14]. As a result, in the neural machine
translation, morphological errors were reduced by 19%,
vocabulary errors were reduced by 17%, and word ordering
errors were reduced by 50%. Among the word order errors,
the verb order errors were reduced by 70%.

(e current mainstream of NMT is combining with the
encoder-decoder structure, and the algorithm is connected
through the attention mechanism between the encoder and
the decoder [1]. However, NMT based on the structure of the
encoder and decoder is a general model, which is not
specifically designed for the machine translation task. (is
leads to some problems including two aspects: firstly, al-
though neural machine translation is a major improvement

of the attention mechanism, its disadvantage is that his-
torical attention information is not considered when gen-
erating the target language words, and the constraint
mechanism is weak. Furthermore, in some cases, it is not
necessary to pay too much attention to the source language
information when generating the target language words. For
example, when generating the function word “(e” in
Chinese-English translation, much attention should be paid
to the relevant information of the target language [15]. In
addition to the above, overtranslation and undertranslation
problems may occur in NMT, and it is also necessary to
improve the existing attention mechanism [16, 17]. In
summary, the attention mechanism optimization is a hot
and difficult point in NMT research.

It should be noted that the attention mechanism is a
classic neural machine translation model, which improves
the representation of the source language and generates
source language-related information dynamically in the
decoding process to improve the translation effect [18].
Attention-based NMTencodes the source language sentence
into a vector sequence instead of a fixed vector. When
generating the target language word, it can use the source
language word information related to the generation of the
word, and the corresponding word can be in the source
language. (e bilingual vocabulary correspondence realized
by the attention mechanism is called soft alignment.
Compared with the hard alignment method of statistical
machine translation, this method does not limit the align-
ment length of the target language words and the source
language words and can avoid the air-to-air problem in the
hard alignment method [19]. However, the attention
mechanism has the problem of a large amount of calculation.
In order to reduce the amount of calculation, Xu et al. [20]
divided attention into soft attention and hard attention on
the task of image description generation. (e former refers
to assigning weights to all regions of the original image, and
the amount of calculation is relatively large. And the latter
refers to only paying attention to part of the original image
area, which can reduce the computational complexity. Based
on the above ideas, Luong et al. [21] proposed a local at-
tentionmodel, which is an improvement on global attention.
When calculating the context vector ct, global attention
needs to consider all the coding sequences of the source
language. Local attention only needs to focus on a small
context window in the source language coding, which can
significantly reduce the complexity of computation.(e core
of this method is to find an alignment position related to the
generated word from the source language. Local attention
only focuses on a small part of the source language when
generating the context vector and filters out irrelevant in-
formation, which is suitable for long sentence translation. In
the WMT 2014 English to German translation, local at-
tention increased by 0.9 BLEU value compared to global
attention. In the long sentence translation experiment, as the
sentence length increases, the local attention method does
not reduce the translation quality. In addition, on the En-
glish-German word alignment corpus of the Aachen Uni-
versity of Technology, the local attention word alignment
error rate was 34%, and the global attention word alignment
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error rate was 39%. In particular, the supervised attention
mechanism is the hot topic in this field that uses high-quality
prior word alignment knowledge to guide the attention
mechanism. Liu et al. proposed a method of using statistical
machine translation word alignment information as a priori
knowledge to guide the attention mechanism [22]. (is
method uses GIZA++ to obtain the word alignment in-
formation of the training corpus, and then, in the model
training, statistical machine translation word alignment is
used as a priori knowledge to guide the attention mechanism
so that the attention-based word alignment is possible for
statistical machine translation. Finally, no prior word
alignment information is needed during the test. (e ex-
periment uses the Chinese-English machine translation
evaluation corpus organized by the National Institute of
Standards and Technology (NIST) in 2008. Compared with
the attention-based neural machine translation, this method
improves the BLEU value by 2.2. On the Tsinghua word
alignment corpus, the word alignment error rate of GIZA++
is 30.6%, the word alignment error rate based on attention
neural machine translation is 50.6%, and the word alignment
error rate of this method is 43.3%. It can be seen that there is
a supervision mechanism that can significantly improve the
word alignment quality of the attention mechanism, but
there is still a big gap compared with the statistical machine
translation word alignment, and the attention mechanism
still needs improvement.

Aiming at the above disadvantages of the traditional
encoder-decoder model framework, this paper proposes an
English-Chinese translation model based on a hybrid neural
network and an improved attention mechanism. (e main
idea of the method is to combine the attention mechanism
with the neural network to train the local attention of the
translation model. Compared with traditional machine
learning methods such as least square support vector ma-
chine (LSSVM) and extreme learning machine, deep
learning methods, i.e., LSTM and convolutional neural
network (CNN), have more powerful learning capabilities
and good approximation capabilities for the text data in
processing regression problems. (erefore, this paper mixes
these two networks to improve the ability of the translation
model to connect to the context, thereby improving the
translation quality of the model.

(e rest of this paper is organized as follows. Section 2
presents the detail of the encoder-decoder structure model,
CNN, RNN, and attention mechanism. Section 3 presents
the hybrid neural network with an improved attention
mechanism proposed in our work. Experimental results and
discussion are reported in Section 4. Finally, the conclusion
of this paper is given in Section 5.

2. Materials and Methods

2.1. Encoder-Decoder StructureModel. (e encoder-decoder
structure designed in this paper is the core part of the
machine translation model, which is composed of an

encoder and decoder. (e encoder transforms the input data
of the neural network into a fixed length of data.(e decoder
reversely decodes the data and then outputs the translated
sentences, which is also the basic idea of the sequence model.
(e main process is shown in Figure 1.

(e model of encoder-decoder consists of three parts:
the input x, the hidden state h, and the output y. (e encoder
reads the input x� (x1, x2, . . ., xi) and transforms the code
into the hidden state h� (h1, h2, . . ., hi) when adopting the
RNN:

hi � f xi, hi−1( 􏼁,

c � q h1, . . . , hi􏼈 􏼉( 􏼁,
(1)

where c is the sentence representation in the source language
and f and q are nonlinear functions. (e decoder can
generate target language words with the given source lan-
guage representation c and the precursor output sequence
{y1,. . ., yt−1}; the definition is as follows:

p(y) � 􏽙
T

t�1
p yt| y1, . . . , yt−1􏼈 􏼉, c( 􏼁, (2)

where y� (y1, y2,. . .,yT), and when using the RNN,

p yt| y1, . . . , yt−1􏼈 􏼉, c( 􏼁 � g yt−1, st, c( 􏼁. (3)

In this model, g is a nonlinear function that is used to
calculate the probability of yt, and st is the hidden state of the
RNN, st � f (st−1, yt−1, c). (e encoder and decoder can be
trained jointly in the following form:

L(θ) � max
θ

1
N

􏽘

N

n�1
log pθ yn|xn( 􏼁. (4)

(xn, yn) is the bilingual sentence pair, and θ is a parameter
of themodel, which can be calculated by the gradient descent
method.

2.2. Convolutional Neural Network (CNN). CNN is a special
deep learning neural network, which is often used to process
data with known grid topology [20]. It is widely used in time
series analysis, computer vision, and NLP. According to
different data streams, the CNN can be divided into one-
dimensional convolution, two-dimensional convolution,
and three-dimensional convolution. One-dimensional
convolution is widely used in time series analysis and natural
language processing. (e CNN structure adopted in this
paper belongs to the one-dimensional convolution neural
network [20], as shown in Figure 2.

Each kind of CNN consists of an input layer and output
layer and the core operation part, i.e., convolution layer,
pooling layer, and full connection layer. In one-dimensional
convolution, the function of convolution can be understood
as extracting the translation features of the data in a certain
direction. In our work, the essence of the convolution
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operation is cyclic product and addition, and its mathe-
matical expression is as follows:

y(k) � h(k)∗ u(k) � 􏽘

N

i�0
h(k − i)u(i), (5)

where y, h, and u are time series, k denotes the convolution
number, and N is the length of u.

(e basic architecture of the general CNN encoder is
shown in Figure 3, and its fixed architecture consists of the
following six layers:

Layer 0: input layer that uses the embedded vector form
of words and sets the maximum length of the sentence
to 40 words. For the sentences shorter than this vector,
zero padding is often placed at the beginning of the
sentence.
Layer 1: the convolution layer after layer 0, whose
window size is 3. (e boot signal is injected into the
layer as the “boot version.”
Layer 2: the local gating layer after the first layer, and it
only makes the weighted sum of the feature graph for
the nonadjacent window of size 2.
Layer 3: the convolution layer after layer 2, which
performs another convolution, and its window size is 3.

Layer 4: this layer performs global gating on the
function diagram on layer 3.
Layer 5: fully connected weight, which maps the output
of layer 4 to this layer as the final representation.

As is shown in Figure 3, convolution in layer 1 moves on
the sliding window of the word, and a similar definition of
the window continues to a higher level. Formally, for the
source sentence input x� {x1,. . .,xN}, the convolution unit of
F-type feature mapping on layer L is shown in the following
equation:

z
(l,f)
i (x) � σ ω(l,f)􏽢z

l−1
i + b

(l,f)
􏼐 􏼑, l � 1, 3, f � 1, 2, . . . , Fl,

(6)

where z
(l,f)
i (x) gives the output of position i in layer Lwhose

feature map type is f; ω(l,f) is the parameter of f in layer L;
σ(·) is the activation function of sigmoid; and 􏽢zl−1

i denotes
the convolution segmentation at position i of layer 1, and
􏽢z0

i � xT
i , xT

i+1, xT
i+2􏼈 􏼉 to connect the vector of 3 words from

the sentence input.

2.3. Recurrent Neural Network (RNN). (e encoder-decoder
framework is a part of the neural network, and it is necessary
to build an appropriate neural network model to run the
framework. RNN is the most widely used among many
neural network models, which is a variant model of the
feedforward neural network. Its main feature is to process
different length data series. Figure 4 shows the structure of
the RNN, in which the network has recursive property, and
the state of each time has a great relationship with the
previous activation state. In this figure, x� {x1, x2,. . ., xT}
denotes the variable length sequence data, and at each time
point t, the hidden state ht is updated by the following
formula:

ht � f ht−1, xt( 􏼁, (7)

where f is a nonlinear function. We map the input x, and y is
the target sequence of the model which is usually given by
the training corpus. L is the loss function; U is the weight
matrix input to the hidden layer; W is the weight matrix
from the hidden layer to the hidden layer; V is the weight
matrix from the hidden layer to the output, and t is the
weight matrix from the hidden layer to the output, which has
the range [1, T]. (e whole network is updated as follows:

at � Wht−1 + Uxt + b,

ht � tanh at( 􏼁,

ot � Vht + c,

􏽢yt � softmax ot( 􏼁.

(8)

(e RNN makes different length sequences having the
input vectors with the same dimension and the same
transformation function, and parameters can be used at each
time point, which are more suitable for processing variable
length sequence data. In addition, the loop structure can
capture all the precursor states in theory, which solves the
problem of long-distance dependence to a certain extent.

X

Input Convolution Pooling Full
connection

...

Output

Y

Figure 2: One-dimensional convolutional neural network.
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Figure 1: Encoder-decoder translation flowchart.
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RNN processes variable length sequences by circulating
hidden state units. However, gradient vanishing and gra-
dient explosion may occur in RNN training because it is
difficult for the RNN to capture the long-term dependence of
the data. (us, long-term and short-term memory (LSTM)
network is proposed to solve the problem of RNN gradient
disappearing [23]. LSTM is a kind of gated recurrent neural
network, which is a special form of the RNN and can capture
the long-term dependence between data.

(ere are three gates in the LSTM cell structure: for-
getting gate, input gate, and output gate, and the structure is
shown in Figure 5. In LSTM, long-term memory or for-
getting information is realized through the input gate,
forgetting gate, output gate, and memory unit. If the current
time is t, the current input state information and the output
value of the current LSTM are the memory unit state of the
previous time. (e calculation formula of the LSTM cell is
shown in equations (9)–(14):

Γf � σ Wf h
〈t−1〉

, x
〈t〉

􏽨 􏽩 + bf􏼐 􏼑, (9)

Γi � σ Wi h
〈t−1〉

, x
〈t〉

􏽨 􏽩 + bi􏼐 􏼑, (10)

Γo � σ Wo h
〈t−1〉

, x
〈t〉

􏽨 􏽩 + bo􏼐 􏼑, (11)

􏽢s
〈t〉

� tanh Ws h
〈t−1〉

, x
〈t〉

􏽨 􏽩 + bs􏼐 􏼑, (12)

s
〈t〉

� Γfs
〈t〉

+ Γi􏽢s
〈t〉

, (13)

h
〈t〉

� Γ0tanh s
〈t〉

􏼐 􏼑, (14)

where W is the weight vector for each gate; b is the bias
vector; σ is the sigmoid function; and tanh is a nonlinear
activation function.

Furthermore, gated recurrent unit (GRU) is the variant
of LSTM, which has simpler memory units. (is structure
combines the input gate and forgetting gate of the long- and
short-term memory cycle into the update gate and then

introduces the reset gate. It uses the update gate to control
the history information and new information to be forgotten
in the current state and uses the reset gate to control the
information quantity obtained from historical information
in the candidate state. As shown in Figure 6, the GRU
memory unit has only two gates: reset door and update door.
(e reset gate rt controls the degree of status information of
the previous moment, and the update gate zt determines the
quantity of the memory reserved in front. (e simple
memory unit of the GRU makes its parameters less than
LSTM, and its performance is equivalent to or even better
than LSTM. (e calculation formula of the reset gate and
update gate is as follows:

zt � σ Wz ht−1, xt􏼂 􏼃 + bz( 􏼁,

rt � σ Wr ht−1, xt􏼂 􏼃 + br( 􏼁,

ht � tanh Wa rt ∗ ht−1, xt􏼂 􏼃 + ba( 􏼁,

ht � 1 − zt( 􏼁∗ ht−1 + zt ∗ ht,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(15)

whereWz,Wr, andWa are weight matrices and bz, br, and ba
are deviation vectors.
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Layer 3

Layer 4

Layer 5

Figure 3: CNN coding illustration.
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2.4. RNN with the Attention Mechanism. When the human
brain observes an object, it often focuses on some parts, and
these parts are also the key to obtain information from
things. (is information has a strong guiding role in cog-
nition of similar things, and the attention mechanism is
designed to imitate this cognitive process. (e application of
the attention mechanism in computer vision and natural
language processing has achieved good results. (is paper
applies the attention mechanism to the analysis of text series.

In the analysis of the text sequence, the CNN is used to
extract the spatial features of the sequence. As too many or
nonkey features will affect the final prediction results after
LSTM is used to extract the spatial and temporal features, the
attentionmechanism is used to extract the key features of the
sequence. (e attention mechanism is similar to a weighted
summator or a key feature extractor, which mainly performs
the weighted summation operation. (e attention model
proposed in this paper is shown in Figure 7, and the vector c
is the key feature to be extracted, as is shown in the following
equation:

c � 􏽘
m

i�1
βivi, (16)

where m is the time step sum of the input of the LSTM
network; v is the output eigenvector of the LSTM network;
and β is the weight of vector v. To obtain the weight β, we add
a small neural network a to the attention model, and the
output layer activation function is softmax. (e calculation
is shown as follows:

βi �
exp ei( 􏼁

􏽐
m
k�1 exp ek( 􏼁

, (17)

where ei can be computed in ei � a (vi)� σ (W vi + b) and σ is
the sigmoid function.W is the weight matrix from the input
layer to the hidden layer in Figure 7, and b is the offset value
matrix.

3. Proposed Method

In order to reduce the gradient problem caused by the long
data sequence, a popular method is to combine the RNN
with encoder-decoder. However, the operational perfor-
mance of the encoder-decoder framework is limited to a

certain extent, which results in that the long input data have
high computational complexity. (e attention mechanism
can solve the problem of limited operation by establishing
the decoder and sentence segment transmission channel, i.e.,
the decoder can return to view the input data at any time. In
this way, the intermediate data can be omitted; thus, the
operation performance will be improved, and the translation
accuracy will be improved.

(e left-right sequential operation mechanism of the
RNN may lead to the limitation of the parallel operation
ability of the model and data module loss. (e attention
mechanism is helpful to solve the above problems because
the data distance of any position in the translation data can
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σ σ
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σ

+

σ σ σ
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S(t–2)

h(t–1)

h(t–1)
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Figure 5: LSTM structure.

× +

×

σ tanhσ

× ×

h(t–1)

xt

h(t)

Figure 6: GRU structure.

V1

vm

Vi

+ c
ci

βi

∗
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be changed to 1, which improves the parallelism of the
model but depends on the influence of the previous sequence
operation no longer.

(e main process of the attention mechanism consists of
four steps: (1) weighting the input data of the neural network
and importing them into the encoder; (2) importing the data
into the decoder; (3) the decoder queries the data weight in
the decoding process as the reverse input data; (4) com-
puting the weighted average value of the data in each state.
(e simplified implementation process of the attention
mechanism is shown in Figure 8.

3.1. Model Framework. In order to highlight the advantages
of the attention mechanism, this paper introduces the at-
tention mechanism into the model framework of the RNN
and realizes the translation task by establishing the encoder-
decoder framework. (e neural connection part of the
model is realized by the attention mechanism, which is
helpful to take advantages of the attention mechanism.

Figure 9 shows the attention mechanism model con-
structed in this paper, whose overall structure is composed
of the encoder and decoder. (e encoder is composed of a
single-layer structure and a single-layer structure of the
precoding network, and the block number is Nc. (e
structure of the decoder is similar to that of the encoder,
which is also composed of Nc blocks, but has no head at-
tention layer. (e neural network in this paper uses dif-
ferential network connection, and the remarkable feature of
this approach is that the network has entered the standard
level for data processing.

3.2.AttentionMechanismModule. (e attentionmechanism
module is mainly divided into the encoder module and
decoder module.(e input part of the encoder module is the
whole data sequence, and three input matrices are used in
this part, i.e.,Q,K, andV. (e attentionmechanism function
can be regarded as a mapping relationship as follows:

attention(Q, K, V) � softmax
QK

T

��
dk

􏽰􏼠 􏼡V. (18)

(e calculation process of the attention mechanism is as
follows:

(1) (e sentence data to be translated are weighted by
three different matrices, i.e., Q, K, and V, and each
sentence will get the three vectors

(2) (e weight distribution of the above three matrices is
calculated by scaling the dot product to get a nu-
merical value

(3) Take the weight value in Step (2) as the activation
function

(4) Multiply the output of Step (3) with the V matrix to
get the final result

4. Experiment and Analysis

All the experiments are carried out on the Alibaba cloud
server ECS, whose CPU type is Intel Skylake Xeon Platinum
8163 with 2.5GHz, and the memory is 8GB. All the program
codes are written in Python (version 3.7.7) in TensorFlow
[24].

4.1. Data Acquisition and Evaluation Methods.

(1) Data acquisition: the training data of this paper are
extracted from LDC data [25]. Only the part of the
source pair which is less than 40 words in length is
reserved, which covers more than 90% of the sen-
tences. (e bilingual training data consist of 221k
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Figure 8: Schematic diagram of the attention mechanism.
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sentence pairs, including 5 million Chinese words
and 6.8 million English words. After length-limited
filtering, the development set is NIST MT03, which
contains 795 sentences, and the test set is MT04 and
MT05, which contain 1499 sentences and 917 sen-
tences, respectively.

(2) Preprocessing: use Giza++ to achieve word align-
ment in two directions with the “growth-determine-
final” and “balance strategy” on the corpus [23]. (e
improved Kneser–Ney smoothing 4-gram language
model is trained on the new Chinese part of English
Gigaword corpus, which contains 306 million words,
by using the SRI language modeling toolkit. (en,
the Chinese sentence is parsed into a mapping de-
pendency tree using Stanford Parser.

(3) Neural network optimization: when training the
neural network, the source words and target words
are limited to the most common 20k words in
Chinese and English, covering 97% and 99% of the
words in the two corpora, respectively. All vocab-
ularies and words are mapped to the special token
UNK. Random gradient descent is used to train the
joint model, and the minimum batch size is set to
500. All joint models use 3-word target (4-gram LM).
(e final representation of the CNN encoder is a
vector with a size of 100. (e final DNN layer of the
joint model is a standard multilayer perceptron, and
the top layer has softmax.

(4) Evaluation: in order to evaluate the prediction error,
BLEU value is used as the evaluation index as
follows:

BLEU � BP · exp 􏽘
N

n�1
wnlog Pn

⎛⎝ ⎞⎠,

BP �
1 if c> r,

e
1− r/c if c≤ r.

􏼨

(19)

It should be noted that the BLEU value is calculated for a
translation sample.

4.2. Experimental Test and Result Analysis. (e steps of the
experiment are as follows:

(1) (e corpus is processed to cut long sentences into
words

(2) (e words are numbered and stored as files, and the
files are stored in a PC

(3) Normalizing the text, making up for the insufficient
sentence length, and intercepting the excessive
sentence length

(4) Training the processed sentences, and then the BLEU
value is evaluated

In the experiment, the comparison test is used to
evaluate the error of single LSTM [26], LSSVM [27], CNN

[28], CNN-LSTM [29] without the attention mechanism,
LSTM with the attention mechanism [30], and the proposed
model. (e comparison results are shown in Table 1.

It can be seen from Table 1 that LSTM’s translation effect
has been significantly improved by 2.8 and 7.36 BLEU after
combining the CNN and attention mechanism with the
same settings. Furthermore, LSTM is higher than CNN’s
average values of 2.5 and 0.49 BLEU in MT04 and MT05,
respectively. (e results indicate that LSTM and attention
mechanism can provide discriminative information in
decoding. It is worth noting that CNN+LSTM is more
informative than LSSVM.(erefore, it is speculated that this
is due to the following two facts:

(1) CNN+LSTM avoids the spread of errors and
pseudo-effects in the learned word alignment

(2) Guidance signals in CNN+LSTM provide supple-
mentary information to evaluate translation

In addition, the reason CNN can get high gain on BLEU
is that it encodes the whole sentence, and the representation
should be far away from the best representation of the joint
language model. (erefore, as the CNN has a very useful
summary of the sentence, the losses in the resolution and the
related parts of the source words can be made up.

In other words, the pilot signals in LSTM and attention
mechanism are important for the function of the CNN-
based encoder, which can be seen from the difference be-
tween BLEU values obtained by CNN and LSSVM.
CNN+LSTM can further benefit from the dependency
structure encoded in the source language in the input. (e
dependency initial can be used to further improve the
CNN+LSTMmodel. In LSTM, amarker bit (0 or 1) is added
to the words embedded in the input layer as a marker
whether they belong to the source word or not. In order to
merge the dependency header information, we extend the
tagging rule by adding another marker bit (0 or 1) to the
original LSTMword embedding to indicate whether it is part
of the dependency header of the adjunct. For example, if xi is
the embedding of the related source word and xj is the
dependency header of word xi, the extended input of LSTM
will contain as the following equation:

x
(AFF,NON−HEAD)
i � x

T
i , 1, 0􏽨 􏽩

T
,

x
(NON−AFF,HEAD)
j � x

T
j, 0, 1􏽨 􏽩

T
.

⎧⎪⎨

⎪⎩
(20)

(e second part of the experiment is to cluster the
sentences in the corpus according to the length and then test
the translation model with different length sentences to
verify the ability of the translation model. (e test results are
shown in Table 2. It can be seen from Table 2 that the
performance of the proposed model is still the best in the
case of different sentence length, which proves that this
model also has strong translation performance in the aspect
of long sentence translation. Moreover, with the increase of
sentence length, the decline of the translation performance
of this model is smaller than that of the traditional model,
which indicates that it is less sensitive to the change of
sentence length and more accurate.
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5. Conclusions

Aiming at the problems of inaccurate translation and in-
complete semantics in the traditional encoder-decoder
translation model, we propose a hybrid neural network that
combines CNN and LSTM and introduce the attention
mechanism.(is model can improve the performance of the
context semantic connection and parallel operation and then
effectively improve the translation quality of long sentences.
(e experimental results show that the translation perfor-
mance of the improved hybrid neural network translation
model is significantly better than that of the traditional
translation model. In the long sentence translation test, this
model also has the best performance.

In future, we will study the new English translation
scenario based on the large-scale regions. In addition, an
English translation system platform will be implemented.
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Football is a product in the process of human socialization; it can strengthen the body and enhance the ability of teamwork. (e
introduction of artificial intelligence into football training is an inevitable trend; this trend must be bound to intensify, but how to
apply artificial intelligence to solve the problem of the joint movement estimation method for football players in sports training is
still the main difficulty now. (e basic principle of football training action pattern recognition is to determine the type of football
player’s action by processing and analyzing the movement information obtained by the sensor. Due to the complex movements
towards football players and the changeable external environment, there are still many problems with action recognition.
Focusing on the detailed classification of different sports modes, this article conducts research on the recognition of the joint
movement estimation method for football players in sports training. (is paper uses the recognition algorithm based on the
multilayer decision tree recognizer to identify the joint movement; the experiment shows that the method used in this paper
accurately identified joint movement for football players in sports training.

1. Introduction

Football movement pattern recognition is an emerging
human-computer interaction method. According to the
estimation method, football action pattern estimation can
be divided into vision-based estimation technology, tactile-
based estimation technology, and sensor-based estimation
technology. Among these technologies, vision-based
football movement estimation is to complete the classifi-
cation and estimation of football movement patterns by
analyzing the image or video of the active target [1, 2].
Although the technology of this type of method is relatively
mature, it has more stringent requirements for the test
environment, such as good light and no objects between the
moving target and the video sensor. Tactile-based move-
ment pattern recognition limits the range of activities of the
active target and requires a relatively high-cost touch
screen device. Compared with the above two methods,
sensor-based football joint movement estimation only

requires the tester to wear a compact sensor, which has
almost no limitation on the range of motion and is less
disturbed by the external environment. (ese obvious
advantages make sensor-based estimation methods gain
more and more attention.

In recent years, the technology of micro-
electromechanical systems has become more and more
mature; their size has become smaller and cheaper; their
sensitivity has increased day by day. At present, micromotor
systems are widely used in mobile devices, game consoles,
and other products, bringing users a brand-new human-
computer interaction experience and a superior user ex-
perience. In these microelectromechanical systems, inertial
measurement units (IMUs) embedded with three-axis gy-
roscopes and three-dimensional acceleration sensors can
simultaneously obtain the angular velocity and acceleration
of the measured object in the three-dimensional space,
thereby providing rich and comprehensive data source. (is
provides a powerful data guarantee for sensor-based

Hindawi
Mobile Information Systems
Volume 2021, Article ID 9956482, 9 pages
https://doi.org/10.1155/2021/9956482

mailto:0127000110@ahcme.edu.cn
https://orcid.org/0000-0002-4616-708X
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/9956482


recognition and recognition of joint actions in football
player training.

(e main contributions to this paper are summarized as
follows. (i) We use the recognition algorithm based on the
multilayer decision tree recognizer to identify joint move-
ment. (ii) We use Weka to generate the traditional SVM
classifier and the traditional decision tree recognizer.

(e rest of the paper is structured as follows. Section 2
introduces the Kalman algorithm based on data pre-
processing. In Section 3, data feature extraction and selec-
tion is presented and analyzed. Section 4 introduces the
recognition algorithm based on the single decision tree
identifier and proposes the recognition algorithm based on
the multilayer decision tree recognizer. (e experimental
results are reported in Section 5, and finally, Section 6
concludes this paper.

2. Kalman Algorithm Based on
Data Preprocessing

2.1. Kalman Filter Algorithm. In the 1960s, Kalman first
proposed the Kalman filter [3, 4], which can optimally es-
timate the system state based on the system state equation
and a series of measurement variables with null values and
containing noise, so as to achieve the purpose of noise re-
duction and filtering. (e Kalman filter algorithm is a fast
and efficient recursive estimation algorithm. Its basic cal-
culation principle is to obtain the estimated value of the
current state through the measured value of the current state
and the estimated value of the previous state. (e recursive
estimation algorithm has a small amount of calculation, less
memory, and clear steps; the Kalman filter is very suitable
for real-time data processing [5] and is currently widely used
in many fields such as communication, pattern recognition,
navigation, and automatic control. (e Kalman filter is
used to estimate the state variable x of a discrete-time
process, which can be described by the following difference
equation:

xk � Axk−1 + Buk−1 + wk−1. (1)

Among them, x is the state variable of the system, k

represents the system time, xk means the system state
variable at time k, A is the state transition matrix, B is the
gain of the system input u, and w is the excitation noise
matrix. (e system observation variable is defined as z, and
the system’s measurement equation is defined as follows:

zk � Hxk + vk. (2)

Among them, H represents the gain of the state variable
against the measurement variable at time k and v is the
observation noise matrix. Random signals wk−1 and vk

represent process excitation noise and observation noise,
respectively; assuming that they are mutually independent,
normal distribution of white noise can be obtained as
follows:

p(w) ∈ N(0, Q),

p(v) ∈ N(0, R).
(3)

(eKalman filter algorithm has three assumptions [6, 7]:
firstly, the current state is a linear function of the previous
state and system input, or Gaussian noise can be super-
imposed; then, the measured value of the state variable must
be a linear function of the state variable superimposed by
Gaussian noise; finally, the initial state distribution of the
system is Gaussian distribution.

Five core equations of the Kalman filter algorithm are
given below. (ese five equations can be divided into time
update equations (also called prediction functions) and
measurement update equations (also called calibration
functions). Among them, the time update equation calcu-
lates the a priori estimated value x at the current moment
(time k) according to the state estimate of the state variable x

at the previous moment (time k − 1); the measurement
update equation comprehensively calculates a priori esti-
mated value of x and the measured value of the current
moment to obtain the posterior estimated value of the
current moment.

Time update equations are defined as follows:

x
k

� Axk−1 + Buk−1xk − 1, (4)

P
k

� APk−1A
T

+ Q. (5)

State update equations are defined as follows:

Kk �
P

k
H

T

R + HP
k
H

T
, (6)

xk � x
k

+ K zk − Hx
k

􏼐 􏼑, (7)

Pk � 1 − KkH( 􏼁P
k
. (8)

(e core step of the Kalman filter algorithm is to estimate
the current state of the system by combining the predicted
value and the measured value: equation (4) passes the
posterior estimated value xk−1 of the previous state and the
system input uk−1 to obtain the a priori estimated value xk of
the current state; equation (5) obtains the a priori estimation
agreement variance P

k
. In equation (6), the Kalman gain

matrix K can be obtained by one formula, which is the
intermediate calculation result of filtering. Equation (7) is
used to obtain the posterior estimated value of xk of the
current state, which is also regarded as one core step of the
Kalman filter algorithm. Finally, calculate the posterior
covariance Pk of the current state for the next round of
iteration.

For example, to estimate the attitude angle of a football
player when running in training, the angular velocity sensor
device can be used to measure and calculate in real time. But
considering the influence of noise and interference on the
system, the measured value is not accurate, so the real result
cannot be completely dependent on the result collected by
the sensor. Since any system state that satisfies the laws of
physics should be continuous, the Kalman filter can predict
the state at the current moment based on the estimated value
of the previous moment. As for whether the result is biased
toward the measured value or the estimated value, it is
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determined by K, the “Kalman Gain,” which is calculated
based on the measured value and the a priori estimated
covariance.

(e variables that affect the results of the Kalman filter
mainly include initial state x0, initial state covariance P0,
state transition matrix A, process excitation noise covariance
Q, and measurement noise covariance R. Among them, the
values of the initial state variable x0 and the initial variance
matrix P0 have little effect on the filtering result because, no
matter what their values are, the result can quickly converge.
(erefore, this article focuses on the three factors of A, Q,
and R.

2.1.1. State Transition Matrix A. (e state transition matrix
describes how the system transitions from the state at time
k − 1 to the state at time k. (e system transition matrix can
estimate the state of the system at the next moment.(e state
transition matrix may be known or unknown.

When the conversion of the system is linear, such as
uniformly accelerating motion, at this time, the state tran-
sition matrix A is a linear matrix. However, if the estimated
process or the relationship between the observed variable
and the process is nonlinear, the system does not satisfy the
premise of Kalman filtering. In this case, we can consider
using the Extended Kalman Filter (EKF), which uses the
Jacobian matrix to linearize the expectation and variance, so
the application of the Kalman filter can be extended to
nonlinear systems. But EKF involves the expansion of Taylor
series, so the amount of system calculations will increase.

When the system transition is uncertain, the motion
equation of the moving target is usually unknown, so the
state transition matrix cannot be determined. At this time,
solving the problem generally requires alternative methods,
such as using other prediction algorithms to replace the state
transition matrix, such as the tracking Kalman filter method
based on gray prediction, or using a combination of Kalman
filters of multiple known models for hybrid prediction, such
as the interactive multimodel method and so on.

2.1.2. Process Excitation Noise Covariance Q. (e process
excitation noise is the noise component superimposed by the
system state variable x in the state transition process. It is the
white Gaussian noise with a mean value 0 and a covariance
Q.

For some stable processes, it can be considered that theQ

value of the system is certain. At this time, it is only necessary
to adjust the coefficients of the filter through experiments in
order to obtain a better filtering effect. When the state
transition is determined, the Q value should be as small as
possible, so as to ensure the faster convergence of the filter
and reduce the impact on the state variables.

2.1.3. Measurement Noise Covariance R. (e measurement
noise covariance is a value related to the instrument and a
known condition of the filter. If the value R is too large or too
small, it is not conducive to the final filtering effect, and the
smaller the value R, the faster the convergence. First,

calculate the appropriate R value through experiments, and
then, use this value to participate in the Kalman filter.

2.2. Data Preprocessing of JointMovement Signals for Football
Players in Sports Training. Due to the complex and change-
able experimental environment, the data collected by the sensor
inevitably containsmissing data and noise components [8, 9]. If
these interference factors are not handled properly, the ac-
curacy and efficiency of pattern recognition will be greatly
reduced. (erefore, a series of preprocessing operations must
be performed on the original data.

(e data preprocessing module based on human
movement signals mainly includes the following four parts:
removing the null value of the original data, data normal-
ization, Kalman filter, and data windowing.

Various movements of football players are continuous in
a short period of time. To judge the joint movements of
football players in training, it is necessary to judge by an-
alyzing the data signals for a period of time, and it is
necessary to perform windowing processing. Generally
speaking, the duration of football player joint movement is
about 2 s.(erefore, the length of each window in this article
is 2 s. A semi-overlapping sliding window method is used to
divide the data. (e length of each window is 2 seconds. (e
data of each window processing unit is 40.

3. Data Feature Extraction and Selection

(e information collected by the sensor module is mainly
three-axis acceleration and three-axis angular velocity data
information, which can be expressed as A

→
� (ax,t, ay,t, az,t)

and ω→ � (ωx,t,ωy,t,ωz,t), respectively, in order to reduce the
complexity of multidimensional acceleration and angular
velocity signal calculation, and the coordinate system of the
sensor and the natural coordinate system. For the calculation
between real-time conversion between the two, this paper
uses the corresponding scalar, the amplitude value of the
synthesized acceleration signal, and the amplitude value of
the synthesized angular velocity signal; the specific calcu-
lation formula is as follows:

A(t) �

�������������

a
2
x,t + a

2
y,t + a

2
z,t

􏽱

,

ϖ(t) �

��������������

ϖ2x,t + ϖ2y,t + ϖ2z,t

􏽱

xyz.

(9)

Among them, ax,t, ay,t, and az,t represent the accelera-
tion signal of the x, y, and z three-axis direction changing
with time; ωx,t, ωy,t, andωz,t represent the angular velocity
signal of the x, y, and z three-axis direction changing with
time.

Covariance between angular velocity signals: the stan-
dard deviation and covariance are defined as follows:

std �

�������������

􏽐
n
i�1 ai − aavg􏼐 􏼑

2

n

􏽳

,

cov(a,ω) �
􏽐

n
i�1 ai − aavg􏼐 􏼑 ωi − ωavg􏼐 􏼑

n − 1
.

(10)

Mobile Information Systems 3



Among them, n represents the number of data points in
an active window, ai and ωi represent the synthetic accel-
eration and synthetic angular velocity at a certain time point,
respectively, and aavg and ωavg, respectively, represent the
average value of the synthetic acceleration and synthetic
angular velocity in a sliding window.

(e value of the synthetic acceleration of the football
player during joint movement in training will continue to
change.(e point with the largest amplitude within a sliding
window is the peak value. (e peak value indicates the
intensity of the exercise. (e larger the peak value, the more
intense the exercise. On the contrary, the smaller the am-
plitude value in a sliding window is the trough, the smaller
the trough value can also indicate the stronger the signal
strength. (e standard deviation represents the degree of
signal deviation within a period of time; the covariance
represents the relationship between the change of the ac-
celeration signal and the change of the angular velocity
signal.

4. RecognitionAlgorithmBasedon theDecision
Tree Identifier

In recent years, pattern recognition has played an increas-
ingly important role in the field of artificial intelligence;
many important results have been achieved. Pattern rec-
ognition belongs to a kind of cognitive ability.(e goal of the
decision tree identifier is to supervise learning and to find a
set of eigenvector in a given dataset to describe all elements;
each element can be represented by a set of mutually ex-
clusive eigenvector [10]. In other words, its goal is to dis-
tinguish a set of elements from different eigenvectors
through a specific mapping relationship to form a decision
tree identifier model, and this mapping relationship can be
applied to unknown samples for classification.

4.1. Recognition Algorithm Based on the Single Decision Tree
Identifier. (e essential problem of the decision tree algo-
rithm is to select the eigenvector of the corresponding node
and the pruning of the decision tree [11]. When using the
decision tree model to classify unknown samples, start from
the root node and gradually identify them according to the
corresponding feature attributes and further identify them
according to the corresponding recognition results, until
they reach the leaf nodes.(e eigenvector of the decision tree
algorithm is based on the value of its information gain ratio.

(e purpose of the decision tree estimation method is to
select the attribute with the largest information gain rate as a
set of eigenvector for testing.

In order to prevent the established decision tree and
training samples from overfitting and to improve the rec-
ognition accuracy and classification accuracy of unknown
classes, the decision tree needs to be pruned [12]. Pruning is
usually to delete the most unreliable branches through
statistical methods to improve the efficiency of the entire
system and the accuracy of classification.

Import 2/3 of the collected data as training samples into
the Weka environment, and use the decision tree generated

by the decision tree estimation C4.5, and use 1/3 of the data
as the sample to be tested to identify and verify its accuracy.
(e experimental results show that the accuracy rate has
reached 95.185%, but the algorithm is more complicated.
(ere are a total of 15 leaf nodes, and many eigenvectors are
used repeatedly. (e generated decision tree is shown in
Figure 1.

In Figure 1, A (min) represents the trough value of the
composite acceleration amplitude value; A (max) represents
the peak value of the composite acceleration amplitude
value; A (std) represents the standard deviation of the
composite acceleration amplitude value; W (min) represents
the value of the composite angular velocity amplitude value;
W (max) represents the peak value of the synthetic angular
velocity amplitude value; W (std) represents the standard
deviation of the synthetic angular velocity amplitude value;
conv represents the covariance between acceleration and
angular velocity.

4.2. Recognition Algorithm Based on the Multilayer Decision
Tree Identifier. (e energy consumption of the data col-
lection terminal in football joint movement recognition is
limited, so it is necessary to reduce the energy consumption
of the system, while meeting the energy consumption of the
system.(e energy consumption of the systemmainly needs
to consider two aspects: sensor data collection terminal and
motion recognition terminal. (e energy consumed by the
sensor data collection terminal mainly includes the energy
consumption of the sensor collecting data, the energy
consumption of sending data, and the basic energy con-
sumption. (e energy consumed by the first two factors
accounts for more than 80%. (e energy consumed by the
sensor terminal is mainly composed of three aspects: data
reception, data processing, and recognition algorithms.
(erefore, reducing the transmission and processing of one
of the sensors’ data will also reduce the system energy
consumption.

Among the eight types of exercise studied in this article,
we can divide them into three categories: static, slow
movement, and strenuous exercise. (e static movement of
the football player can be distinguished from any other
motion by any feature vector in the acceleration data in-
formation or the angular velocity data information. Slow
movements mainly include walking, jogging, and juggling;
strenuous exercise includes pass, trapping, tackle, and shoot.

(rough Weka’s analysis of the corresponding data, it
can be obtained that slow action and violent action can be
distinguished by the peak and valley value of the synthetic
angular velocity and the standard deviation of the synthetic
angular velocity. When the standard deviation of the syn-
thetic angular velocity is to distinguish stationary and
shooting from other actions, then the trough value of an-
gular velocity is used to distinguish static and jogging, and
the recognition rate is 98.44%.

(rough the analysis of football player’s movements in
training, it is known that the average football player spends
more than 70% of the time in static and jogging state during
training. If the complexity of these two movement
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recognition algorithms is reduced and the application of
sensor data is reduced, then the energy consumption and
complexity of the system will be reduced, so a recognizer
algorithm based on a two-layer decision tree is proposed.

(e specific implementation steps are as follows. First,
extract the data of the gyroscope sensor, find the amplitude
value of the synthetic angular velocity, calculate the trough
value, peak value, and standard deviation of the synthetic
angular velocity amplitude value, and use the first-level
decision tree recognizer to identify stationary and walking,
including other actions; if it is stationary and walking, the
recognition is ended; otherwise, the data of the acceleration
sensor is extracted; the acceleration amplitude value is
calculated, and the peak value, trough value, standard de-
viation, and covariance of acceleration and angular velocity
are obtained, and the second layer recognition is used in the
device performs a second detailed identification.

4.3. First-Level Decision Tree Recognizer. In order to ensure
the accuracy of the system, while reducing the energy
consumption of the system, this paper hopes to achieve this
by reducing the transmission of acceleration sensor data and
the complexity of the system algorithm. (rough experi-
mental analysis, the common static and slow walking of the
human body can be distinguished by the data characteristics
of the angular velocity sensor, and the decision tree rec-
ognizer that is easy to move to the portable terminal is used
for recognition. Figure 2 is a decision tree recognizer gen-
erated by Weka based on the peak value of the synthetic
angular velocity, the trough value of the synthetic angular

velocity, and the standard deviation of the synthetic angular
velocity. Its recognition accuracy reaches 98.44%.

4.4. Second-Level Decision Tree Recognizer. If the football
player is not in static or walking slowly in training, it is
difficult to achieve accurate recognition due to the complex
movements and only relying on the time-domain charac-
teristic signal of a single acceleration or the time-domain
characteristic signal of the angular velocity. (erefore, it is
necessary to further extract the data of the acceleration
sensor. (e feature vectors used in the second round of
identification include the peak value of the synthesized
acceleration signal, the bottom value of the synthesized
acceleration signal, the standard deviation of the synthesized
acceleration signal, and the covariance between acceleration
and angular velocity. (e recognizer used is still easy to
implement and complicated. (e decision tree recognizer
has low and good real-time performance. Figure 3 shows the
generation of the second-level decision tree in Weka.

In Figure 3, W (max) is the maximum value of the
synthetic angular velocity, A (std) is the variance of the
synthetic acceleration [13, 14], A (max) is the peak value of
the synthetic acceleration, A (min) is the valley value of the
synthetic acceleration, and conv is the sum of the synthetic
acceleration. By using some corresponding feature vectors,
other actions that cannot be accurately recognized by the
first-level recognizer are further recognized. Specifically, it
can recognize walking, jogging, and juggling in tardiness
movements and pass, trapping, tackle, and shoot in stren-
uous exercise.
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Figure 1: Recognizer based on the single decision tree.
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(rough the analysis of simulation results, the accuracy
of the second-level decision tree’s recognizer is 94.17%.
From the two decision trees generated by calculation, it can
be seen that the two decision trees have 9 leaf nodes, and the
common static and walking states only need to pass the first
decision tree and use a gyroscope.

5. Experiment Design and Result Analysis

5.1. Data Extraction. In order to train an effective recog-
nizer, a large amount of different types of joint movement
data information is needed, but there is no complete da-
tabase containing various football player joint movement
data information. (erefore, this research needs to collect a
large number of different joint movement data information
of different experimenters first to train the recognizer and
verify the accuracy of the recognizer [15].

(e wearing position of the sensor data collection ter-
minal will directly affect the accuracy of the recognition. For
the different wearing positions of the same motion sensor,
the collected sensor data will have large differences.(e ideal
positions for football players to wear motion sensors are feet,
waist, chest, etc.

(e advantage of wearing the sensor on the joints of
football players’ foot is that it is more sensitive to the col-
lection of foot joint movement data and is more sensitive to
some movements that use the foot; the disadvantage is that
due to the high sensitivity, it will bring more interference
information, stability is not very strong, and wearing
comfort level is poor.

(e sensor module used in this article is the MPU6050
module (including the acceleration sensor and the gyroscope
sensor). Before collecting data, the scale of the sensor needs
to be set. (e ranges of the acceleration sensor and the
gyroscope sensor are set to ±16 g and ±2000/sec, and the
frequency is 20Hz.

5.2. Realization of JointMovementRecognitionAlgorithmand
Analysis of Results. After collecting a large amount of joint
movement data, it is necessary to mine and process the
corresponding data. In order to process the data more

professionally, this research adopts the special data pro-
cessing and mining software called Weka [16].

5.2.1. Weka. In order to make better use of the collected
sensor data, we use the Waikato Environment for
Knowledge Analysis (Waikato Environment for Knowl-
edge Analysis, Weka) software to process and analyze the
data. Weka is an open source and free data mining plat-
form based on the JAVA environment. It is a collection of a
large number of data mining machine learning methods.
(is includes a large number of data preprocessing,
classification, regression, clustering, association, and other
rules.

(e main interface of Weka mainly includes six parts,
and the six parts also correspond to the corresponding
functional modules:

(1) Data preprocessing: deal with the noise of the data
accordingly

(2) Classify: training and testing-related classification
methods

(3) Cluster: learn clustering from the trained data
(4) Correlation: learn related association rules from

training data
(5) Feature selection: select data-related attributes
(6) Visualization: view the association rules of related

data

In order to compare the validity and reliability of the
recognition algorithm based on the two-layer decision tree
recognizer proposed in this paper, we use Weka to generate
the traditional SVM classifier [17] and the traditional de-
cision tree recognizer to analyze each recognition
performance.

5.2.2. Bayes Classifier. According to the principle of Bayes
classifier implementation, this paper uses 2/3 of the collected
sensor data to train the Bayes recognizer [18, 19], and the
remaining 1/3 of the sensor data is used to verify the ac-
curacy and effect of the generated recognizer. (e recog-
nition rate of the Bayesian classifier recognizer is 93.44%, but

W (std)

W (min)

≤ = 0.031 >0.031

≤ = 0 >0
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Figure 2: First-level decision tree recognizer.
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its algorithm is more complicated. Among them, the rec-
ognition rate of strenuous pass, trapping, tackle, and shoot is
relatively low.

5.2.3. Support Vector Machine Classifier. According to the
principle of the recognizer of the support vector machine,
2/3 of the sensor data collected in this study is used to train
the recognizer of the support vector machine, and the
remaining 1/3 of the sensor data is used to test the accuracy
and effect of the generated recognizer. Due to the limited
eigenvectors selected by the system and the limited training
samples, its recognition accuracy is only 89.38%, which is
low for some more complex movements.

5.2.4. Compare the Effects of Different Recognizers. (e
traditional decision tree recognizer and the two-layer de-
cision tree recognizer have been introduced in detail above.
(e coefficient of the weighted average is the weighted
average of the coefficients of each category, and the weight is
the proportion of the actual category. By comparing the
coefficients of the classifiers, it can be found that the rec-
ognition effect based on the two-layer decision tree recog-
nizer is relatively ideal, and it is better than a single simple
Bayesian network and support vector machine recognizer;
from the complexity of the algorithm and the training time,
it can be seen that the former is also far superior to the latter;
combined with football players’ exercise habits and

algorithms, the former needs to collect less than the latter
two, so its system energy consumption will be reduced
accordingly.

5.3. Results andDiscussion. (e research objects used in this
paper are 20 young male football players, 2 players in a
group, divided into 10 groups, aged between 18 and 26, with
heights ranging from 155 cm to 180 cm.

Method: the method of collecting the training set is the
same as the method mentioned above. It simulates eight
actions of a football player static, walking, jogging, juggling,
pass, trapping, tackle, and shoot. Each action needs to be
repeated five times to upload the data to the PC. As seen
from Table 1, the recognition rate is above 95%.

(e verification process is to redo these eight actions on
the 20 experimenters to see if there are any false positives.

Compared with other recognizers, the recognition rate of
the recognition algorithm based on the multilayer decision
tree recognizer proposed in this paper is higher than others,
as shown in Figure 4.

From experimental results, it can be seen that the false
alarm rate (meaning that one action is understood as an-
other action) is low; the highest false alarm rate is the most
vigorous tackles and shots, and the false alarms can be
turned off directly.(erefore, the system in this study should
also follow this principle. In general, the joint movement
recognition algorithm for football players in training studied
in this paper meets the goals and requirements of the system.
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Figure 3: Second-level decision tree recognizer.
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6. Conclusions

(is paper makes an in-depth analysis of the existing pattern
recognition system, analyzes the joint movement data of
football players in training, and proposes a recognition al-
gorithm based on a multilayer decision tree recognizer. Ex-
tract the data firstly, find the amplitude value of the synthetic
angular velocity, calculate the peak value, trough value, and
standard deviation of the synthetic angular velocity amplitude
value, and use the first-level decision tree recognizer to
identify stationary, walking, and also other actions; if it is
stationary and walking, the recognition is ended; otherwise,
the data of the acceleration sensor is extracted, the acceler-
ation amplitude value is calculated, and the trough value, peak
value, standard deviation, and covariance of acceleration and
angular velocity are obtained, and the second layer recog-
nition is used in the device performs a second detailed
identification through experiments to verify that the system
can meet the needs of joint movement estimation for football
players in training. In this paper, the sensor module is used to
collect the data information of the acceleration sensor and
angular velocity sensor during the eight kinds of sports of
different football players and analyze the joint movement by
extracting the corresponding feature vector. In future, we will
also consider various complex joint movements to better
assist in sports training.
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With the development of multimedia technology, the computer auxiliary system has become an effective means of daily training in
track and field. 'is paper designs a data acquisition and analysis system for track and field athletes. 'e system uses sensor
modules attached to the athlete’s body to collect movement data for analysis.'e whole system is implemented by edge computing
architecture. In order to reduce average response time, the DDPG algorithm is used to optimize the resource allocation of the edge
layer. Experimental results show that the response time of the proposed algorithm can be controlled within 1 s. Meanwhile, the
SVM algorithm on the edge server is arranged to classify the data, and the overall recognition accuracy is over 90%.

1. Introduction

Track and field sports is a large category, which includes a
variety of subevents, such as race walking, running, and
javelin throw. Athletes need to spend a bunch of time and
energy developing skills and promoting endurance. A British
research institute conducted a survey on the training time of
more than 100 elite athletes. Result suggests that, in order to
prepare for the 2012 Olympics in London, they trained six
hours a day, six days a week, 12 months a year on average,
and some athletes even incredibly spent 10000 hours during
4 years, consuming 1.1 million calories a year on average. For
track and field athletes, scientific training methods are
crucial to the improvement of their competitive level. 'e
personal experience and teaching skills of the coach play a
vital role in the training process. However, with the de-
velopment of information technology, athletes can be ef-
fectively trained via the utilization of big data and software
analysis [1].

'ere are studies on track and field sports auxiliary
training system. Cucco [2] developed a system for evaluating
and improving the performance characteristics of an athlete,
such as speed, agility, and quickness. 'ey took advantage of
smart sensors to detect the athlete’s relative position with
training target and display the results to them. Ma et al. [3]

developed a C/S mode monitoring system on the athlete
training process, which was based on mobile artificial in-
telligence technology. 'is system used GPS to obtain real-
time position information of athletes and provided real-time
guidance. Guo [4] designed a VR system to train athletes to
master self-balance by detecting foot pressure data. 'e
authors designed the whole system in the form of VR games
to stimulate the enthusiasm of sports training.

Inspired by the above related works, a data acquisition
and analysis system based on edge computation and rein-
forcement learning for track and field training is devised in
this paper. 'e wearable sensing module in the system is
used to collect activity data or physical sign of athletes and
using the data for further analysis. Given that the battery life
and memory resource of these devices are limited, the
mobile edge computing architecture (MEC) is introduced,
which is suitable for solving the problems faced by our
scenario. As a complementary technology of cloud com-
puting, MEC can make up for the shortcomings of cloud
computing and effectively solve the pressure of mass data
brought by the Internet of 'ings. MEC plays an important
role in many application scenarios. For example, Mao et al.
[5] studied the tradeoff between the power consumption of
mobile devices and the execution delay of computing tasks
in a multiuser MEC system. 'ey proposed an online
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algorithm based on Lyapunov optimization to determine
whether the computation is performed locally or offloaded
to the edge nodes. Li et al. [6] focused on QOE-optimized
video delivery under the edge computing environment; they
proposed an algorithm containing Integer Linear Pro-
gramming (ILP) formula to solve this problem. Wang et al.
[7] used edge computing structure to process social network
data. Meanwhile, in order to optimize deployment strategy
and maximize economic benefits, they designed a hybrid
optimization model ITEM to reduce computing costs.

Edge computing is an extension concept of cloud
computing. Its main purpose is to reduce the communi-
cation transmission costs between users and computing
processing nodes. However, when the number of users
increases, the computing requests from multiple users may
exceed the capacity of the server, resulting in network
congestion. In addition, the performance of the edge server
is always fluctuating and changing under the influence of
real-time changes on task requests load, power supply, and
network conditions, which bring challenges to ensuring the
performance of task execution. 'is situation can be ab-
stractly described as a distributed resource optimization
problem, and reinforcement learning is a classic solution to
this issue. In 2015, Google DeepMind published a paper in
Nature [8], which proposed a model that combined rein-
forcement learning (RL) and deep learning (DL), named
deep reinforcement learning (DRL). Its outstanding per-
formance in the field of game AI soon made DRL a new
research focus. Since there are various kinds of tasks in edge
computing, how to transfer the computing requests to the
appropriate server so as to minimize the cost is a major
optimization problem. Using simple models to solve this
problem is relatively inefficient. RL algorithm can be used to
optimize resource allocation under edge computing envi-
ronment, which provides users with more efficient service.

'e contributions of this work are summarized as
follows:

(1) A data collection and analysis system for track and
field sports is devised

(2) Deep deterministic policy gradient (DDPG) algo-
rithm is used to reduce the service response time via
edge computing structure

'e rest of the paper is organized as follows: In Section 2,
more related works are introduced, including information
about the edge computing structure and the DDPG algo-
rithm. Section 3 depicts the main structure of our system. In
Section 4, the experiment results of the key performance
indicators of the system are reported, and Section 5 gives the
conclusion of this paper.

2. Related Works

2.1. Wearable Device-Based Track and Field Auxiliary
Training System. With the development of information
technology, the utilization of multimedia assists athletes in
training. Even the real-time tactics analysis system of the
game situation has been well known to people. A computer-
aided system for throwing events training has emerged in the

United States since the early 1970s. 'is system utilized
cameras to record the athletes’ technical movements; then
the records are analyzed to get the angle data of the athletes’
hand when throwing. Finally, it compares with the standard
data to improve the technical action of throwing items. With
the increasing maturity of MEMS, there are more sports
assistance systems choosing to collect athletes’ activity data
and other pieces of relevant information through wearable
devices. 'omas et al. [9] developed a training monitoring
system for swimming, where multiple accelerometers were
placed in the key positions of the human body, and semi-
Markov model (SMM) was used in the system to accurately
segment and label swimming activities with high accuracy.
Valkova et al. [10] asked 75 mentally handicapped athletes to
wear a GT3X activity recorder and record their activity data
in two days before the competition and concluded that the
local Special Olympic program is beneficial for people with a
mental disability. Lee and Drake [11] interviewed 20 tech-
nical athletes, they combined athletic training and perfor-
mance with the collection and evaluation of personally
relevant data in an effort to better understand their own
abilities, and the study also examines the individual rela-
tionships that technical athletes have with their data.
Wachowicz and Mrozek [12] aligned the activity data col-
lected by smart wearable devices with meteorological data to
explore the influence of weather on athletes’ on-the-spot
performance and fuzzy join technique was used in this work.
In a sentence, as smart devices continue to evolve, as more
functions are integrated into such auxiliary systems, the
system will consequently become overburdened.

2.2. Edge Computing. Edge computing is a form of dis-
tributed computing in which the main processing and data
storage are placed at the edge nodes of a network. Edge
nodes provide services based on the principle of proximity to
quickly respond to the requests from the smart devices, so as
to meet the basic needs in real-time business, security,
privacy protection, and so on.'e edge computing layer is at
the top of the physical entity. In the MEC structure, a large
number of small dedicated servers are deployed on the edge
of the network close to the mobile user. Users can offload
computation-intensive tasks to the edge cloud close to them
and effectively run the application on their own mobile
terminal. A commonMEC architecture is shown in Figure 1,
which mainly consists of 3 layers. 'e bottom layer consists
of IoT nodes, which includes all kinds of intelligent devices
and sensing nodes for data collection, including motion
data, physical sign data, and environmental state data, to
monitor subjects. Simple processing of the raw data may be
conducted in this layer; otherwise, the data are cached and
directly transferred to the edge computing layer for further
data analyzing. 'e edge computing layer receives the data
and processes the simple tasks and feeds back results down
to the smart devices to display to the users, while some
complex tasks are uploaded to the cloud layer for computing.

Edge computing has been applied in various fields in
recent years. For example, Luan et al. [13] developed an
auxiliary system with a smart medicine box, called MEMO
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box system, in order to help the treatment of depression.'e
whole work is implemented by edge computing architecture,
which improves the real-time performance of the system.
Liu et al. [14] improved the algorithm for a patrol robot
system and deployed it under the edge computing archi-
tecture, which greatly shortened the delay of the system
information transmission. With the gradual popularization
of 5G network, edge servers are faced with greater load, and
how to properly optimize resource allocation will become a
new research hotspot.

2.3. Reinforcement Learning. Reinforcement learning is a
branch of machine learning methods, and its most significant
feature is “learning from interaction.” Agents constantly learn
knowledge according to the rewards or punishments they
receive after the interaction with the environment. Since the
paradigm of RL learning is very similar to how humans learn
knowledge, RL is seen as an important way to achieve universal
AI. Combining RL with DL, deep Q network (DQN) has
achieved amazing achievements in the field of AI game robots.
For example, Yoon and Kim [15] applied DQN algorithm to
visual fighting games, and the game AI trained by them
achieved good results in competitions. 'e experiment results
showed the potential of the DQN approach for the two-player
real-time fighting game. Shen and Kurshan [16] proposed an
enhanced threshold selection policy for fraud alert systems by
applying DQN algorithm to fraud detection systems. 'is
method not only reduced the loss caused by fraud but also
improved the operating efficiency of the prewarning system. In
addition, DRL can also play a role in combinatorial optimi-
zation issues such as resource allocation and task scheduling.

For example,Wu et al. [17] proposed a hybrid learning strategy
based on DQN for a multiuser multiserver MEC network.
Simulation results showed that the hybrid approaches reach
lower costs than other comparable groups. Yihang et al. [18]
designed the Prioritized Memories Deep Q-Network (PM-
DQN); this algorithmwas applied to solve the joint routing and
resource allocation problem in cognitive radio ad hoc network
for minimizing the transmission delay and power consump-
tion. Ma [19] constructed an application layout optimization
strategy named min-cost to solve the layout problem of in-
telligent public transportation application in the city effectively.
According to the simulation results, the proposed strategy can
effectively reduce the total service cost of program on the basis
of guaranteeing service delay.

3. Methodology

3.1.Overall Structure. 'is work is to design data acquisition
and analysis system for track and field athletes. 'is paper
implements the whole system using the edge computing
architecture and optimizes the resource allocation of the
whole system using the DRL algorithm, DDPG. 'e overall
system architecture is shown in Figure 2.

According to Figure 2, the main operation of the system
can be roughly divided into the following steps:

(1) Data acquisition: collecting various kinds of data
from athletes, including acceleration, angular ve-
locity, and heart rate, through sensor modules on
the athletes. 'e data are cached on the sensing
module and ready to be forwarded to the upper
edge nodes.

Cloud

Edge nodes

Internet of things

Feedback Request

Complex tasks

Request Feedback

Figure 1: Classical edge computing architecture.
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(2) Request submit: the sensing module transmits data
and requests information to the edge node A
according to the preset policy.

(3) Request forwarding: the node A forwards subsequent
tasks to other nodes after processing part of task
requests. In this step, node A may find itself already
overburdened and forward the requests to homo-
geneous node like D for processing.

(4) Task execution: the edge node A calculates the task
and generates the final result information.

(5) Result feedback: the edge node A sends back the result
down to the smart devices, which is responsible for
displaying the data analysis results to the user.

According to the steps descripted above, the pressure on
edge server is mainly from multiple users’ requests. Too many
requests in a period of time may cause congestion at the edge
nodes. 'erefore, how to optimize the resource allocation of
the whole edge layer is vitally important.

3.2. Data Collection and Analysis. 'is section introduces
details of the athletes’ activity data collection and analysis,

where the MPU 9250 module is integrated into the sensing
nodes as depicted in Figure 3.

'e acceleration range of the module is ±2 g, ±4 g, ±8 g,
and ±16 g, the gyroscope range is ±250, ±500, ±1000, and
±2000/s, and the magnetometer is up to ±4800UT.
According to previous experiments, the node can be used for
about 2 weeks if it is used intermittently and for about 24
hours if it is used continuously. 'e node can be charged via
micro-USB interface.

'e sampling frequency of the node is preset as 50Hz.
Athletes wear 5–10 of these modules for data collection and
place them in body positions such as the legs and wrists.
Also, sensors for recording heart rate and EMG signals are
used here. All data are sent to the nearest gateway node via
Bluetooth and then are forwarded to the edge computing
layer.

In order to reduce the energy consumption of the
sensing equipment, all further data processing is carried out
on the edge computing layer. Different types of tasks have
their own processing methods. Here, this paper takes the
activity analysis based on inertial sensing data as an example.
'e edge computing node synchronizes the data by time-
stamp and segments the data using the sliding window

Accelerometer

Gyroscope Magnetometer

Barometer Heart rate sensor 

MyoScan-pro EMG sensor

Edge nodes

Data storage

Activity recognition

Physiological monitoring

A

B C D E

FeedbackRequest

Figure 2: Overall system architecture.
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algorithm. 'e data need to be feature extracted to form
feature vector set in order to reduce the dimension of the
inputs. In this paper, the commonly used features are
extracted, including mean and variance, and their calcula-
tion formulas can be referred to in Table 1.

After the feature vector set is calculated, the pretrained
machine learning model is deployed for activity analysis,
such as identifying the category of the current activity. Here,
this paper chooses to use support vector machine (SVM)
algorithm to recognize activity and finally output the label
that the activity belongs to.'e whole process is summarized
as Figure 4. 'e areas in the dashed frame are all processed
by edge nodes.

3.3. DDPG-Based Dynamic Deployment Algorithm. 'e
stable operation of the whole system depends on the
reasonable system resources allocation. A dynamic re-
source deployment algorithm based on DDPG is
proposed.

3.3.1. Problem Mapping. 'e problem of dynamic resource
deployment is to adjust the deployment strategy of edge
service resource allocation given the load of service requests
at different times or on different servers. 'is issue with an
example is shown in Figure 5.

Task loads at different time points of two edge nodes A
and B are shown in Figure 5. 'e numbers on the left mean
different types of service requests.'e darker the color is, the
more the service requests are. For example, there are
anumber of requests for Service 4 on node A at time T, but
there are many requests on node B at the same time. A
proper allocation strategy should transmit the coming re-
quests for Service 4 on node B to node A so as to reduce the
load of B and ensure the service quality of the entire edge
network.

Here, assume that the number of edge servers in the
scenario is N and the number of service request types isM.
In a continuous period of time, according to the request
records of all services from mobile users on the edge server,
the dynamic service deployment strategy σ is obtained, that
is, matrix x ofN ×M is calculated for each period of time, as

shown in formula (1), and each element pij in X represents
the ratio of service resources for deploying service sj on the
edge server nodei.

x �

p11 p12 . . . p1M

p21 p22 . . . p2M

. . . . . . . . . . . .

pN1 pN2 . . . pNM

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (1)

Based on x, the whole service layer adjusts service de-
ployment through a certain policy; then y is defined as
shown in

y �

a11 a12 . . . a1N

a21 a22 . . . a2N

. . . . . . . . . . . .

aN1 aN2 . . . aNN

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (2)

Y represents the service allocation adjustment of a certain
kind of service. For example, aij represents the number of
requests forwarded by the ith node to the jth node. 'e
function of system deployment strategy σ is to establish the
relationship between x and y; that is, when the system state
is x, the probability of taking action y is

(a) (b)

Figure 3: Activity data collection module. (a) Front. (b) Back.

Table 1: Feature extraction formulas.

Feature Formula
Mean a

Variance 􏽐
n
i�1 (ai − μ)2

Maximum max(ai)

Minimum min(ai)

Range max(ai) − min(ai)

ZCR 􏽐
n
i�1 sig(ai > 0)

Median median(ai)

MAD median(|ai − median(ai)|)

Information entropy − 􏽐
m
i�1(pi ∗ log(pi))

Kurtosis E[(ai − μ)4/σ 4]

Skewness E[(ai − μ)3/σ3]
Coefficient cov(X, Y)

ZCR: zero crossing rate; MAD: absolute median difference.
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σ(y|x) � p(y|x). (3)

'at is, σ represents the conditional probability distri-
bution of the system performing y operation in x state.
Meanwhile, variable r is defined to evaluate the system
behavior, as shown in

r �
1, if ct xt, yt( 􏼁≤ 0,

−1, if ct xt, yt( 􏼁> 0,
􏼨 (4)

where ct is themean response time of the edge layer.When ct≤ 0
means that the strategy adopted at time t can shorten the response
time, then r is positive. Otherwise, r is negative.'e ultimate goal
of r is to minimize the average service response time.

To simplify the model, the following assumptions are
presented:

(1) 'ere is no interaction or dependency between services
(2) In network transmission, the length of request mes-

sage and response message is approximately same
(3) 'e unit transmission delay between the sensing

module and the edge node is fixed, and so is the delay
between the edge node and other edge nodes

3.3.2. Algorithm Description. RL methods mainly have two
branches, namely, policy-based approach and value-based
approach. 'e DDPG algorithm is a combination of the two
branches, which has the advantages of them.

As shown in Figure 6, DDPG algorithm is mainly
composed of environment, experience replay memory unit,
actor network module, and critic network module. 'e

environment is the interaction space of the agent. During the
interaction, the agent obtains the interaction samples and
stores them in the experience replay memory unit for training
the networks. In order to optimize the learning process,
DDPG algorithm takes the idea of DQN algorithm and builds
a pair of artificial neural networks with identical structure for
the networks, namely, the online part and the target part.
Online network is used to train and update network pa-
rameters, while target network uses periodic soft update
strategy to follow online network and assist online network in
training. 'e ultimate goal is to optimize the deployment
strategy σ discussed in the previous section.

According to the process shown in Figure 6, the overall
algorithm steps are described as follows:

'e system starts to run and conducts initialization. 'e
network parameters in actor and critic are initialized, and
the online network parameters are copied to the target
network, that is, ξa

′←ξa, ξc
′←ξc. Set the size of experience

replay memory asU and the size of minibatch observation
data as V.

For each period, we have the following:
According to strategy σ and the current system state xt,
select an action yt and instruct the system to execute the
action. Here, yt � σ(xt|ξa) + Nt,Nt is the randomnoise.

'e system executes yt and obtains the reward value rt

through calculation and then enters a new resource
allocation state xt+1.

A state transition data set of size V is randomly
sampled from experience replay memory as a small-

1

2

3

4

…

T T + 1 T + 2 T + 3

(a)

1

2

3

4

…

T T + 1 T + 2 T + 3

(b)

Figure 5: Example of load conditions on edge severs.

Recognition
results 

Data stream Preprocessing
Processed

data 
Data

segmentation 

Data
segments 

Feature
extraction Feature vectorsActivity

recognition 

Input

Output

Figure 4: Process of activity recognition.
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batch training data set for online policy network and
online Q network. Each element in the set is expressed
as (xi, yi, ri, xi+1), i+ 1≤V.
Calculate the gradient of online Q network, which is
represented as ∇ξc

Loss. Similar to the supervised
learning method, Mean Square Error (MSE) is used
here to calculate Loss. 'e formula is as follows:

Loss �
1
N

􏽘
i

yi − Q xi, yi|ξc( 􏼁( 􏼁
2
, (5)

where Q is the state action value function, and its
expression is

Q(x, y) � (1 − c)c(x, y) + c 􏽘
x∈X

P x′|x, y􏼈 􏼉V x′( 􏼁,

(6)

where c represents the cost of executing action y when
the system state is x. P x′|x, y􏼈 􏼉 is the probability that
the system becomes x′ after action y. V is the optimal
state value function obtained by the Behrman opti-
mization equation, and the formula is

% V(x) � miny∈Y (1 − c)c(x, y) + c 􏽘
x∈X

P x′|x, y􏼈 􏼉V x′( 􏼁
⎧⎨

⎩

⎫⎬

⎭, ∀x ∈ X. (7)

Finally, based on the standard backpropagation
method, ∇ξc

is obtained.
Update the value of ξc and critic network through
optimizer.
Calculate the gradient of policy network, which is
represented as ∇ξa

J. 'e formula is

∇ξa
J ≈

1
N

􏽘
i

∇yQ x, y|ξc( 􏼁|x�xi,y�σ xi( )∇ξa
σ x|ξa( 􏼁|xi.

(8)
Update the value of ξa and actor network through
optimizer.
Soft update the Target Policy Network and Target Q
Network; that is,

ξc
′←τξc + (1 − τ)ξc

′,

ξa
′←τξa + (1 − τ)ξa

′,
(9)

where τ is a small value, which is beneficial to the
stability of target network in the update.

4. Experiment and Results

4.1. IntroductionofExperimentData. 'is paper plans to test
the effectiveness of the resource deployment algorithm and
tests the analysis ability of the system through the recog-
nition results of athletes’ activity data. First, the data from 40
track and field athletes in different events are collected,
including sprint, race walk, javelin throw, pole vault, high

Environment

Noise

Behavior policy

Optimizer

Online policy
network

argument ξa

Online Q
network

argument ξc

Target policy 
network

argument ξa′

Target Q network
argument ξc′

Optimizer

Experience
replay

memory

Actor Critic

Policy
gradientUpdate ξa

Update ξa′

Random
sampling

Q
gradient

Update ξc

Update ξc′

Gradient based on y

For each episode:
For each period:

yt

yi

σ (xt)

σ (xt+1)

(xt, yt, xt+1)

(xt, yt, rt, xt+1)

V × (xi, yi, ri, xi+1)

y = σ (x)

Figure 6: Process of the DDPG.
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jump, and long jump. Data are collected for 3min from each
athlete, and the obtained data set is used as training data for
the classifier. After training, the classifier SVM is deployed
on the edge node waiting to process the task request. Table 2
gives the parameter configuration of SVM.

'en, three edge servers around the training site are
deployed to handle service requests. 'e server configura-
tion is shown in Table 3.

Finally, DDPG algorithm on the edge server is deployed,
and the parameter settings of the algorithm are shown in
Table 4.

Meanwhile, we set up two control groups for comparison
with DDPG-based algorithm. One is the average-based
deployment algorithm, the idea is that, for each service, the
proportion of resources deployed on the server is the same.
'e other is the frequency-based algorithm, which allocates
resources according to historical service requests.

4.2. Performance of DDPG-Based Dynamic Deployment
Algorithm

4.2.1. Algorithm Convergence. 'is experiment mainly tests
the convergence of the algorithm. We add a hidden layer
with 128 neurons to the actor network and critic network of
DDPG algorithm. Figure 7 shows the function loss trend
after 10,000 episodes of training.

According to Figure 7, loss value of the network fluc-
tuates greatly in the first hundreds of episodes. As the
number of network training episodes increases, the loss
value decreases gradually. After reaching 5000 episodes, the
loss value basically converges to (0, 1), and the fluctuation
becomes small. It suggests that the convergence of the al-
gorithm based on DDPG proposed in this paper can be
guaranteed.

4.2.2. Algorithm Comparison Experiment. In order to
compare resource allocation algorithms, we collect user
request data for several days and used the above three al-
gorithms to carry out resource allocation on edge nodes.

Average-based method does not consider the historical
service request information, so it directly sets the resource
ratio of the edge server service to be the same. Frequency-
based method determines the current resource allocation
based on the configuration of the previous period. DDPG-
based method allocates the resource based on the preset
network parameters. 'e three algorithms have experi-
mented with the same test set, and the average response time
of the server was recorded, as shown in Figure 8.

Results in Figure 8 suggest that the average response time
of the DDPG algorithm is the lowest, which can be con-
trolled within about 1 s. Moreover, the user requests during
the whole observation period are relatively stable. Relatively,
there are more requests and the response time is relatively
high only during 8 : 00–11 : 00 in the morning and 13 :
00–15 : 00 in the afternoon. To conclude, the DDPG algo-
rithm can achieve a better deployment strategy through
learning and exploring. It performs well in the track and field
scenario in our work.

4.3. Performance of SVM. In order to test the system’s ability
on activity analyzing, the collected data are identified by the
classification algorithm deployed on the edge nodes. In
addition to SVM algorithm, we also introduce two other
classifiers: decision tree (DT) and k-nearest neighbor (KNN)
algorithm. 'ey are frequently used in similar pattern
recognition works, which are typical machine learning
classifiers. We put the classification results as confusion
matrix inFigure 9.

Table 3: Configuration of edge nodes.

Parameter Description Value
N Number of edge nodes 3
R Resource capacity [500, 800]
F CPU cycle frequency 3.2GHz

CMI Average number of cycles per instruction
execution 600

Table 4: Parameter settings.

Parameter Description Value
U Experience replay memory size 300
V Minibatch size 32
Γ Reward attenuation factor 0.9
λa Learning rate of actor network 0.001
λc Learning rate of critic network 0.002
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Figure 7: Loss trend of critic network.

Table 2: Configuration of SVM.

Parameter Value
Kernel function RBF
Class weight Balanced
Decision function shape ovr
Gamma 0.2
C 0.8
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In Figure 9, A01-A06 represents the 6 kinds of activities:
sprint, race walk, javelin throw, pole vault, high jump, and long
jump.'e darker the color block on the diagonal of the matrix
is, the higher the recognition accuracy of the activity is. 'e
recognition accuracy of SVM for all categories reached more
than 88%, higher thanDTandKNN.Accuracy of KNN for A01
is slightly higher than that of SVM. Given the overall recog-
nition accuracy, SVM (93.5%) is better than DT (82.3%) and
KNN (86.0%). It is better to complete the data analysis task
using the SVM in our scenario.

5. Conclusion

'is paper uses edge computing technology to implement data
acquisition and analysis system for track and field athletes. For
optimizing resource allocation and reducing the response la-
tency, this paper introduces the DDPG algorithm to implement
a dynamic resource allocation algorithm. Compared with other
algorithms in the control group, the proposed algorithm has a
lower average response time, within 1 s under the test envi-
ronment. Meanwhile, the SVM algorithm is deployed in the
edge server for activity analysis. However, the types of activities
discussed in this work are relatively small.'erefore, the activity
sets will be expanded in future work.
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In many colleges and universities, MOOCs have been applied in many courses, including ideological and political course, which is
very important for college students’ ideological and moral education. Ideological and political MOOCs break the limitations of
time and space, and students can conveniently and quickly learn ideological and political courses through the network. However,
due to the openness of MOOCs, there may be some abnormal access behaviors, affecting the normal process of MOOCs.
(erefore, in this paper, we propose a detection method of abnormal access behavior of ideological and political MOOCs in
colleges and universities. Based on deep learning, the network behavior detection model is established to distinguish whether the
network behavior is normal, so as to detect the abnormal access network behavior. In order to prove the effectiveness and
efficiency of the proposed algorithm, the algorithm is compared with the other two network abnormal behavior detection
methods, and the results prove that the proposed method can effectively detect the abnormal access behavior in ideological and
political MOOCs.

1. Introduction

With the rapid development of information network tech-
nology and the popularization of its application, MOOCs
have emerged as a new teaching mode based on Internet
technology. Ideological and political MOOCs in colleges and
universities apply ideological and political courses to
MOOCs, breaking through limitations of time and space and
greatly enhancing the pertinence and flexibility of education,
which is very helpful for students to study ideological and
political courses quickly and effectively. In addition to
normal students learning MOOCs, there may be some ab-
normal network access behaviors, such as advertising and
stealing students’ information. Abnormal network access
will affect the normal progress of the course and pose a threat
to students’ information security. (erefore, it is very
necessary to detect the abnormal access behavior in ideo-
logical and political MOOCs to ensure the normal course
and protect the information security of student users.

(roughout the traditional network security technology,
it roughly includes identity authentication, encryption
technology, and firewall technology. Authentication mainly
verifies the actual identity of the current entity by verifying
passwords, SMS, fingerprints, etc. Encryption technology
mainly encrypts data through certain technical means, then
transmits the encrypted data to the destination through the
network, and finally decrypts the data. (e technical
methods mainly rely on encryption algorithms and keys [1].
On the one hand, the encryption technology combines the
original data with the key through the algorithm to generate
the ciphertext; on the other hand, it also relies on the al-
gorithm and the key to restore the encrypted file to the
original data. Firewall technology is the creation of a net-
work transmission protection barrier between networks that
contains software and hardware devices [2]. (e barrier
allows to block the intranet and extranet, thus preventing
interference and attacks on the system by abnormal network
behavior [2]. It is not difficult to find that these techniques
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are mainly aimed at static prevention. (ey mainly secure
the system by controlling the access rights of users or by
mathematically encrypting their access rights [3]. However,
on the one hand, it cannot defend against attacks from
within the system and monitor the attacks in real time.
(erefore, the network abnormal behavior detection tech-
nology based on dynamic defense makes up for the shortages
of traditional network security in these two aspects and
becomes the focus of research on computer network se-
curity. Network abnormal behavior detection is the process
of identifying and monitoring behaviors that attempt to
access the network [4]. It is a positive and dynamic way to
protect the security behavior of a computer or network. By
comparing the access network with the previously collected
normal network access data, it determines whether the
current access network is normal. (e whole process of
network abnormal detection is divided into three steps: first,
collecting data, filtering the data, and sorting out the re-
quired information; second, building a model and estab-
lishing a discriminative model by training the collected data;
third, abnormal behavior detection, apply the network data
into the established model to detect whether the network is
normal [5]. At present, the development of deep learning,
which is at the forefront of research, provides a new di-
rection and breakthrough for the study of network anomaly
detection.

Traditional network abnormal behavior detection
methods mainly depend on features and rules and cannot
automatically use historical data to detect the latest attacks
on time. In the deep learning, unsupervised or semi-
supervised feature learning methods can be used instead of
the traditional manual feature acquisition methods [6]. (e
training process of deep learning is to abstract and generalize
the initial data, form more abstract high-level features by
combining low-level features, and then use these features to
perform a distributed feature representation of the data.
Deep learning observations can be represented in a variety of
ways, such as vectors of pixel intensity values in images, and
more abstract points can be represented as edges or specific
shape regions, etc. In this paper, based on deep learning, we
propose a deep learning-based network abnormal behavior
detection method to detect the abnormal access behavior of
university ideological and political MOOCs.

(e rest paper is organized as follows. Section 2 gives the
related work. Section 3 builds the models for the proposed
problem. In Section 4, the deep learning-based abnormal
network behavior detection is proposed. Section 5 reports
the simulation results. (is paper is concluded in Section 6.

2. Related Work

(e intrusion detection system was first proposed by
Denning in 1987 [7]. (is system described a real-time
abnormal behavior detection system model that can detect
computer misuse in the form of intrusion, infiltration, etc.
Currently, although users have high expectations for in-
trusion detection systems, in practical applications, the
current network abnormal behavior analysis model cannot

solve the problem of high false alarm and leakage rates, and
it also has problems such as the system is not easy to manage,
has poor detection performance, has lack of automation, and
has poor security performance. (erefore, the design of a
truly effective intrusion detection system by improving
network abnormal behavior detection algorithms has a
central role in the field of network security.

Network abnormal behavior detection is mainly based
on network traffic classification and network topology
analysis, and research studies of network abnormal behavior
are mainly divided into the following categories:

(1) Research on abnormal detection of network traffic
based on measurement learning
Network traffic refers to the data transmitted on the
network, which records a large number of user in-
formation. It plays an important role in the field of
network security and is an important feature of
network behavior detection. Jin and Yeung [8]
proposed an algorithm model based on covariance
analysis to detect abnormal traffic. In this algorithm,
all packets in unit time were counted and classified
according to different network protocols. (e co-
variance matrix of each type was obtained, and the
anomaly was detected according to the matrix.
However, the algorithm needs a lot of complex
mathematical calculations, which is easy to affect the
use of normal network communication in anomaly
detection. Barford et al. [9] proposed a detection
algorithm based on multiscale analysis and wavelet
transform, taking the time correlation between traffic
data as the breakthrough point. However, this al-
gorithm can only analyze the traffic data captured in
a single link and can only complete the anomaly
detection in that link. Due to the shortcomings of the
above algorithm, Rubinstein et al. [10] proposed a
network abnormal behavior detection method based
on component analysis (PCA). (is method trans-
forms the original data into a traffic matrix and,
based on the spatial difference of traffic data between
different links, detects and processes the data in the
subspace established by the algorithm. However,
these algorithms have common shortcomings. On
the one hand, when the data is large, the calculation
of these algorithms is more complex and time-
consuming. On the other hand, it is difficult to avoid
the deviation caused by subjectivity in the feature
extraction of network abnormal data, and it cannot
completely rely on the algorithm to complete the
feature extraction, classification, and detection of
abnormal data.

(2) Research on network abnormal behavior based on
alarm transmission
In the current environment of increasing network
devices and network data, it has become an im-
portant method to quickly analyze the alarm
transmission through monitoring the network to
maintain the quality of network communication,
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especially for mass devices to conduct high-precision
correlation analysis at the level of network topology
to locate the alarm, which is very important to reduce
the impact of the fault and improve the quality of
network maintenance. Hu et al. [11] held that static
alarm analysis was not enough to realize alarm lo-
cation and used time sequence alarm information
and corresponding dynamic time matrix to realize
alarm correlation analysis, so as to complete alarm
location. Karoly and Abonyi [12] took multiperiod
alarm sequences to mine alarm data and complete
the compression of alarm data. However, the above
research studies have not focused on the network
management data, especially when the types of
terminal nodes are increasing and the alarm mes-
sages are massive and sparse, the redundancy of the
algorithm mining results is high, and the alarm
transmission analysis is difficult.

(3) Research on network propagation model based on
cascading failure
Network abnormal behaviors are often accompa-
nied by the movement and diffusion of abnormal
points in the network, which spreads the failure of a
single node to multiple nodes and causes greater
losses. Cascading failure refers to that, after a node
fails, the load on it is redistributed to its adjacent
nodes according to the coupling relationship be-
tween nodes, which leads to an overload of the load
on the adjacent nodes and then failure, which leads
to a large area of network paralysis. Cascading
failure may occur in any actual network system,
such as communication network, computer net-
work, and transportation network, which will lead
to a sharp decline in network performance or even
network system collapse. Motter and Lai [13] and
Jin et al. [14] held that the overload of the network
node or the edge was one of the most important
reasons. (ey proposed a model to analyze the
cascading overload fault caused by dynamic traffic
redistribution. (e results show that the network is
vulnerable to this kind of cascading anomaly.
Parshani et al. [15] established a network composed
of connections and dependent links, introduced the
model and analysis framework for the study of
interdependent networks, and concluded that the
wider the distribution, the more vulnerable the
network becomes to the random failure of inter-
dependent networks. Alessandro [16] suggested
that, in addition to the topological connectivity
links, the dependency relationship between net-
work nodes also accelerates the propagation of
network failures and affects the mechanism of
cascading exceptions, and the relationships can be
functional or logical.

Different from the above, this paper applies the ab-
normal access behavior detection into the field of ideological
and political MOOCs. Besides, the simulation of this paper
also depends on the real dataset. In particular, the abnormal

access behavior detection method is improved by consid-
ering deep learning.

3. Problem Modeling

3.1.NetworkAccess Behavior SystemModel. In the university
ideological and political MOOCs network access system, as
shown in Figure 1, each student can request network access
from the server through the campus network to obtain video
resources. In the system, the form of vector is used to
represent the access of network users, and the network
access behavior of each user is expressed asN� (ID, IP, URL,
time), where ID is the ID of the requesting user, IP is the IP
of the requesting user, URL is the requested URL, and time is
the time of the requesting user browsing the website.

3.2. Network Abnormal Behavior Detection Model.
Network abnormal behavior detection is the process of
qualitatively identifying and detecting attempted network
intrusions. It is an active and dynamic security behavior to
protect the computer or network, rather than a passive
emergency measure to work when the intrusion occurs.
Network abnormal behavior detection works as follows. On
the one hand, everything has common behavioral charac-
teristics. On the other hand, abnormal behavior generally
has serious differences compared with normal behavior.
(en, to detect whether a network subject is attacked by the
abnormal behavior, the current behavior can be compared
with the previously collected normal behavior in a com-
prehensive manner to determine whether the current be-
havior is normal. (erefore, based on the common
characteristics of normal behaviors and the difference of
abnormal behaviors, we can quantitatively analyze these
normal behaviors and thus find out the established rules of
normal behaviors through the results.

(e object of our algorithm is to identify the abnormal
network access behavior. In this paper, the characteristics of
different types of traffic are identified for multiclassification
through the collection of network abnormal traffic and
feature extraction. (e whole process of the algorithm is as
follows: first, collect the network abnormal traffic; then
divide the traffic by tuple, the traffic contains different
categories; and label the corresponding categories. Because
the storage format of traffic data itself is hexadecimal code, it
can be directly converted into a decimal value, and the fixed
position value can be extracted from each traffic to form a
high-dimensional vector to complete vectorization. (e
vectorized samples are sent to the traffic classification net-
work composed of CNN for training. (e detection process
of network abnormal access behavior is shown in Figure 2.

4. Abnormal Network Behavior Detection
Based on Deep Learning

Multilayer perceptron (MLP) is the foundation of deep
neural network [17]. However, it is difficult for multilayer
perception to deal with the weight problem of hidden layers,
and this problem can only be solved after the development of
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back propagation algorithm [18]. With the rapid develop-
ment of big data and cloud computing, deep neural networks
have gradually become a hot topic in the field of machine
learning and have achieved certain achievements in many
fields. Convolutional neural network (CNN) is a repre-
sentative algorithm of deep learning. In this paper, a network
behavior detection model is built using CNN.

(e essence of CNN is to use the nonlinear deep network
structure to approximate the function, so as to express the
mapping relationship from input to output. Compared with
the traditional neural networks, CNN has changed the
original way of maintaining the complete connection be-
tween neurons in each layer, but adopted a way of

maintaining the partial connection between neurons in each
layer. (erefore, CNN can learn the essential characteristics
of the training set from a small number of samples.

In the algorithm proposed in this paper, the CNN
network structure used is the network structure of Lenet-5
[19] modified according to the data of abnormal behavioral
features of the network. Lenet-5 is a convolutional neural
network designed by Yan Lecun in 1998. It is mainly used for
handwritten digit recognition and is one of the represen-
tative structures of CNN. Lenet-5 consists of 7 layers, as
shown in Figure 3. In general, it is mainly divided into
convolutional layer, pooling layer, and fully connected layer.
Each layer includes a different number of training param-
eters. Meanwhile, each layer of Lenet-5 has multiple feature
maps, and the input features are extracted by convolutional
filters with multiple neurons per feature map. (e whole
neural network is trained by a backpropagation algorithm
using the original image as data. Since the purpose of this
paper is to detect whether the network access is normal or
not, the structure of the model designed in this paper is
divided into two categories: normal and abnormal.

4.1. Convolution Layer. In the convolution layer of the
network, the weight represents the proportion of neurons
connected to each other, which is usually expressed as a
convolution kernel. In this layer, each neuron is connected
to the upper layer by partial connection rather than full
connection. Each feature map output by convolution layer is
convoluted with the processed convolution kernel and the
feature map of the previous layer, and the corresponding
elements are accumulated and then an offset value is added.
Finally, the result is processed by a sigmoid function. (e
convolution process is shown in Figure 4.

We assume that the number of convolution layers is 1,
the convolution kernel is k, the feature map of the upper
layer is Mj, and the offset value is b; the formula of the
convolution layer is expressed as follows:

x
l
j � f 􏽘

i∈Mj

x
i−1
j k

i
ij + b

i
j

⎛⎜⎝ ⎞⎟⎠. (1)

4.2. Pooling Layer. (e pooling layer is the abstraction of
local information. In the neural network, the pooling layer is
used to process the feature map output from the upper layer.
In this layer, the sampling operation will not change the
number of the feature map, but will process the size of the
map and reduce the feature map to a certain extent.
According to the convolution layer, the mapping formula of
the pooling layer is expressed as

x
i
j � f βi

jpool x
i−1
j􏼐 􏼑 + b

i
j􏼐 􏼑, (2)

where the pool function represents the sampling function,
which generally includes two methods: mean pooling and
maximum pooling. In this paper, we use the maximum
pooling method, which is shown in Figure 5.

Internet

Detection system

Abnormal behavior
detection

Identifying abnormal
networks

Figure 2: Network abnormal behavior detection model.

Cloud servers

Knowledge baseTraining base

Terminal 1 Terminal 2 Terminal 3

Figure 1: University ideological and political MOOCs network
access system.
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4.3. Fully Connected Layer. (e full connection layer is
mainly used to calculate the data processed by the former
convolution layer and sampling layer, and its calculation
result is the output value of the network.

(ere are two independent convolution cores in CNN
network. After the operation of each layer mentioned above
and the softmax layer, each accessed network behavior will
have a type of scoring output. Suppose there are N training
segments, we take the nth training sample. (en, after
passing through the network, the output will be On(t), and
then, through the softmax layer, according to the data at
time t of the sample, the score of category i is computed as
follows:

P
i
N(t) �

e
Oi

N
(t)

􏽐
K+1
j�1 e

Oi
N

(t)
. (3)

(e final loss function is computed as follows:

L �
1
N

􏽘

N

n�1
􏽐
L

t�1
−log P

Zn

n (t)􏼐 􏼑􏼐 􏼑. (4)

5. Simulations and Analysis

In this section, we conduct simulations on the proposed
mechanism and analyze simulation results by comparing our
mechanism with other two algorithms to show that our
mechanism is effective and efficient to detect the abnormal
access behavior in ideological and political MOOCs.

5.1. Experimental Preparation

5.1.1. Experimental Environment. (e simulations are
conducted on Python with a computer configured with
Intel(R) core (TM)i5-9400F, CPU 2.90 GHZ, 8GB RAM.

5.1.2. Dataset. In this paper, experiments are based on real
dataset to verify the effectiveness and efficiency of the
proposed algorithm. (e real dataset comes from the sta-
tistical ideological and political MOOCs website of a uni-
versity. (e website uses Apache as the server, including an
abnormal sample dataset and a normal sample dataset. (e
abnormal sample dataset includes 3964 abnormal requests,
and the normal sample includes 55059 normal requests. (e
detailed information of the experimental dataset is shown in
Table 1.
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Figure 3: Neural network structure.
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5.1.3. Data Preprocessing. Before detecting the web log data,
it is necessary to preprocess the log data. Data preprocessing
is a very important step in log analysis. (e purpose is to
transform the collected original data into a data format
suitable for analysis and delete the noise data which is easy to
cause interference to the experiment. In this paper, data
preprocessing mainly includes data cleaning and data
normalization. Data cleaning includes log filtering, log
parsing, and antiobfuscation.

(1) Data Cleaning. (e network abnormal behavior analysis
based on Web log is to obtain the original data information
from the web server and then analyze the web log. However,
because users are random in the process of browsing the
website, the web log will generate a lot of useless information,
that is, the log records not related to intrusion detection; only
for the relevant and accurate log information and only
through modeling and analysis can we get accurate detection
results. For example, the log with GIF and JPEG suffixes is the
special data returned by the server to the user.(erefore, if the
HTTP request repeatedly contains the log with JPEG, GIF,
and CSS suffixes, it needs to be cleared. (ese log files are
actually documenting embedded in the website and not the
web pages actually requested by users. When attackers launch
attacks, they usually use js obfuscation, URL encoding, and
Unicode encoding to hide the intrusion behavior. Before
intrusion detection on the request attribute of Web log, it is
necessary to perform antiobfuscation, URL decoding, and
Unicode decoding on the HTTP request to expose attack
mode and eliminate all interference factors of subsequent
intrusion detection. (rough the data cleaning process, Web
logs are converted into reliable data for security analysis. In
addition, we need to de-duplicate the HTTP requests of Web
logs and delete the duplicate HTTP request records, which
can prevent the deviation of detection results caused by
overlearning certain types of samples.

(2) Data Normalization. All feature attributes of the dataset
processed by feature engineering are digital vectors. How-
ever, the dimension level of each attribute is inconsistent, so
it is necessary to normalize all feature attributes.(e purpose
is to unify each feature attribute to the same dimension level
according to the statistical distribution of the original feature
attributes so that the features of different dimensions can be
compared, and the contribution of each dimension to the
classification results is the same. In this experiment, the

range transformation method is used to standardize the
feature data so that all the data are classified into [0, 1].
(rough this method, the influence of different dimension
levels between the original data on the classification results is
solved.

5.2. Evaluation Indicators. To evaluate the performance of
abnormal detection algorithms, we consider the effectiveness,
detection efficiency, and availability of the algorithm. (e
effectiveness mainly shows the detection accuracy and reli-
ability of the algorithm, which is regarded as themain index to
evaluate the intrusion detection system, and is also the
purpose of the design and development of intrusion detection
system. (e detection efficiency considers the speed of data
processing in the detection system, including the training
stage and detection stage. Usability measures the stability and
error recovery ability of the detection system itself.

In essence, the abnormal detection model is a classifier
for normal requests and abnormal requests, so we can use
the evaluation index of the classifier to evaluate the per-
formance of the anomaly detection model. In the field of
machine learning, the most commonly used evaluation
indicators are accuracy, recall, and F1-measure. (ese
evaluation indicators are used to evaluate the effectiveness of
the detection algorithm proposed in this paper.(e accuracy
represents the number of samples correctly classified divided
by the total number of samples. In general, the higher the
accuracy, the better the classifier effect. (e precision rep-
resents how many of the samples predicted as positive
samples are true positive samples. (e recall refers to the
ratio of the number of positive samples correctly predicted to
the total number of correct samples predicted. (e F1-
measure is a weighted summed average of precision and
recall. When F1-measure is higher, the method is more
effective. Accuracy, precision, recall, and F1-measure are
computed as follows:

Accuracy �
TP + TN

TP + TN + FP + FN
, (5)

Precision �
TP

TP + FP
, (6)

Recall �
TP

TP + FN
, (7)

F1 − measure �
2∗precision∗recall
precision + recall

. (8)

(1) True positive cases (TP): the number of samples that
are predicted to be positive cases and are actually
positive cases, that is, the prediction is correct

(2) True negative cases (TN): the number of samples
predicted to be negative cases, which is also negative
cases, that is, the prediction is correct

(3) False positive cases (FP): the number of samples that
are predicted to be positive cases but actually are
negative cases, that is, the prediction is error

Table 1: (e detailed information of the experimental dataset.

Id Attribute Description
1 Duration Length of connection time(s)

2 Protocol
type Type of protocol (e.g., TCP)

3 Service Network service (e.g., HTTP)
4 Logged in Login status (1 or 0)

5 Count (e number of connections to the same
destination

6 src_bytes Number of bytes from source to destination
7 dst_bytes Number of bytes from destination to source
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(4) False negative cases (FN): the number of samples
predicted as negative cases but actually are positive
cases, that is, the prediction is error

5.3. Experimental Results. In order to prove the effectiveness
and efficiency of the proposed algorithm, this paper com-
pares the proposed algorithm with detection algorithms and
with Belief Network (BN) and SVM under different data
volumes, aiming at accuracy, precision, recall, and F1-
measure.

5.3.1. Accuracy. Accuracy is computed by formula (5), and
the comparison experimental results of accuracy are shown
in Figure 6. As shown in the figure, it can be seen that
compared with the other two methods, the accuracy of this
algorithm is always the highest under different sizes of
experimental data, which proves that the proposed algo-
rithm performs best in terms of accuracy.

5.3.2. Precision. Precision is computed by formula (6), and
the comparison experimental results of precision are shown
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Figure 6: Comparison results of accuracy under different sizes of
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in Figure 7. As shown in the figure, it can be seen that
compared with the other two methods, the precision of this
algorithm is always the highest under different amount of
experimental data, which proves that the proposed algo-
rithm performs best in terms of precision.

5.3.3. Recall. Recall is computed by formula (7), and the
comparison experimental results of recall are shown in
Figure 8. As shown in the figure, it can be seen that com-
pared with the other two methods, the recall of this algo-
rithm is always the highest under different amount of
experimental data, which proves that the proposed algo-
rithm performs best in terms of recall.

5.3.4. F1-Measure. F1-measure is computed by formula (8),
and the comparison comparative experimental results of
F1-measure are shown in Figure 9. As shown in the figure,
it can be seen that compared with the other two methods,
the F1-measure of this algorithm is always the highest
under different amount of experimental data, which proves
that the proposed algorithm performs best in terms of F1-
measure.

6. Conclusion

With the rapid development of information network tech-
nology and the popularization of its application, MOOCs
have been used in many courses in many domestic colleges
and universities, including the ideological and political
education course, which is very important to the ideological
and moral education of college students. Aiming at the
possible network access behavior in ideological and political
MOOCs in colleges and universities, we construct the ab-
normal network behavior detection model based on deep
learning to detect whether the network behavior is normal.
In order to prove the effectiveness and efficiency of this
algorithm, the algorithm proposed in this paper is compared
with the other two network abnormal behavior detection
methods. (e experimental results show that the proposed
method can effectively detect the abnormal access behavior
in ideological and political MOOCs. Compared with the
anomaly detection method based on traditional classifica-
tion algorithm, the method based on deep learning can
adaptively detect the abnormal network access behavior and
does not need to manually mark features. However, there are
some limitations in this paper. (e datasets used in the
simulations are not complex enough, which makes the
application of the system very limited. In the future work, we
apply the abnormal network behavior detectionmodel based
on deep learning to more data by adjusting the network
structure and parameters and further study different com-
plex scenarios.

Data Availability

(e data used to support the findings of this study are
available from the corresponding author upon request.
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Smart cities allow cities to run more efficiently and have been approved by a lot of cities. During the process of building smart
cities, a large amount of data is generated. Particularly, live sports events have been regarded as the inalienable part of smart cities.
However, with the improvement in the quality of life, people tend to obtain better watching experience in terms of sports events.
For such purpose, this paper proposes the live streaming transmission optimization method based on high-performance server,
called HPTO, including two main modules, that is, high-performance server optimization and transmission optimization.
Specifically, for the server optimization, this paper devises a distributed storage strategy to avoid producing the internal disk
fragments and improve the writing efficiency of sports videos. For the transmission optimization, this paper devises a deep-
learning-based video compression strategy to save the storage space of server and accelerate the transmission of sports videos. In
addition, this paper makes simulation experiments based on PyCharm. (e experimental results show that HPTO has higher
storage efficiency, smaller transmission time, and lower packet loss rate than benchmarks, which indicates that the proposed two
aspects of optimization strategies (server optimization and transmission optimization) are efficient.

1. Introduction

Smart cities [1–3] usually apply modern network infra-
structures and information techniques to improve the
citizens’ living quality and make cities run more efficiently.
Recently, there have been some cities committed to
building smart cities in the world, including Chicago,
Milton Keynes, Busan, and Shanghai. With the continuous
improvement of life standard, citizens like to watch the live
sports with the satisfactory quality of experience. However,
these behaviors will generate a large amount of data, which
is expected to reach ZB-level. In fact, the live streaming
transmission of sports events usually shows the concur-
rency feature [4, 5], which has very high requirements on
storage system and transmission path. In order to guar-
antee the sustained and steady work of smart cities during
the process of watching sports events, two aspects of op-
timizations have been approved, that is, server optimization
and transmission optimization.

For the server optimization, it refers to improve the
storage system. (e current storage system usually relies on
file system management or raw disk design [6, 7]. (e file-
management-based storage system will produce lots of in-
ternal disk fragments as the magnetic head moves fre-
quently. Besides, the file system needs to maintain index
information and attribute information, which handles the
redundant information and goes against the storage of sports
video data. Different from the file-management-based
storage system, the raw-disk-based storage system directly
performs reading and writing operations by the application
programs, which greatly improves the efficiency of I/O.
However, the live streaming of sports events has the con-
currency feature, which causes the data storage spaces to be
relatively scattered and thus produces the internal disk
fragments. Especially when the malfunction happens, the
storage system exits the large failure probability; that is to
say, the raw-disk-based storage system has no high reli-
ability. Different from the above, in this paper, the storage
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system of server is optimized based on the distributed
storage method.

For the transmission optimization, it is consisted of two
kinds of methods. One is the selection of transmission path,
that is, routing [8]. However, smart cities usually depend on
the backbone network, and the transmission path is usually
assigned by service provider in advance. (us, in terms of
live streaming transmission of sports events, the optimi-
zation of transmission path has no obvious improvement
effect on the transmission performance. (e other one is
the content compression; that is, the sports video is
compressed into that with a smaller size, but all attributes
are not changed. Video compression has two advantages.
On one hand, the sports video can be transmitted in an
effective way. On the other hand, the storage space of
high-performance server can be saved to reduce its pressure
so that the high-performance server works smoothly. (e
principle of video compression is to compile the original
video through encoder [9, 10], where the encoder has two
functions, that is, (i) reading the signals of video and (ii)
discerning and counting the residual signals. In this paper,
the deep learning is used to complete the compression of
sports video.

In smart cities, this paper proposes high-performance-server-
based live streaming transmission optimization method, named
HPTO. HPTO’s main contributions are summarized as the three
following aspects:

A distributed storage strategy is devised to avoid the
generation of internal disk fragments and improve the
writing efficiency, that is, server optimization
A deep learning method is used to compress the sports
video to save the storage space and accelerate the
transmission
(e rich experiments are made, including neural
network verification, video compression verification,
and live streaming optimization verification

(e rest of the paper is organized as follows. Section 2
introduces the server optimization. Section 3 presents the
transmission optimization. Section 4 reports the experiment
results. (is paper is concluded in Section 5.

2. High-Performance Server Optimization

2.1. Storage Structure of Sports Video. To avoid producing
the internal disk fragments resulting from the concurrent
and stochastic writing of live streaming, this paper handles
the sports video by designing high-speed buffer structure
and disk logic storage structure. In addition, this paper also
uses the buffer mapping policy, which belongs to the
bcache-based hybrid storage technology to complete the
connection between high-speed buffer and disk logic
storage. To be specific, solid state disk (SSD) [11] does the
special high-speed caching operation for the written live
streaming, where the group of pictures (GOP) is used as the
basic unit to allocate the fixed buffer segment for each
channel’s live streaming. (e whole storage structure of
sports video is shown in Figure 1.

(e high-speed buffer structure consists of superblock,
buffer bitmap, and buffer segments. Among them, the
superblock is a superfield that reports some parameters’
information including creation time, buffer size, buffer
number, and allocation condition. In particular, the file
that superblock corresponds to is assigned as “0xEF53”
completed when the formatting order is started. (e
buffer bitmap field is used to describe the service
condition regarding the subsequent buffer segments.
(e remaining fields are buffer segments regarded as
the basic unit to allocate and recycle the live streaming
of sports video. In this paper, the size of buffer segment
is set as 16MB. In particular, when the remaining space
cannot allocate a complete buffer segment, it is re-
served. Besides, when the last GOP of live streaming is
completely written, the corresponding buffer space is
recycled.
(e disk logic storage structure consists of superblock,
data block bitmap, primary index, secondary index, and
buffer segments. In particular, the file that superblock
corresponds to is assigned as “0xEF53” completed
when the formatting order is started.(e primary index
covers several parameters’ information including ID of
live streaming, starting and ending time, bit rate type,
and GOP. (e secondary index is specially used to
cover the detailed information of GOP.
(e buffer mapping strategy supports that multiple
hard disk drives (HDDs) use the same SSD as the
caching disk. To be specific, the “echo” statement is
used to attach the “cset.uuid” of caching disk from
high-speed buffer structure to disk logic storage
structure; at the same time, the writing order is marked
as “writeback.”

2.2. StorageManagement. (e raw disk usually refers to such
special character-driven device without the formatting op-
eration and it cannot be managed by Unix/Linux’s file
system [12]; thus the space management is very inflexible,
and the corresponding on-demand enlargement require-
ment is very difficult to be satisfied. Given this, this paper
leverages the logical volume (LV) to complete the en-
largement of high-performance server. (e whole storage
management of high-performance server is shown in
Figure 2.

To be specific, when the unallocated space of LV group
(LVG) can satisfy the enlargement requirement, the required
enlargement size is divided. (en, the “rawdevice” installed
and used upon it is bound to “/dev/raw/raw[ ∗].” On the
contrary, when the enlargement requirement cannot be
satisfied, the additional physical disk is added and then such
installation and binding operations can be started.

If the enlargement requirement cannot be satisfied by the
above-mentioned enlargement method, the current file
system will laterally increase the external high-performance
server to reach the purpose of enlargement. In particular, the
increased high performance submits its condition to the
state manager through the heartbeat protocol.
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2.3. Writing Method of Sports Video. In this paper, the
writing method of sports video is the single thread. At first,
the live streams of sports video are arranged according to the
time of request storage. (en, they are scheduled concur-
rently via these buffers, where the single thread coding way is

used to handle these concurrent live streams. (e single
thread coding way does the consecutive storage via the
hugepage, which effectively avoids the time consumption
due to waiting for addressing of multithreaded concurrency;
therefore, the transmission efficiency is improved, and the
storage time is decreased. In particular, a buffer is only used
to store one channel’s live streaming, which guarantees the
consecutiveness of the physical storage space.

3. Transmission Optimization Based on
Video Compression

3.1. Methodology. In smart cities, higher video compression
proportion is needed as the transmission of live streaming is
subjected to the limited transmission rate and storage space.
In particular, the live streaming of sports video involves lots
of images; that is to say, video compression is also called
image compression. (e current video image compression
mainly compresses the intraframe data, that is, storing the
previous video image information with less data [13].

(is paper proposes a video segment compression
method to realize the transmission optimization, where two
key frames are extracted and used to store one video seg-
ment. In addition, on the video decoder side, the frame
interpolation method is used to recover the previous video
segment data. In particular, three-dimensional convolu-
tional neural network (3DCNN) (a deep learning method
[14, 15]) is used to make the classification for these sports
video segments by analyzing temporal information and
spatial information of video frame sequences, in which there
are three kinds of video segments, that is, radical change,
gradual change, and ordinary change. In fact, 3DCNN has
attracted attention for video information processing, since it
introduces the time dimension innovatively on the basis of
spatial dimensions to capture the contextual information
between the different frames in the sports video.

In order to guarantee the efficient and accurate classi-
fication, a large enough surface dataset is very necessary.

Apply for
enlargement

LVG has enough
space? Add physical disk

Create physical
volume (PV)

Create PV group
(PVG)

Bind LV and
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Begin
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N

Figure 2: (e whole storage management of high-performance
server.
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Figure 1: (e whole storage structure of sports video.
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Otherwise, it is considerably difficult or even impossible to
train a high-precision 3DCNN. Given this, this paper
presents a large enough dataset with 249621 sports video
segments, including 135202 radical change segments, 103146
gradual change segments, and 11263 ordinary change seg-
ments. Meanwhile, each sports video segment consists of 16
image sequences, and the overlapping number of frames
between two sports video segments is set as 8 in order to
prevent the leak detection phenomenon from happening.

3.2. 3DCNN-Based Video Compression. (e used 3DCNN
has five convolution layers, three pooling layers, and three
full connection layers. Among them, each convolution layer
includes a rectified linear unit (ReLU) as the activation
function with the local response normalization (LRN) op-
eration. (e first two full connection layers include 2048
neurons and the last full connection layers includes three
neurons, where each neuron corresponds to one sports video
segment. (e detailed information of 3DCNN in this paper
is shown in Table 1.

Furthermore, the ordinary change video segment’s head
frame and tail frame are used to express the whole sports
video segment, and the whole length cannot exceed 32
frames.

4. Experiment Results

4.1. Experiment Method. In smart cities, the proposed
HPTO is implemented based on Intel (R) Core (TM) i5-8500
CPU @3.00GHz, RAM 8.00GB, running on the Ubun-
tul6.02 64-bit operation system. (e programming language
is Python, running on PyCharm. (e verification of HPTO
includes three aspects. At first, the 3DCNN-based deep
learning method at the transmission optimization part is
verified. In particular, two benchmarks [16, 17] regarding
CNN are used for the comparisons with evaluating recall
ratio, precision ratio, and four F values (F1/F2/F3/F4).
(en, the video compression method based on 3DCNN is
verified, in which one benchmark [18] regarding video
compression is used for the comparison with bit rate
evaluation. Finally, the whole live streaming transmission
optimization scheme including high-performance server
optimization and transmission optimization is verified.
Meanwhile, two benchmarks [19, 20] regarding live
streaming optimization are used for the comparisons with
evaluating storage efficiency, transmission time, and packet
loss rate. In total, the five above-mentioned benchmarks are
denoted by KumarB, LiuB, RaghaB, HeB, and LiB, respec-
tively, and they are introduced as follows:

Kumar et al. [16] did a comparative study on CNN for
any real-time image classification and object recogni-
tion, where CNN had that much of ability to create
optimized video image classifications and object
recognitions
Liu et al. [17] proposed a memristor-based 3DCNN to
recognize and classify the behaviors of human in the
video with 6 main actions

Raghavendra et al. [18] devised different image com-
pression techniques without any data loss
He et al. [19] proposed an uncoded multiuser video
streaming system by exploiting the diversities of video
contents and channel conditions of multiple users
Li et al. [20] presented a joint optimization method for
conversational HD video service, taking into account
the linkage between video coding and transmission

Furthermore, the seven above-mentioned performance
evaluation metrics are introduced as follows:

(e recall ratio rec is defined as

rec �
TP

TP + FN
. (1)

where TP indicates true positives and FN indicates false
negatives.
(e precision ratio pre is defined as

pre �
TP

TP + FP
. (2)

where FP indicates false positives.
F value is defined as

Fα �
α2 + 1􏼐 􏼑∗ rec∗ pre

α2 ∗ (rec + pre)
. (3)

When α � 1, F1 value is obtained.
(e bit rate is defined as the transmitted number of bits
per second (kbps).
(e storage efficiency is defined as the utilization rate of
high-performance server’s storage space.
(e transmission time is defined as the time difference
between the timepoint when the first video segment of
live streaming is sent from the high-performance server
side and that when the last video segment of live
streaming arrives at the decoder side.
(e packet loss rate is defined as the ratio of the lost
number of video segments to the total number of video
segments.

Table 1: (e detailed information of 3DCNN.

Current layer Core parameter Connection layer
Data — —
Conv1 (3 ∗3 ∗3 ∗3) ∗96 ReLU+LRN
Pool1 — —
Conv2 (3 ∗3 ∗3 ∗96) ∗256 ReLU+LRN
Pool2 — —
Conv3 (3 ∗3 ∗3 ∗256) ∗384 ReLU
Conv4 (3 ∗3 ∗3 ∗384) ∗384 ReLU
Conv5 (3 ∗3 ∗3 ∗384) ∗256 ReLU
Pool3 — —
Fc1 (8 ∗7 ∗7 ∗256) ∗2048 ReLU
Fc2 2048 ∗2048 ReLU
Fc3 2048 ∗3 —
Softmax Label —
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4.2. 3DCNN Verification. (e experiment results on recall
ratio based on six time simulations are shown in Table 2. We
can observe that the proposed HPTO has the best recall
ratio, followed by LiuB and KumarB. In particular, the recall
ratio of HPTO can reach about 99%, increasing about 2%
and 4.5% compared to LiuB and KumarB, respectively.
HPTO and LiuB have higher recall ratio than KumarB,
which results from the fact that they use 3DCNN structure to
recognize and classify these live streams of sports video.
Here, we emphasize that 3DCNN introduces the time di-
mension innovatively on the basis of spatial dimensions to
capture the contextual frame information in the sports video
and it has better performance than those traditional CNN
structures. For HPTO and LiuB, the former presents the
deep training based on Table 1, while the latter has no further
improvement on 3DCNN structure. (erefore, HPTO has
higher recall ratio compared to LiuB.

(e experiment results on precision ratio based on six
time simulations are shown in Table 3. We also find that the
proposed HPTO has the highest precision ratio, followed by
LiuB and KumarB. Similar reasons are found from the above
statements.

Based on Tables 2 and 3, the average experiment results
on F values including F1, F2, F3, and F4 are shown in
Table 4. We can observe that, with the increase of α, the
corresponding F value becomes smaller and smaller. As a
matter of fact, the evaluation based on F1 has the highest
reference value. In particular, the larger F1 value means that
the corresponding strategy has better performance. As can
be seen from Table 4, the proposed HPTO has the largest F1
value, which means that HPTO has the best classification
effect on the live streaming of sports video.

4.3. Video Compression Verification. (is section considers
six kinds of sports videos (NBA, CBA, German Bundesliga,
Serie A, World Cup, and AOTC) and two kinds of encoding
structures (H.264/AVC and HEVC). (e average experiment
results on bit rate are shown in Table 5. (e improvement
degrees on bit rate are shown in Table 6. We can observe that
the proposed HPTO has an obvious advantage in terms of
increasing the bit rate. In particular, the improvement rate of
bit rate compared to the benchmark can reach 65.52% (Serie
A) based on H.264/AVC encoding structure and 85.29%
(World Cup) based on HEVC encoding structure, respec-
tively. (is further indicates that the proposed video com-
pression optimization scheme is efficient.

4.4. Live Streaming Optimization Verification. (e experi-
ment results on storage efficiency based on six time simu-
lations are shown in Table 7. We can observe that HPTO has
the highest storage efficiency, followed by HeB and LiB. In
particular, the storage efficiency of HPTO can reach about
86%, but those of HeB and LiB can only reach about 79% and
72%, respectively. Different from two benchmarks, HPTO
makes two aspects of optimization on live streaming, that is,
server optimization and transmission optimization. To be
specific, the server optimization improves the storage
structure, storage management method, and writing

method. In addition, 3DCNN is also employed to optimize
the video compression at the transmission optimization
part. In fact, 3DCNN structure and video compression
scheme have presented the efficient experiment results,
which can be found in Section 4.2 and Section 4.3.

(e experiment results on transmission time based on
six-time simulations are shown in Table 8. We can find that
the proposed HPTO has the smallest transmission time,
followed by LiB and HeB. In particular, HPTO has more
than twice as transmission time as HeB; this is because
HPTO increases the storage time and saves more storage
space to accelerate the transmission of live streaming.
Different from HeB, LiB presents a joint optimization
method for conversational HD video service by considering
the linkage between video coding and transmission; thus it
has smaller transmission time than HeB.

(e experiment results on packet loss rate based on
six-time simulations are shown in Table 9. We can find that
the proposed HPTO has the lowest packet loss rate, followed
by HeB and LiB, which means that HPTO will present the
best watching experience in terms of the sports video. In
particular, the packet loss rate of HPTO almost reaches 0%,
which indicates that server optimization and transmission

Table 2: (e experiment results on recall ratio based on six-time
simulations.

Strategy 1 (%) 2 (%) 3 (%) 4 (%) 5 (%) 6 (%)
HPTO 99.1218 98.9072 99.0638 98.9291 99.2275 98.8809
KumarB 94.5038 94.3911 94.4927 94.4335 94.2908 94.3266
LiuB 97.2787 97.3053 96.9806 97.1913 97.2327 97.3371

Table 3: (e experiment results on precision ratio based on six-time
simulations.

Strategy 1 (%) 2 (%) 3 (%) 4 (%) 5 (%) 6 (%)
HPTO 98.7056 98.8561 98.6632 98.7354 98.5962 98.6911
KumarB 92.7118 92.6822 92.7386 92.6136 92.5893 92.6357
LiuB 96.1923 96.2083 95.8804 96.1353 96.2607 95.9186

Table 4: (e average experiment results on F values including F1,
F2, F3, and F4

F values F1 (%) F2 (%) F3 (%) F4 (%)
HPTO 98.8646 61.7903 54.9248 52.5218
KumarB 93.5260 58.4538 51.9589 49.6857
LiuB 96.6568 60.4105 53.6982 51.3489

Table 5: (e average experiment results on bit rate.

Live
streaming

HTPO
(H.264/
AVC)

RaghaB
(H.264/AVC)

HTPO
(HEVC)

RaghaB
(HEVC)

NBA 2.7 kbps 2.1 kbps 4.1 kbps 2.7 kbps
CBA 2.9 kbps 1.8 kbps 5.3 kbps 3.1 kbps
German
Bundesliga 3.6 kbps 2.5 kbps 4.7 kbps 2.9 kbps

Serie A 4.8 kbps 2.9 kbps 5.8 kbps 3.5 kbps
World Cup 3.7 kbps 2.4 kbps 6.3 kbps 3.4 kbps
AOTC 4.2 kbps 3.1 kbps 5.6 kbps 3.8 kbps
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optimization can guarantee that all live streams of sports
video arrive at the user end.

5. Conclusions

In smart cities, the live streaming optimization of sports
video is very important because it has a direct influence on
the watching quality. In this paper, a live streaming trans-
mission optimization method based on server optimization
and transmission optimization is proposed. Meanwhile, the
server optimization includes storage structure optimization,
storage management optimization, and writing optimization
method. (e transmission optimization mainly depends on
the video compression based on 3DCNN structure.

(e experiments include 3DCNN verification, video
compression verification, and live streaming optimization
verification, with evaluation of seven metrics, that is, recall
ratio, precision ratio, four F values, bit rate, storage effi-
ciency, transmission time, and packet loss rate. All experi-
ment results show that the proposed HPTO has better
performance to optimize the live streaming of sports video.

In the future, we will test more metrics and more ap-
plications. In addition, we also plan to make a real demo for
the proposed live streaming transmission optimization
mechanism by connecting some high-performance servers.
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Named data networking (NDN) is a future network architecture that replaces IP-oriented communication with content-oriented
communication and has new features such as cache, multiple paths, and multiple sources. Services such as video streaming, to
which NDN can be applied in the future, can cause congestion if data is concentrated on one of the nodes during high demand. To
solve this problem, sending rate control methods such as TCP congestion control have been proposed, but they do not adequately
reflect the characteristics of NDN. -erefore, we use reinforcement learning and deep learning to propose a congestion control
method that takes advantage of multipath features. -e intelligent forwarding strategy for congestion control using Q-learning
and long short-term memory in NDN proposed in this paper is divided into two phases. -e first phase uses an LSTM model to
train a pending interest table (PIT) entry rate that can be used as an indicator to detect congestion by knowing the amount of data
returned. In the second phase, it is forwarded to an alternative path that is not congestive via Q-learning based on the PIT entry
rate predicted by the trained LSTMmodel.-e simulation results show that the proposedmethod increases the data reception rate
by 6.5% and 19.5% and decreases the packet drop rate by 7.3% and 17.2% compared to an adaptive SRTT-based forwarding
strategy (ASF) and BestRoute.

1. Introduction

-e rapid development of the Internet has led to a significant
increase in the amount of content transmitted every year.
However, these changes have been difficult to adapt to because
the current Internet architecture depends on IP addresses and
is designed for end-to-end communication. -is drawback
causes problems such as transport efficiency and security.

Information-centric networking (ICN) was proposed as
a solution to the problem caused by the rapid increase of
content. -e goal was to change the communication para-
digm from a content-oriented model to the IP-based model
[1]. Named data networking (NDN), one of the most well-
known ICN architectures, is attracting attention as a hotspot
for research [2–4].

NDN is a future network architecture that alters the
current IP-based Internet as the Internet environment

changes, replacing IP addresses with named content for
communication. Compared with traditional TCP/IP, it has
the following new features in the transmissionmethod. First,
NDN communication is a consumer-driven pull mode and
is connectionless. -e consumer sends an interest packet to
request the content, and the producer with the requested
content returns the matched data. -e second is a multi-
source feature. NDN has a content store (CS), where the
returned content can be temporarily stored in the inter-
mediate nodes in a network. -erefore, the consumer can
receive the requested data from multiple sources, including
the CS of the intermediate node and the producer with the
original data. -ird, NDN has multipath features, so it
supports dynamic multipath forwarding. -e NDN node
provides multiple paths from the consumer to sources via a
forwarding information base (FIB) that stores the interface
information where the packet can go to next. It then decides
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how to use the path provided through a forwarding strategy.
Although this change solves the limitations of the current
Internet to some extent, if NDN is applied to a service such
as video streaming, congestion may occur at a node, where
data is concentrated when people are crowded during a
certain period. -erefore, congestion control is one of the
major research tasks of NDN.

Congestion control of NDN has been proposed by ap-
plying the TCP/IP method. TCP/IP congestion control
detects congestion via the retransmission timeout (RTO)
and adjusts the sending rate via an additive increase/mul-
tiplicative decrease (AIMD) window-based mechanism.
However, congestion detection through RTO is not a reliable
indicator in NDN, where different round-trip times (RTTs)
are measured for each source as it has a multisource feature.
Furthermore, the window control method targeting a single
path of TCP/IP is not suitable for NDN due to its charac-
teristics of multiple sources andmultiple paths.-e reason is
that when a consumer receives data from two sources
through different paths, if one path is congested and the
consumer reduces the window size, the throughput of the
other path that is not congested also decreases. As such, the
direct application of existing solutions does not adequately
consider the characteristics of NDN, so network congestion
control methods must also change. -erefore, it is necessary
to propose a new congestion control method for NDN.

In this paper, we propose an intelligent forwarding
strategy for congestion control using Q-learning and LSTM
in named data networking (IFS-QLSTM) using a dynamic
forwarding method to utilize multiple paths. First, the IFS-
QLSTM uses the LSTMmodel to train the number of entries
that change due to packets added to the pending interest
table (PIT) in the NDN node (we use the term PITentry rate
interchangeably in the rest of the paper). Second, the PIT
entry rate predicted by the trained LSTM model is used for
the reinforcement learning to judge the congested node. -e
node is then bypassed and the packet is forwarded.

-e rest of this paper is organized as follows. Section 2
explains the background of NDN and related research.
Section 3 describes an intelligent forwarding strategy for
congestion control using Q-learning and LSTM in NDN.
Section 4 presents the performance evaluation and analysis
of the results through simulation. Finally, Section 5 con-
cludes the paper.

2. Related Works

In recent years, NDN has been studied as a future network
architecture that will replace the current Internet. One of the
core technologies of NDN architecture is congestion control.
We survey related studies in two aspects: (1) studies on
control of the interest sending rate for congestion control
and (2) studies on adaptive forwarding strategy [5–7].

Researches on the interest sending rate for congestion
control include a receiver-based window control method
and a hop-by-hop interest sending rate control method. In
[8], the authors describe a receiver-based window control
scheme that controls the interest sending rate by adjusting
the congestion window using a TCP-like mechanism in the

receiver of RTT. Similarly, both ICTP and CCTCP use a
method of adjusting the congestion window based on RTT
[9, 10]. However, the NDN caches data through the CS
added to the router, which causes the RTT to change ir-
regularly. In addition, when a consumer requests data from
multiple sources and one source is congested, the consumer
reduces the window size. -is means that the amount of
transmission to the source where congestion does not occur
is also reduced. -erefore, the traditional receiver-based
window control congestion control method is not suitable
for NDN. In [11], the authors demonstrate a representative
hop-by-hop method that detects congestion in intermediate
nodes and adjusts the interest sending rate using interest
shaping. Wang et al. [12] proposed a method that improves
[11] by adding NACK feedback to inform the downstream
nodes of congestion.

A forwarding strategy can dynamically select one or
more interfaces in the FIB to forward the interest packet.-e
BestRoute strategy forwards the interest packet using the
path available at the lowest routing cost [13]. In [14], the
authors propose a forwarding strategy based on calculating
the weight value of the number of pending interests cor-
responding to each output interface of FIB. In [15], the
authors design adaptive forwarding to retrieve data through
optimally performing paths, quickly detect, and recover
from packet transmission problems. In [16], the authors
propose an adaptive SRTT-based forwarding strategy (ASF).
-e ASF periodically measures the SRTTof an adjacent node
at each node, arranges the transmittable nodes based on this,
selects the node with the lowest SRTT, and transmits the
interest packet. If a problem such as a timeout occurs, the
node in which the problem occurs is penalized and sent to
the end of the sequence.

In this paper, we design an intelligent forwarding
strategy for congestion control using Q-learning and LSTM
in NDN. In the first phase, we predict the change in the PIT
entry rate in the next time step through time series pre-
diction based on a pretrained LSTM model. In the second
phase, based on the predicted PIT entry rate, an appropriate
alternative route is selected through Q-learning in conges-
tion situations.

3. Proposed Method: IFS-QLSTM

3.1. Basic NDN Forwarding Mechanism. -e NDN node is
composed of three elements: PIT, CS, and FIB. -e PIT
records where the interest packet originated from when it
came into the node and tells where to return the data packet
when it comes in. CS is a place to temporarily store data and
is a feature of the NDN nodes. FIB is a place where nodes
that can go to each prefix are recorded, and when an interest
packet comes in, it searches for the prefix and informs the
path to go next.

Figure 1 illustrates the forwarding process of NDN.
When an interest packet arrives, the NDNnode first searches
for the CS and then returns it to the incoming interface if
there is matching data. If not, it goes to PIT and lookup. If
duplicated data is already requested in the PIT, the path on
which the interest packet came in is added. However, if not,
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it is recorded in the PITand sent to the FIB. Finally, in FIB, if
there is a node that can search for the name of a received
packet and transmit it, it transmits it to the optimal path
according to the forwarding strategy. However, if there is no
transmittable node, the packet is discarded. Next, when a
data packet arrives at the NDN node, it first searches the PIT
and checks whether there is a request for the received data. If
there is a request, it returns through the recorded reverse
path, and if there is no request, the incoming data packet is
discarded. Data that comes in before being transmitted over
the reverse path is retrieved from the CS, and if there is no
cached data, it is stored in the CS so that it can quickly
respond to the next request.

3.2. Proposed System Model. -e system model of an in-
telligent forwarding strategy for congestion control using
Q-learning and LSTM in named data networking is shown
in Figure 2. When the NDN node receives the interest
packet, it checks whether there is a matching name in CS and
PIT, and if not, the FIB searches the outgoing interface and
forwards it to the interface chosen by the forwarding
strategy. As shown in Figure 2, the IFS-QLSTM proceeds in
the same way up to the PIT but shows the difference in the
forwarding strategy to bypass the congested nodes. First, the
PIT entry rate of neighboring nodes is predicted through
pretrained LSTM using the PIT entry rate of the nodes
obtained from the data packet. After that, congestion is
detected using the predicted value as the state of Q-learning,
and an appropriate alternative path is selected as the action
and forwarded.

3.3. Pretrained LSTM. NDN’s PIT is a place to record the
incoming interface of the received interest packet, so it can
predict the amount of returned data. Since it changes with
time, it can also be viewed as time-series data. -us, if we
train using the LSTM model, a deep learning that is widely
used for predicting time series data, we can predict the new
PITentry rate in the next time interval. Based on this data, it
is possible to know the arrival rate of data packets, and the
congestion can then be forecast in a timely manner.

In advance, the PITentry rate for each node is measured
and normalized to use as an input to the LSTMmodel.-en,
as shown in Figure 3, we train the LSTM model to predict
time t+ n+1 by inputting time t through t+ n. Finally, the
trained model is saved and used to predict the next time step
PIT entry rate of the neighboring nodes.

3.4. Q-Learning Structure

3.4.1. State. Reinforcement learning agents must be given
enough information to accurately know their current state.
However, in the case of the Q-learning used in this paper, if
you use too much state to generate the q-table consisting of
states and actions, it may cause problems with the q-table by
becoming too complicated. -erefore, it has to choose an
appropriate state variable that can represent the current
state. In this paper, it shows the two following state variables:
First, it is necessary to know where to make a decision, so the
current node that has received the interest packet is set as the
state. Second, to know the congestion condition of the nodes
that can be transmitted by the current node, the predicted
value of the PITentry rate of the transmittable nodes using a
pretrained LSTM model is set as the state. Based on these
two states, it is possible to know where the agent is currently
located and the congestion condition of the neighboring
nodes.

3.4.2. Action. Since the IFS-QLSTM is a method of trans-
mission by selecting an appropriate path for a congestion
condition, when the NDN node receives an interest packet,
one of the neighboring nodes that can be transmitted is
selected as an action.

3.4.3. Reward. Since the reward is an indicator of the di-
rection of training, the definition of reward is important in
reinforcement learning. -erefore, to train in the desired
direction, it is necessary to define a reward suitable for the
training direction. -us, the reward is defined as follows:
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Figure 2: System model of the IFS-QLSTM.
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reward � α · throughputn − β · packet lossn − c · RTTn,

(1)

where N represents a node, and α, β, and c are the weight
values for controlling the throughput, packet loss, and RTT,
respectively. -roughput represents the number of packets
processed per second by node N, and packet loss represents
the number of packets discarded per second by node N. RTT
represents the time when a packet is transmitted and re-
ceived by node N. We thought that if we set only the packet
loss as a reward, it may be trained not to consider packet
transmission time or throughput, although congestion paths
were well avoided. -erefore, we designed the reward in the
direction of increasing packet throughput and reducing
packet loss and RTT while avoiding congested paths.

3.4.4. Q Value Update. In this paper, the Q value was
updated every second. -e update formula of the Q value is
the general Q-learning update formula as shown in Equation
(2). Q(s, a) represents the Q value when action A is per-
formed in state S. -e value of r is the reward when action A
is taken in state S. -e discount factor, c, is a number be-
tween 0 and 1 which has the effect of valuing rewards re-
ceived earlier as higher than those received later.

Q(s, a)←Q(s, a) + α r + cmax
a′

Q s′, a′( 􏼁 − Q(s, a)􏼠 􏼡.

(2)

3.5. Q-Learning-Based Forwarding Strategy. Figure 4 shows
the Q-learning packet transmission process when an interest
packet is received by the NDN node. When the interest
packet arrives, the NDN node first checks the CS and PITfor
a matching name; if a matching name does not exist, it looks
up the name in the FIB. If there is a matching name in the
FIB, the PIT entry rate of the nodes corresponding to the
matching name (transmittable nodes from the current node)
is predicted using the pretrained LSTM. If not, the interest
packet is discarded. After that, it is forwarded to the most
optimal path through Q-learning. Specifically, the predicted
PIT entry rate and the current node are used as the state of
Q-learning to obtain the Q values of the transmittable nodes

from the q table. Next, a random value between 0 and 1 is
selected, and if it is less than the current epsilon value, the
reinforcement learning agent selects the exploration
method. -e exploration method selects a random node
among the remaining nodes except for the node with the
highest Q value and forwards the interest packet. -e reason
for the exploration is that as the path that was not good in the
past may improve, always making the optimal decision may
not be good for reinforcement learning training, it is a
method used to gain various experiences. Next, if the ran-
dom value is greater than the epsilon value, the exploitation
method is selected. -is method selects the node with the
largest Q value among the transmittable nodes in the q table
and forwards the interest packet. In this way, exploration
and exploitation are performed according to the epsilon
value, but if the exploration is excessive, the performance is
reduced, so the epsilon value is set to decrease over time.

4. Simulation and Analysis

4.1. Simulation Environment. In this section, we imple-
mented by using the open-source ndnSIM [17, 18], an NS-3
based simulator that was developed for NDN. We then
evaluated the performance of the IFS-QLSTM through
simulation results. Two evaluation metric criteria were se-
lected to quantitatively evaluate the effectiveness of our
method. -e first criterion was the rate of InData as an
indicator for evaluating the utilization of the bottleneck links
and alternate links. InData represents the amount of in-
coming data in the node and guarantees that this amount of
data packets was actually transmitted during the congestion.
-e second criterion is the packet drop rate. If the packet
drop rate of IFS-QLSTM is low, it can be seen that IFS-
QLSTM effectively mitigates packet dropping.

-e topology used in the experiment is shown in Fig-
ure 5. In the topology, the consumer (Node0) forwards an
interest packet, and the producer (Node8) returns data
matching the requested interest packet. -e link bandwidth
and delay in this topology are set to 10Mbps and 10ms,
respectively. In our experiment, we cause congestion by
setting a specific link bandwidth as low as 1 Mbps according
to the requirements of various congestion scenarios.

Next, the Q-learning parameters of the IFS-QLSTM are
as follows. First, a random variable (between 0.0 and 1.0)
was assigned for comparison with epsilon. -e epsilon
value, which determines exploration and exploitation,
decreased with time until it reached 0.01. -e discount
factor, which is the weight to control the future com-
pensation compared to the current compensation, was set
to 0.9. In the case of LSTM, Adam was used as the opti-
mizer, and the learning rate was set to 0.001. We chose
BestRoute and ASF because BestRoute is a basic NDN
forwarding method used as a comparison algorithm in
many papers, ASF is a more advanced forwarding algo-
rithm, and the main reason is that both methods are
verified algorithms. -erefore, we simulated them and
compared them with the IFS-QLSTM.

LSTM

t + n + 1

t t + 1 t + 2 … t + n

LSTMLSTM LSTM LSTM

Figure 3: Pretrained LSTM
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4.2. Performance Analysis

4.2.1. Low-Level Congestion. Wedesigned a 3x3 grid topology
as shown in Figure 5. N5-N8 in Figure 6(a), N1-N2 and N4-N5
in Figure 6(b), and N1-N4, N4-N5, and N5-N8 in Figure 6(c)
have a bandwidth of 1Mbps, while the rest of the link bandwidth
was connected at 10Mbps. -e link delay is commonly set to

10ms. -erefore, as shown in Figures 6(a)–6(c), there are paths
without bottleneck links: N0-N3-N6-N7-N8.

-e graph in Figure 7 shows the average of the data packets
received per second from the consumer in the three cases of
Figures 6(a)–6(c). -e IFS-QLSTM showed almost similar
performance to that of ASF and a 17.3% higher data receiving
rate than the BestRoute.-e graph in Figure 8 is the average of
the total packet drops in Figures 6(a)–6(c). Since there are
35,750 packets transmitted, ASF, BestRoute, and the IFS-
QLSTM show packet drop rates of 0.07%, 15.9%, and 0.09%,
respectively. Like the data receiving rate, the packet drop rate is
similar to ASF and is 15.81% lower than BestRoute.

In detail, looking at the data rates in Figures 6(a)–6(c),
you can see how each method transmits the packet. In the
case of ASF, the SRTT of the adjacent nodes is measured
periodically, so it quickly detects bottleneck links, finds
alternate links, and sends packets to show a high InData rate.
In the case of BestRoute, an alternative route is selected only
when the FIB is updated, but because the update is not
performed frequently or is not performed at the optimal
time, packets are transmitted through the bottleneck link to
show a low InData rate. Finally, the proposed method has a
slightly lower initial InData rate because it transmits even
paths with a low Q value due to exploration at the beginning.
However, through reward, the model trains the PIT entry
rate that does not cause the packet drop and the appropriate

Node 0
(consumer) Node 1 Node 2

Node 3 Node 4 Node 5

Node 6 Node 7 Node 8
(producer)

Figure 5: Topology used in the experiment.

Received interest

Matching 
data in CS Return data

Matching 
name in PIT

Matching 
name in FIB

Add incoming 
face

Drop interest

Predict the PIT entries rate of
the transmittable nodes

Random 
< epsilon

Get the Q value of the 
transmittable nodes

Select 
exploration node

Select 
exploitation node Forward interest

Forward interest

Yes

Yes

Yes

Yes

No

No

No

No

Figure 4: Q-learning forwarding strategy when the NDN node receives the interest packet.

Mobile Information Systems 5



28

5697

35

ASF BestRoute IFS-QLSTM

A
ve

ra
ge

 o
f t

ot
al

 d
ro

p 
pa

ck
et

s

0

1000

2000

3000

4000

5000

6000

Figure 7: Comparison of the average received data rate between IFS-QLSTM and ASF and BestRoute.

199

167

196

ASF BestRoute IFS-QLSTM

A
ve

ra
ge

 o
f d

at
a p

ac
ke

ts 
re

ce
iv

ed
pe

r s
ec

on
d 

to
 co

ns
um

er

150

160

170

180

190

200

210

Figure 6: Comparison of the InData rate and the packet drop rate for each node. (a) Bottleneck link: N5-N8. (b) Bottleneck link: N1-N2 and
N4-N5. (c) Bottleneck link: N1-N4, N4-N5, and N5-N8.

ASF

BestRoute
IFS-QLSTM

ASF

BestRoute
IFS-QLSTM

Node 0 Node 1 Node 2

Node 3 Node 4 Node 5

1500
1000

500
0

1500
1000

500
0

1500
1000

500
0

In
D

at
a r

at
e [

Kb
its

/s
]

Pa
ck

et
 d

ro
p 

ra
te

 [K
bi

ts/
s]

200

100

0

200

100

0

200

100

0
0 50 100 150 0 50 100

Time

150 0 50 100 150 0 50 100 150 0 50 100

Time

150 0 50 100 150

Node 6 Node 7 Node 8

Node 0 Node 1 Node 2

Node 3 Node 4 Node 5

Node 6 Node 7 Node 8

(a)

Figure 8: Continued.

6 Mobile Information Systems



amount of transmission according to the PIT entry rate for
each node. -rough this, the packet is properly divided into
a bottleneck path and an alternate path and transmitted.
-erefore, it shows an InData rate similar to ASF. In ad-
dition, looking at the packet drop rate in Figure 6, BestRoute
cannot find an alternative path, resulting in high packet
drops on the bottleneck link. On the other hand, in the ASF
and IFS-QLSTM, a packet drop occurs briefly at the be-
ginning, and a packet drop does not occur after finding an
alternative path.

4.2.2. High-Level Congestion. We designed a 3x3 grid to-
pology as shown in Figure 5. N5-N8 and N7-N8 in Figure 9(a),
N1-N2, N4-N5, andN7-N8 in Figure 9(b), andN1-N2, N3-N6,
N4-N5, and N4-N7 in Figure 9(c) have a bandwidth of 1Mbps,
while the rest of the link bandwidth was connected at 10Mbps.
-e link delay is commonly set to 10ms.-erefore, as shown in
Figures 9(a)–9(c), the bottleneck links exist no matter which
path from the consumer to producer is selected.

-e graph in Figure 10 shows the average of the data
packets received per second from the consumer in the three
cases of Figures 9(a)–9(c). IFS-QLSTM showed 15.3% and
21.1% higher data rates than ASF and BestRoute. -e graph
in Figure 11 is the average of the total packet drops in
Figures 9(a)–9(c). Since there are 35,750 packets transmit-
ted, ASF, BestRoute, and the IFS-QLSTM show packet drop

rates of 14.7%, 18.8%, and 0.16%, respectively. In the case of
this experiment, IFS-QLSTM shows overall higher perfor-
mance than ASF and BestRoute.

In detail, by looking at the InData rate and the packet
drop rate in Figures 9(a)–9(c), you can see how each method
transmitted the packet and where it was dropped. In the case
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Figure 8: Comparison of the average packet drop between IFS-QLSTM and ASF and BestRoute.
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Figure 11: Continued.
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of ASF, unlike previous cases, it shows poor performance.
-e reason is that if the adjacent nodes have the same
SRTT, the path is not updated in time, and thus packets are
transmitted over the bottleneck link. -erefore, it shows a
low InData rate. Unlike the previous case, many packet
drop rates occur in the bottleneck link because the alter-
native path cannot be found properly. In the case of
BestRoute, as before, due to the slow FIB update, a low
InData rate and a high packet drop rate are shown. In the
case of IFS-QLSTM, as described above, since an alternative
path is selected and transmitted according to the PIT entry
rate of the neighboring node, the stable packet transmission
is shown even in the bottleneck link. -erefore, by
achieving a high InData rate and low packet drop rate, we
prove that the performance is more effective than those of
ASF and BestRoute.

5. Conclusions

In this paper, we propose IFS-QLSTM, an intelligent for-
warding strategy for congestion control using Q-learning
and LSTM in named data networking.-e proposed method
first trains the LSTM model using the PIT entry rate which
can be used as a congestion detection indicator by knowing
the amount of data to be returned in the future. After this
step, Q-learning detects the congestion of the adjacent node
through the PIT entry rate predicted by the trained LSTM
model and forwards it to the appropriate path. As a result of
the simulation, it was verified that IFS-QLSTM has a high
data rate and low packet drop compared to BestRoute and
ASF by selecting the bottleneck link and the alternative link
well and transmitting the packet. -erefore, it is shown that
the proposed method is efficient and reliable. -is suggests
that there is potential for it to be used as an effective
congestion control algorithm for applications to which NDN
will be applied in the future.

Future work will focus on evaluating our approach in
various topologies and linking it with window-based
congestion control algorithms. -is approach will lead to
improving the congestion control performance of IFS-
QLSTM.
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)e body health plays an important metric in people’s everyday life, and it directly determines whether people have the ability to
preferably contribute to the society. In fact, the physical training is a universal sport to enhance the body health. )erefore, the
evaluation and analysis of physical training become particularly significant. With the rapid development and emerging of new
techniques and networking paradigms, the traditional offline physical training evaluation and analysis cannot be performed well.
Instead, this paper uses Mobile Edge Computing (MEC) and Software-Defined Networking (SDN) to implement the evaluation
and analysis of physical training, shortened for MSPT, where MEC is the new computing technique and SDN is the new
networking paradigm.)e proposedMSPT includes two parts. At first, the physical training data from different mobile devices are
migrated into the edge server for computing according to the current condition, in which the game theory is used to complete the
task scheduling. )en, SDN is responsible for the global scheduling in the centralized control manner, in which the multi-
granularity scheduling strategy is used to handle the traffic between the SDN controller and edge computing server. )e ex-
periments are driven by OMNet, including three aspects of evaluation, i.e., task offloading of MEC, traffic scheduling of SDN, and
performance analysis of physical training, and the results show that the proposed MSPT has better performance than the
corresponding baselines.

1. Introduction

)e physical training has a huge following around the world
and has been referred to as the national pastime since it can
improve the body health greatly. According to a reliable
survey, the number of persons which participate in the
physical training program can reach 83.6% of the world’s
population [1], which further highlights that the physical
training is an absolutely universal sport and plays an im-
portant role in people’s everyday life. In spite of this, the
improper physical training perhaps causes the accidental
injury because the nonprofessional operations are usually
adopted, especially for adolescents and elder population [2].
According to a rough report from the American Center for
the Study of the Elderly, the proportion of which the old
people are not obtained the proper guidance of physical
training exceeds 28.9% [3]. )erefore, the correct and effi-
cient conduction of physical training is very necessary. In

other words, the evaluation and analysis of physical training
become particularly significant.

However, it is far from enough to make the effective
evaluation and analysis of physical training if only the
traditional offline physical training way is used. Instead, it
needs some new techniques or/and networking paradigms as
the auxiliary tools to help complete the effective evaluation
and analysis of physical training. As everyone knows, Mobile
Edge Computing (MEC) [4, 5] is a new technique, and its
purpose is to effectively solve problems such as latency and
network load. In addition, MEC can put some complex tasks
at the edge computing servers for computing, in order to
save response time and thus guarantee the real-time eval-
uation and analysis. Analogically, in this paper, there is a lot
of traffic related to evaluation and analysis of physical
training, and this traffic can be regarded as those complex
tasks. In particular, the current physical training usually uses
the mobile devices to collect the training data. )us, MEC
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can offload the collected data from these mobile devices into
the edge computing servers for data computing.

In spite of this, the task offloading process of MEC can be
covered, which has an important influence on the global
evaluation and analysis of physical training. For this pur-
pose, it needs to seek a networking paradigm to cover the
whole network view. According to such demand, Software-
Defined Networking (SDN) [6–8] is a very satisfactory
candidate, which is a new future Internet networking par-
adigm with some special abilities. For example, SDN can
grasp the global network view. According to such ability, the
task offloading process of MEC can be taken in a glance.
Besides, under SDN environment, all operations are per-
formed in the centralized control manner; in other words,
the evaluation and analysis of physical training are
integrated.

Furthermore, as the introduction of SDN, it involves a
necessary communication between the SDN controller and
edge computing server, including traffic scheduling and
message transmission (e.g., control signal). In order to
improve the bandwidth utilization and save communication
delay, the traditional object-level traffic scheduling [9, 10]
between the SDN controller and edge computing server is
discarded. Instead, this paper uses the multigranularity
scheduling strategy to address different scenarios.

With the above consideration, this paper makes the
evaluation and analysis of physical training by using MEC
and SDN, called MSPT. )e corresponding contributions
are threefold. (1) In MEC, the game theory-based task
offloading is performed. (2) In SDN, the multigranularity
scheduling strategy between the SDN controller and edge
computing server is devised. (3))e simulation experiments
are implemented, including some main metrics’ evaluation
and analysis.

)e rest paper is organized as follows. Section 2 reviews
the related work, including task offloading in MEC and
traffic scheduling in SDN. Section 3 presents the game
theory-based task offloading. Section 4 devises the multi-
granularity scheduling strategy. Section 5 reports some
major results. Section 6 concludes this paper.

2. Related Work

2.1.TaskOffloading inMEC. )ere have lots of proposals on
task offloading in MEC. In [11], there were three offloading
options, i.e., nearest edge server, adjacent edge server, and
remote cloud. It proposed a Reinforcement Learning (RL)-
based algorithm to make the optimal offloading decision
for minimizing system cost, including energy consumption
and computing time delay. In [12], a distributed many-to-
many matching model was constructed to capture the
interaction between mobile tasks and edge nodes, with the
consideration of their diverse resource requirements and
availabilities. It designed both distributed and centralized
stable matching-based algorithms to jointly offload the
tasks to edge nodes and determine their payments. In [13],
a multiuser offloading scenario with intensive deployment
of edge servers was considered. It divided the offloading
process into two stages, i.e., data transmission and

computation execution, in which the existence of Nash
equilibrium was proven by using the noncooperative game
method. In [14], the offloading decision problem was
formulated as a 0-1 nonlinear integer programming
problem under the constraints of channel interference
threshold and the time deadline. )rough the classification
and priority determination for the mobile devices, a reverse
auction-based offloading method was proposed to solve
this optimization problem for energy efficiency improve-
ment. In [15], the offloading problem was formulated as the
joint optimization of computation task assignment and
CPU frequency scaling, in order to minimize a tradeoff
between task execution time and mobile energy con-
sumption. It proposed a light-weight algorithm by using
the Markov approximation technique to converge to a
bounded near-optimal solution. In [16], a new task off-
loading scheme by considering the challenges of future
edge, fog, and cloud computing paradigms was devised. To
provide an effective solution toward an appropriate task
offloading problem, it focused on two cooperative bar-
gaining game solutions.)e first method was used for time-
sensitive offloading services, and the second method was
applied to ensure computation-oriented offloading ser-
vices. In [17], the computation offloading framework was
proposed by considering the quality of service, server re-
sources, and channel interference, where the offloading
decision was made based on the beneficial degree of
computation offloading measured by the total cost of the
local mobile devices. In [18], an intelligent computation
offloading in combination with artificial intelligence
technology was proposed. It devised a task migration al-
gorithm based on task prediction according to the data size
of computation task from mobile users and the perfor-
mance features of edge computing nodes. In [19], the deep
RL was proposed to solve the offloading problem of
multiple service nodes for the cluster and multiple de-
pendencies for mobile tasks in large-scale heterogeneous
MEC. )e proposed strategy had good performance in
terms of energy consumption, load balancing, latency, and
average execution time by using iFogSim and Google
cluster trace. In [20], an optimal auction method for delay
and energy constrained task offloading was proposed by a
pair of deep neural networks. It maximized the profit of the
edge servers while satisfied the task processing delay and
energy consumption constraints of the mobile devices. In
[21], a distributed task unloading strategy to the low load
base station group under MEC environment was proposed,
including two parts. At first, the communication resource,
computing resource, and task queue of the low load base
station group were modeled to quantify the energy cost in
the process of task unloading. )en, the potential game
model was used to solve the problem of distributed task
unloading. In [22], the collaborative task offloading and
data caching models were proposed to reduce the overall
latency of all mobile devices. It used the Lyapunov online
algorithm to perform the joint task offloading and dynamic
data caching strategies for computation tasks or data
contents. In [23], the data quality-aware offloading se-
quential decision making problem by adopting the
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principles of Optimal Stopping )eory (OST) was pro-
posed to minimize the expected processing time. Besides, a
variety of OST stochastic models and their applications to
the offloading decision making problem were investigated.

2.2. Traffic Scheduling in SDN. )ere have also some pro-
posals on traffic scheduling in SDN. For example, in [24], a
nonsupervised deep learning-based routing strategy
running in the SDN controller was proposed to address
the impact on explosive growth in network traffic. In [25],
a softwarized 5G architecture was first introduced for end-
to-end reliability of mission-critical traffic. )en, a
mathematical framework was constructed to model the
process of critical session transfers. Finally, a hardware
implementation was conducted to study the practical
effects of supporting mission-critical data at the core
network level. In [26], an energy flow scheduling and
routing mechanism in SDN was proposed to optimize the
energy consumption both in link and switches, which
could minimize traffic energy in time dimension and
improve utilization of switches. In [27], a traffic engi-
neering scheme based on reinforcement learning was
proposed, which constructed and solved a simple linear
programming problem to reroute the flows selected by
reinforcement learning to balance utilization of link in the
network. In [28], a multimedia traffic control mechanism
based on deep reinforcement learning was proposed to
achieve the multimedia traffic control and avoid the ad-
ditional mathematical computation. In [29], an energy-
saving traffic scheduling algorithm was proposed to
minimize the energy in hybrid software-defined wireless
rechargeable sensor networks, which adequately used the
features in SDN, such as direct control on SDN nodes and
indirect control on normal nodes. In [30], a novel SDN-
based architecture was devised to manage large-scale
networks, which could guarantee quality of service and
manage routing. )e experiments showed that the pro-
posed method could efficiently manage the hybrid ar-
chitectures and reach good quality of service. In [31], the
authors first formulated minimization time problem as an
optimization problem and then proposed two polyno-
mial-time algorithms to solve the optimization problem,
which could test feasibility and obtain a solution, re-
spectively. In [32], to minimize traffic load in software-
defined wireless sensor networks, the authors first for-
mulated the traffic load minimization problem as an
optimization problem related to the optimization of relay
sensor node and splitting flow transmission and then
designed a Levenberg–Marquardt algorithm to solve the
problem. In [33], a path determination and traffic
scheduling strategy for SDN was proposed to ensure the
bandwidth of quality of service to support businesses in
network, which was able to obtain the optimal path with
the port queues on switches.

Different from the abovementioned research studies, this
paper uses the game theory to address the task offloading in
MEC. In addition, this paper also designs the multi-
granularity scheduling strategy in SDN.

3. Task Offloading between Mobile Device and
Edge Computing Server

3.1. Mathematical Modeling. )e task offloading in MEC
needs to offload some complex tasks from the mobile devices
into the edge computing server for computing through the
wireless base station. Different from the traditional task
offloading model, this paper uses SDN to manage all traffic.
As depicted in Figure 1, the network model of MSPTconsists
of four roles, i.e., mobile device, wireless base station, edge
computing server, and SDN controller. Among them, the
path between mobile device and wireless base station sup-
ports the 5G communication, and that between wireless base
station and edge computing server supports the optical fiber
communication. )erefore, the proposed network model
can achieve the quickly interactive response and guarantee
the low delay.

)e process of task offloading inevitably involves the
physical training data transmission. Suppose that there are
M wireless channels between mobile device and wireless
base station and there are N mobile devices, and for the
arbitrary mobile device Un, it has a given offloading strategy,
denoted by an. If an � 0, it means that these tasks will be
computed at the local mobile device; otherwise, these tasks
in the corresponding mobile device will be migrated into the
edge computing server for computing. Let a∗ denote the
global offloading strategy with respect to all mobile devices,
denoted by a∗ � a1, a2, . . . , aN􏼈 􏼉, and the upstream link’s
transmission rate regarding the physical training data is
defined as follows:

rn a
∗

( 􏼁 � K∗ log2 1 +
Sn

Ni

􏼠 􏼡

Sn � qn ∗gn,

Ni � σ + 􏽘
N

i�1
qigi.

(1)

Among them, qn is the transmission ability, gn is the
transmission gain, and σ is the white noise.

In addition to the network model and communication
model, the computing model also plays an important role.
For each mobile device, it has the single computing task,
denoted by In � (Bn, Dn), where Bn is the data size of In and
Dn is the required number of CPU cycles to complete In. For
all computing scenarios in MEC, two cases are considered,
i.e., local computing and offloading computing.

At first, let tl
n and el

n denote the consumed time and
consumed energy, respectively, and they are defined as
follows:

t
l
n �

Dn

s
l
n

,

e
l
n � c

l
n ∗Dn,

(2)

where sl
n is the CPU clock frequency of Un and cl

n is the
power dissipation of each CPU clock frequency. Let Kl

n
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denote the total cost under the local computing case, and it is
defined as follows:

K
l
n � λt

n ∗ t
l
n + λe

n ∗ e
l
n, (3)

where λt
n and λ

e
n are the weights regarding time consumption

and energy consumption, respectively.
)en, let tc

n,tran(a∗) denote the upstream link’s trans-
mission time, ec

n,tran(a∗) denote the upstream link’s energy
consumption, tc

n,exe denote the required computing time, and
ec

n,exe denote the required computing energy, respectively,
and they are defined as follows:

t
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∗
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Bn
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( 􏼁
,

e
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c
n ∗Dn.

(4)

Among them, sc
n is the CPU clock frequency of edge

computing server and cc
n is the power dissipation of each

CPU clock frequency. Here, this paper neglects two kinds of
time/energy consumption, i.e., the path from edge com-
puting server to mobile device, used to return the computing
results, and the path from wireless base station to edge
computing server. )e first neglecting is because such path
supports the optical fiber communication which has the
ultra-low delay. )e second neglecting is because the
returned data size with respect to the physical training is very
small, which takes nearly no delay. Let Kc

n(a∗) denote the
total cost under the offloading computing case, and it is
defined as follows:

K
c
n a
∗

( 􏼁 � λt
n t

c
n,tran a

∗
( 􏼁 + t

c
n,exe􏼐 􏼑 + λe

n e
c
n,tran a

∗
( 􏼁 + e

c
n,exe􏼐 􏼑.

(5)

3.2. Game /eory-Based Optimization. For a∗, if most
mobile devices select the offloading computing, these
transmissions with respect to the physical training data
perhaps cause the serious interference among them and thus

generate some negative effects, such as increasing the system
overhead including time consumption and energy con-
sumption. Especially, when the total cost is larger than that
under the local computing case, the offloading computing
makes no sense. )erefore, in order to improve the overall
revenue, the offloading computing has to be effective.
Furthermore, for a∗, if the total cost under the offloading
computing case is smaller than that under the local com-
puting case, the corresponding edge computing server is
effective. Mathematically,

K
c
n a
∗

( 􏼁<K
l
n. (6)

For N mobile devices, the optimization of edge com-
puting belongs to NP-hard problem [34, 35]. )us, this
paper plans to use the game theory [36] to optimize the task
offloading regarding N mobile devices. Let aN−n denote the
decision strategy set regarding all mobile devices excluding
Un, and it is defined as follows:

aN−n � a1, a2, . . . , an−1, an+1, . . . , aN( 􏼁. (7)

Let Zn denote the current total cost, and the purpose of
game theory is to minimize Zn(an, aN−n). Mathematically,

Zn an, aN−n( 􏼁 �
K

l
n, an � 0,

K
c
n a
∗

( 􏼁, an > 0.

⎧⎨

⎩ (8)

Given Zn, the task offloading optimization based on
game theory is expressed as ΓMEC � (N, an􏼈 􏼉, Zn􏼈 􏼉). Fur-
thermore, let a∗∗ � (a∗1 , a∗2 , . . . , a∗N) denote the global off-
loading strategy set when the Nash equilibrium is satisfied
[13], and the corresponding mathematical express is shown
as follows:

Zn a
∗
n , a
∗
N−n( 􏼁≤Zn an, a

∗
N−n( 􏼁. (9)

According to the above statements, the game theory-
based task offloading strategy in MEC is shown as the
following five steps:

Step 1: N mobile devices are initialized by considering
that all tasks are completed at the correspondingmobile
device.
Step 2: all wireless channels’ transmission ability and
transmission gain are computed.
Step 3: these wireless channels are arranged according
to transmission ability and transmission gain in the
descending order, and the wireless channel with the
high power is assigned the high priority to make the
offloading decision in advance.
Step 4: all offloading decision strategies and their
corresponding total costs are computed. If equation (6)
is satisfied, the current offloading decision strategy is
unchanged. Otherwise, the current offloading decision
strategy should be changed.
Step 5: the edge computing server sends the change
request to the corresponding mobile device. If the
corresponding mobile device receives the request, the
offloading decision strategy is changed until all mobile

SDN traffic scheduling
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Edge
computing
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SDN
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Figure 1: )e network model of MSPT.
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devices are notified. Otherwise, the current offloading
decision strategy is regarded as the optimal solution.

As the proposed network model supports 5G commu-
nication and optical fiber communication, the task off-
loading process usually has no the phenomenon of packet
loss.

4. Traffic Scheduling between Edge Computing
Server and SDN Controller

Section 3 addresses the task offloading between mobile
device and edge computing server. As the task offloading
process of MEC has an important influence on the global
evaluation and analysis of physical training, it needs SDN to
cover the whole network view. In other words, by using
SDN, the task offloading process of MEC can be taken in a
glance. )erefore, this section pays attention to the traffic
scheduling between the edge computing server and SDN
controller. Furthermore, in order to improve the bandwidth

utilization and save communication delay, this paper devises
the multigranularity traffic scheduling strategy.

)is paper considers two granularity change conditions,
i.e., traffic aggregation and traffic splitting, which depends
on the remaining bandwidth and the current network state.
To be specific, if the current network state is smooth and
there is enough network bandwidth, the traffic aggregation is
approved. Otherwise, the traffic splitting is approved.

At first, for the coarse-grained traffic scheduling, the
SDN controller periodically checks whether the network
bandwidth satisfies to transmit the physical training data.
When the traffic splitting condition is satisfied, the opti-
mization purpose is to maximize the bandwidth utilization
while minimize the number of core links. Mathematically,

minimize max URl􏼈 􏼉, l ∈ LC, (10)

where LC is the number of core links between the SDN
controller and edge computing server.

)e corresponding constraints are shown as follows:

Ul − 􏽘

Al

k�1
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􏽘

L

i�1
XPki ∗Clpki

⎛⎝ ⎞⎠∗ bwk � Nl, Nl <Tl < thr,

􏽘

Pk

i�1
XPki � 1,

􏽘

Al

k�1
􏽘

Pk

i�1
lpki∗XPki ∗Clpki ∗Dlkj􏼐 􏼑< delayk, XPki, lpki, Clpki ∈ 0, 1{ }.

(11)

Among them, Ul is the used bandwidth link l; Al is the
aggregation traffic via link l; Nl is the bandwidth load of link
l; XPki is the result of aggregation; Tl is the total bandwidth
of link l; lpki denotes the possibility of aggregation; Clpki

denotes whether the link l is included; and thr is a given
parameter to determine whether the congestion of link l

exits.
)en, for the fine-grained traffic scheduling, the SDN

controller periodically checks the network bandwidth to
schedule the physical training traffic from these congestion
links to those light links as many as possible. Under this
condition, the optimization purpose is defined as follows:

minimize 􏽘

Al

k�1
􏽘

Pk

i�1
lpki∗XPki( 􏼁. (12)

It is obvious that the above two optimization objects
belong to the 0–1 Integer Linear Programming (ILP) [37],
and they can be solved easily. )us, this paper gives the
corresponding solution discussion no longer.

5. Result Report

)e involved simulation parameters are set as follows:
N � 10, 20, 30, 40, 50, M � 6, Bn � 26.5 GB, Dn � 1200M
Cycle, gn � 100MW, and the network bandwidth of 5G

communication is 1Gbps. )e hardware environment is
shown as follows: CPU, Intel (R) Core (TM) i5-7400 CPU
4.68GHz; RAM, 64GB; Hard Disk, 1024GB; OS, Windows
10 (64 bit). )is section evaluates three aspects, including
task offloading of MEC, traffic scheduling of SDN, and
performance analysis of physical training. For the first part,
the average time consumption and the average energy
consumption are used as two evaluation metrics, where
reference [19] is used as the baseline, called BMEC. For the
second part, the average scheduling time and the average
bandwidth utilization are used as two evaluation metrics,
where reference [27] is used as the baseline, called BSDN.
For the last part, the average response time and the average
correct guidance rate are used as two evaluation metrics,
where reference [38] is used as the baseline, called BPT.

5.1. Task Offloading Evaluation. For different mobile de-
vices, the corresponding average time consumption with
respect to MSPT and BMEC is shown in Figure 2. It is
obvious that the average time consumption of MSPT is
smaller than that of BMEC. In addition, with the increasing
of mobile devices, the average time consumption becomes
larger and larger, because more physical training data need
to be handled. In particular, the average time consumption
of MSPTshows the linear growth while that of BMEC shows
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the exponential growth, because BMEC uses the RL to solve
the task offloading problem, which involves some iterations
and generates more and more time consumption with the
increasing of mobile devices.

For different mobile devices, the corresponding average
energy consumption with respect to MSPT and BMEC is
shown in Figure 3. At first, the average energy consumption
of MSPT is smaller than that of BMEC, because MSPT uses
the game theory to present a relatively optimal task off-
loading strategy and the corresponding energy consumption
is limited. On the contrary, BMEC introduces the RL to
repeatedly use the physical training data, which consumes
too many energy inevitably. )en, similar to Figure 2, with
the increasing of mobile devices, the corresponding average
energy consumption increases. Besides, the increasing speed
of MSPT is larger than that of BMEC.

5.2. Traffic Scheduling Evaluation. For MSPTand BSDN, the
experimental results on the average scheduling time with
respect to different mobile devices are shown in Figure 4. It is
observed that MSPT has the significant advantage in terms
of the average scheduling time, because it uses the multi-
granularity scheduling strategy to handle the physical
training data. In addition, the devised multigranularity
scheduling strategy in MSPT belongs to a heuristic algo-
rithm, while the traffic scheduling strategy in BSDN is the
RL, which belongs to the intelligent algorithm. As a result, it
needs too much time to handle the physical training data in
terms of BSDN. Furthermore, with the increasing of mobile
devices, the average scheduling time rises steadily, because
the SDN controller needs to handle more physical training
data.

For MSPT and BSDN, the experimental results on the
average bandwidth utilization with respect to different
mobile devices are shown in Figure 5. It can be found that
MSPT has higher average bandwidth utilization than
BSDN, because MSPT makes full use of the remaining
network bandwidth according to the multigranularity
scheduling, including two operations, i.e., traffic

aggregation and traffic splitting. If the current network
bandwidth is sufficient, the traffic aggregation operation is
adopted; otherwise, the traffic splitting operation is
adopted. Unlike MSPT, BSDN only schedules the physical
training data in the same granularity, which causes the
congestion in terms of some links. )us, the network
bandwidth in BSDN cannot be leveraged timely.

5.3. Physical TrainingEvaluation. In this section, 1000mobile
devices and two edge computing servers are considered. For
different simulation experiments, the corresponding average
response time with respect to MSPT and BPT is shown in
Table 1. It can see that the whole average response time of
MSPT is smaller than that of BPT. It indicates that the game
theory-based task offloading strategy and the multigranularity
based traffic scheduling strategy have good optimization effect
on the physical training. In particular, it only needs about 42ms
to obtain all physical training results in terms of these 1000
users, which is very satisfactory.

Furthermore, for different simulation experiments, the
corresponding average correct guidance rate with respect to
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MSPT and BPT is shown in Table 2. It is obvious that the
proposed MSPT has the absolutely higher average correct
guidance rate than BPT. Especially, the correct guidance rate
of MSPT always reaches 100%, with a strong stability. As a
result, SDN- and MEC-based physical training evaluation
and analysis are very valuable.

6. Conclusions

)e correct and efficient conduction of physical training
plays an important role. In this paper, SDN and MEC are
used to do the evaluation and analysis of physical training.
At first, the task offloading in MEC is addressed, including
the mathematical modeling (i.e., network model, commu-
nication model, and computing model) and the game the-
ory-based offloading optimization strategy. )en, the traffic
scheduling in SDN is addressed, where the multigranularity
scheduling strategy is used to handle the traffic between the
SDN controller and edge computing server, including traffic
aggregation and traffic splitting.

For the proposed MSPT, three parts of experiments
are performed: (1) the task offloading evaluation with time
consumption and energy consumption consideration; (2)
the traffic scheduling evaluation with scheduling time and
bandwidth utilization consideration; (3) the physical
training evaluation with response time and correct
guidance rate consideration. In particular, the correct
guidance rate of MSPTregarding the physical training can
always reach 100%.
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During the recent epidemic period of COVID-19, online courses have become an important learning form for college students.
However, online learning cannot communicate face to face in class and position students’ abilities accurately, and there are many
problems and limitations such as one-way evaluation, for example, neglecting of process evaluation and simple evaluation form.
-erefore, how to construct the evaluation system of online course teaching and make effective use of the evaluation mechanism
becomes an urgent problem. Based on the big data mining of online course evaluation data, the online course evaluation
optimization architecture based on process evaluation is proposed. -e optimization of online course evaluation is analyzed from
online course evaluation data and student comments using deep learning and collaborative filtering technology. -is includes
improving teacher teaching and improving student learning efficiency. Data experiment proves that the proposed algorithm can
provide an optimal evaluation strategy, guarantee the students’ learning quality, and improve the efficiency of online course.

1. Introduction

-e outbreak of COVID-19 has led to the shift of courses
from live to online. Online courses are available in live
broadcast and on-demand mode. Compared to traditional
classes, the feedback of online courses is provided in the
form of comments and posts. Although online courses solve
the problem of students’ listening, the learning quality is not
satisfactory, and many problems occur. For example, online
courses are difficult to understand, and the teaching effect is
difficult to guarantee. Specifically, most colleges are vul-
nerable to formal influences when developing online
courses, which may change the teaching content at will. As a
result, the teaching content is not properly correlated, and a
complete knowledge system cannot be formed. In addition,
the teaching method is focused on the teacher-oriented one-
way inculcation. -e student’s main role in the classroom is
not fully reflected and the learning efficiency is low. Teachers
also have difficulty getting accurate students’ feedback.
Furthermore, limited by teaching form, there is a lack of
effective classroom discussion among students.

According to the above observation, one of the root
causes of online course problems is that teachers cannot
effectively obtain student’s feedback during course devel-
opment, which results in information asymmetry. Fortu-
nately, in just over a year (during COVID-19), online
courses have generated a lot of education big data. Education
big data is the sum of data generated during the teaching and
receiving of knowledge. According to Gartner report [1], big
data is a collection of data that cannot be captured, managed,
and processed by conventional software tools within a
certain period of time; it is a massive, high-growth, and
diversified information asset that requires new processing
models to have stronger decision-making, insight, and
process optimization capabilities. IBM proposes that big
data has “5V” characteristics: Volume (large amount), Ve-
locity (high speed), Variety, Value (low-value density), and
Veracity. Compared with traditional big data, education big
data has features of two-way feedback, changeability, ex-
tensiveness, and specificity.

Education big data can reshape the three major char-
acteristics of learning: feedback, individualization, and
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probabilistic predictions [2]. We believe that education big
data mining can collect students’ feedback data on curric-
ulum resources, implement personalized online courses
resources to meet students’ individual needs, and optimize
the learning content, time, and learning mode of online
courses resources through probability prediction to incor-
porate empirical data into online courses resources.With the
support of education big data, information asymmetry in
online courses is broken.

Data mining refers to the process of searching for hidden
information in a large amount of data by using a specific
algorithm. Essentially, data mining is an information search
technology based on data management architecture and
searching algorithm. Aimed at optimizing online courses, we
propose a Feedback Mining-based Online Course (FMOC)
optimization architecture in the context of education big
data. FMOC is a teaching mode supported by education big
data. As depicted in Figure 1, it includes teaching, differ-
entiated feedback, guidance, and closed-loop feedback for
course evaluation optimization, enabling a virtuous cycle of
teaching activities. -is provides a theoretical basis for
studying the optimization of educational and teaching
curriculum resources at other levels. In addition, based on
FMOC, we propose an optimization scheme of online course
teaching evaluation system and systematically analyze and
evaluate the effect of the scheme. -en, based on the
evaluation, a personalized exercise recommendationmethod
combined with Deep Knowledge Tracing is proposed to
provide suitable test questions for students. Finally, we
synthesize all the feedback to form a personalized curric-
ulum opinion model to promote the teacher to improve the
online courses.

-e rest of the paper is organized as follows. Section 2
provides an analysis of related work. In Section 3, the
evaluation and optimization scheme of online course
learning based on formative evaluation is proposed. Section
4 presents a personalized exercise recommendation method
based on knowledge tracing. Section 5 describes the indi-
vidualized opinion model for teacher improvement. -e
effectiveness of the scheme is evaluated by simulation ex-
periment in Section 6. Finally, conclusions are drawn in
Section 7.

2. Related Work

Traditional course evaluation focuses on students’ final
academic achievement and ignores the learning process. -e
formative evaluation shifts the focus to the students’ learning
process, for example, the actions, effects, and willingness in
the process. It can help students correct their learning habits,
adjust learning methods and objectives, and detect their
learning effects and finally achieves the goal of completing
the course and improving students’ ability. Reference [3]
proposes the theory of formative evaluation and final
evaluation and their difference. -e theory has greatly
influenced the education circle, especially in language and
program language teaching. Reference [4] proposes that
teaching evaluation can be divided into three categories:
diagnostic evaluation, formative evaluation, and final

evaluation. -e three kinds of evaluations have different
evaluation objectives and will produce different evaluation
results. Diagnostic evaluation [5] is generally used for the
stage when a course is just identified and emerging.S

-e existing problem recommendation methods are
mainly divided into the method based on collaborative
filtering [6] and the method based on knowledge modeling
[7]. -e research works are as follows: [8] generates per-
sonalized recommendations and finds other users with
similar interests by submitting comments on educational
resources and visiting and searching for comments from
others; [9] uses collaborative filtering and data mining
technologies to analyze students’ reading data and generate
recommended scores to help students select appropriate
courses. Reference [10] proposes the student personalized
sorting algorithm EduRank, which uses collaborative fil-
tering to find similar students and summarizes the rankings
of similar students to construct the problem difficulty
ranking of the target students. -e algorithm can be used to
assist teachers in customizing exercise sets and exams for
students. Reference [11] proposes a recommendation
module Protus of a programming tutoring system, which
uses the Apriori algorithm to mine frequent sequences to
analyze the habits and interests of similar students and
makes personalized recommendations based on the ratings
of these frequent sequences, which can automatically adapt
to students’ interests and knowledge level. Reference [12]
proposes a learningmaterial recommendationmethod based
on fuzzy tree matching.

Corbett et al. propose Bayesian Knowledge Tracing
(BKT) [13]. BKT models students’ underlying knowledge
state into a set of binary variables, each of which represents
the understanding or lack of understanding of a single
concept, using the implicit Markov model, and iteratively
updates guessing rate, learning rate, error rate, and learning
initial probability of each knowledge point to obtain stu-
dents’ knowledge point. Reference [14] introduces students’
learning speed parameters into BKT, which increases the
accuracy of BKT. It is also used in the intelligent tutoring
system to guide students in learning. Deep Knowledge
Tracing (DKT) [15] was proposed to train RNN to model
students’ knowledge status. DKTachieves better effects than
BKT without manual labeling of the training dataset. In
recent years, many scholars have applied and improved
DKT: [16] proposes more features for learning and adding
automatic encoder layer to reduce the input dimension and

Teaching Guidance

Differentiated
feedback

Courses

Optimization

Figure 1: FMOC architecture.
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improve the model performance. Reference [17] uses bidi-
rectional LSTM to train the text representation information
of the question and introduces the attention mechanism in
the process of knowledge state modeling to improve the
accuracy of knowledge tracing by combining the two
models. Reference [16] reconstructs the loss function of the
DKT model and adds three regular term parameters to
improve the stability and accuracy of the mode. Reference
[18] encodes students’ programming submission records
into the DKT, trains the model, and predicts students’
performance in subsequent programming tests.

3. Online Course Evaluation Scheme Based on
Process Evaluation

Process evaluation (PE) emphasizes timely information
feedback to help teachers revise and improve their curric-
ulum, thus improving teaching and learning effectiveness.
-us, the tasks involved in the process evaluation include the
following:

(1) Tracking the learning process: To track the learning
process, the teacher is required to assign different
learning tasks at each learning stage, clearly describe
learning objectives, and design evaluation methods
for these objectives. To achieve their learning goals,
students will adjust their learning methods based on
the evaluation results.

(2) Testing the learning effect: -e formative evaluation
should give students a clear understanding of
whether they have completed the current stage and
what they are going to do for the next stage. -is
helps to enhance students’ interest in learning, en-
hance students’ confidence in learning, and improve
their learning methods.

(3) Identifying problems: Based on feedback and anal-
ysis of previous comments, both teachers and stu-
dents can find out the causes of problems through
formative evaluation and seek the best solution to the
problem.

(4) Correcting student learning strategies: Teachers can
contact students in a timely manner and work with
students to build and improve learning strategies and
methods based on problems in the learning process.
-is process will greatly improve students’ potential
abilities.

Based on the above steps, the process of evaluating and
optimizing the online course learning process is shown in
Figure 2. -e proposed PE can track the whole process of
online learning and record and check all learning processes.

In order to better use data mining technology, weighting
coefficients are considered, the classification of variable
continuation (Figure 2) is refined, and the evaluation op-
timization method is modeled from the following aspects.

AHP [19] is a system analysis method proposed by T. L.
Satty. -e basic principles of AHP are as follows: a set of
variables that contain specific factors related to a complex
problem. It is modeled based on a composite structure

model, and factors at each level are compared and ranked by
importance. Finally, the weight of each influence factor in
the decision-making problem is determined.

Firstly, set a decision matrix, sort each comparison row,
and generate a decision matrix A � (aij)n∗ n, where n is the
total number of associated pairs of comments. -e evalu-
ation weights are then confirmed by AHP. Solve the ei-
genvalue for the rank of the decision matrix A to obtain the
maximum eigenvalue Rmax and the corresponding eigen-
vector W. -e weight calculation results are sorted at dif-
ferent levels based on the sequence of feature values. Finally,
the consistency check of the decision matrix needs to cal-
culate the consistency index Ind � (Rmax − n)/(n − 1). -e
random consistency ratio meets the following requirements:
Ratio � (Ind/I)< 0.1. It is considered that the decision
matrix meets the requirement of consistency. Otherwise, the
decision matrix needs to be adjusted to meet the consistency
requirement.

Assume that the evaluation condition set is as follows:

C � c1, c2, . . . , c5􏼂 􏼃, (1)

where C represents 5 score levels.-e corresponding score is
expressed in vectors.-e corresponding evaluation standard
may be expressed as

E � e1, e2, . . . , e5􏼂 􏼃. (2)

Determine the fuzzy matrix of Xij. Calculate the r
(t)
ij

value of Xij. r
(t)
ij belongs to the dimension value marked t.

-e member function r
(t)
ij is as follows:

r
(t)
ij �

maxr
(t)
ij − r

(t)
ij

maxr
(t)
ij − minr

(t)
ij

. (3)

Define the fuzzy evaluation vector of Xij as Ki:

Ki � ωiRi k1, k2, . . . , k5( 􏼁. (4)

-e fuzzy compliance evaluation vector of X is expressed
as Q and may be obtained by using the following formula:

Q � WK � q1, q2, . . . , qm( 􏼁, (5)

where

qt � min 1, 􏽘
k

j�1
bjpjt, (6)

where t � 1, 2, . . . , m. Establish a fuzzy evaluationmodel and
the evaluation value can be calculated using the following
formula:

V � EQ
T
. (7)

4. Personalized Exercise Recommendation
Method Based on Knowledge Tracing

Aiming at the disadvantages of using collaborative filtering
method and knowledge modeling method to generate
personalized exercise recommendation, a personalized
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exercise recommendation method combining Deep
Knowledge Tracing (KT) model and collaborative filtering
method is proposed. KT uses Deep Knowledge Tracing
model to model students’ learning status (i.e., learned
knowledge) and then combines similar student information
to perform collaborative filtering recommendation. -e
recommendation result considers both students’ learning
status and the generality of group students’ learning status,
thus improving the explanatory and accurate results.

4.1. Knowledge Tracing. Assume a time sequence
S � X1, X2, . . . , Xm of m students doing exercises where a
contact sequence Xi � x1, x2, . . . , xt of each student is input
into a Recurrent Neural Network (RNN). -e input se-
quence is represented by monothermal encoding. For ex-
ample, if the input data involves k exercises, each question is
represented by 0 and 1, respectively, and the corresponding
input length is 2k. If the student answers the i-th question
incorrectly, the value of the i-th position is 1 and those of the
other positions are 0. Otherwise, the value of the i-th + 1 bit
position is 1 and those of the other positions are 0. After data
is encoded and input into the deep neural network model,
the output sequence yt of the model is established on the
training of the exercise sequence of the students at the first t

moment. -e length of the sequence is n, and each bit
position represents the correct answer probability of each
corresponding question. By training the deep neural net-
work model, the knowledge level vector of each student is
calculated and the knowledge level vector matrix U(m∗ n) is
obtained.

4.2. Score Prediction. For the knowledge horizontal vector
matrix U, the similarity between the vector Ui and Uj is
determined by the cosine similarity. Assume that

Ui � a1, a2, . . . , an and Uj � b1, b2, . . . , bn, and the cosine
similarity between Ui and Uj is calculated as follows:

cos(θ) �
Ui ∗Uj

Ui

����
����∗ Uj

�����

�����
. (8)

A student whose cosine similarity is greater than a
certain threshold (e.g., 0.9) is selected as a similar user by
ranking the cosine similarity. For target student i, a final
exercise score vector of the target student i is predicted
according to the following formula:

fi � ρ∗Ui +(1 − ρ)∗ Ni( 􏼁
avg

, (9)

where Ui is the student’s knowledge level vector, and (Ni)
avg

is the average of similar students’ knowledge level vectors.
-e ratio of individual students’ knowledge level to the
common knowledge level among students is adjusted by the
parameter ρ. -e value range of ρ is [0, 1]. As the value of β
increases, the impact on the student’s personal knowledge
level increases. Particularly, when ρ � 0, fi is the average of
the student’s knowledge level excluding the student’s per-
sonal status. When y � 1, fi is the level vector of personal
knowledge output by the DKT model [20].

4.3. Recommendation. In this step, a recommendation result
is generated for students. When creating an exercise rec-
ommendation, determine an appropriate difficulty range
[α1, α2] (α2 > α1) as the difficulty range of the problem, and
then score the problem vector fi, and recommend the
students with the correct probability of α1 to α2. For ex-
ample, setting α1 to 0.6 and α2 to 0. 8 will recommend
questions with a correct answer probability of 0.6 to 0.8 to
the student based on the predicted problem score vector.-e
proposed KT method takes into account the individual
knowledge level of students and combines the similar group

Online course
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Target evaluation

Self-evaluation

Interevaluation
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Discussion

Comments
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Figure 2: Online course evaluation scheme based on process evaluation.
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of students to the practice recommendation. -e recom-
mended practice can reflect the real knowledge level of
students and recommend personalized exercises with certain
difficulty to students. -e Algorithm 1 is described as
follows.

5. Personalized Opinion Model

Students’ comments on the course can reflect users’ pref-
erence for the online course to a certain extent. -erefore,
this section uses the Text Classification (TC) model to score
the comments of students and courses and uses the classic
recommendation algorithm to recommend personalized
course advice to teachers.

5.1. Scoring Model. -e result of user comments on the
course has an important impact on personalized recom-
mendation. Course comments are short and have few valid
information. -e traditional text classification model does
not have good effects [21]. In this paper, we use deep
learning algorithm to score comments and use Word2-
Vector [22] to represent short text information as low-di-
mensional vectors. Based on this, we use neural network
model to train comments. Compared with traditional
methods, this method can improve the accuracy and recall
rate of scoring models effectively. In this paper, the rating is
−1/1. -e value −1 indicates that you do not like the course
(0 indicates that you do not like the course), and the value 1
indicates that someone likes the course. -e definition of the
problem is as follows: R � r1, r2, . . . , rn indicates the course
review dataset. -e feature set of each course review sample
is represented by X, and the corresponding category label is
represented by Y: positive comment and negative comment.
P indicates the probability of positive and negative com-
ments: P ∈ [0, 1]. F indicates the characteristic matrix of
n∗m, n indicates the total number of samples, m indicates
the total number of features |X|, and yi indicates the pre-
diction result of the i-th sample.

yi �
1, Pi >Φ,

0, other,
􏼨 (10)

where Φ indicates the threshold of the classification model.
Usually, the value was 0.45 during the experiment.

On the basis of the problem definition, we design a
specific neural network model to score the course review.
Figure 3 shows the deep learning model of course review
scoring.

-e neural network consists of five modules. -e input
layer, convolution layer, pooling layer, fully connected layer,
and output layer are in sequence. -e input layer is used to
cut the comment text and uses one-hot to represent the text.
Convolution layer converts the one-hot feature of the input
layer into a low-dimensional vector representation by using
an embedding method and extracts text features by using
different convolutions [23]. -e pooling layer normalizes
data at the convolution layer and converts convolution
kernels of different dimensions into the same dimension.
Fully connected layer learns linear relationships in the

output of the pooling layer and learns more text features.-e
output layer is mainly used to predict samples. First, the
ReLU function is used to perform nonlinear transformation
on the linear relationship of the fully connected layer, and
then the Softmax function is used to perform classification
and scoring. -e network structure can effectively learn the
potential semantic space of short text and thus learn the
student’s scoring prediction of the course.

5.2. Advice Recommendation Model. Based on the course
score, the preference matrix of users is constructed by
collecting the relationships among students, courses, and
comments. Based on the matrix, the personalized learning
model of online courses is trained by using the recom-
mendation algorithm. -e collaborative filtering recom-
mendation algorithm is used for model training and
prediction. A specific algorithm process is shown in Figure 4.

In the collaborative filtering recommendation algorithm,
a preference matrix of m∗ n is used to indicate the pref-
erence of a user for a course. A higher score indicates that the
user likes the course. -e value 0 indicates that the course is
not selected. In Figure 4, the row of the preference matrix
indicates support, the column indicates a course, and Uij

indicates a preference for course j using i. -e collaborative
filtering algorithm consists of two processes: prediction and
recommendation. -e prediction process is to predict the
possible scores of users who have not selected courses. -e
recommendation process is based on the results of the
prediction phase and recommends top N questions that
students may have advice about.

6. Performance Evaluation

6.1. Settings. We leverage Keras [24] as basic neural model
and use Python 3.7 library as coding tools. -e FMOC al-
gorithm is run on a workstation equipped with two GeForce
GTX 1080Ti GPUs.

In order to verify the implementation effect of the
proposed FMOC model in the online course learning
process evaluation, this paper extracts and analyzes the
background data of several major online course websites. In
order to enhance the reliability of the verification results, the
results of the formative evaluation optimization matching
course were compared. -e test data selected in this paper
are extracted from website script data. Incomplete records
are removed, and data information is classified by keyword
index.

6.2. Results. On the whole, from the aspect of course
matching optimization, this paper performs a comparison
with the expert manual recommendation classification and
verifies the reliability of the matching theory from another
dimension. -is test compares the automatic matching re-
sults of the proposed solution, the current course matching
status on the website, and the classification results of experts’
manual suggestions, as shown in Figure 5.

According to the analysis in Figure 5, the matching
degree of the proposed solution and expert suggestions is
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better than the result of no matching optimization on the

website. It can also be seen that the judgment results of some
courses in the proposed scheme are lower than those of
experts, mainly because the lack of complete information
guidance in the matching considerations leads to some
deviations.

To evaluate the effect of personalized exercise recom-
mendation, two sets of datasets are used. -e first set is the
ASSISTments [25] public dataset. ASSISTments is an open
online education platform that can simultaneously teach and

evaluate students’ learning; the dataset contains more than
500,000 records of submitted math questions. -e second
dataset is the history records of student submissions crawled
from the online judge of a university. Table 1 lists the in-
formation about the two datasets.

In order to evaluate the effectiveness of the DKT-CF [20]
method in generating personalized exercise recommendations
for students, this paper firstly uses the indexes of precision,
recall, and f1 to evaluate the recommendation effect; the
formula for calculating the evaluation indicators is as follows:

precision �
TP

TP + FP
,

recall �
TP

TP + FN
,

f1 �
2∗ precision∗ recall
precision + recall

.

(11)

In the DKTmodel’s training phase, 200 LSTM [26] nodes
are used at the hidden layer, keep_prob is set to 0.5, lear-
ning_rate is set to 0.01, max_epoch is set to 200, and set
batch_size is set to 32.-e experimental results are shown in
Tables 2 and 3. -e following information can be obtained

Input: S

Output: Recommended list
Begin
01:s � onehot(S); /∗ onehot encoding∗ /
02:U(m∗ n) � trainDKT(s);
03:for Ui ∈ U;
04: for Ij ∈ U;
05: Simi,j � cos(Ui, Uj);
06: Ni � rank(Simi);
07: fi � ρ∗Ui + (1 − ρ)∗ (Ni)

avg;
08: Ri � recom(fi, K, β1, β2);
09:Return R;
End

ALGORITHM 1: KT-based recommendation.
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from the results: (1) In the experiments on the two datasets,
the proposed DKT-CF algorithm is better than other al-
gorithms. -e accuracy, recall rate, and f1 value are all the
highest. -is indicates that the DKT-CF method can pro-
duce more accurate recommendation results compared to
other methods and is more effective than other methods. (2)
In the experiment, the accuracy of the UserCF algorithm
using the traditional collaborative filtering algorithm is
lower. After the students’ knowledge status is integrated,
better results (KS-CF method) were obtained. -e accuracy
increased by 7.5% and 6.7%, respectively, and the method of
introducing knowledge state information to improve the
accuracy of traditional collaborative filtering is effective. (3)
DKT-CF is a combination of DKT and KS-CF, which
achieves the best effect; the method of considering both
students’ personality and students’ study group in exercise
recommendation can give the most effective personalized
exercise recommendation.

Finally, to evaluate the effect of the personalized opinion
model, an effect obtained by using the traditional word
feature + SVM and deep learning improved algorithms in
the training dataset is shown in Table 4.

As shown in the preceding table, the classification effect
of the traditional word feature + SVM algorithm is slightly
worse than that of the deep learningmethod proposed in this
paper. We enrich the semantic information of short text by
using Word2Vec word vector expression and then use the
deep network structure to learn the semantic information.
-is function greatly improves the accuracy and recall rate of

the scoring model, effectively identifies improvement sug-
gestions, and provides basis for teachers to optimize courses.

7. Conclusions

Based on the analysis of three kinds of evaluation charac-
teristics, this paper researches the formation evaluation into
problem modeling. -rough collecting the information of
each link in the teaching process, comprehensive analysis,
and evaluating the evaluation of online course teaching, we
provide an optimization scheme for students’ online
learning. Aiming at the fact that traditional collaborative
filtering recommendation method does not consider stu-
dents’ knowledge mastering level and the recommendation
method based on knowledge modeling ignores the disad-
vantages of group learning among students, this paper
proposes a personalized exercise recommendation method
based on Deep Knowledge Tracing DKT-CF. Finally, the
experiment proves the validity and rationality of the pro-
posed DKT-CF method, which can improve the learning
experience and efficiency of users.

In future research, we can improve the Deep Knowledge
Tracing model and add more personalized features for
learning. Based on the recommendation method, you can
use other recommendation algorithms to generate recom-
mendations. Based on recommendation scenarios, recom-
mendation policies in different scenarios are also worth
discussing.
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Roller skating is an important and international physical exercise, which has beautiful body movements to be watched. However,
the falling of roller athletes also happens frequently. Upon the roller athletes’ fall, it means that the whole competition is over and
even the roller athletes are perhaps injured. In order to stave off the tragedy, the roller track can be analyzed and be notified the
roller athlete to terminate the competition. With such consideration, this paper analyzes the roller track by using two advanced
technologies, i.e., pattern recognition and neural network, in which each roller athlete is equipped with an automatic movement
identifier (AMI). Meanwhile, AMI is connected with the remote video monitor referee via the transmission of 5G network. In
terms of AMI, its function is realized by pattern recognition, including data collection module, data processing module, and data
storage module. Among them, the data storage module considers the data classification based on roller track. In addition, the
neural network is used to train the roller tracks stored at AMI and give the further analysis results for the remote video monitor
referee. Based on NS3, the devised AMI is simulated and the experimental results reveal that the prediction accuracy can reach
100% and the analyzed results can be used for the falling prevention timely.

1. Introduction

With respect to the beautiful sports, the roller skating is a
nonnegligible and international physical exercise thanks to
its graceful body movements. Since the roller athletes make
the highly ornamental postures during the process of
competition, it perhaps causes the dangerous situations,
where the falling of roller athletes is regarded as the most
representative tragedy [1, 2]. Upon the roller athletes’ fails,
this indicates that the whole roller competition is forced to
be over; at the same time, the roller athletes may be seriously
affected. *erefore, it is a very important research topic to
make the falling detection for the roller athletes. Regarding
this, a comment and popular method is to analyze the roller
track, and based on this, the falling risk can be decreased.

*e neural network [3–5] is usually used to analyze the
behavior track including but not limited to the roller track,
this is because it has some obvious advantages. For example,
it has the strong computation ability, especially for the large-
scale data features. Besides, it also has the strong stability to

obtain the convergent analysis results. To sum up, the neural
network can be used to train the prestored data related to the
previous roller tracks and give the real-time training results
to be used for the falling prevention. Well, there are a
number of neural networkmodels, but the back-propagation
(BP) neural network [6, 7] has the simplest network
structure. *us, this paper uses BP neural network to do the
data training.

In spite of this, it also exits three issues: at first, where the
BP neural network module is embedded; then, what the
prestored data container is; finally, how to transmit the
analysis result between roller athletes and the remote video
monitor referee. *ese first two issues require this paper to
explore an additional component, i.e., automatic movement
identifier, (AMI) to store such roller tracks data. In par-
ticular, AMI is equipped into the body of roller athlete. In
other words, the BP neural network module is embedded
into AMI and used to train the roller tracks stored at AMI.
However, the further problem is how to obtain the roller
tracks data. Regarding this, the pattern recognition [8–10] is
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a highly-regarded candidate. *at is to say, the function of
AMI can be realized by pattern recognition by three inherent
modules, i.e., data collection, data processing, and data
storage. Furthermore, in terms of the last issue, it has the
ultra-high requirement on the delay and stability of data
transmission. Upon the transmission delay being out of the
certain level of acceptance, the falling behavior cannot be
avoided even though the system has detected the analysis
results on the falling of roller athletes. Similarly, if the data
transmission is unstable, the remote video monitor referee
and roller athletes cannot make the following decision well.
With these concerns, the 5G-enabled network can be
deployed at the competition gymnasiums and stadiums so as
to enhance the transmission stability and cut down the
transmission delay.

By reviewing the above statements, it is observed that
pattern recognition and BP neural network are used to
analyze the roller track, and the 5G network is used to
guarantee the data transmission [11–13]. To sum up, the
contributions of this paper are shown as follows. At first, the
whole roller track analysis structure is introduced. *en,
AMI is devised and its function is realized by pattern rec-
ognition.*irdly, the improved BP neural network is used to
do the data training. Finally, the experimental results reveal
that the prediction accuracy can reach 100% and the ana-
lyzed results can be used for the falling prevention timely.

*e remaining paper is organized as follows. Section 2
introduces the whole network architecture. Section 3 uses
pattern recognition to realize AMI. Section 4 uses BP neural
network to train the data. Section 5 reports the experimental
results. *e overview of this paper is concluded in Section 6.

2. Network Architecture

*ewhole network architecture includes two character roles,
i.e., roller athlete and remote video monitor referee, where
the former is the main research object and the latter is the
assistant research optimization, as shown in Figure 1. In
particular, the whole network architecture introduces a new
component, i.e., AMI to store the roller tracks data, and AMI
is equipped into the body of roller athlete.

Furthermore, AMI consists of two modules, i.e., pattern
recognition and BP neural network. Meanwhile, the pattern
recognition module is used to realize AMI based on data
collection, data processing, and data storage, where the data
storage part considers the data classification based on roller
track. *e BP neural network module is used to train the
roller tracks stored at AMI and give the further analysis
results.

Moreover, based on the analyzed results, the whole
network architecture involves two kinds of message trans-
missions. On one hand, AMI delivers the analyzed results to
the roller athlete directly and the competition is forced to be
terminated. On the other hand, AMI delivers the analyzed
results to the remote video monitor referee for conducting
the posture adjustment. If the analyzed results belong to the
emergency situation, the first kind of message is performed;
otherwise, the second kind of message is performed. Es-
pecially for the second condition, the data transmission

between AMI and remote video monitor referee depends on
the 5G-enabled network to guarantee the fast and stable
performance.

3. Pattern Recognition

*e pattern recognition is used to realize the function of
AMI, which includes data collection, data processing, and
data storage.*e system framework of pattern recognition is
shown in Figure 2, and the whole process is completed based
on field-programmable gate array (FPGA) [14]. To be
specific, the inherent static random access memory (SRAM)
[15] is used to extract the roller tracks. *en, the digital
signals are converted into the analog signals by a D/A
transverter. Finally, the analog signals are amplified based on
rejector and input into FPGA for receiving, processing, and
storing.

3.1. Feature Vector Determination. During the process of
data classification for roller tracks, it involves the attribution
problem in terms of data samples. For such problem, the
basic principle is to build the maximummembership degree
function. Furthermore, let Wx denote the x− th data object’s
feature vector, and for N data applications in terms of roller
tracks, Wx is expressed as w1, w2, . . . , wN􏼈 􏼉 and Wx ∈ f(g).
For any g0 ∈ G, if it exits, i≤N, and g0 is regarded as one
membership degree value of Wx. On this basis, all mem-
bership degree functions can be determined based on the
feature values of roller tracks, which are used to make the
data classification of roller tracks.

Regarding the determination of feature vector, the law of
large numbers based on the Chebyshev [16] is used to obtain
the coagulation equation with respect to the random
variable:

h − G[h]

G[h]
< δ􏼢 􏼣≥ 1 −

var [h]

δG
2

[h]
, (1)

where h is a random variable; var [h] is the variance; G [h] is
the average value; and δ is the error value.When the variance
is relatively small, the corresponding error value is smaller
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Figure 1: *e whole network architecture.
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than δ. In other words, when and only when the coagulation
value is around the average value, the relatively small error
value can be guaranteed. In order to further make the data
classification for roller tracks, this paper introduces a res-
olution for objective set:

P �
G h0􏼂 􏼃 − G ha􏼂 􏼃

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

������
var h0􏼂 􏼃

􏽱
+

�������
var ha􏼂 􏼃

􏽱 , (2)

where h0 is the object and ha is the backdrop.

3.2. Membership Degree Function Computation. Let Vi de-
note any data application’s feature vector, i.e.,
Vi � v1, v2, . . . , vj􏽮 􏽯, where vj is the subcomponent of Vi

and it concentrates around the average value. For a data
application a, vj is used to compute the related membership
degree value ea. In particular, the Cauchy distribution [17] is
used as the reference of the membership degree function, as
shown in Figure 3.

Based on the Cauchy distribution reference, ea is
computed as follows:

ea � 1 −
vj − ave

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

􏽐Nvj − ave
, (3)

where ave is the average value. Regarding further obtaining
of the method of data storage in terms of AMI, this paper
uses the maximum membership degree to address this. Let
Da denote the maximum membership degree function re-
garding a, and it is defined as follows:

Da � Δea, a ∈ [1, j]. (4)

According to Da, this paper can complete the data
storage in AMI by considering the data classification based
on roller tracks, and the related pseudocode is described as
follows. Among them, line 1 means the clocks collection; line
2 means the initialization of serial communication clocks;
lines 4-5 and 7-8 mean the address processing; line 6 means

to output the handled data; line 9 means the completion of
data storage.

(1) module flash
(2) input w_clk
(3) input r_clk
(4) input w_runtrack
(5) input r_runtrack
(6) output [8 : 0]datain
(7) input [9 : 0]wrads
(8) input [9 : 0]rads
(9) input [8 : 0]set_rtrack

4. BP Neural Network

BP neural network is a feedforward network with the
multiple layers, and its topology is shown in Figure 4, in-
cluding n input layers, p hidden layers, and q output layers.

For the BP neural network, the weight adjustment is
considerably important, which is as follows:

Δwj,k � − η
zE

zwj,k

� ηδkyj,

Δwi,j � − η
zE

zwi,j

� ηδjxi,

(5)

where wj,k is the network weight between the output layer
and hidden layer; wi,j is the network weight between the
input layer and hidden layer; Δwj,k and Δwi,j are two in-
crements with respect to the weight; xi is the input data from
the i-th node; yj is the output data from the j-th node; and
η ∈ (0, 1) is the learning rate of BP neural network. In
particular, the negative sign means the gradient descent
action. Furthermore, E is the error function of BP neural
network, and it is defined as follows:

E �
1
2

􏽘

q

o�1
do(n) − yo(n)( 􏼁

2
, (6)

where do(n) is the expected output result and yo(n) is the
actual output result.

However, the traditional BP neural network has two
obvious limitations. On one hand, the training speed is very
slow; on the other hand, it is very difficult to converge to the
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global optimum. *erefore, in order to enhance the rec-
ognition efficiency and the accurate rate of roller track
analysis, this paper improves the traditional BP neural
network from two aspects, i.e., momentum attachment and
learning rate optimization.

By using the momentum attachment method, the im-
proved weight adjustment is as follows:

Δw(I + 1) � β(w(I + 1) − w(I)) + α(1 − β)
zE(I)

zw(I)
, (7)

where β is the momentum factor; α is the self-learning rate; I
is the number of training; and (zE(I)/zw(I)) is the gradient
of w(I). Equation (7) indicates that, when the modeling
error decreases, the different momentum factors are used to
adjust the whole network parameters so as to reach the
global optimum in terms of the network performance. To be
specific, when the surface of error is the flat state, the
momentum factor is increased to accelerate the convergence
process; on the contrary, when the surface of error is the
steep state, the momentum factor is decreased to avoid the
network instability. According to the abovementioned
statements, the momentum factor is defined as follows:

β � e
− R− ‖zE(I)/zw(I)‖

, (8)

where R is a random number, satisfying R ∈ (0, 1). In
particular, when the surface of error is the flat state and the
corresponding curve stays the bottom, (zE(I)/zw(I))

gradually decreases until the following equation is satisfied:

Δw(I + 1) � β(w(I + 1) − w(I)) � Δw(I), (9)

which avoids the situation of Δw(I) � 0.
In fact, the unchanging learning rate has the important

influence on the BP neural network performance. In order to
guarantee that the BP neural network always has the
maximal training effect, the dynamic learning rate is defined
as follows:

η(I) �
α(I − 1), E(I)<E(I − 1),

α(I − 1)e
− c

, otherwise,
􏼨 (10)

where c is a parameter, satisfying c ∈ [0.0001, 0.001].
According to the abovementioned statements, the BP

neural network is used to train the roller tracks stored at
AMI, and the related pseudocode is described as follows:

(1) Input the roller tracks data
(2) Build BP neural network according to Figure 4
(3) Add momentum factor β and self-learning rate α

into BP neural network
(4) Compute the error function according to equation

(6)
(5) Modify the weight adjustment
(6) Check whether the number of training satisfies the

given I

(7) Output the analyzed results on roller tracks
(8) Send the results to the roller athlete or the monitor

referee according to the real emergency

5. Performance Evaluation

*e proposed pattern recognition and neural network-
driven roller track analysis method, called PRNN, is
implemented by NS3 [18], which is a discrete event emu-
lator. Since the open dataset on the roller tracks cannot be
obtained, this paper simulates 1500 roller competitions and
considers them as the data trace. In addition, this paper is the
first paper to propose roller track analysis based on the
emerging computer technologies, and there is no suitable
comparison baseline. As a result, this paper considers the
method without the improved BP neural network, called
PRWI, as the baseline. Meanwhile, there are four 5G wireless
base stations which are used to support the efficient data
communication. *e detailed deployment is shown in
Figure 5.

5.1. ParameterDetermination: α and β. For the improved BP
neural network, α and β are two important parameters. In
this paper, suppose that α, β � 0.1, 0.2, 0.3, 0.4, 0.5, 0.6,{

0.7, 0.8, 0.9}, and different settings generate different net-
work performances. In this section, the standard deviation is
used to measure the network performance, and the smaller
standard deviation means the better network performance.
*e experimental results on standard deviation with respect
to different α and β settings are shown in Table 1 and
Figure 6.

As can be seen from Table 1 and Figure 6, with the
increasing of α, the change of standard deviation includes
two phases. At first, the standard deviation gradually de-
creases.*en, when α reaches 0.7, the standard deviation will
have the minimal value. After that, the standard deviation
gradually increases. As a result, α is set as 0.7. Different from
α, the standard deviation from β shows fours change phases,
and the corresponding inflection points are 0.4115 (β � 0.3),
0.5106 (β � 0.6), and 0.4953 (β � 0.7) respectively. It is
obvious that when β � 0.3, the corresponding standard
deviation has the minimal value. As a result, β is set as 0.3.

5.2. Prediction Ratio. Based on α � 0.7 and β � 0.3, this
paper performs the roller track analysis based on 1500 roller
competitions, where the number of simulations is set as 15.
*e experimental results on prediction ratio with respect to
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different simulations are shown in Figure 7. It is observed
that PRNN always has better prediction ratio than PRWI,
and the prediction ratio of PRNN always keeps 100%, be-
cause this paper enhances the traditional BP neural network
from two aspects, i.e., momentum attachment and learning
rate optimization. For PRWI, its prediction ratio is low and
the corresponding stability is also bad, varying from 86.49%
(the ninth simulation) to 95.06% (the second simulation).

5.3. Communication Time. Although PRNN has reached
100% prediction ratio, this does not mean that the analyzed
results can be used for the falling prevention timely.
*erefore, this section tests the communication time to

illustrate the availability of PRNN. For 1500 roller compe-
titions, there are 60 times events requiring AMI to transmit
the adjustment message or the termination message. Fur-
thermore, there are 54 times events for the first condition
while there are 6 times events for the second condition. *e
communication time between AMI to the roller athlete can
be neglected due to the fact that AMI is equipped into the
body of roller athlete. Given this, this paper only tests the
communication time between AMI and the remote video
monitor referee. *e average communication times re-
garding 54 times events under different simulations are
shown in Figures 8–11, where Figure 8 shows the experiment
results based on 1Gbps network bandwidth, Figure 9 shows

Remote video
monitor referee

Remote video
monitor referee

Remote video
monitor referee

Remote video
monitor referee

Roller
athlete

Figure 5: *e detailed deployment on 5G-enabled network.

Table 1: *e experimental results on standard deviation with respect to different α and β settings.

α 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Standard deviation 0.6323 0.5964 0.5319 0.5216 0.4906 0.4534 0.3613 0.4059 0.4638
β 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Standard deviation 0.5361 0.4937 0.4115 0.4661 0.5032 0.5106 0.4953 0.5357 0.5661
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those based on 5Gbps network bandwidth, Figure 10 shows
those based on 10Gbps network bandwidth, and Figure 11
shows those based on 15Gbps network bandwidth.

As can be seen from Figures 8–11, the communication
time of PRNN is always smaller than that of PRWI, this is
because the improved BP neural network accelerates the
convergence speed. Furthermore, under the scenario of 5G-
enabled network, with the increasing of network bandwidth,

the communication time decreases drastically. It suggests
that 5G network has great performance improvement in
terms of the communication time. In addition, it is also
observed that, with the increasing of network bandwidth, the
communication time difference between PRNN and PRWI
becomes smaller and smaller. *is suggests that 5G network
can guarantee the availability of PRNN; that is to say, the
analyzed results can be used for the falling prevention timely.
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6. Conclusions

*is paper studies the roller track analysis based on pattern
recognition and BP neural network. In particular, the 5G-
enabled network is used to guarantee the stability and ef-
ficiency of transmission. Meanwhile, regarding pattern
recognition, it is used to realize the function of AMI, which
includes data collection, data processing, and data storage,
and the whole process is completed based on FPGA. *en,
regarding BP neural network, this paper improves it by
considering momentum attachment and dynamic learning
rate. *e simulation is driven by NS3, where prediction ratio
and communication time are regarded as two performance
evaluation metrics, and the experimental results demon-
strate that the proposed roller track analysis method can be
used for the falling prevention of roller athlete timely.

*is paper is the first paper to propose roller track
analysis based on the emerging computer technologies,
which has the important reference value in the field of sports.
However, this paper also has some limitations. At first, the
system platform of AMI is not implemented. *en, the
simulation only depends on NS3 and lacks of the verification
based on the test-bed. At last, the posture variety of roller

athlete is not considered. In future, the abovementioned
limitations will be overcome.
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(e business of football competitions is called the number one sport in the world, thanks to more than one billion people’s
attention. With the development of big convergence media, the live broadcasting of football competitions gradually becomes
industrialization and commercialization, which has a direct relationship with economic growth. For the live broadcasting of
football competitions, the users focus more on quality of experience, i.e., definition and instantaneity. In terms of such two
metrics, the current live broadcasting schemes are difficult to cover them well. (erefore, this paper exploits the emerging in-
network caching and edge computing technologies to optimize the live broadcasting of football competitions, shorten for IELB. At
first, the live broadcasting optimization framework based on in-network caching and edge computing is presented. (en, the
auction-based method is used to address the task scheduling problem in the edge computing. In addition, a video compression
algorithm based on adaptive convolution kernel is introduced to accelerate the video transmission and guarantee users to obtain
the contents of football competitions as quickly as possible. (e proposed IELB has been verified based on the collected real
football competitions dataset by evaluating response time, and the experimental results demonstrate that IELB is feasible
and efficient.

1. Introduction

With the progress of the times, the industrialization and
commercialization development of football has been rapidly
promoted. In all outdoor sports, the football obtains the
highest productive value, owns the biggest influence, and has
the most widespread concern. According to the statistical
data, the total output value of football per year can account
for 43.5% of that of all sports, reaching 400 billion dollars
and exceeding some developed countries and regions’ GDP.
(us, the football is worthy of being called the number one
sport in the world [1, 2]. Furthermore, according to the
statistical data from FIFA, there are 1.6 million teams with
more than 0.2 billion athletes worldwide playing the various
football competitions by the end of 2019 [3]. Especially, with
the rapid development of mobile Internet and big conver-
gence media, the live broadcasting of football competitions
[4] gradually becomes industrialization and commerciali-
zation, which has attracted many Internet companies to

develop the related businesses. In fact, for the live broad-
casting of football competitions, the users pay more at-
tention to quality of experience (QoE) [5], i.e., high
definition and nice instantaneity, which needs that the whole
process of live broadcasting guarantees the fluency. How-
ever, for the two evaluation metrics (i.e., high definition and
nice instantaneity), the current live broadcasting schemes
based on content delivery networks (CDN) [6–8] paradigm
are very difficult to cover them well. In other words, it is
necessary to explore the new networking paradigm to
support the live broadcasting of football competitions with
high definition and nice instantaneity.

Information centric networking (ICN) [9–11] is a new
emerging and popular networking paradigm, which in-
herently owns one considerably important feature, i.e., in-
network caching, that is to say, the ICN router also has the
caching ability [12, 13] to store the contents that are related
with the live broadcasting of football competitions. How-
ever, different from both the CDN server and traditional
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router’s buffer, the cache size of the ICN router is between
them, and the ICN router can also be deployed at the edge
nodes to satisfy the users’ requests as many as possible. In
other words, this paper uses the in-network caching feature
of ICN to help the live broadcasting optimization of football
competitions so as to obtain high definition and nice in-
stantaneity. In fact, the usage of ICN has two obvious ad-
vantages. On the one hand, there is no need for fanfare to
deploy the expensive CDN server. On the other hand, the
ICN router can be regarded as a nice and big cache pool to
accommodate more intermediate data stream. (e two
advantages can motivate the application of ICN into live
broadcasting of football competitions.

As abovementioned, the ICN router can be deployed at
the edge nodes which usually refer to the mobile devices,
such as smartphones. Given this, the situation of mobile
edge computing (MEC) [14–16] has to be considered and
addressed. In fact, MEC has the widespread application
value, especially for the optimization of live broadcasting. To
be specific, the mobile devices have the limited storage re-
sources and computation resources, and thus, it is very
difficult for them to completely handle all tasks which are
related to the live broadcasting. (erefore, it is one possible
solution to offload some complex tasks at the edge server for
computing, and the remaining simple tasks are performed at
the local device. Under this condition, it is very important to
address the task scheduling problem in the edge computing.
At present, there have been some task scheduling methods
[17–23], including artificial intelligence (AI) based ones
[24, 25], but they usually cannot obtain the fast response
speed and the low energy consumption. As a conclusion, it is
necessary to explore the new method to address the task
scheduling problem generated from the live broadcasting
optimization.

Furthermore, the live broadcasting of football compe-
tition cannot do without the transmission of data stream. In
other words, the video transmission is an indispensable
operation to connect the contents provider and the users
[26]. Regarding the video transmission, the video com-
pression algorithm is very important, which can accelerate
the video transmission and guarantee users to obtain the
contents of football competitions as quickly as possible.
However, the current video compression algorithms exit
some limitations [27–31], and especially, the frame loss rate
and the transmission time cannot reach the satisfactory level.
(erefore, the video compression algorithm is also studied
in this paper.

With the above consideration, this paper optimizes the
live broadcasting of football competitions by using three
aspects of technical points, i.e., the in-network caching
feature of ICN, the task scheduling of edge computing, and
the video compression of video transmission, called IELB. To
sum up, the major contributions of this paper are concluded
as follows. (i) (e live broadcasting optimization framework
based on in-network caching and edge computing is pre-
sented. (ii) (e auction-based method is used to address the
task scheduling problem in the edge computing. (iii) A video
compression algorithm based on adaptive convolution
kernel is introduced to accelerate the video transmission.

(e rest of this paper is structured as follows. Section 2
reviews the related work. Section 3 presents the
comprehensive system framework. Section 4 introduces
the auction-based task scheduling. Section 5 proposes the
video compression algorithm. Section 6 shows the
significant experiment results. Section 7 concludes this
paper.

2. Literature Review

2.1. Task Scheduling. (ere have been some research studies
on task offloading proposals in the edge computing. In
particular, some review papers have presented the com-
prehensive summary, such as [32–35]. Furthermore, in [17],
the authors formulated successful computation probability,
successful communication probability, and successful edge
computing probability for offloading tasks to the MEC
server. In addition, they also analyzed by simulation how the
formulated probabilities vary for different sizes of task, task’s
target latency, and task arrival rate at theMEC server helping
users to make offloading decision. In [18], the authors
critically analyzed the resource-intensive nature of the latest
existing computational offloading techniques for MEC and
highlighted technical issues in the establishment of dis-
tributed application processing platforms at runtime where a
prototype application was evaluated with different com-
putation intensities in a real MEC environment. In [19], the
authors presented a collaborative approach based on MEC
and cloud computing that offloaded services to automobiles
in vehicular networks. Meanwhile, a cloud-MEC collabo-
rative computation offloading problem was formulated
through jointly optimizing computation offloading decision
and computation resource allocation. Besides, they also
proposed a collaborative computation offloading and re-
source allocation optimization scheme and designed a
distributed computation offloading and resource allocation
algorithm to achieve the optimal solution. In [20], the au-
thors proposed a price-based distributed method to manage
the offloaded computation tasks from users. (erein, a
Stackelberg game was formulated to model the interaction
between the edge cloud and users so as to maximize the
revenue subject to its finite computation capacity. For given
prices, each user locally made offloading decision to mini-
mize its own cost which was defined as latency plus payment.
Depending on the edge cloud’s knowledge of the network
information, they developed the uniform and differentiated
pricing algorithms, which could both be implemented in the
distributed manner. In [21], the authors proposed a mul-
tiuser noncooperative computation offloading game to ad-
just the offloading probability of each vehicle in vehicular
MEC networks and designed the payoff function considering
the distance between the vehicle and MEC access point,
application and communication model, and multivehicle
competition for MEC resources. Also, they constructed a
distributed best response algorithm based on the compu-
tation offloading game model to maximize the utility of each
vehicle and demonstrated that the strategy could converge to
a unique and stable equilibrium under certain conditions. In
[22], the authors used the partial computation offloading
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problem for multiuser in mobile edge computing envi-
ronment with the multiwireless channel. (e computation
overhead model was built based on game theory. (en, the
partial computation offloading algorithm with low time
complexity was given to achieve the Nash equilibrium. In
[23], the authors captured a user-centric view to tackle the
offloading scheduling problem via jointly allocating com-
munication and computation resources with consideration
of the QoE of users where they formulated the design as a
mix-integer nonlinear programming problem and solved it
in an efficient way by the branch-and-bound method.

2.2. Video Compression. A number of video compression
methods have been proposed, including some compre-
hensive survey papers, such as [36–38]. Furthermore, in
[27], the authors maintained that a significant reduction in
file size without sacrificing the visual quality could be
achieved by using several efficient compression techniques.
To this end, they proposed the video compressionmethod by
using global affine frame reconstruction, which involved
affine parameter estimation for motion estimation and affine
warping for motion compensation where the motion pa-
rameters were estimated and stored as compressed data. In
[28], the authors proposed an adaptive transfer function
based on perceptual quantizer for video compression, which
used a fixed mapping curve from luminance to luma, i.e., the
proposed transfer function adaptively mapped luminance to
luma according to the contents. In [29], the authors in-
troduced a hybrid spatially and temporally constrained
content-adaptive tone mapping operator to convert the
input high dynamic range video into a tone mapped video
sequence, which was then encoded using the high efficiency
video coding standard. In particular, the proposed tone
mapped video simultaneously exploited intraframe spatial
redundancies and preserved interframe temporal coherence
of the tone mapped video sequence. In [30], the authors
proposed a novel rate control scheme in H.264 to control the
rate of compression ratio where the level of compression was
decided with the help of the rate controller scheme. (ey
measured the quality of the transmitted video and available
bandwidth with the proposed technique and also built a
quality multimedia content and transferred over the
transmitter. In [31], the authors provided a lightweight video
compression scheme through interframe and intraframe
compression. In interframe compression, redundant frames
were removed by a proposed interpolation search-based
method and a lightweight edge detection technique. (en,
intraframe compression was performed by a proposed
adaptive column dropping technique modifying an existing
technique. Besides, they also devised two reconstruction
filters targeting to improve reconstruction quality.

3. System Framework

By using the in-network caching ability of ICN and edge
computing, the proposed system framework of live broad-
casting optimization of football competitions is shown in
Figure 1. We can see that there are two kinds of different

servers, i.e., contents provider server used to store the
football competitions related videos and edge computing
server used to compute the complex tasks. (e whole live
broadcasting refers to the video transmission from the
contents provider to the mobile device via some indeter-
minate ICN routers used to store the hot data stream. In
particular, during the process of video transmission, a video
compression algorithm based on adaptive convolution
kernel is introduced to accelerate the video transmission.
(e live broadcasting contents arrive at the mobile device.
Given the limited storage resources and computation re-
sources, the complex tasks are scheduled to the edge
computing server for computing, while the remaining
simple tasks are performed at the local mobile device. Re-
garding this, the auction-basedmethod is used to address the
task scheduling problem in the edge computing.

In particular, the ICN router stays at the network level
instead of the application level (e.g., CDN), which is as-
sumed with the enough cache size to store the hot data
stream. In addition, this paper also assumes that all mobile
devices have the same configuration. In terms of two servers,
the contents provider server has the very abundant space to
store these videos of football competitions, just like a top-
level distribution server. Differently, the edge computing
server is only a high performance computing and storage
server, and its computing ability and storage ability is not a
circumstance to the contents provider server. (e whole
workflow of live broadcasting optimization of football
competitions is shown in Figure 2. According to the above
statements, task scheduling and video compression are two
major research points in this paper, which will be addressed
in the following sections.

4. Task Scheduling

(e whole task scheduling in the edge computing includes
two parts, i.e., offloading decision used to determine whether
the tasks need to be offloaded and the scheduling method
used to make resources computation and allocation.

4.1. Offloading Decision. Regarding whether the task is
offloaded, its decision depends on whether the task’s run-
ning time and energy consumption can be decreased in case
of performing task offloading. Given this, two conditions,
i.e., local performing and offloading performing, are con-
sidered and analyzed.

At first, for the arbitrary task taski, when it is performed
at the local mobile device, the required time is defined as
follows.

tl �
Ci

vl

, (1)

where ci is the required computation resources which refer
to the number of CPU cycles, and vl is the execution rate of
CPU. Furthermore, the required energy consumption is
defined as follows.

el � tlpl, (2)

where pl is the power of the mobile device.
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(en, when taski is performed at the edge computing
server, the required time toff is composed of three parts, i.e.,
transmission time of taski from the mobile device to the edge
computing server, computing time at the edge computing
server, and returning time of computing result from the edge
computing server to the mobile device, denoted by tup, tdown,
and te, respectively. Mathematically,

toff � tup + te + tdown. (3)

Consider that the size of the output result is far smaller
than that of input data for most applications, and the
returning time has no the significant influence on the total
required time. On this basis, the above equation (3) is
modified as follows.

toff � tup + te,

tup �
Di

W log2 1 + plLos/N( 􏼁( 􏼁
,

te �
Ci

ve

.

(4)

Among them, Di is the size of taski, N is the Gaussian
noise power of channel, W is the bandwidth of channel, Los
is the transmission gain, and ve is the edge computing server
CPU’s execution rate. To sum up, the total required time
under such condition is expressed as follows.

toff �
Di

W log2 1 + plLos/N( 􏼁( 􏼁
+

Ci

ve

. (5)
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Let eoff denote the total required energy consumption
under such condition, as follows.

eoff �
plDi

W log2 1 + plLos/N( 􏼁( 􏼁
. (6)

Moreover, when the consumed time and energy under
the task offloading condition are smaller than those under
the local performing condition, the task should be per-
formed in the offloading way. For this purpose, the following
two constraint conditions should be satisfied.

toff < tl,

eoff < el.
(7)

For these two constraint conditions, the further deri-
vation results are shown as follows.

ve >
vlCi

Ci − Divl( 􏼁/ W log2 1 + plLos/N( 􏼁( 􏼁( 􏼁( 􏼁
, (8)

W>
vlplDi

plCilog2 1 + plLos/N( 􏼁( 􏼁
, (9)

which indicates that, if the computing ability of edge
computing server satisfies in equation (8) and the current
network bandwidth environment satisfies in equation (9),
the task will be performed in the offloading way.

4.2. SchedulingMethod. (is paper uses the auction method
[39] to address the scheduling strategy, including two roles,
i.e., buyers and sellers. In terms of n buyers, they refer to
these tasks, i.e., the set of buyers is denoted by
TASK � task1, task2, . . . , taskn􏼈 􏼉. Each task has two attri-
butes, i.e., taski(t) and taski(p) which denote the required
time to complete taski and the bid of taski, respectively. In
terms of m sellers, they refer to the unoccupied virtual
machines (VMs), i.e., the set of sellers is denoted by
VM � vm1, vm2, . . . , vmm􏼈 􏼉. Each VM is equipped with one
attribute, i.e., vmi(t), which denotes the rental time of vmi.
Furthermore, let priceini denote the initial bid price, and it is
defined as follows.

priceini �
1

tl − toff
. (10)

Although equation (10) considers the emergency degree
of task, there exists the unfairness. Especially, the task in the
offloading way will gradually lose the price advantage.
(erefore, this paper proposes the compensation strategy in
terms of the condition of bidding failure. Mathematically,
equation (10) is modified as follows.

price �
1

tl − toff − sNfai
, (11)

where s is the length of time slice, and Nfai is the number of
bidding failures.

(e derivation operation in terms of s is performed, and
the following equation is obtained.

zprice
zs

�
s

tl − toff − sNfai( 􏼁
2, (12)

which indicates that the derivation value increases with the
increase of Nfai. In other words, the large derivation value
means the fast increasing speed in terms of price. (erefore,
another meaning of equation (12) is that, more price
compensations are performed based on more bidding
failures.

Besides task and VM, there is a set of intermediate
variables (denoted by CA) used to store some tasks satisfying
auction condition. If taski(t)< vmi(t), it means that taski

satisfies the auction condition, and it is added into CA.
Otherwise, taski is marked as the bidding failure. Regarding
the whole auction process, reference [39] has presented the
detailed steps, and this paper does give the corresponding
steps no longer. In particular, the time complexity is
O(m logm) rather than O(nm).

5. Video Compression

(e whole video compression process depends on the
motion compensation which is used to realize the motion
evaluation among video frames and pixel information
compensation. In particular, the part is completed based on
adaptive convolution kernel [40]. Inspired by Simon et al.
[40], this paper learns the motion offset in terms of the
continuous video frames so as to realize the motion eval-
uation among video frames. Regarding such process, it is
defined as follows.

Ic2′ � f Ic1, Ic2( 􏼁 � Ic1 + Δi,i+1. (13)

Among them, Ici denotes the frame i, Δi,i+1 denotes the
offset from frames i to i + 1, Ici

′ denotes the motion com-
pensation on Ici, and f is the mapping function when the
adaptive convolution kernel is used.

When the adaptive convolution kernel is used, it needs
two convolution kernels to do the motion prediction,
denoted by Kh(x, y) and Kv(x, y), which are considered as
the horizontal vector and the vertical vector of K(x, y),
respectively. Mathematically,

K(x, y) � Kh(x, y)∗Kv(x, y), (14)

where ∗ denotes the convolution operation. In particular, the
rectified linear units function is added after each convolu-
tion operation so as to enhance the express ability of the
network. On this basis, the general motion compensation on
Ici is defined as follows.

Ici
′ (x, y) � Kh(x, y)∗Kv(x, y)∗ Ici(x, y). (15)

In summary, by using the network self-learning oper-
ation, the motion compensation is analyzed and performed
based on Kh(x, y) and Kv(x, y) with the nonlinear mapping
relationship. In terms of K(x, y) with K × K convolution
kernels, the current number of parameters is 2K instead of
K2, which indicates that two one-dimensional convolution
kernels have better computation efficiency than one two-
dimensional convolution kernel.
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6. Experiment Results

(is paper makes three parts of experiments. At first, the
proposed auction-based task scheduling strategy called ATS
is verified. (en, the proposed adaptive convolution kernel-
based video compression scheme called ACK is verified.
Finally, the proposed whole IELB is verified. Among them,
the first part considers transmission time and energy con-
sumption as the evaluation metrics where references [21, 22]
are used as the baselines, shorten for IoTJ and CoMNeT,
respectively. (e second part considers frame loss rate and
transmission time as the evaluation metrics where references
[30, 31] are used as the baselines, shorten for CoMCoM and
JVCIR, respectively. (e third part considers response time
and QoE of users as the evaluation metrics by collecting the
1000 football competitions and testing 500 users.

6.1. Experiments on Task Scheduling. (e average trans-
mission times under different data sizes (from 10GB to
60GB) for ATS, IoTJ, and CoMNeT are shown in Table 1.
We can see that the proposed ATS task scheduling strategy
in the edge computing has the smallest average transmission
time, followed by IoTJ and CoMNeT. In addition, with the
increase of data size, the corresponding average transmis-
sion time increases. It suggests that the auction-based task
scheduling strategy is more efficient than IoTJ and CoM-
NeT. Furthermore, when the data size is 50GB, the inde-
pendent transmission times under different experiments
(from 1 to 8) for ATS, IoTJ, and CoMNeT are shown in
Table 2. It is obvious that ATS has the smallest transmission
time for each experiment. In particular, for 8 experiment
results in terms of the independent transmission time, the
proposed ATS has the best stability, followed by CoMNeT
and IoTJ. It suggests that the proposed task scheduling is the
optimal.

Moreover, the average energy consumption under dif-
ferent data sizes (from 10GB to 60GB) for ATS, IoTJ, and
CoMNeTare shown in Table 3. We can see that the proposed
ATS consumes the smallest energy. In summary, ATS has
the smallest transmission time and the smallest energy
consumption, which indicates that the proposed task
scheduling strategy in the edge computing is considerably
satisfactory.

6.2. Experiments on Video Compression. (e average frame
loss rates under different resolution ratios (i.e., 320P, 480P,
720P, and 1080P) for ACK, CoMCoM, and JVCIR are shown
in Table 4. We can see that the average frame loss rate of
ACK is the lowest. Although when the resolution ratio is
320P, their average frame loss rates have no significant
difference, and the change of ACK is the linear while
CoMCoM and JVCIR show the index movement. It suggests
that the proposed video compression scheme can guarantee
the integrated video transmission. Furthermore, the average
transmission time under different resolution ratios for ACK,
CoMCoM, and JVCIR are shown in Table 5. We can see that
the average transmission time of ACK from the contents
provider server to the mobile device is the smallest. Simi-
larly, when the resolution ratio is 320P, their average
transmission times have no significant difference. In par-
ticular, we also see that the average transmission time
generated from video transmission is larger than that
generated from the task offloading.

6.3. Experiments on Live Broadcasting Optimization.
When the data size is 60GB and the resolution ratio is 720P,
the independent response times under different experiments
(from 1 to 10) for IELB are shown in Table 6. We can see that
the response time is around 120ms with the ms-level, which
can be acceptable by users.

Furthermore, this paper evaluates QoE of users where
the QoE is divided into five grades, i.e., very satisfactory,
satisfactory, borderline, dissatisfaction, and very dissatis-
faction. From two perspectives (i.e., users and football
competition), the evaluation results on QoE of users are
shown in Table 7. We can see that the satisfaction rate can
reach 100%, which indicates that the proposed live broad-
casting optimization of football competition is feasible and
efficient.

Table 1: (e average transmission times (ms) for ATS, IoTJ, and CoMNeT.

Data size 10GB 20GB 30GB 40GB 50GB 60GB
ATS 26.351 29.462 35.662 43.506 54.102 67.389
IoTJ 35.118 37.525 42.727 52.354 64.178 75.065
CoMNeT 48.672 49.192 55.881 64.394 77.296 86.406

Table 2: (e independent transmission times (ms) for ATS, IoTJ, and CoMNeT where the data size is 50GB.

No. 1 2 3 4 5 6 7 8
ATS 54.069 53.945 54.261 53.886 54.612 54.119 53.687 54.234
IoTJ 61.598 65.363 68.552 64.364 62.506 62.395 63.094 65.556
CoMNeT 78.932 79.642 77.265 78.345 77.064 76.355 75.106 75.663

Table 3: (e average energy consumption (kJ) for ATS, IoTJ, and
CoMNeT.

Data size 10GB 20GB 30GB 40GB 50GB 60GB
ATS 50263 50652 51297 52096 53121 54465
IoTJ 68355 68626 69172 70104 71233 72531
CoMNeT 83623 84069 84707 85391 85426 86829
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7. Conclusions

(is paper optimizes the live broadcasting of football
competitions by using three aspects of technical points, i.e.,
the in-network caching feature of ICN, the task scheduling
of edge computing, and the video compression of video
transmission. At first, the live broadcasting optimization
framework based on in-network caching and edge com-
puting is presented. Second, the auction-based method is
used to address the task scheduling problem in the edge
computing. (ird, a video compression algorithm based on
adaptive convolution kernel is introduced to accelerate the
video transmission. For these proposed strategies, this paper
makes three kinds of experiments: (i) the proposed auction-
based task scheduling strategy is verified by testing trans-
mission time and energy consumption; (ii) the proposed
adaptive convolution kernel-based video compression
scheme is verified by testing frame loss rate and transmission
time; and (iii) the proposed whole IELB is verified by testing
response time and QoE of users. (e experimental results
demonstrate that the proposed IELB is feasible and efficient.
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In recent years, the volume of global video traffic has been increasing rapidly and it is considerably significant to offload the traffic
during the process of video transmission and improve the experience of users. In this paper, we propose a novel traffic offloading
strategy to provide a feasible and efficient reference for the following 2022 FIFAWorld Cup held in Qatar. At first, we present the
system framework based on the Mobile Edge Computing (MEC) paradigm, which supports transferring the FIFA World Cup
traffic to the mobile edge servers. )en, the Deep Reinforcement Learning (DRL) is used to provide the traffic scheduling method
andminimize the scheduling time of application programs. Meanwhile, the task scheduling operation is regarded as the process of
Markov decision, and the proximal policy optimization method is used to train the Deep Neural Network in the DRL. For the
proposed traffic offloading strategy, we do the simulation based on two real datasets, and the experimental results show that it has
smaller scheduling time, higher bandwidth utilization, and better experience of user than two baselines.

1. Introduction

)e mobile Internet and Internet of )ings (IoT) have been
developed in recent years [1] especially during the process of
building the smart cities [2], which has been generating the
billions of Internet traffic due to the sharp increasing
number of mobile devices (such as smart phone and
wearable monitors). For example, the Cisco Annual Internet
Report (CAIR) [3] shows that the total number of global
mobile devices will grow from 5.1 billion (66 percent of
population) in 2018 to 5.7 billion (71 percent of population)
by 2023. In addition, the global IP traffic is expected to reach
5.3 ZB by 2023 [4] and the video traffic will account for
67.5% of the global IP traffic due to the introduction of new
techniques and applications such as 4K/8K [5] and AR/VR
[6] which are the necessary products in the smart cities. As
we know, there are usually three kinds of video transmission,
i.e., video on demand, carousel, and live streaming [7]. At
the era of mobile Internet, more and more users pay at-
tention to the applications of live streaming. Particularly, at

the special time frame, the internationalized sport events
which belong to the field of live streaming attract a large
number of audiences without doubt. For example, the FIFA
World Cup is the famous live sport event. Given this, this
paper plans to investigate the FIFA World Cup and gives a
network solution from the perspective of traffic offloading in
order to provide support for the following 2022 FIFAWorld
Cup in Qatar.

)e traditional video delivery strategies usually depend
on the technique of Content Delivery Networks (CDN)
[8, 9]. In other words, the Internet content providers deliver
the abundant contents to the edge users based on CDN in the
push mode, in which the intermediate and the edge servers
store the hop contents in advance. However, the strategies
based on CDN are not suitable to the traffic offloading for
the FIFA World Cup and the main reasons are analyzed as
follows. )e volume of the FIFA World Cup traffic is the
unspeakably large and the corresponding features show the
periodicity, abruptness, and explosivity. For the traffic, CDN
fails to deliver them to the Metropolitan Area Network
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(MAN) or the Access Network (AN) which is very close to
the mobile end-users, due to the fact that CDN servers are
very expensive and it is impossible for the Internet content
providers to deploy many CDN servers at the MAN or AN.
As an alternative solution on the traffic offloading of the
FIFA World Cup, the edge computing [10] can support the
closest contents caching at the edge servers to satisfy the
requirements of users. Nevertheless, at the era of mobile
Internet, the ability of edge computing cannot be handled
with the billions of mobile devices. At the right time, the
Mobile Edge Computing (MEC) [11–13] has been regarded
as the relatively appropriate alternative solution.

Different from the centralized cloud computing mode,
the computation resources and storage resources inMEC are
deployed at the edge network (such as mobile base station,
wireless hotspot, and edge router) in the distributed way. On
this basis, the computation tasks on the FIFA World Cup
traffic can be offloaded to the mobile edge servers for
running, which greatly reduces the communication over-
head and the network delay of application programs. At the
same time, the pressure faced by Internet content providers
as well as core networks can be relieved effectively. In fact,
the network performance improvement in MEC strictly
depends on the tasks offloading decision [14]. Furthermore,
the decision problem usually involves some necessary fac-
tors, such as network bandwidth, timing sequence of ap-
plication program, and dependence between tasks. As a
result, the mobile application programs can usually be built
as a Directed Acyclic Graph (DAG) model [15] to realize the
fine-grained traffic scheduling and enable the parallel pro-
cessing for the multiple tasks. However, the task scheduling
based on DAG belongs to the NP-hard problem [16], which
indicates that those heuristic and approximate traffic off-
loading strategies cannot satisfy the requirements of users
(especially for the real-time requirements) during the pro-
cess of watching the FIFA World Cup. )erefore, it is ex-
tremely urgent to find a stable and powerful method to solve
such problem.

To the best of our knowledge, the Deep Reinforcement
Learning (DRL) [17, 18] has attracted much attention from
the global researchers in the field of Artificial Intelligence
(AI), which integrates the advantages of Reinforcement
Learning (RL) [19] and Deep Neural Networks (DNN) [20]
and enables obtaining the optimal decision by automatically
learning the network environment based on the multiple
interactions. To be specific, the DRL has the following
benefits. (1) DRL can learn the optimal decision strategy in
the model-free way, and the whole process has no need for
the environment modelling, reflecting the great flexibility.
(2) DRL has the strong presentation ability and general-
ization ability of supporting the huge state space in terms of
the DAG-based traffic scheduling problem. (3) DRL is a
global optimization strategy and it has the large probability
of obtaining the optimal solution. Although there have been
some proposals on using DRL to address the traffic off-
loading problem in MEC, they cannot relieve the network
pressure well and cannot be used for the traffic offloading in
the FIFA World Cup directly. With the above consider-
ations, this paper plans to propose a novel DRL-based MEC

traffic offloading (NDMT) strategy for the 2022 FIFAWorld
Cup, and the major contributions are summarized as
follows:

(i) We compute the priorities of tasks and transfer
DAG into a sequence of tasks according to the
computed priorities, in which the scheduling pro-
cess with respect to the tasks sequence is regarded as
the Markov Decision Process (MDP)

(ii) A DNN model based on the Sequence to Sequence
(S2S) form is designed and used to fit the scheduling
strategy of MDP, where the DAG is converted into
the sequence of tasks to be input into the DNN

(iii) )e proximal policy optimization (PPO) method is
used to train the DNN in the DRL, for obtaining the
high stability and reliability

)e rest paper is organized as follows. Section 2 reviews
and compares the related work. Section 3 introduces the
system framework of NDMT. Section 4 gives the problem
description on traffic offloading in MEC. Section 5 presents
the construction method of MDP. )e traffic scheduling
strategy based on DRL is proposed in Section 6. Section 7
reports the experimental results. Section 8 concludes this
paper and gives the future research direction.

2. Related Work

In this section, we review the researches on the task (traffic)
offloading of MEC in last three years (2018–2020) from two
aspects, i.e., the heuristic methods and the DRL-based
methods.

2.1. Heuristic Methods. )ere have been a lot of heuristic
traffic offloading strategies inMEC. For example, the authors
in [21] studied the scenario where multiple mobiles
uploaded tasks to a MEC server in a single cell by allocating
the limited server resources and wireless channels between
mobiles devices. In particular, the authors formulated the
optimization problem for the saved energy on the mobile
devices with the tasks being dividable and utilized the se-
lection maximum saved energy first algorithm to realize the
solving process. In [22], the authors investigated an energy-
efficient joint computation offloading, load balancing, and
transmission power control problem and further proposed a
heuristic algorithm to obtain the good traffic offloading
while guaranteeing load balancing among the multiple
servers. In [23], a distributed computation offloading and
resource allocation optimization scheme in the heteroge-
neous networks with MEC was proposed, in which an
optimization problem was formulated to provide the opti-
mal computation offloading strategy. In [24], the traffic
offloading strategy based on Software-Defined Networking
(SDN) in the ultra-dense network was devised to minimize
the delay while saving the battery life of mobile devices. It
transformed this optimization problem into task placement
subproblem and resource allocation subproblem, which
could reduce 20% of the task duration with 30% energy
saving. In [25], a MEC-enabled multicell wireless network
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was considered where each base station is equipped with a
MEC server that assisted mobile users in executing com-
putation-intensive tasks via task offloading. It formulated
the involved problem as a mixed integer nonlinear program,
including the task offloading decision, uplink transmission
power of mobile users, and resource allocation computation
at the MEC servers. Furthermore, the authors in [26] jointly
decided on the computing resource allocation for the hosted
applications and designed a novel thoughtful decomposition
based on the technique of the logic-based benders decom-
position, with the heterogeneity in the requirements of the
offloaded tasks (different computing requirements, latency,
and so on) and limited MEC capabilities consideration. In
[27], the authors studied the trade-off between task exe-
cution time and energy consumption at end-users under
varying wireless channel conditions for soft real-time ap-
plications and involved tasks. It proposed a genetic algo-
rithm with constrained mutation for optimal job
partitioning and introduced an edge-proposing deferred
acceptance algorithm to solve the preference based matching
game. In [28], a task offloading algorithm that utilized the
cache function of edge server was proposed. When the task
with the same cached type of contents was uploaded to the
edge server, the preset evaluation parameters took some
factors into account to calculate the optimal processing
position for the task. In [29], each base station was integrated
with a MEC server in terms of the executing intensive
computation task, and an iterative algorithm was proposed
to solve the optimization problem in a single mobile user
MEC system. In [30], an agent was introduced into the
offloading of computation tasks, and a novel framework of
agent-enabled task offloading in the unmanned aerial vehicle
aided MEC was proposed to help the users obtain the good
Quality of Experience (QoE). In [31], the authors addressed
the problem of coordinating the offloading decisions of
wireless devices that periodically generated computationally
intensive tasks due to the various delay sensitive applica-
tions. In addition, they also developed a game theory based
model and proposed a polynomial complexity algorithm for
computing an equilibrium. In [32], the authors considered a
system where most mobile devices migrated the duplicate
computation tasks to the edge servers and shared the
requested contents for computation tasks. )erein, an ef-
ficient Lyapunov online algorithm that could perform joint
task offloading and dynamic data caching strategies for
computation tasks or contents was proposed to reduce the
overall latency of all mobile devices. Although these traffic
offloading strategies had good performance, they could not
decrease the network pressure well and could not be used for
the traffic offloading in the FIFA World Cup directly due to
the special traffic features, i.e., the periodicity, abruptness,
and explosivity.

2.2. DRL-Based Methods. )ere have also been some DRL-
based traffic offloading strategies in MEC. For example, in
[33], a multiuser MEC system was considered, where the
multiple users could perform computation offloading via
wireless channels to a MEC server. Particularly, the RL-

based optimization framework was introduced to tackle the
resource allocation in wireless MEC. In [34], a deep-Q
network based task offloading and resource allocation al-
gorithm for the MEC was proposed, where each mobile
terminal had the multiple tasks offloaded to the edge server.
It also designed a joint task offloading decision and band-
width allocation optimization to minimize the overall off-
loading cost in terms of energy cost, computation cost, and
delay cost. In [35], the DRL was first proposed to solve the
offloading problem of multiple service nodes for the cluster
andmultiple dependencies for mobile tasks in the large-scale
heterogeneous MEC. In particular, it used the long short
term memory network layer and the candidate network set
to improve the deep-Q network algorithm in combination
with the actual environment of theMEC. In [36], the authors
considered MEC for a representative mobile user in a sliced
Radio Access Network (RAN), where the multiple base
stations were available to be selected for computation off-
loading. Meanwhile, a double DQN-based strategic com-
putation offloading algorithm to learn the optimal policy
without knowing a priori knowledge of network dynamics
was proposed to break the curse of high dimensionality in
state space. In [37], an intelligent offloading system for
vehicular edge computing by leveraging DRL was con-
structed, in which both communication and computation
states were modelled by the finiteMarkov chains. In [38], the
authors investigated the problem of delay sensitive task
scheduling and resource management on the server side in
multiuser MEC scenario, where a new online algorithm
based on DRL was devised to reduce average slowdown and
average timeout period of tasks in the queue. In [39], the
computing aware scheduling strategy in MEC was proposed,
in which a support vector machine based multiclass classifier
was adopted. Although these DRL-based strategies also
showed good effect on the traffic scheduling, they always had
some limitations to be improved, such as scheduling time,
bandwidth utilization, and QoE of user. )is motivates the
study of this paper. Besides, this paper also gives a special
application scenario, i.e., the 2022 FIFA World Cup, which
can provide a significant reference.

3. System Framework

)is section introduces the system framework of NDMT,
including MEC-based traffic offloading architecture and
DRL-based workflow forMEC traffic offloading. In addition,
the abbreviations frequently used in this paper are listed in
Table 1.

3.1. MEC-Based Traffic Offloading Architecture. In this pa-
per, we present a MEC-based traffic offloading architecture,
as shown in Figure 1, where the MEC servers are deployed at
the edge network (e.g., AN) to provide the handy and low-
latency computation services for the mobile users. In par-
ticular, MEC allocates the specialized hardware and software
resources for each user and separates such resources by
using the virtualization technology, so that the quality of
service and the privacy of user can be guaranteed effectively.
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For the side of user with the mobile device, the computation
tasks generated from the mobile applications (e.g., the FIFA
World Cup Traffic) can be performed at the local mobile
device’s Central Processing Unit (CPU) directly or can be
sent to the MEC server via the Data Transmission Unit
(DTU) and be performed by the corresponding service
instance (i.e., the remote traffic offloading). Meanwhile, the
traffic offloading module is used to make the scheduling
decision for all tasks in the mobile device, including two
functions, i.e., the execution way and the scheduling order.

An application program usually includes the multiple
computation tasks that have the dependence among them,
which can help realize the fine-grained traffic scheduling and
enable the parallel processing for the multiple tasks. In this
paper, we model the mobile application program related to
the FIFA World Cup Traffic as a DAG, denoted by
G � (T, L), where T is the set of tasks and L is the set of links
constructed by the tasks. Here, the arbitrary task is denoted
by ti; the arbitrary link is denoted by l(ti, tj). Particularly, for
l(ti, tj), ti is the precursor task of tj while tj is the successor
task of ti; that is to say, the performing of tj relies on ti. In
DAG, the task without any precursor task is called the entry
task, whilst the task without any successor task is called exit
task. In addition, it allows an application program to have
the multiple entry tasks and the multiple exit tasks in case of
the parallel processing. For ti, it has three attributes, i.e., the
input volume of traffic, the number of CPU cycles, and the
output volume of traffic, denoted by Ivi, Cyi, and Ovi re-
spectively, and the corresponding values can be obtained by
the program analyzer, just like in [40], which reflect the
required transmission cost and computation cost.

As depicted in Figure 1, the performing of task has two
ways, i.e., offloading performing and local performing. If ti is
scheduled to the remote edge server for performing, the
whole process consists of three phases, i.e., task sending,
edge performing, and result returning. At the first phase, the
volume of traffic Ivi is transmitted to the remote edge server.

Let Rul denote the transmission rate of uplink, and the
required transmission time Tuli of ti is defined as follows:

Tuli �
Ivi

Rul
. (1)

)en, at the edge performing phase, the Cyi CPU cycles
are performed at the corresponding server instance in the
MEC server. Let Fv denote the virtual clock frequency of
server instance for ti, and the required performing time Tepi

of ti is defined as follows:

Tepi �
Cyi

Fv
. (2)

Similar to the first phase, the returning time at the result
returning phase Tdli is defined as follows:

Tdli �
Ovi

Rdl
, (3)

where Rdl is the transmission rate of downlink.
Furthermore, let Tof i denote the total time cost in case of

performing ti via the traffic offloading way, and it concludes
three parts of time costs, i.e.,

Tof i � Tuli + Tepi + Tdli. (4)

If ti is performed at the local mobile device, it is un-
necessary to upload and download the data to which ti

corresponds; this is to say, the total time cost only depends
on the local computation overhead with respect to the
consumption of CPU resources. Let Tloi denote the total
time cost in case of performing ti at the local mobile device,
and we have

Tloi �
Cyi

Fl
, (5)

where Fl is the local CPU’s clock frequency.

3.2. DRL-BasedWorkflow forMECTrafficOffloading. In this
section, we describe the DRL-based workflow for MEC
traffic offloading, as shown in Figure 2. )e whole workflow
consists of four main modules, i.e., MEC problem de-
scription, MDP construction, DNN-based strategy fitting,
and PPO-based reinforcement training. Among them, the
first module is to present the involved problem on traffic
offloading, including the local scheduling and the offloading
scheduling. )e second module is to transfer the scheduling
process with the tasks sequence as the MDP, where the
priority of task is computed and regarded as the transferred
attribute. In the third module, the S2S-based DNN model is
used to fit the scheduling strategy. In the last module, the
PPO-based DRL method is adopted to train the DNN be-
cause the PPO has the good stability and reliability.

Furthermore, during the whole process of workflow, all
processing units (including CPU, DTU, virtual CPU, and
virtual DTU) only perform and send one task, which in-
dicates that the multiple tasks preemption phenomenon is
not allowed. In addition, the DAG-based task scheduling in
MEC satisfies the following two features. (1) Given the
bandwidth limitation of edge network, the transmission rate

Table 1: Abbreviations in alphabetical order.

Abbreviation Full name
AI Artificial Intelligence
AN Access Network
ByLu Baseline by Lu et al.
ByCh Baseline by Chen et al.
CDN Content Delivery Networks
CPU Central Processing Unit
DAG Directed Acyclic Graph
DNN Deep Neural Networks
DRL Deep Reinforcement Learning
DTU Data Transmission Unit
MAN Metropolitan Area Network
MDP Markov Decision Process
MEC Mobile Edge Computing
NDMT Novel DRL-based MEC traffic offloading
PPO Proximal policy optimization
QoE Quality of Experience
RL Reinforcement Learning
RNN Recurrent Neural Network
S2S Sequence to Sequence
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between mobile device and edge server (uplink or downlink)
keeps the fixed value. (2) )e whole scheduling can be
finished until the computation result is returned to the
mobile device.

4. Problem Description

At first, we define four timestamps with respect to the
completed time, i.e., task sending, edge performing, result
returning, and local performing, denoted by Tsosi, Tsopi,
Tsori, and Tslpi, respectively. If ti is performed at the local
device, we have Tsosi � Tsopi � Tsori � 0; otherwise,

Tslpi � 0. In particular, before ti is scheduled, it is required
that all precursor tasks of ti have to be performed in advance.

Consider the condition where ti is performed at the local
mobile device, let RTslpi be the ready timestamp regarding
scheduling ti, and we have

RTslpi � max
tj∈prei

Tslpj,Tsorj􏽮 􏽯, (6)

which indicates that RTslpi is the earliest timestamp in terms
of such condition where all precursor tasks are completed,
prei is the set of precursor tasks with respect to ti, and tj is
one precursor task of ti. In particular, it perhaps needs the
queueing for each task before being performed at CPU; thus,
the starting timestamp may be not equal to the ready
timestamp. Let STslpi denote the starting timestamp re-
garding scheduling ti, and we have STslpi ≥RTslpi, satisfying

Tslpi � STslpi + Tloi. (7)

Consider the condition where ti is scheduled to the
remote edge server for performing, let RTsosi denote the
ready timestamp regarding sending ti, and we have

RTsosi � max
tj∈prei

Tsosj,Tslpj􏽮 􏽯, (8)

where all precursor tasks of ti are performed at the local
mobile device or the remote server. Similarly, let STsosi

denote the starting timestamp when ti is sent, and we have
STsosi ≥RTsosi and Tsosi � STsosi + Tuli.

)en, let RTsopi denote the ready timestamp regarding
performing ti via the service instance, and we have

RTsopi � max Tsosi, max
tj∈prei

Tsopj􏼨 􏼩. (9)

Among them, RTsopi depends on the fact that the input
traffic of ti is completed; i.e., the transmission of Ivi is
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finished. Similarly, the starting performing timestamp of ti at
the virtual CPU relies on the corresponding queuing situ-
ation, and we have STsopi ≥RTsopi and
Tsopi � STsopi + Tepi, where STsopi is the starting time-
stamp when ti is performed via the service instance.

Finally, when the performing of vi is finished, vi gets into
the ready status of result returning. Let RTsori denote the
ready timestamp regarding returning the computed result of
ti, and we have RTsori � Tsopi. Furthermore, let STsori

denote the starting timestamp when the computed result of
ti is returned, and we have STsori ≥RTsori and
Tsori � STsori + Tdli.

Let TTotal(G) denote the required time to perform an
application program (i.e., all involved tasks have completed
the results returning), and we have

TTotal(G) � max
ti∈exit(G)

max Tsori,Tslpi􏼈 􏼉􏼈 􏼉

� max
ti∈exit(G)

max Tof i,Tloi􏼈 􏼉􏼈 􏼉,
(10)

where exit(G) is the combinatorial set of exit tasks in G. )is
paper considers the delay sensitive FIFA World Cup traffic;
therefore, the main purpose is to maximize the QoE while
minimizing TTotal(G) based on different scheduling
strategies. Particularly, during the process of scheduling,
each task’s execution way and scheduling order should be
determined. In addition, we emphasize that the scheduling
order of task at the local mobile device and that at the service
instance keep consistent.

5. MDP Construction

5.1. Priority Computation. For all traffic scheduling strate-
gies, computing the priority for each task is the indis-
pensable operation. Furthermore, based on the computed
priority, the scheduling order can be determined [41]. For
the arbitrary ti in the DAG, its computation cost with respect
to the time can be obtained by(4)fd4 and expressed by Tof i.
Based on Tof i, the priority of ti is defined as follows:

Pri � max
tj∈suci

Prj + Tof i, (11)

where Pri is the priority of ti and suci is the set of successor
tasks with respect to ti. It is obvious that the (11)fd11 shows
the recursive form. If ti is the exit task, we have

Pri � Tof i, ti ∈ exit(G). (12)

)en, the DAG is depth-firstly traversed with starting
from the exit task, and all tasks’ priorities can be obtained by
(11) and (12)fd12. )ese tasks are arranged according to the
corresponding priorities in the descending order, and the
scheduling sequence of tasks can be defined as follows:

Q � t1′, t2′, . . . , tn
′( 􏼁, (13)

where n is the number of tasks (or nodes in DAG). In
particular, Q is the special topological sorting result on G,
and the original dependence among tasks can be guaranteed
according to the sequential scheduling in Q.

5.2. Construction Method. )e sequential scheduling deci-
sion process for all sorted tasks in Q can be modelled as one
MDP, denoted byM � (S,A,P,D0,R, λ), whereS,A,P,
D0, R, and λ are the state space, action space, state-tran-
sition matrix, the probability distribution of initial state,
reward function, and discount factor, respectively.

Let k denote the scheduled number of tasks in Q, and the
current state space can be expressed as follows:

S � s|st � n G, k,A
k

􏼐 􏼑􏽮 􏽯,

A
k

� a1, a2, . . . , ak( 􏼁,
(14)

where Ak is used to describe the scheduling condition (i.e.,
state space) on the first k tasks in Q and ak is used to record
the execution way of task: ak � 1 means that k-th task in Q is
performed in the offloading way; otherwise, it is performed
at the local mobile device.

Furthermore, let Q1−>i denote the scheduled sequence
with respect to the first i tasks in Q, and we can construct a
scheduled subgraph of G, denoted by G1−>i � (T′, L′); here
T′⊆T, L′⊆L,G1−>n � G andG1: 0 � Φ. Under such condition,
in order to minimize the scheduling time, we give a reward
function for the current task, defined as follows:

ri � R si, ai( 􏼁 � TTotal G1−>i( 􏼁 − TTotal G1−>i+1( 􏼁, (15)

which refers to the time difference between ai performed
before and that after in terms of si.

Moreover, the traffic offloading decision module in
Figure 1 can be defined as a conditional probability function,
denoted by θ(ai|tsi). From the initial state s0, upon the traffic
offloading decision module completes an action, the system
enters a new state and further gets the corresponding reward
based on (15)fd15 until the last task in Q is completed.
According to the above statements, the whole task sched-
uling process based on MDP is described as follows:

MDP :� s0, a0, r0, s1, a1, r1, . . . , sn−1( 􏼁, (16)

where sn−1 is the termination state to mean that all tasks have
been completed. )en, the accumulated reward with the
discount factor consideration is defined as follows:

R � 􏽘
n−1

i�0
λ∗ ri � λ∗ TTotal G1−>i( 􏼁 − TTotal G1−>i+1( 􏼁( 􏼁

� −λ∗TTotal(G),

(17)

which indicates that the maximization of the accumulated
reward with the discount factor consideration is consistent
with the minimization of the total scheduling time.

6. DRL-Based Traffic Scheduling Strategy

In fact, the DAG has the feature of diversity and the involved
state space is infinitely great; thus, it is impossible to obtain
the corresponding state-transition matrix in advance. Given
this, this paper uses the DRL to find the optimal scheduling
strategy for the traffic scheduling decision module.
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6.1. DNN-Based Strategy Fitting. We employ DNN to fit
θx(ai|tsi), where x is the set of parameters related to DNN.
As we know, the input of DNN is si which is related to G but
G cannot be input to the DNN directly due to the restriction
of data features; therefore, the DAG is converted into the
sequence of tasks (just like Q) to be input into the DNN. For
such sequence, it consists of the following three vectors: (1)
time vector including Tuli, Tepi, Tdli, and Tloi, (2) precursor
vector including all precursor indexes, and (3) successor
vector including all successor indexes. Among them, the size
of precursor/successor vector is set as a fixed value, denoted
by sz. If the number of precursor/successor tasks is smaller
or equal to sz, the corresponding locations are filled by −1;
otherwise, the extra parts are ignored directly.

)e output of DNN is the probability distribution of
executable actions based on the current task state. In fact, for
the current task, its scheduling strategy decision action (ai)
has the direct influence on the next task’s state (si+1);
therefore, this paper leverages the S2S-based DNN structure
model, including encoder and decoder, as shown in Figure 3.
In particular, both encoder and decoder are realized by the
Recurrent Neural Network (RNN). Meanwhile, the encoder
receives such input sequence in turn and finally outputs the
hidden layer(s) as the features of DAG. )e decoder ini-
tializes its own hidden layer(s) by using the output result
from the encoder. In addition, the decoder sequentially
inputs the scheduling actions (Ai) and then outputs the
corresponding θx(ai|tsi). )e above process can be still
performed until sn−1 is completed.

6.2. PPO-Based Reinforcement Training. In order to obtain
the optimal traffic scheduling decision, the training objective
of DRL can be defined as follows:

max
x

Objective(x) � max
x

θ∗x A
n− 1

|tG􏼐 􏼑∗ 􏽘
n−1

i�0
ri

⎛⎝ ⎞⎠,

θ∗x A
n− 1

|tG􏼐 􏼑 � 􏽙
n−1

i�0
θxai|si,

(18)

which indicates that the whole traffic scheduling decision
depends on all scheduling decisions of tasks. In this paper,
we use the PPO [42] to train such traffic scheduling deci-
sions, which can accelerate the efficient convergence while
guaranteeing the scalability and reliability.

Since the scheduled DAG has the feature of diversity and
the involved state space is infinitely great, it is impossible to
search all DAGs. With such consideration, we can contin-
uously collect the scheduled DGAs after strategy deployment
to construct the training set related to the DAG.)en, based
on the training set, we also can train the traffic scheduling
strategies. In addition, in order to obtain the better effect on
the convergence, we scale back the obtained reward by each
scheduling decision during the process of training; that is, ri

always keeps in [0, 1].

7. Performance Evaluation

7.1. Setup. )e proposed NDMTis implemented by the C++
programming, and the involved simulation parameters are

set in Table 2. Among them, the network scale is dynamically
changing from n � 20 to n � 60 according to the pattern of
Figure 4 due to the fact that it accords with the network
deployment feature to offload the FIFA World Cup traffic,
where the step length is 10. Particularly, for each scale, there
are 2500 DAGs being used for training the DRL and there
are 300 DAGs being used for testing the DRL; in other
words, there are 5∗ 2500�12500 and 5∗ 300�1500 DAGs
being used to train and test the DRL, respectively. )e
TensorFlow [43] is used to realize the DRL, where both
encoder and decoder have 256 hidden neurons. In addition,
the method of layer normalization [44] is used to improve
the training efficiency.

Furthermore, the researches from [35, 36], respectively,
are used as two baselines, because they are the latest research
representatives on the DRL-based traffic offloading in MEC.
)erein, [35] is proposed by Lu et al. while [36] is proposed
by Chen et al. and in this paper they are abbreviated to ByLu
and ByCh, respectively. In terms of experiments, the DRL
convergence for traffic offloading is analyzed firstly. )en,
three metrics, i.e., scheduling time, bandwidth utilization,
and QoE are used to measure the proposed NDMT’s
performance.

7.2. Convergence Analysis. )is section verifies the con-
vergence of DRL based on 12500 DAGs, in which the average
accumulated reward is considered as the evaluation metric.
For each training, we record the corresponding training
result. When the training within one period is finished, we
input 300 testing DAGs into the S2S-based DNN and the
related traffic offloading strategy is obtained. )en, the
obtained traffic offloading strategy is simulated and the
average accumulated reward can be computed. )e rela-
tionship between the average accumulated reward and the
training period is shown in Figure 5. We can observe that the
whole training process includes three stages, i.e., rapid in-
creasing stage, stable increasing stage, and stationary stage,
and the stationary stage is reached with the need of 190
training periods. It indicates that the proposed NDMT can
converge to the optimal state space and further obtain the
optimal traffic scheduling decision.

7.3. Scheduling Time. )e scheduling time is defined as the
time difference between the time point when the first task is
sent and that when the computation result of the last task is
obtained by the local mobile device. )e average scheduling
times of NDMT, ByLu, and ByCh are shown in Figure 6.

We can observe that NDMT always has the smallest
average scheduling time, followed by ByLu and ByCh, and
there are two main reasons. On the one hand, NDMT
considers the process of scheduling as the MDP, which can
improve the processing speed for each task in the S2S-DNN
structure model. On the other hand, NDMTadopts the layer
normalization method to increase the training efficiency,
which can further save the training time and strive for the
scheduling time as small as possible. For two baselines, ByCh
does not consider a priori knowledge of network dynamics
to learn the optimal policy and the state space is the high
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dimensional; thus, it has larger average scheduling time than
ByLu. In addition, we can also observe that the average
scheduling time becomes larger and larger with the in-
creasing of network scale, which results from two aspects.

On the one hand, it needs much more time to train the
DAGs; on the other hand, it needs much time to compute
more tasks.

Encoder

t0 a0 a1 a2t1 t2 tn-1 an-1

Decoder

Input/output
vector

State Decision State DecisionState Decision State Decision

Figure 3: S2S-based DNN model.

Table 2: Simulation settings.

Parameter Setting
Fl 2 × 109 cycles/s
Fv 1.5 × 1010 cycles/s
Tuli 10Mbps
Tdli 10Mbps
λ 0.85
sz 14
n 20, 30, 40, 50, 60
)e number of simulations 100
)e learning rate in DRL 2 × 10− 4

)e training number of DAGs for n 2500
)e testing number of DAGs for n 300

Figure 4: )e network topology pattern used for simulation.
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7.4. Bandwidth Utilization. )e bandwidth utilization is
defined as the ratio of the used bandwidth and the total
network bandwidth. )e average bandwidth utilizations of
NDMT, ByLu, and ByCh are shown in Figure 7.

We can observe that NDMT always has the highest
average bandwidth utilization, followed by ByLu and ByCh,
which is regarded as an important benefit of NDMT. Re-
garding this, there are no the concrete reasons. Furthermore,
we can observe that the average bandwidth utilization ba-
sically remains unchanged, i.e., having the strong stability
for different network scales; this is because NDMT always
can converge to the optimal solution (see Figure 5). It
suggests that the proposed NDMT has the considerable
reference value for the following 2022 FIFA World Cup.
However, the average bandwidth utilizations of ByLu and
ByCh become lower and lower with the increasing of net-
work scale because the corresponding convergences are
nondeterminate.

7.5. QoE of User. We use the watching fluency to measure
the QoE of user, and the watching fluency is defined as the
number of network lags per 10mins.)e average numbers of
network lags of NDMT, ByLu and ByCh are shown in
Figure 8.

We can observe that NDMT always has the smallest
average number of network lags, followed by ByCh and
ByLu, which further indicates that the user has the best
watching experience in NDMT, because NDMT has the
highest bandwidth utilization and the smallest response
time. For ByLu and ByCh, the latter deploys the large
number of base stations to offload traffic and thus the re-
quired response time is relatively smaller than the former; as
a result, ByCh has better QoE of user than ByLu. In addition,
we can also observe that NDMT has the most stable QoE of
user but the two baselines do not have, and similar reasons
can be found in the above section. Moreover, the experi-
mental results suggest that the users can enjoy the best
experience when watching the following 2022 FIFA World
Cup by the personal mobile devices under the environment
of MEC.

8. Conclusions

In this paper, we investigate the MEC traffic offloading
strategy based on DRL. At first, we introduce the proposed
system framework, including MEC-based traffic offloading
architecture and DRL-based workflow for MEC traffic off-
loading. )en, we give the problem description, i.e., mini-
mizing the total performing time for one application
program. For the concrete scheduling strategy, it includes
three parts. At the first part, we compute the priorities of
tasks and transfer DAG into a sequence of tasks according to
the computed priorities, and the scheduling process with
respect to the tasks sequence is regarded as the MDP. At the
second part, one S2S-based DNN model is used to fit the
scheduling strategy. At the third part, the PPO method is
employed to train the DNN. We do the simulation exper-
iments based on the TensorFlow including the convergence

analysis and the performance comparison. Meanwhile, the
scheduling time, bandwidth utilization, and QoE of user are
considered three performance evaluation metrics, and we
observe that the proposed NDMT outperforms two base-
lines. Based on the nice experiment results, we think that the
proposed NDMT can be regarded as a feasible and efficient
reference for the following 2022 FIFA World Cup held in
Qatar. In the future, we plan to improve NDMT from the
following two aspects. At first, more datasets are collected
and used to train the DNN; then, NDMTis deployed at a real
network environment to further verify its performance.
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Upon the teenagers’ failure to obtain the plenty of physical exercises at the growth and development stage, the related central
nervous system is prone to degeneration and the physical fitness starts to decline gradually. In fact, through monitoring the
exercise process real-timely and quantifying the exercise data, the adolescent physical training can be effectively conducted.
For such process, it involves two issues, i.e., the real-time data monitoring and data quantification evaluation.)erefore, this
paper proposes a novel method based on Reinforcement Learning (RL) and Markov model to monitor and evaluate the
physical training effect. Meanwhile, the RL is used to optimize the adaptive bit rate of surveillance video and help the real-
time data monitoring; the Markov model is employed to evaluate the health condition on the physical training. Finally, we
develop a real-time monitoring system on exercise data and compare with the state-of-the-art mechanisms based on this
system platform. )e experimental results indicate that the proposed performance optimization mechanism can be more
efficient to conduct the physical training. Particularly the average evaluation deviation rate based on Markov model is
controlled within 0.16%.

1. Introduction

)e physical fitness of teenagers has attracted the global
attention for a long time because it has the considerably
important influence on the rise and fall of each country. In
fact, the related central nervous system gradually starts to
degenerate, and the physical fitness also will decline with it,
when the teenagers fail to obtain the plenty of physical
exercises at the growth and development stage. Furthermore,
according to what one hears and sees as well as the reliable
news, the sudden death events among high school and
college students happen frequently, which makes people
turn their attention to the fitness problem during the process
of physical training [1]. To put it crudely, the adolescent
physical training is of great importance while the exercise
(including public/private, individual/population) must be
done properly.

)e researches show that the generated physical training
data not only reflects the real trajectories of exercisers but
also implies the abundant and valuable information related

to the whole exercise process [2]. To be specific, the in-
formation includes time, speed, acceleration, steps, and
energy consumption. Among them, the energy consumption
is an important metric and it can release two key signals, i.e.,
the amount of exercise and the exercise intensity. Given this,
the amount of exercise and exercise intensity information
can be obtained easily via monitoring the consumed energy,
and then the physical training can be conducted and ad-
justed, which can be regarded as the healthy and reasonable
exercise. In addition, according to the monitored energy
consumption, the unforeseen circumstances due to the
overtraining can be discovered in a timely manner, avoiding
the worse tragedies as much as possible.

According to the above statements, we can observe that
the video surveillance pays the nonnegligible role during the
process of monitoring the physical training data. However,
the traditional video surveillance shows some limitations.
On the one hand, the development of computation speed is
unable to keep pace with the increasing of application data;
on the other hand, the inherent transmission overhead is
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very large, and the provided network bandwidth and the
transmission of sliced segments are also not always matched
[3]. )erefore, it is very necessary to optimize the Adaptive
Bit Rate (ABR) [4] and guarantee obtaining the real-time
monitoring data.

)e typical ABR algorithm includes caching stage and
stable stage [5]. At the first stage, the ABR algorithm usually
tends to fill up the cache as quickly as possible; at the second
stage, the ABR algorithm usually tries the best to improve the
quality of video segment and prevent the cache overflow. At
present, there have been some ABR optimization algorithms,
including the traditional ones and the Artificial Intelligence-
(AI-) based ones. To the best of our knowledge, the tradi-
tional ABR optimization algorithms cannot obtain the real-
time network status to adapt to the dynamic network en-
vironment. On the contrary, the AI-based ABR optimization
algorithms can adaptively adjust the network parameters
and obtain the relatively optimal video transmission [6]. In
terms of AI, the Reinforcement Learning (RL) [7] is the most
popular representative. For RL, it can retrieve the demanded
data by information exchanging between the intelligent
agents and the external environment, without preparing the
additional training datasets before training. Compared with
the other RL-based ABR optimization algorithms, the Q-
learning-based ABR optimization algorithms have better
experience quality. However, the current Q-learning-based
ABR optimization algorithms fail to encode for the con-
tinuous state values and cannot complete the fast conver-
gence in terms of the large state space. As a conclusion, this
paper improve the Q-learning to optimize the ABR
algorithm.

In addition to the data monitoring, the quantification
evaluation for the physical training data is also very sig-
nificant. Specifically, the physical training features can be
extracted by analyzing the monitored exercise data [8]; on
this basis, the embedded laws on the physical training can be
explored and the corresponding physical fitness evaluation
model can be built, such as exercise effect, exercise tolerance,
and improvement situation. Based on the evaluation model,
the differentiated physical training educations can be ef-
fectively developed.

With the above considerations, this paper proposes a
novel method based on RL and Markov model to monitor
and evaluate the adolescent physical training effect. )e
major contributions are summarized as follows. (i) )e Q-
learning-based RL is exploited to optimize the ABR of
surveillance video by combining the nearest neighbor al-
gorithm. (ii) )e Markov model is used to evaluate the
health condition on the physical training by considering the
energy consumption metric. (iii) )e real-time monitoring
system on exercise data is implemented, and the perfor-
mance optimization effect on the adolescent physical
training is demonstrated based on the system platform.

)e rest of the paper is organized as follows. Section 2
reviews the related work. )e improved Q-learning-based
ABR optimization is proposed in Section 3. Section 4 gives
the physical fitness evaluation model. )e experimental
results are shown in Section 5. Section 6 concludes this
paper.

2. Related Work

)e physical training has always been concerned and some
most cutting-edge works have been developed. Buckinx et al.
evaluated the effect of citrulline supplementation combined
with high-intensity interval training on physical perfor-
mance in healthy older adults [9]. Ana et al. proposed the
multicomponent exercise training method by combining
with the nutritional counselling to improve the physical
education [10]. Konstantinos et al. presented a study to
compare the effectiveness of virtual and physical training for
teaching a bimanual assembly task and in a novel approach,
where the task complexity was introduced as an indicator of
assembly errors during final assembly [11]. Roland Van Den
et al. studied the training order of explosive strength and
plyometrics training on different physical abilities in ado-
lescent handball players [12]. Rodrigo et al. investigated the
plyometric training on the soccer players’ physical fitness by
considering muscle power, speed, and change-of-direction
speed tasks [13]. Simpson et al. enhanced the physical
performance in professional rugby league players via the
optimised force-velocity training [14]. Unquestionably, the
above references showed the professional research on the
physical training. In spite of this, they did not provide the
networked physical training mode, i.e., regardless of the
transmission of data generated from the video surveillance.
To this end, Sun and Zou concentrated on the video
transmission and improved the performance of extended
training by using mobile edge computing [3]. However,
[3, 9–14] still did not pay attention to the ABR optimization
during the transmission process of physical training data.

)e ABR optimization plays an important role in the
networked physical training mode. )e traditional optimi-
zation algorithms usually are heuristics. Cicco et al. an-
nounced two policies to optimize ABR, i.e., gradual
increasing, but accelerate decreasing for the bit rate [15].)e
heuristic ABR optimization existed the suboptimal problem
and the shock problem of transmission quality, which had
the considerable influence on the experience quality. As a
result, Mok et al. paid attention to the improvement of
quality of experience [16], which could guarantee that the
transmission quality kept the stable level. Furthermore, the
traditional ABR optimization algorithms also had a limi-
tation, i.e., could not build the predictable and describable
mathematical models for the concrete problems. For such
purpose, some researchers used the control theory to op-
timize the ABR, where the controller was responsible for
handling the input parameters. For example, Xiong et al.
proposed the adaptive control model based on fuzzy logic,
which could effectively meet the dynamic network change
[17]. Besides, Vergados et al. used the fuzzy logic to design
the adaptive policy by inputting the varying information on
caching [18], preventing the cache overflow. Although
[17, 18] achieved the good effect on the ABR optimization,
they could not obtain the real-time network status to adapt
to the dynamic network environment. To this end, some AI-
based ABR optimization algorithms were proposed. For
example, Chien et al. mapped the feature values related to
network bandwidth to the bit rate of video by using the
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random forest classification decision tree [19]. Basso et al.
[20] trained the classification model and estimated the bit
rate based on the classification model. In fact, these ABR
optimization algorithms like [19, 20] needed the ready-made
dataset used for training. Instead, the RL-based ABR opti-
mization algorithms could easily obtain the physical training
data without preparing the additional datasets. Among
them, the Q-learning-based ABR optimization algorithms
could obtain the relatively best experience quality [21]. In
spite of this, it was very difficult for the current Q-learning-
based ABR optimization algorithms to encode for the
continuous state values and realize the fast convergence in
case of the large state space.

)e evaluation model building of physical training data
is very significant because it can effectively conduct and
adjust the physical training. ElSamahy et al. presented a
computer-based system for safe physical fitness evaluation
for subjects undergoing aerobic physical stress, in which a
proportional-integral fuzzy controller was applied to control
the applied physical stress to ensure not exceeding the
predefined target heart rate to satisfy safety [22]. Zhong and
Hu designed a WebGIS-based interactive platform to collect
and analyze national physical fitness-related indicators,
including realizing the seven functional modules [23].
Heldens et al. studied the care data evaluation model to
address the association between performance parameters of
physical fitness and postoperative outcomes in patients
undergoing colorectal surgery [24]. Ma proposed a kind of
multilevel estimation and fuzzy evaluation of physical fitness
and health effect of college students in regular institutions of
higher learning based on classification and regression tree
algorithm [25]. Qu et al. considered the physical fitness
evaluation in children with congenital heart diseases versus
healthy population [26]. Although the above references built
the evaluation models for the physical fitness, they did not
address the adolescent physical training. Regarding this, Guo
et al. proposed a machine learning-based physical fitness
evaluation model oriented to wearable running monitoring
for teenagers, in which a variant of the gradient boosting
machine combined with advanced feature selection and
Bayesian hyperparameter optimization was employed to
build a physical fitness evaluationmodel [27]. In spite of this,
[27] did not concentrate the ABR optimization, which
cannot complete the optimal performance optimization for
the adolescent physical training.

3.Q-Learning-Based RL for ABR Optimization

)e RL-based ABR optimization algorithms show the
tradeoff between state space division and convergence speed.
To be specific, if the state space is divided in the more fine-
grained way, the more adequate states are generated and
further the system behaviors can be more precisely de-
scribed, while this causes the slow convergence problem. On
the contrary, if the division granularity is relatively large, the
number of states becomes small with it, while the conver-
gence speed can be accelerated. Besides, these states in the
ABR optimization problem are usually continuous, and the
currentQ-learning-based ABR optimization algorithms only

make the simple discrete processing for these states.
)erefore, this section plans to combine the nearest
neighbor algorithm to address the abovementioned
problems.

3.1. ABRDecisionModel. Suppose that each code rate involves
N video segments, denoted by seg1, seg2, . . . , segN, respectively.
)e client can select the corresponding segment from some code
rate according to the network status information, such as net-
work bandwidth, caching condition, and so on. In fact, the video
segment selection can be regarded as the sequential decision
process, and the decision objective is to guarantee the stable
video display with the high code rate on the condition where the
network bandwidth keeps the dynamic change. Given this, this
paper assumes that there is an intelligent agent to determine how
to download the video segment.Mathematically, for any segi, we
can observe the information like network bandwidth (denoted
by BDi), caching state (denoted by CHi), and the previous
segment’s quality (denoted by qi−1), and the corresponding
environment state is defined as si � (BDi,CHi, qi−1).

)e intelligent agent selects the specific video segment
from different code rates according to the perceived in-
formation. For the selection behavior regarding segi, it can
be called as an intelligent action, denoted by ai. After ai is
completed, CHi will be updated by referring to BDi and the
selected code rate (denoted by br(ai)). Let Ti denote the
duration time of segi, and the corresponding download time
is defined as follows:

Tdli �
Ti ∗ br ai( 􏼁

BDi

. (1)

Furthermore, for segi+1, its corresponding cache is de-
fined as follows:

CHi+1 � max 0,CHi − Tdli􏼈 􏼉 + Ti, (2)

which suggests that the segment lag time equals the caching
consumption time. To the best of our knowledge, the
strategy conducted by the intelligent agent usually is not
optimal. )us, we give the reward function (denoted by Ri)
to conduct the intelligent agent reaching the optimal level. In
spite of this, the design of reward function should follow the
requirements of service quality, which mainly includes the
following three factors: the quality of video segment, the
quality varying value between two frames, and the risk
coefficient with respect to the cache overflow. )erein, the
higher evaluation on service quality comes from the higher
first factor and the smaller second/third factor. With the
above three factors consideration, Ri is defined as follows:

R(i) � qi − c qi − qi+1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 − φi, (3)

where c is a regulatory parameter to adjust the difference
between qi and qi+1; φi is used to measure the risk coefficient
with respect to the cache overflow, which has two functions:
guaranteeing that the caching keeps the safe level and
avoiding such actions that cause the low caching since they
trigger the duplicate caching events easily. As a result, φi is
defined as follows:
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φi � min α max 0, Tdli − CHi􏼈 􏼉( 􏼁, 1􏼈 􏼉 + β max CHi − CHi+1, 0􏼈 􏼉( 􏼁
2
,

(4)

where the two parts of the right-hand side of equation (4)
represent safe caching level and duplicate caching event,
respectively; α and β are two regulatory parameters to, re-
spectively, determine whether safe caching level and du-
plicate caching event are considered.

In fact, the ABR optimization problem based on the
sequential segment selections by the intelligent agent can be
built as the Markov decision model [28], which is expressed
by four attributes, i.e., state space, action space, conditional
transition probability, and instant reward function, denoted
by S, A, P, and R, respectively. Asmentioned earlier, the state
space includes network bandwidth, caching state, and the
previous segment’s quality. )e action space is the set of all
available code rates. Particularly, the strategy conducted by
the intelligent agent is the mapping relationship from state
space to action space, i.e., F: S⟶ A. Furthermore, the
corresponding si will change with it and be converted into
si+1 when ai is finished, and the situation is called the
conditional transition probability, denoted by P(si+1|si, ai).
Moreover, the intelligent agent’s decision objective is to
obtain the optimal long-term benefits according to some
strategy (F), and the long-term benefits function is defined
as follows:

R s0; F( 􏼁 � lim
N⟶∞

E 􏽘
N−1

i�0
λi ∗R(i)⎡⎣ ⎤⎦, (5)

where s0 is the initial state; λ is the discount parameter and is
between 0 and 1. When λ � 0, it means the action only pays
attention to the current benefits irrespective of the expected
benefits. With the increasing of λ, the action starts to pay
attention to the expected benefits. Suppose that F∗ is the
optimal strategy while guaranteeing that the long-term
benefits are the maximal, and we have

F
∗

� argmax
∀F

R s0; F( 􏼁. (6)

3.2. Nearest Neighbor Algorithm for Q-Learning

3.2.1. K-Nearest Neighbor Proposal. In order to obtain the
optimal strategy of formula (6), the long-term benefits
function is modified with the recursive form, as follows

R s0; F( 􏼁 � r0 + λ 􏽘
s1∈S

P s1| s0, a0( 􏼁∗R s1; F( 􏼁. (7)

As we know, formula (7) can be solved by the dynamic
linear programming algorithm to obtain the optimal
strategy. However, the dynamic linear programming has
high computation complexity, and thus Kröse [29] uses the
Q-learning method to obtain the optimal strategy with the
relatively low computation complexity. In terms of Q-
learning, it maintains one Q-table which includes the entries
on mapping from the state to the action. As above men-
tioned, the Q-learning has two limitations; thus, this paper
prepares to use K-nearest neighbor algorithm to optimize it.

)e K-nearest neighbor algorithm is first proposed by
Cover and Hart [30] in 1968, and it belongs to the instance-
based learningmethod. In theK-nearest neighbor algorithm,
the Euclidean distance between two samples is usually used
to measure the similarity, where the larger Euclidean dis-
tance means the lower similarity. For example, suppose that
X � x1, x2, . . . , xm􏼈 􏼉 and Y � y1, y2, . . . , ym􏼈 􏼉 are two data
samples in terms of m-dimensional space, and the Euclidean
distance between X and Y is defined as

�����������

􏽘

m

i�1
xi − yi( 􏼁

2

􏽶
􏽴

. (8)

3.2.2. ABR Optimization. We employ the Q-learning based
on K-nearest neighbor algorithm to optimize the ABR, and
the corresponding state division is shown in Figure 1. We
can observe that when and only when the middle value of
each interval is determined, the state is found. Under such
condition, the state’sQ-value can be obtained by referring to
the neighbouring Q-value(s). Suppose that di is the Eu-
clidean distance between two states, and it is defined as
follows:

di �

��������������������

d
BD
i􏼐 􏼑

2
+ d

CH
i􏼐 􏼑

2
+ d

q

i( 􏼁
2

􏽲

, (9)

where dBD
i , dCH

i , and d
q
i are the Euclidean distances re-

garding two network bandwidths, two cache states, and two
previous segment’s qualities respectively, and their com-
putations are similar to formula (8). After obtaining these
Euclidean distances between si and the state in each Q-table,
the first K-nearest distances are selected and their corre-
spondingQ-values are used to compute the array ofQ-values
for si, defined as follows:

Q si, :( 􏼁 � 􏽘
K

i�1
wi ∗Q si

′, ai( 􏼁, (10)

here, si
′ is the neighbouring state with si; wi is the Q-value

proportion of si
′. If the corresponding di is larger, wi is set to

be smaller. Given an intermediate variable ρi � 1/di, wi is
defined as follows:

wi �
ρi

􏽐
K
i�1ρi

. (11)

Furthermore, after the action is finished, it requires to
update the Q-table according to the returned instant reward
and the new state. If the current state is found in the state
division table, i.e., si ∈ S, the updating of Q-value is defined
as follows:

Q si, ai( 􏼁 � Q si, ai( 􏼁 + η ri+1 + λmax
∀ai

Q si + 1, ai( 􏼁 − Q si, ai( 􏼁􏼢 􏼣.

(12)
On the contrary, if the current state cannot be found in

the state division table, i.e., si ∉ S, the updating of Q-value is
defined as follows:
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Q si+1′ , ai+1( 􏼁 � Q si
′, ai( 􏼁 + η∗Υwi, (13)

Υ � 􏽘
K

i�1
R(i) + ξmax

ai
′

􏽘

∀ai
′

wi
′ ∗Q si
″, ai
′( 􏼁 − 􏽘
∀ai

wi ∗Q si
′, ai( 􏼁

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
,

(14)

where Υ is an intermediate variable; ξ is a regularity pa-
rameter; si

″ is the next K state after si
′.

According to the above statements, the pseudocode of
ABR optimization based on Q-learning with consideration
of K-nearest neighbor algorithm is described in Algorithm 1.

4. Physical Fitness Evaluation

)equantification evaluation for the physical training data is
also very significant. In fact, the physical training process is
intricate and has the strong randomness, which leads to the
difficulty of quantification evaluation. )e traditional
physical evaluation models (e.g., [22–26]) usually consider
the relatively simple factors with the subjectivity, which have
a few limitations. )us, it is required to find a proper model
to evaluate the physical training.

4.1. 3ought Incubation. )e physical training process has
the feature of randomness, that is, the subsequent exercise
state only depends on the current exercise state and has no
connection with the history exercise states. )is conforms to
the Markov process; thus, this paper uses the Markov model
to simulate the physical training process and further present
the related evaluation models, including individual exercise
modelling and population exercise modelling. )e main
ideas are summarized as follows:

(i) Individual Exercise Modelling. (i) )e generated
physical training data is given a rank; (ii) the matrix
of transition probability is obtained by the varying
data rank; (iii) the vector of stability probability is
computed by referring to the stability of Markov
process, to predict the stable state; and (iv) the
subsequent physical training is conducted based on
the exercise limit.

(ii) Population Exercise Modelling. )e first two steps are
similar to those in the individual exercise modelling.
)e third step is to compare the generated pop-
ulation data and adjust the improvement degree to
adapt to the whole physical training effect.

Furthermore, the generated energy during the physical
training process usually reflects the situation of physical
fitness; thus, this paper regards the energy consumption as
the evaluation metric. Particularly for the adolescent
physical training, the consumed energy gradually increases
at the initial stage. After reaching the relatively stable level, it
begins to decrease rapidly until the teenagers lose their
strength. In terms of the individual exercise modelling, we
adopt the energy consumption rate as the evaluation metric,
which is defined as follows:

crt �
EEt

ETt

. (15)

Among them, t ∈ [1, tmax] is the time period used for
data collection and tmax is the maximal number of periods;
EEt is the consumed energy of the tth data collection; and
ETt is the spent time to complete EEt. In terms of the
population exercise modelling, we adopt the improvement
degree with respect to the energy consumption transition as
the evaluation metric, which is defined as follows:

eKij � epij ∗ ed
c
ij. (16)

Among them, epij is the transition probability; edij is the
energy consumption span difference, and it can be computed
by formula (8); and c is the regularity parameter.

4.2. Modelling for Two Situations

4.2.1. Individual Modelling. Based on the Markov model
and the ABR optimization algorithm (see Section 3), the
consumed energy data can be monitored and computed
easily. After that, the sequence on energy consumption rates
can be obtained by formula (15). For the sequence, the
individual evaluation model based on the Markov process is
described as follows:

(i) State Space Division. )e maximal value and the
minimal value in the sequence are found, denoted by
crmax and crmin, respectively. Suppose that there are θ
divided state intervals, and the length of interval is
defined as

Δcr �
crmax − crmin

θ
. (17)

On this basis, the divided intervals are
[crmin, crmin + Δcr), . . . , [crmin + (θ − 1)Δcr, crmax].

(ii) Transition Probability Matrix Computation. For the
continuous time periods, their transition proba-
bilities are computed, and one matrix used to record
these transition probabilities can be obtained and
denoted by eP.

BD (1) BD (2) BD (3) BD (N)

……

CH (1) CH (2) CH (3) CH (N)

……

q (1) q (2) q (3) q (N)

……

Network
bandwidth

Cache
state

Segment
quality

Figure 1: )e state division in terms of the Q-learning based on K-
nearest neighbor algorithm.
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(iii) Stable-State Vector Determination. When tmax en-
ergy consumption rates are completed, we give an
initial state vector denoted by eStmax

to satisfy

eStmax+1 � eStmax
∗ eP. (18)

According to the stability of Markov chain, we can
obtain a state vector eS∗ � es1, es2, . . . , esθ􏼈 􏼉 to
satisfy eS∗ � eStmax

eP, where eS∗ is called the stable-
state vector.

(iv) Limited Energy Consumption Rate Computation. For
θ state intervals, their maximal values are selected,
where ermax

i denotes the maximal value of the ith
interval, and the limited energy consumption rate is
defined as

cr
lim

� 􏽘
θ

i�1
er

max
i ∗ esi. (19)

To sum up, if cri is larger than crlim, it means that the
current physical training is dangerous and the system will
notify the teenagers to slow down the physical training.

4.2.2. Population Modelling. Suppose that one population
includes Nump teenager individuals, and the average energy
consumption for the population is defined as follows:

EPave �
1

Nump
􏽘

Nump

i�1
Eii, (20)

where Eii is the consumed energy by the arbitrary teenager
individual in the population. In a similar way, the sequence
on the average energy consumptions can be obtained by
formula (20), denoted by EP1

ave,EP
2
ave, . . . ,EPtmax

ave ; that is,
there are tmax collection periods. For the sequence, the
population evaluation model based on theMarkov process is
described as follows:

(i) State Space Division. )e maximal value and the
minimal value in the sequence are found, denoted by

EPmax
ave and EPmin

ave , respectively. Suppose that there are
θ divided state intervals, and the length of interval is
defined as

ΔEPave �
EPmax

ave − EPmin
ave

θ
. (21)

)en, the divided intervals are [EPmin
ave ,EPmin

ave
+ΔEPave), . . . , [EPmin

ave + (θ − 1)ΔEPave, EPmax
ave ].

(ii) Transition ProbabilityMatrix Computation. It is similar
to the operation in the individual evaluation model.

(iii) Transition Improvement Degree Computation. It can
be obtained by formula (16).

In total, if eKij is larger than 􏽐 eKij/(θ − 1), it means
that the physical training effect has been improved and the
system will notify the population to enhance the physical
training.

5. Simulation Results

In this section, we pay attention to the simulation experi-
ments. At first, we develop the data monitoring system.
)en, we test the physical training evaluation models. Fi-
nally, the whole performance optimization on the adolescent
physical training is verified. Meanwhile, the last two parts are
based on the developed system platform. In particular, re-
garding the simulation settings, we make the different
simulations and find one proper combination.

5.1. System Implementation. )e real-time data monitoring
system depends on computer technology, communication
technology, and sports science, which provides the real-time
exercise monitoring services according to collecting the data
information with respect to the physical training. In terms of
the adolescent physical training, the data monitoring system
platform architecture is shown in Figure 2. We observe that
the system platform includes four modules, i.e., data col-
lection, data receiving and data sending, data analysis and
handling, and data display. Among them, the last module

Input: State space and action space
Output: Q-value
(1) Initialize Q-table;
(2) for each state, do
(3) Compute Q(si, : ) with formula (10);
(4) Confirm br(ai) by Q(si, : );
(5) Request to download segi;
(6) Update CHi with formula (2);
(7) Compute R(i) with formula (3);
(8) if si ∈ S, then
(9) Update Q-value with formula (12);
(10) else
(11) Update Q-value with formula (13);
(12) endfor

ALGORITHM 1: ABR optimization algorithm.
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can provide the reference for the adolescent physical training
directly according to the monitored data.

5.2. Model Evaluation. )is section will evaluate two
models, i.e., individual evaluation model and population
evaluation model. )e involved parameters are set as fol-
lows: c � 3, tmax � 300, θ � 24, and time period for 30 s. In
addition, we use the deviation rate to measure whether the
evaluation models can be acceptable. For the individual
evaluation model, we test 1000 teenagers for 12 times
experiments, where the frequency is once a day. )e ex-
perimental results on the conducted physical training
conditions are shown in Table 1. For the population
evaluation model, we also test 1000 populations for 12
times experiments, where one population includes 20
teenagers and the frequency is once a day. )e corre-
sponding results on the population physical training
conditions are shown in Table 2. Among them, the devi-
ation rate is defined as the ratio of the number of improper
conducts and the total number of experiments.

As seen from Tables 1 and 2, the deviation rate for each
group experiment is always smaller than 0.3%. To be specific,
the average deviation rate in terms of the individual eval-
uation model is 0.158% and that for the population evalu-
ation model is 0.092%, and the two values can be controlled
within the 0.16%, which implies that it is efficient to use the
Markov model to evaluate the adolescent physical training.

Furthermore, it implies that the Markov model has better
evaluation effect in terms of the population physical training
situation because 0.158% < 0.092%.

5.3. Performance Verification. )is section will verify the
optimization preformation of adolescent physical training
by comparing with two benchmarks, i.e., [3, 27] published by
Internet Technology Letters (ITL) and Computer Networks
(CN), respectively. Meanwhile, the whole transmission time
and packet loss rate are adopted as two performance veri-
fication metrics. )e involved parameters are set as follows:
c � 0.45, α � 0.6, β � 0.4, λ � 0.9, K � 6, η � 0.35, and
ξ � 0.4. In addition, the number of simulations is set as 10.
)e experimental results on the whole transmission time and
packet loss rate are shown in Tables 3 and 4, respectively.

It can be seen from Tables 3 and 4 that this paper always
consumes the smallest whole transmission time and the
lowest packet loss rate. )is implies that this paper has the
optimal optimization performance for the adolescent
physical training.)is is because this paper uses RL to obtain
the relatively optimal solution and uses theMarkov model to
obtain the relatively accurate training effect. In addition,
regarding the two metrics, we show the corresponding
dispersion coefficients to evaluate the stability, as shown in
Figure 3. We observe that this paper always has the smallest
dispersion coefficient due to the stability guarantee of using

Data collection and sending

Data analysis, processing and
mining 

Data display

Data base
station

Figure 2: )e data monitoring system platform architecture.
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RL, which implies that the performance mechanism is the
most stable.

6. Conclusions

)e physical fitness of teenagers has attracted the global
attention for a long time because it has a considerably
important influence on the rise and fall of each country. )is
paper proposes to optimize the adolescent physical training
based on RL and Markov model. Because the RL-based ABR
optimization algorithms shows the tradeoff between state
space division and convergence speed, this paper improves

the Q-learning by using the K-nearest neighbor algorithm.
In addition, we also present the evaluation models on the
physical fitness, including individual exercise modelling and
population exercise modelling, based on the Markov model.
Moreover, we make the simulation experiments based on the
developed data monitoring system platform, and the results
have demonstrated that this paper has always the optimal
optimization performance for the adolescent physical
training with the most stable state. In the future, we will
deploy more functions in our system platform, such as
adaptive recognition and falling warning. Besides, we also
make the large-scale experiments based on the real testbed
instead of the system platform.
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Table 2: )e experimental results on the population physical training conditions.

Experiment no. 1 2 3 4 5 6 7 8 9 10 11 12
#Correct conduct 1000 998 999 1000 997 1000 999 999 1000 999 1000 998
#Improper conduct 0 2 1 0 3 0 1 1 0 1 0 2
Deviation rate (%) 0 0.2 0.1 0 0.3 0 0.1 0.1 0 0.1 0 0.2

Table 3: )e experimental results on the whole transmission time (ms).

Experiment no. 1 2 3 4 5 6 7 8 9 10
)is paper 43.26 44.61 43.97 45.67 43.09 44.56 44.13 45.02 43.86 42.61
ITL 56.67 55.37 58.64 57.26 55.97 56.43 59.06 58.34 53.49 55.73
CN 83.18 82.67 84.62 85.64 85.31 84.64 83.59 84.22 82.98 84.55
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Figure 3: )e dispersion coefficients on two metrics.

Table 1: )e experimental results on the individual physical training conditions.

Experiment no. 1 2 3 4 5 6 7 8 9 10 11 12
#Correct conduct 998 1000 997 999 999 998 999 999 999 997 998 1000
#Improper conduct 2 0 3 1 1 2 1 1 1 3 2 0
Deviation rate (%) 0.2 0 0.3 0.1 0.1 0.2 0.1 0.1 0.1 0.3 0.2 0

Table 4: )e experimental results on the packet loss rate (%).

Experiment no. 1 2 3 4 5 6 7 8 9 10
)is paper 0.156 0.173 0.146 0.152 0.139 0.109 0.154 0.167 0.141 0.121
ITL 0.648 0.694 0.703 0.625 0.713 0.633 0.687 0.701 0.692 0.681
CN 0.355 0.386 0.321 0.364 0.339 0.309 0.359 0.316 0.356 0.392
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Falling is a common phenomenon in the life of the elderly, and it is also one of the 10 main causes of serious health injuries and
death of the elderly. In order to prevent falling of the elderly, a real-time fall prediction system is installed on the wearable
intelligent device, which can timely trigger the alarm and reduce the accidental injury caused by falls. At present, most algorithms
based on single-sensor data cannot accurately describe the fall state, while the fall detection algorithm based on multisensor data
integration can improve the sensitivity and specificity of prediction. In this study, we design a fall detection system based on
multisensor data fusion and analyze the four stages of falls using the data of 100 volunteers simulating falls and daily activities. In
this paper, data fusion method is used to extract three characteristic parameters representing human body acceleration and
posture change, and the effectiveness of the multisensor data fusion algorithm is verified. ,e sensitivity is 96.67%, and the
specificity is 97%. It is found that the recognition rate is the highest when the training set contains the largest number of samples in
the training set. ,erefore, after training the model based on a large amount of effective data, its recognition ability can be
improved, and the prevention of fall possibility will gradually increase. In order to compare the applicability of random forest and
support vector machine (SVM) in the development of wearable intelligent devices, two fall posture recognition models were
established, respectively, and the training time and recognition time of the models are compared. ,e results show that SVM is
more suitable for the development of wearable intelligent devices.

1. Introduction

Population aging problem is increasingly prominent, and
the technology to help adapt to the aging has been widely
concerned. Due to the aging of physiological structure and
the decline of physical function for the elderly, the proba-
bility and frequency of accidental falls in the elderly are very
high. ,e development of human fall detection technology
has practical application value. In daily life, especially in wet
places such as the kitchen, bathroom, and toilet, elderly
people slip easily. If the elderly suffer from cerebral hem-
orrhage, heart disease, and other diseases, falls may also
threaten their life. ,erefore, the detection of falls is par-
ticularly important for the elderly. As one of the key
components of intelligent devices, sensors have been widely

used in the field of smart portability. With the expansion of
the application range, more and more high requirements are
put forward for the preparation of sensors with high sen-
sitivity, high precision, and flexibility. At present, the fall
detection based on wearable sensor is relatively accurate,
which usually does not affect the detection results due to
environmental changes. It is flexible and easy to use. It can
also install sensors such as heart rate and blood pressure to
monitor the physical condition of the elderly in real time.
,e multisensor attitude detection system combines mul-
tiple data together to get the prediction results and real-time
output. Compared with the detection system based on a
single sensor, the cooperative use of multiple sensors can
further improve the accuracy and reliability of prediction.
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,e research of sensors and fall prevention is deep.
Wang’s research introduced the design and implementation
of RT fall (Real-Time fall). ,e system was a real-time,
noncontact, low-cost, and accurate indoor fall detection
system using commercial Wi-Fi equipment. Using the phase
and amplitude of fine-grained channel state information
(CSI) that can be accessed in commercial Wi-Fi devices, RT
fall achieved the goal of real-time automatic segmentation
and fault detection for the first time. ,e sharp drop of
power spectrum of falls was found in time-frequency do-
main, which provided a new idea for new feature extraction
and precise fall detection. However, Wang’s research was
biased towards theory and had no practical support [1]. He
established a motion model based on three-dimensional
acceleration and gyroscope to analyze the difference between
activities of daily living (ADLs) and falls. At the same time,
He introduced k-NN algorithm and sliding window tech-
nology and developed an intelligent fall detection and alarm
system composed of wearable motion sensor board and
smart phone, but there was a problem of low sensitivity [2].
,anh had developed a low-cost fall detection system to
accurately detect accidental falls in the elderly. He used fall
detection algorithm to compare acceleration with lower and
higher fall thresholds to accurately detect falls. However, the
system performance therein was not good, and the energy
requirements are high, and the practicability was not high
[3]. Kepski proposed a fall detection algorithm based on
depth map sequence and wireless inertial sensor data worn
by the monitored person. Kepski’s experimental verification
was carried out on a freely obtained dataset consisting of
synchronized depth and acceleration data. Kepski had done
a lot of experiments in the scene. A static camera faced the
scene, and an active camera observed the same scene from
above. Experiments on human detection, tracking, and real-
time fall detection verified the effectiveness and reliability of
the proposed method. However, the cost of this method was
high, so it was not suitable for large-scale promotion [4].

In this study, the effectiveness of the fall detection al-
gorithm based onmultisensor data fusion is verified by using
the data of 100 volunteers simulating falls and daily activities
and whether the increase of sample number in machine
learning can increase the recognition rate of the system. ,e
comparison of random forest algorithm and support vector
machine algorithm, which is more suitable for wearable
devices, to predict the trend of falls in recognition rate and
recognition time is of great significance for the elderly to
drop down.

2. Wearable Sensor and Fall
Detection Algorithm

2.1. Wearable Sensor. Wearable devices integrate sensors
into monitoring devices in real time. When the human body
falls down, the alarm can be triggered in real time. ,e
advantages of this method are obvious, not limited by time
and space, and convenient transportation and low cost.

2.1.1. Flexible Materials. Common sensors are composed of
rigid and noncurved substrates, such as those with silicon
substrates. ,e current sensors have been widely used in our
real life, but there are also some shortcomings, such as
stiffness, sensitivity, and flexibility. Flexible sensor has
flexibility; because of its wear, it needs to use flexible ma-
terials, such as some elastic staples, threads, or fiber fabrics;
organic polymer also has corresponding applications [5].
,e main substrates used are PET and REN because they
have the advantages of transparency and low cost compared
with other organic polymers. In the development of wear-
able health medical devices, PDMS, PEN, PI, and P are often
used in the development of flexible sensors. ,e sensor
electrode is composed of new driving materials, such as
carbon nanomaterials and metal nanoparticles. ,e starting
materials are graphene, carbon nanotube (CNT), carbon
fiber [6], silver, gold, and nickel. PDMS, PET, PEN, and PI
are commonly used as insulating substrates for the devel-
opment of flexible sensors. ,e differences between these
polymer materials mainly lie in Young’s factor and refractive
index. We usually choose the appropriate manufacturing
process according to the size of flexible sensors [7].

2.1.2. Types of Sensing Indicators. Wearable sensors are
mainly used to detect human normal indicators, so they have
been widely used in our lives. Generally speaking, through
the detection of human normal indicators, such as blood
pressure, cholesterol content, and pH value, testing them can
put forward corresponding reference suggestions for human
health. ,e main application tools in life are electrochemical
sensors, pressure and stress sensors, and magnetic field
sensors.

2.1.3. System Composition and Characteristics. At present,
wearable sensors to detect falls usually use three-axis ac-
celeration sensors [8]. By integrating the acceleration sensor
into relevant wearable devices, the human body wears it and
collects motion information from the human body. After
analyzing and processing the collected information, it can be
judged whether the human body falls [9]. For example, using
the possibility and working principle of the three-axis ac-
celeration ADXL345, the three coordinates of ADXL345
correspond to the left and right, the front and rear directions
of the human body, and the change of acceleration in each
direction. When the human body falls, the acceleration in all
three directions will change. Acceleration changes in three
directions should be calculated and appropriate thresholds
should be set to determine whether the elderly fall [10]. ,e
fall detection based on wearable sensor is relatively accurate
and generally does not affect the detection results due to
environmental changes, and it is flexible and easy to use.
Sensors such as heart rate and blood pressure can also be
installed to monitor the physical condition of the elderly in
real time. For the sensor beam fall detection algorithm, the
commonly used algorithm should specifically include the
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methods based on the following contents: time domain
analysis and human fall behavior recognition method based
on threshold analysis. ,e human fall process algorithm
based on time series analysis can be used for the prediction
and detection of human falls not only to predict whether
human falls will occur but also to identify human falls [11].

2.2. Fall Detection Algorithm Based on Multisensor Data
Fusion

2.2.1. Analysis of Fall Process and Design of Detection
Algorithm. According to the impact strength to the ground,
falls can be divided into “hard fall” and “soft fall.” “Hard fall”
refers to a fall resulting from physical illness due to impact.
“Soft fall” refers to a fall that does not cause harm due to low
impact strength, because the elderly fall slowly against the
wall. Due to the greater threat of hard fall to the body, this
paper focuses on the analysis of this kind of fall. According
to the principle of mechanics, when the projection of the
center of gravity to the ground cannot fall into the sup-
porting surface, the mechanism of body force balance will be
broken. If the center of gravity or supporting surface is not
adjusted in time, a fall may occur. ,is imbalance state will
be manifested in two forms: the body lands at certain ac-
celeration, and the body posture angle changes [12]. ,is fall
can be divided into four stages:

(1) ,e fall begins: the fall does not occur, but the
balance was destroyed, and the body acceleration
and position angle do not change at this time.

(2) Down phase: from the body losing balance to the end
of contact with the ground, the acceleration value
changes, and the stop angle and angular velocity of
the object rotating around the axis change.

(3) Impact phase: from the moment when the body
contacts the ground until it stops on the ground, in
this stage, the acceleration value in the middle of the
body will change dramatically and bear the maxi-
mum impact, which is also the stage of causing
damage [13].

(4) Immobility phase: the postimpact phase is usually
characterized by lying on the ground for a period of
time.

,e whole process (including four steps) of fall detection
algorithm based on multisensor and multiparameter data
fusion is summarized as follows: SV and BVA values de-
termine whether the fall has started. When the data of five
consecutive points exceed the limit a, it shall be regarded as
the beginning of decline. At this time, the stop angle values
of Pitch1, Roll1, and Yaw1 are recorded to determine the
descent phase. When the data of five consecutive points
exceeds the B limit, the descent phase occurs and the timer is
activated. BVA and SVD were used to determine the impact
stage. When the data of five consecutive points exceeds the
limit C, the collision phase occurs. Disable the timer and
read the value to check whether it is less than 1 second. Use
BVA, Pitch, Roll, and Yaw to determine the immobility
phase. When 400 consecutive data points are within a

specific range D, they are in the immobility phase, and the
position angle values of Pitch2, Roll2, and Yaw2 are recorded
[14]. ,e two recorded stop angle values are used to de-
termine the type of fall.

2.2.2. Analysis of Control System Design Requirements.
When it is determined that a human body has fallen, the
system must be able to send a text message to a specific
person through GPRS to send an alarm. ,erefore, the basic
program of the controller is as follows: the inertial sensor
continuously detects the data and sends it to the MCU for
processing. According to the postposition detection algo-
rithm, the MCU uses the processed data to determine the
current rear position. ,e fall recognition based on
threshold value is proposed. If it fails, decide whether to
perform alarm operation, such as voice unit, engine unit,
and GPRS unit [15, 16]. In addition, if the current device is
connected to the mobile phone through Bluetooth, the
mobile phone application can send parameter adjustment
instructions to the device, such as angle adjustment com-
mand, engine vibration command, and size command voice
unit [17, 18]. When using, if the hardware adds other
updated functions or there are problems when using the
device, you can remotely update the latest program in GPRS
through the server. ,rough the analysis of workflow, the
design controller must have the following four functions:

(1) Communication function, advanced computer
communication function, and mobile application
server.

(2) Storage operation, parameter control command, and
bad attitude record storage.

(3) ,e operation of receiving and processing data, re-
ceiving data from inertial sensors, and processing to
detect falls.

(4) Input and output functions, including ADC power
detection, IO port operation, engine, and voice drive.

2.2.3. Data Fusion Algorithm. ,e classical data fusion al-
gorithms include multidimensional scaling (MDS) and
Isomap, while the traditional data fusion algorithms include
principal component analysis (PCA). MDS algorithm dis-
plays the points in the high-dimensional coordinate system
to the low-dimensional coordinate system and ensures the
minimum distance between the two points. After the data is
reduced, the best high-dimensional local space is selected for
dimensionality reduction. In MDS algorithm, the distance
table of samplem in the original space is D, and the distance
table of lower space is Z. After selecting the initial point, the
gradient method is used to solve the low-dimensional
mapping, so that DZ is the minimum. MDS does not need to
make assumptions on data and can process large-scale data,
but the calculation cycle is long, and the samples will fall into
local optimum. Isomap uses the same basic algorithm as
MDS, while Isomap uses geographic distance to reflect the
low dimension of the actual multistructure calculation. For
the n-dimensional matrix, after the space input distance DX
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(I, J) between two points is specified by Isomap, the shortest
path DG (I, J) is calculated by Dijkstra algorithm, which is
used to estimate the geological distance. Finally, DG uterine
distance was used as the input of MDS to obtain the result of
reducing the size [19, 20]. When the number of N vectors
increases, the distance between the two points is closer to the
geographical distance, but it will last longer; if n is too small,
the geological distance will not be accurate.

PCA algorithm is called basic element analysis, which
uses linear transformation to transform the original data
into a new coordinate system to compress the proportion of
the original data [21]. For the initial M-dimension and X-
dimension table, the algorithm must find the interface table
and then find the attributes through the combination table.
,en, according to the attributes, they are sorted by row
from top to bottom, and the first row K is taken to form the
matrix P; y�PX is the result of dimension reduction of
dimension K. ,e algorithm runs fast, but it is difficult to
deal with nonlinear data.

2.3. Support Vector Machine and Random Forest.
Mechanical learning is a multidisciplinary interdisciplinary
subject that integrates probability theory, statistics, ap-
proximation theory, and other related theories. Its research
scope includes data mining, computer vision, and speech
recognition [22]. At present, there are many kinds of me-
chanical learning algorithms. For wearable multisensor
devices, support vector machine or random forest is
recommended.

2.3.1. Support Vector Machine. ,is is a two-layer recog-
nition method. For a dataset, the linear classifier with the
largest separation distance in its feature space is found. ,e
purpose is to maximize the distance between the two cat-
egories and develop it into a method to solve problems.
When the data is linearly inseparable, the current data must
be transformed into high-dimensional space for effective
classification. In the support vector machine algorithm, the
function that can complete the dimension mapping is called
the core function, which can solve the most complex
problems, operate the internal products in the dimension
space, and enable the data to be classified in the dimension
space [23]. ,e basic principle is to transform the two types
of data to be classified into an internal carrying volume and a
dimension space through core function transformation. At
present, the commonly used kernel functions include linear
kernel function, polynomial kernel function, radial basis
function (RBF) kernel function, and Fourier kernel function
[24].

As shown below, formula (1) is a linear kernel function.
For linear kernel function, there is no special parameter to be
set.

K(x, y) � x · y. (1)

Formula (2) is a polynomial kernel function. For
polynomial kernel function, D is used to set the highest
degree of this term of polynomial kernel function. ,e

default value is 3. C is used to set coef0 in kernel function,
and the default value is 0.

K(x, y) � (x · y + c)
d
. (2)

Formula (3) is a radial basis function. For radial basis
function, gamma is used to set gamma parameter in kernel
function. ,e default value is 1/K (K is the number of
categories).

K(x, y) � exp −c‖x − y‖
2

􏼐 􏼑. (3)

Formula (4) is a Fourier kernel function. For the Fourier
kernel function, q is used to set the gamma parameter in the
kernel function. ,e default value is 1/K (K is the number of
categories).

K(x, y) �
1 − q

2

2 1 − 2q cos(x − y) + q
2

􏼐 􏼑
. (4)

Among these kernel functions, the operation of kernel
basis is more complex than that of polynomial kernel, which
may have a better influence on the relationship between
classification and classification and can deal with the
characteristics of linear indivisible data. ,erefore, this
paper selects the fundamental kernel function as the core
function of support vector machine algorithm.

2.3.2. Random Forest. ,is is a multidecision tree classifier.
Its output category is created after comparing the output
results of all decision trees. ,e advantage of random forest
is that it can create a high-precision classifier, process a large
number of input variables, evaluate the significance of
variables, and balance the error classification of unbalanced
material sets. Based on the decision tree theory, N data
samples are randomly selected from the original dataset to
form a sample subset, which is determined by the sample
subset. According to the above steps, create other decision
trees to form a random forest. When the forest category is
evaluated most, it is determined according to the data of the
new classification tree. ,e random forest algorithm is an
improved algorithm based on the decision tree algorithm. It
contains multiple decision trees, and the creation of each
decision tree depends on the samples collected indepen-
dently each time. ,e process of random forest algorithm
should be divided into the following steps:

(1) Select random data sample n from the original
dataset.

(2) ,e random K attributes are derived from all at-
tributes, and a decision tree is created based on the
samples selected in (L) based on these attributes.

(3) Repeat (1) and (2) for a total ofM times to generate a
decision tree and create a random forest.

(4) When classifying new data, each tree will make a
decision, and all the decision tree votes are used to
determine the final classification result.

Compared with other mechanical learning algorithms,
random forest has the following advantages:
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(1) It can process dimensional data and identify rela-
tionships between them.

(2) ,e classification model has certain stability for ef-
fective evaluation of missing data.

(3) Random forest has a strong generalization effect.
(4) ,e random sampling makes the classificationmodel

avoid overpositioning.

3. Experimental Design and
Parameter Selection

3.1. Experimental Methods. ,is paper designs a fall de-
tection system based on multisensor data fusion and ana-
lyzes the four stages of fall. By using the method of data
fusion, three characteristic parameters representing human
acceleration and posture change are extracted, and a fall
detection algorithm based on threshold crisis is designed.

To be safe, we recruited 100 college students to simulate
the experiment of falling.,eir average age was 21 years, and
their average height was 172 cm. A total of 100 volunteers
were tested on a 10 cm protective mat for forward, backward,
and lateral three times. ,e multiple sensors were located at
the waist. Each volunteer also completed a series of daily
actions such as walking (five steps), standing (3 s), sitting
(5 s), squatting down (3 s), lying (10 s), going upstairs (ten
steps), and going downstairs (ten steps). ,e 3D acceleration
and angle data were collected from the fall detection system
to verify the effectiveness of the algorithm. Manual in-
spection was required to ensure that the collected data
should be available. According to the collected data, the data
waveform of each one, energy is calculated. After pre-
processing, the corresponding features are derived from
each station data, and these features are taken as the original
sample set.

3.2. Selection of Characteristic Parameters. According to the
analysis of falling process, the following acceleration char-
acteristic parameters were extracted:

SV �

������������

A
2
X + A

2
Y + A

2
Z

􏽱

. (5)

Among them, AX, AY, and AZ are the outputs of ac-
celerometer in three directions. SV reflects the instantaneous
acceleration of the body in the process of falling, which is
composed of dynamic and static parts. Dynamic acceleration
(SVD) is the high-frequency part of SV, which reflects the
intensity of acceleration change, and can be used for impact
judgment, which is obtained by formula (6); static accel-
eration refers to the acceleration of body at rest, usually 1 g.

SVD �

���������������������

A
(1)
X􏼐 􏼑

2
+ A

(1)
Y􏼐 􏼑

2
+ A

(1)
Z􏼐 􏼑

2
􏽲

. (6)

Among them, A(1)
X , A(1)

Y , and A
(1)
Z are the data of AX, AY,

and AZ after passing through the third-order high-pass
Butterworth filter with cut-off frequency of 0.2Hz.

,e vertical acceleration dynamic quantity (BVA) of the
body is obtained by

BVA �
SV2

− SVD2
− G

2

2G
. (7)

,epeak value of BVA appears during impact, which can
be used to explain the oscillation behavior during impact.
BVA can be used to determine the impact.

3.3. Validation of Algorithm Effectiveness. In order to verify
the effectiveness of the proposed algorithm, experiments are
carried out. Firstly, the relevant threshold is designed; then
the data of volunteers’ actions are collected and processed by
the above algorithm, the performance of characteristic pa-
rameters is analyzed, and the accuracy rate SE and recog-
nition rate SP are calculated. SE is defined in formula (8) and
SP is defined in formula (9).

SE �
D

S
× 100%, (8)

where D is the number of successful detections and S is the
total number of falls.

SP � 1 −
A

B
􏼒 􏼓 × 100%. (9)

Among them, A is the number of times that was mis-
takenly detected as falling and B is the total number of daily
actions.

Sensitivity is the capacity to detect a fall. It is given by the
ratio between the number of detected falls and the total falls
that occurred:

Sensitivity �
TP

TP + FN
. (10)

Specificity is the capacity to avoid false positives. In-
tuitively it is the capacity to detect a fall only if it really
occurs:

Specificity �
TN

TN + FP
, (11)

where the meanings of TP, FN, FP, and TN are shown in
Table 1.

4. Analysis of Experimental Results

4.1. Performance of Multifeature Parameter Fall Detection
Algorithm in Falls. ,e performance of the algorithm is
shown in Table 2 and Figure 1. If a feature is detected, it will
be accumulated once.

It can be seen from Table 2 and Figure 1 that the al-
gorithm proposed in this paper has successfully detected 175
times (180 times in total) and falls (SE� 96.69%). It has good
performance in front and back falls, but only 90% of them
fall in the horizontal direction, which is mainly due to the
high threshold value and the missing detection in the fall.
,e main reason is that the fall effect is relatively “slow” due
to the support force when the foot falls to the side. Both SVD
and BVA can track the fall stage. Because the stop angle
changes before and after the fall, it recovers. Combined with
these four stages, the accuracy of the algorithm is as high as
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100%. ,e multifunctional parameters under multiple
sensors can significantly improve the measurement
accuracy.

4.2.Probability ofEachParameterExceeding theLimit inDaily
Activities. In the daily activities of the algorithm, the
probability of each parameter exceeding the limit value is
shown in Table 3 and Figure 2.

From Table 3 and Figure 2, we can see that the probability
of each parameter in the algorithm exceeds the limit in daily
activities; then a group of daily activities is equivalent to 10 falls
in this study, and the false detection rate Sij of each charac-
teristic parameter is calculated, as shown in formula (10).

Sij �
Nij

10 × 10
× 100%. (12)

Among them, i� fall start, fall, impact, and recovery;
j� SV, BVA, and SVD; Nij is the number of false detections.
As a result of 6 times of false detection, Sij is 6% and SP value
is 94%. It can be seen from Table 2 that the false alarm rate of
acceleration related characteristic parameters is higher than
that of angle. SV has the highest false alarm rate, while BVA
has low false alarm rate. ,is is because BVA is the dynamic
quantity of SV, and the daily activity changes slowly.
,erefore, it is appropriate to increase the weight of BVA
parameters in daily behavior assessment. Combined with
Sections 4.1 and 4.2, we have falls and daily activities data of

Table 2: Performance of this algorithm in fall.

Action Characteristic parameters
SV SVD BVA Number of successes

Fall forward

,e fall begins 54 60 60
Down phase 60
Impact phase 60 60 60

Immobility phase 58 60

Fall back

,e fall begins 59 60 60
Down phase 60
Impact phase 60 60 60

Immobility phase 58 60

Sideways

,e fall begins 50 60 60
Down phase 60
Impact phase 60 60 60

Immobility phase 60 60
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Figure 1: Performance of this algorithm in fall.

Table 1: Possible outputs of a fall detection system.

A fall occurs A fall does not occur
A fall is detected True positive (TP) False positive (FP)
A fall is not detected False negative (FN) True negative (TN)
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100 volunteers to verify the algorithm, with a sensitivity of
96.67% and a specificity of 97%.

4.3. Multisensor Fall Detection Based on Support Vector
Machine. ,rough the 4.1 data acquisition experiment, four
kinds of human posture data are obtained, and five kinds of
posture features are extracted.,ese features reflect different
points from different angles. According to the human
classification of different postures, a fall recognition model
based on support vector machine (SVM) algorithm is
proposed by controlling the corresponding optimal pa-
rameters. ,e specific steps are as follows:

(1) Human body attitude sensors (including acceler-
ometers and gyroscopes) are used for data acquisi-
tion, so as to collect multiple human body data at the
same time, including human body triaxial acceler-
ation and angular velocity.

(2) Preprocess the collected original data, using the
average filtering method to filter the human posture
data, in order to obtain better and clearer data.

(3) ,e features are derived from all the processed kinds
of human body position data (sitting, lying, falling,
sliding, squatting down, walking, standing, and
going upstairs and downstairs). ,e features of
different positions are taken, including five charac-
teristics of combined acceleration and vertical
component of combined acceleration.

(4) In order to build the model based on the derived
human pose set, ten times grid crossover and opti-
mization algorithm should be used to determine the
best training parameters. To evaluate the model,
introduce the test set data to train the autumn at-
titude recognition model, and calculate the accuracy
of the model in the test set.

According to the above steps, 86 groups of features are
divided into training set and test set. After determining the
optimal parameters, each dataset is randomly mixed and
verified five times to ensure that the model has good gen-
eralization ability. ,e experiment was divided into three
groups, and the total number of experiments in each group
was different, but the number of falls was the same. ,e
numbers of training sets and test sets and the identification
results are shown in Figure 3.

As can be seen from the results in Figure 3, when the
training set contains different data samples, the recognition
results are slightly different. When the training set contains
65 samples and 8 groups of falls, the recognition rate should
be 82%. In the training process, the set contains 70 samples,
of which 8 groups are falls, and the recognition rate is
86.23%. When the training set contains 75 samples, of which
8 groups are falls, the recognition rate should be as high as
92.15%, and the recognition rate will improve with the
increase of the number of samples in the selected education
set, which indicates that the recognition ability of the trained
model will gradually improve based on a large amount of
effective data, thus increasing the possibility of prediction
and prevention of falls.

4.4. Comparative Analysis and Selection of Models. In order
to compare the applicability of support vector machine and
random forest algorithm, two fall detection models were
created and compared. 60 datasets are selected as the
training set, including 50 normal positions and 10 falling
positions. On the basis of the model, the training time of the
model and the recognition time of the fall posture are
calculated. ,e results are shown in Figure 4.

As can be seen from Figure 4, the training time of the
model based on random forest is 5.5 seconds, the recog-
nition time is 1.45 seconds, and the recognition rate is

Table 3: Performance of this algorithm in daily behavior.

Action Characteristic parameters
SV (%) SVD (%) BVA (%) Number of successes (%)

Daily behavior
,e fall begins 13 2 13
Down phase 3 1 2
Impact phase 1 8 5
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The fall begins
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Figure 2: Performance of this algorithm in daily behavior.
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90.35%; the training time of fall posture recognition model
based on support vector machine is 2.23 seconds, the rec-
ognition time is 0.43 seconds, and the recognition rate is
85.41%. It can be seen that this machine can make more
time-based response to fall recognition than the time-vector-
based recognition algorithm.

5. Conclusion

Fall is a common phenomenon in the life of the elderly, and
it is also one of the main causes of disease and death of the
elderly. ,e real-time fall detection system can trigger the
alarm in time, reduce the waiting time for treatment, and
reduce the accidental injury caused by falls. However, in
most collision detection systems, only accelerometers are
used to design the detection system. However, the algorithm
based on single data cannot fully describe the information
about body posture changes when falling down.,e ultimate
goal of this study is to predict the human body’s downward
trend sensor based on multidata synthesis fall detection

algorithm, so as to effectively detect the occurrence of falls
and avoid falls.

In this paper, a data acquisition experiment is designed
to preprocess and extract features of human posture data.
,en, on the basis of support vector machine algorithm and
random forest algorithm, the human posture is recognized,
and finally the effective recognition of human posture is
realized. In this study, 100 volunteers are collected to
simulate falls and daily activities to verify the effectiveness of
the algorithm.,e sensitivity was 96.67%, and the specificity
was 97%, indicating good performance. In the experiment,
when the training set contains the largest number of samples
and the numbers of fall processing experiments are equal,
the recognition rate should reach the maximum value of
92.15%. ,e accuracy of the model is based on a large
amount of valid data. After training, the recognition ability
of the system will gradually improve, so as to improve the
ability to predict falls. Support vector machine has less
training time and recognition time, which brings more
warning time and is conducive to prevention. ,erefore,
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Training set-fall

Test set-fall

0 20 40 60 80 100 120 140

Group1
Group2
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Figure 3: Comparison of fall posture recognition results.

Training time

Va
lu

e

Recognition time
Type

Recognition rate

5.5

0
1
2
3
4
5
6
7
8
9

2.23

1.45

0.43
85.41%
90.35%

Random forest
Support vector machines

Figure 4: Comparison of the recognition results of the two algorithms.
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SVM is more suitable for the system development based on
multisensor data fusion.

A fall detection algorithm based on multisensor data
synthesis is studied in this paper to improve the accuracy of
fall prediction. Wearable devices are very suitable for the
elderly and have a very broad application prospect. ,is
study is of great significance to its development.
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