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Particle swarm optimization (PSO) and simplified swarm optimization (SSO) are two of the state-of-the-art swarm intelligence
technique that is widely utilized for optimization purposes. This paper describes a particle-based simplified swarm
optimization (PSSO) procedure which combines the update mechanisms (UMs) of PSO and SSO to determine optimal system
reliability for reliability-redundancy allocation problems (RRAPs) with cold-standby strategy while aimed at maximizing the
system reliability. With comprehensive experimental test on the typical and famous four benchmarks of RRAP, PSSO is
compared with other recently introduced algorithms in four different widely used systems, i.e., a series system, a series-parallel
system, a complex (bridge) system, and an overspeed protection system for a gas turbine. Finally, the results of the
experiments demonstrate that the PSSO can effectively solve the system of RRAP with cold-standby strategy and has good
performance in the system reliability obtained although the best system reliability is not obtained in all four benchmarks.

1. Introduction

The reliability-redundancy allocation problem (RRAP) is the
best known reliability design problem and is a classical opti-
mization problem that seeks to maximize system reliability.
To optimize system reliability for RRAP, the development
of the system designs involves the selection of the reliability
and the redundancy levels of the components. Hence, RRAP
belongs to the category of mixed-integer programming
problems because the components’ reliabilities are denoted
as continuous values that fall between zero and one, while
the redundancy levels are integer values. RRAP formulations
generally involve system constraints on allowable cost,
weight, volume, etc.

Based on the system’s required functions, the entire sys-
tem is made up of a specific number of subsystems. The goal
of the RRAP is to select the best combination of components
and their reliabilities in each subsystem to maximize system
reliability, Rs, given constraints such as cost, weight, and

volume. In the RRAP literature, the objective is aimed at
maximizing the system reliability subjected to several non-
linear constraints [1–4]. The mixed-integer nonlinear opti-
mization programming model for RRAP is formulated as
follows to maximize the system reliability by determining
the number of components and the component reliabilities
in each subsystem:

Maximize Rs = f R,Nð Þ,
Subject to gj R,Nð Þ ≤ uj,

1 ≤ j ≤ the number of constraints,
ð1Þ

where Rs is the system reliability; R = ðr1, r2 ⋯ , rnsuÞ and
N = ðn1, n2,⋯, nnsuÞ are the component reliability vector
and the redundancy allocation vector of the system, respec-
tively, where ri and ni are, respectively, the reliability of
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each component and the number of components in subsys-
tem i for i = 1, 2,⋯, nsu; f ð•Þ is the objective function for
the system reliability; gjð•Þ and uj are the jth constraint
function and its resource limitation, respectively.

The main goal of reliability engineering is to increase the
system reliability. Two different strategies, i.e., active and
cold-standby, are usually used to meet this goal. All compo-
nents simultaneously start to operate from time zero, for the
active strategy, although only one is required at any particu-
lar time. The cold-standby strategy first developed and stud-
ied on redundancy allocation problem (RAP) by Coit in
2001 [5]; the redundant components are protected from
stresses associated with system operation so that no compo-
nent fails before its start.

There has been much research on different solution algo-
rithms for RRAP. For example, particle swarm optimization
(PSO) [3, 6], nondominated sorting genetic algorithm II
(NSGA-II) [7–9], artificial bee colony algorithm (ABC)
[10], genetic algorithms (GA) [1, 2, 4, 11], simplified swarm
optimization (SSO) [12, 13], nest cuckoo optimization algo-
rithm [14], a hybrid of PSO and SSO (PSSO) [15], and sto-
chastic fractal search (SFS) [16] have been employed to
study for RRAP.

Most previous research of RRAP in the literature has
been devoted to the active strategy [1–4, 8, 10, 13, 15]. Sev-
eral of these researches of RRAP using the cold-standby
strategy can be distinguished which are aimed at solving
the multiobjective [9] and focusing on the single objective
of maximizing the system reliability [11, 12, 14, 16]. In addi-
tion, some researches of RRAP adopt the mixed strategy of
active and cold-standby [6, 7]. In this work, the research of
RRAP using the cold-standby strategy with single objective
of system reliability that experimented on the four typical
and famous benchmarks of RRAP including a series system
(Figure 1), a series-parallel system (Figure 2), a complex
(bridge) system (Figure 3), and an overspeed protection sys-
tem for a gas turbine (Figure 4) as shown in Section 2.2 is

studied. The research in [11, 12, 14, 16] studied RRAP using
the cold-standby strategy with single objective of system reli-
ability but only experimented on the first three famous
benchmarks of RRAP including a series system, a series-
parallel system, and a complex (bridge) system. Therefore,
in this paper, the cold-standby strategy is used to increase
system reliability in the RRAP formulation while focusing
on the single objective of maximizing system reliability,
and a solution methodology is presented to optimize system
reliability for comprehensive experiments on all four famous
benchmarks of RRAP.

Since the early 1990s, soft computing (SC) has been uti-
lized to obtain optimal or good-quality solutions to difficult
optimization problems. Swarm intelligence (SI) is a newly
developed branch of SC that belongs in the category of
population-based stochastic optimization. Particle swarm
optimization (PSO) that was first developed by Kennedy
and Eberhard in 1995 [17] and simplified swarm optimiza-
tion (SSO) that was originally exploited by Yeh in 2009
[18] are two of the most well-known algorithms in SI. In
recent years, we have seen an increasing interest both in
PSO [3, 6, 15, 19–23] and in SSO [12, 13, 15, 24–28] for solv-
ing larger problems in science and technology.

The goal of this paper is to optimize the system reliability
using RRAP with cold-standby strategy that belongs to the
mixed-integer optimization programming model. Therefore,
the merits of PSO and SSO, which are used to search for
optima in real and discrete numbers, respectively, are
adopted in this work. That is, a hybrid algorithm of PSO
and SSO (PSSO) [15], which has only been used in RRAP
with active strategy, is the first time used to optimize the sys-
tem reliability using RRAP with cold-standby strategy. To
demonstrate the efficiency of PSSO, a comprehensive com-
parative performance study with another recently intro-
duced algorithm is presented for four different widely used
systems. In summary, the novelty and contributions of this
work are the RRAP using the cold-standby strategy with

1 2 3 4 5

Figure 1: The series system.

1 2

3

4

5

Figure 2: The series-parallel system.
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single objective of system reliability that has comprehensive
experiments on all the four famous benchmarks of RRAP.

This paper is organized as follows. Section 2 presents the
mathematical formulation of the cold-standby redundancy
strategy for RRAP and four systems. Section 3 provides
respective descriptions of PSO and SSO and the orthogonal
array test. The PSSO and related UM are discussed in
Section 4. A comprehensive comparative study of the perfor-
mances of PSSO optimizing the four systems is given in
Section 5. Finally, the discussion and conclusion are given
in Section 6.

2. The Cold-Standby Redundancy RRAP and
Four Systems

2.1. The Cold-Standby Redundancy RRAP. Cold-standby
redundancy is more difficult to implement than active
redundancy because of the necessity to detect failures as they
occur and activate the redundant component. If more than
one component is used (ni > 1), then there is one initially
operating component and ni − 1 components in cold
standby waiting to be activated. The subsystem reliability
for any distribution of component times-to-failure can be
modeled as follows [5, 11].

Ri tð Þ = ri tð Þ + 〠
ni−1

k=1

ðt
0
ri t − uð Þf kð Þ

i uð Þdu: ð2Þ

A detection and switching mechanism is required to
sense the occurrence of the component failure and to acti-
vate (switch to) a redundant component for cold-standby
redundancy. However, the switch itself may fail. For the
two imperfect operations, detection and switching, the sub-
system reliability for any component time-to-failure distri-
bution with imperfect failure detection and switching can
be modeled as follows [5, 11].

Fact 1: continual detection and switching mechanism

Ri tð Þ = ri tð Þ + 〠
ni−1

k=1

ðt
0
ρi uð Þ ri t − uð Þf kð Þ

i uð Þdu: ð3Þ

Fact 2: detection and switching mechanism only at time
of failure

Ri tð Þ = ri tð Þ + 〠
ni−1

k=1

ðt
0
ρki ri t − uð Þf kð Þ

i uð Þdu: ð4Þ

In this study, we investigate the continual detection and
switching mechanism. It is difficult to determine a closed
form of Equation (3). A convenient lower bound on subsys-
tem reliability can be determined as follows because ρiðuÞ
≥ ρiðtÞ for all u ≤ t.

Ri tð Þ ≥ ~Ri tð Þ = ri tð Þ + ρi tð Þ 〠
ni−1

k=1

ðt
0
ri t − uð Þf kð Þ

i uð Þdu: ð5Þ

The limit of RiðtÞ − ~RiðtÞ is zero as ρiðtÞ approaches one.
Hence, ρiðtÞ is usually close to 1.0 [5].

If the probability distribution of a component’s time-to-
failure is exponential, then Equation (5) can be expressed by
treating the probability of subsystem failure as a homoge-
neous Poisson process prior to the ni

th failure. In this case,
the reliability of the subsystem is the probability that there
are strictly less than ni failures, which is a Poisson distribu-
tion with parameter λi. Hence [5, 11],

ðt
0
ri t − uð Þf kð Þ

i uð Þdu = e−λit λitð Þk
k! : ð6Þ

V1 V2 V3 V4

Air fuel mixture

Gas turbine

Mechanical and
electrical over

speed detection

Figure 4: The overspeed protection system for a gas turbine.

1 2

3 4

5

Figure 3: The complex (bridge) system.
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A convenient lower bound on subsystem reliability is
determined as follows:

~Ri tð Þ = ri tð Þ + ρi tð Þ 〠
ni−1

x=1

e−λi t λitð Þx
x! : ð7Þ

In the mathematical formulation of cold-standby redun-
dancy for the RRAP, λi and ni are the two decision variables
and ri is obtained on the basis of λi from Equation (6).

2.2. The Four Systems. This paper applies RRAP with cold-
standby strategy to four systems: a series system (Figure 1),
a series-parallel system (Figure 2), a complex (bridge) system
(Figure 3), and an overspeed protection system for a gas tur-
bine (Figure 4).

Due to their structures, the four systems have different
objective functions to maximize their reliabilities but are
subject to similar multiple nonlinear constraints. The
respective RRAPs with cold-standby redundancy are formu-
lated as follows.

System 1. The series system as in Figure 1 [11, 29]

max  f R,Nð Þ =
YNsu

i=1
Ri ni,tð Þ,

s:t  g1 R,Nð Þ = 〠
Nsu

i=1
wiv

2
i n

2
i ≤V ,

g2 R,Nð Þ = 〠
Nsu

i=1
αi

−1000
ln ri tð Þ

� �βi

ni + exp ni
4

� �� �
≤ C,

g3 R,Nð Þ = 〠
N su

i=1
wini exp

ni
4

� �
≤W,

0 ≤ ri tð Þ ≤ 1, ri tð Þ ∈ real number,
ni ∈ positive integer, i = 1,⋯,Nsu:

ð8Þ

System 2. The series-parallel system as in Figure 2 [11, 29]

max f R,Nð Þ = 1 − 1 − R1 tð ÞR2 tð Þð Þ
� 1 − 1 − 1 − R3 tð Þð Þ 1 − R4 tð Þð Þ½ �R5 tð Þf g,

s:t  g1 R,Nð Þ ≤V ,

g2 R,Nð Þ ≤ C,

g3 R,Nð Þ ≤W,

0 ≤ ri tð Þ ≤ 1, ri tð Þ ∈ real number,

ni ∈ positive integer, i = 1,⋯,Nsu: ð9Þ

System 3. The complex (bridge) system as in Figure 3 [11, 29]:

max f R,Nð Þ = R1 tð ÞR2 tð Þ + R3 tð ÞR4 tð Þ + R1 tð ÞR4 tð ÞR5 tð Þ
+ R2 tð ÞR3 tð ÞR5 tð Þ − R1 tð ÞR2 tð ÞR3 tð ÞR4 tð Þ
− R1 tð ÞR2 tð ÞR3 tð ÞR5 tð Þ − R1 tð ÞR2 tð ÞR4 tð ÞR5 tð Þ
− R1 tð ÞR3 tð ÞR4 tð ÞR5 tð Þ − R2 tð ÞR3 tð ÞR4 tð ÞR5 tð Þ
+ 2R1 tð ÞR2 tð ÞR3 tð ÞR4 tð ÞR5 tð Þ,

s:t g1 R,Nð Þ ≤ V ,

g2 R,Nð Þ ≤ C,

g3 R,Nð Þ ≤W,

0 ≤ ri tð Þ ≤ 1, ri tð Þ ∈ real number,

ni ∈ positive integer, i = 1,⋯,Nsu: ð10Þ

System 4. The overspeed protection system [29]
An RRAP with a cold-standby redundancy formulation

of an overspeed protection system with a time-related cost
function [29] for a gas turbine is introduced for the first
time. The model is formulated as follows.

max  f R,Nð Þ =
YNsu

i=1
1‐ 1‐ri tð Þð Þni½ �,

s:t  h1 R,Nð Þ = 〠
Nsu

i=1
vin

2
i ≤V ,

h2 R,Nð Þ = 〠
Nsu

i=1
αi

−1000
ln ri tð Þ

� �βi

ni + exp ni
4

� �� �
≤ C,

h3 R,Nð Þ = 〠
Nsu

i=1
wini exp

ni
4

� �
≤W,

0:5 ≤ ri tð Þ ≤ 1‐10‐6, ri tð Þ ∈ real number,
1 ≤ ni ≤ 10, ni ∈ positive integer, i = 1,⋯,Nsu:

ð11Þ

3. Preliminaries

The PSO and SSO ought to be expounded at first because the
PSSO is the hybrid of PSO and SSO. In addition, an orthog-
onal array test (OA) is introduced in this study to help
improve solution quality and a penalty function is used to
deal with constraints.

3.1. The PSO. PSO belongs to the family of swarm intelli-
gence algorithms that was originally developed by Kennedy
and Eberhard [17]. A population of random particles is ini-
tialized with random positions and velocities in the solution
space; these are to be optimized by the fitness function to
guide the direction of the solution. In each generation, pBest,
denoted as Pl−1

i , is the local best solution among Y0
i , Y

1
i ,

…,Yl−1
i ; each solution has its own pBest. Pl−1

gBest is the global

4 Journal of Sensors



best, which is the best solution of all existing solutions among
all pBests; there is only one gBest at a time. In the lth genera-
tion, each solution Yl

i moves towards pBest Pl−1
i and gBest

Pl−1
gBest [19, 20] for l = 0,1,2,⋯,Ng and i = 1, 2,⋯,Nso. The

velocities and positions are updated according to the follow-
ing equation after both Pl−1

i and Pl−1
gBest are found.

Dl
i = c0 ⋅D

l−1
i + cg ⋅ ρ1 Pl−1

gBest − Yl−1
i

� �
+ cp ⋅ ρ2 Pl−1

i − Yl−1
i

� �
,

ð12Þ

Yl
i = Yl−1

i +Dl
i, ð13Þ

where Dl
i and Yl

i are the velocity and position of the ith solu-
tion at the lth generation, c0 usually is equal 0.9999, cgρ1 and
cpρ2 are the weights of the search directions, and 4 is the
upper bound of cg + cp [17].

3.2. The SSO. The SSO belongs to the swarm intelligence
family and is a population-based dynamic optimization
algorithm that was originally developed by Yeh [18]. It is
also initialized with a population of random solutions inside
the problem space and then searches for optimal solutions
by updating subsequent generations. Let cw, cp, cg, and cr
be the probabilities of the new variable value updated from
the variable in the same position of the current solution;
the sum of cw, cp, cg, and cr equals one. The fundamental
concept of SSO is that to maintain population diversity
and enhance the capacity to escape from a local optimum
[18], each variable of any solution needs to be updated to a
value related to its current value, its current pBest, the gBest,
or a random feasible value. A random movement of SSO is
based on the following model after cw, cp, and cg are given:

xlij =

xl−1ij if ρ 0,1½ � ∈ 0, Cw = cw½ Þ,
pl−1ij if ρ 0,1½ � ∈ Cw, Cp = Cw + cp

� �
,

gj if ρ 0,1½ � ∈ Cp, Cg = Cp + cg
� �

,

x if ρ 0,1½ � ∈ Cg, 1
� �

,

8>>>>>>><
>>>>>>>:

ð14Þ

where i = 1, 2,⋯, Nso, j = 1, 2,⋯,Nsu, l = 0,1,2,⋯,Ng, and x
is a random number between the lower and upper bounds of
the jth variable.

3.3. The Orthogonal Array Test (OA). This paper adopts the
orthogonal array test (OA) to improve solutions because the
OA is helpful to systematically and efficiently produce a
potentially good approximation [30, 31]. Table 1 illustrates
the class of the three-level OA where the numbers 1, 2,
and 3 in each column indicate the levels of factors, and an
equal number of 1s, 2s, and 3s is contained in each column.
Columns 1-3 are the factors of the parameters cw, cp, and cg
in Equation (14), and column 4 is the factor of the parameter
c0 in Equation (12).

Table 1: The orthogonal array.

Tests Columns

1 1 1 1 1

2 1 2 2 2

3 1 3 3 3

4 2 1 2 3

5 2 2 3 1

6 2 3 1 2

7 3 1 3 2

8 3 2 1 3

9 3 3 2 1

Table 2: The parameter values of SSO.

cw cp cg Reference

0.1 0.3 0.5 [39]

0.15 0.25 0.35

[32]0.1 0.3 0.5

0.1 0.3 0.3

0.1 0.3 0.5 [34]

0.15 0.25 0.35 [35]

0.15 0.25 0.35 [30]

0.15 0.35 0.25 [33]

0.15 0.35 0.25 [36]

0.1 0.3 0.5 [37]

0.2 0.1 0.19 [38]

Table 3: The 3 most frequent parameter values of SSO.

cw Frequency cp Frequency cg Frequency

0.10 5 0.25 3 0.25 2

0.15 5 0.30 5 0.35 3

0.20 1 0.35 2 0.50 4

Table 4: The combinations of the parameter values.

Factors
SSO PSO

Tests cg cp cw c0

1 0.25 0.25 0.10 0.9999

2 0.25 0.30 0.15 Equation (15)

3 0.25 0.35 0.20 Equation (16)

4 0.35 0.25 0.15 Equation (16)

5 0.35 0.30 0.20 0.9999

6 0.35 0.35 0.10 Equation (15)

7 0.50 0.25 0.20 Equation (15)

8 0.50 0.30 0.10 Equation (16)

9 0.50 0.35 0.15 0.9999
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The numbers of parameter values that were set according
to the published papers of the SSO algorithm [30, 32–39] are
arranged in Table 2. The top three parameter values that are
most frequently set are cw = 0:1, 0.15, 0.2, cp = 0:25, 0.3, 0.35,
and cg = 0:25, 0.35, 0.5, as presented in Table 3.

The three parameter values that are most frequently set
in PSO are 0.9999, linearly decreasing as in Equation (15)
and exponentially decreasing as in Equation (16).

c0 = 0:9999 − g ∗
0:1
Ng

, ð15Þ

c0 = c0 ⋅

ffiffiffiffi
:9
c0

Ng

s
: ð16Þ

The nine combinations of the parameter values are pre-
sented in Table 4 from the information above.

3.4. The Penalty Function. A penalty function as shown in
Equation (17) is used to deal with constraints. That is, the
penalty function in Equation (17) is a penalty mechanism
for system reliability if any constraint exceeds the upper
limit of cost, weight, or volume.

where Rpenalty is the system reliability confirmed by the pen-
alty function.

4. The PSSO

In this section, the PSSO is used together with an all-
variable-UM (here termed n-UM and λ-UM) that retains
the merits of PSO and SSO that are beneficial in searching
for the optima in real and discrete numbers, respectively
[15, 17–20, 32–39]. This study considers how the simulta-
neous application of those merits is conducive to computing
the RRAP with cold-standby strategy, which is a mixed-
integer programming model. Therefore, the key characteris-
tics and merits of PSO and SSO are applied in this paper to
optimize RRAP with cold-standby strategy.

The parameters λi of the Poisson distribution in Equation
(7) and the numbers of all components need to be determined
in cold-standby redundancy RRAP. Each number of compo-
nents is an integer, and each parameter λi of a component is
a real number. Hence, two different UMs, termed n-UM and
λ-UM, are proposed to update the numbers of all components
and the parameters λi of all components.

4.1. The n-UM. Applying the SSO, the proposed n-UM
updates the number of components, i.e., nsu for su = 1, 2,
⋯,Nsu, in each subsystem. Let so = 1, 2,⋯,Nso, su = 1, 2,
⋯,Nsu, g = 1, 2,⋯,Ng, and n be a random number between

the lower and upper bounds of the suth variable, and the
mathematical model is as follows:

Ng
so,su =

n
∧
gBest,su if ρ 0,1½ � ∈ 0, Cg = cg

� �
,

n
∧
so,su if ρ 0,1½ � ∈ Cg, Cp = Cg + cp

� �
,

ng‐1so,su if ρ 0,1½ � ∈ Cp, Cw = Cp + cw
� �

,

n if ρ 0,1½ � ∈ Cw, 1½ �:

8>>>>>>><
>>>>>>>:

ð18Þ

4.2. The λ-UM. Applying the velocity function of PSO, the
proposed λ-UM updates the parameters λi of the Poisson
distributions (Equation (7)) of the components in each sub-
system. The mathematical model is as follows:

Λg
so = c0 ⋅Λ

g‐1
so + cg ⋅ ρ1 Λ

∧ g‐1

gBest −Λg‐1
so

� �
+ cp ⋅ ρ1 Λ

∧ g‐1

so −Λg‐1
so

� �
:

ð19Þ

4.3. Pseudo-Code for PSSO. The pseudo-code of PSSO is as
follows.

Step 0. Generate X0
so = ðN0

so,Λ0
soÞ randomly, calculate FðX0

soÞ,
and let Pso = X0

so and FðPsoÞ = FðX0
soÞ for so = 1, 2,⋯,Nso.

Step 1. Find gBest such that FðX0
soÞ ≤ FðX0

gBestÞ for so = 1, 2,
⋯,Nso.

Step 2. Let g = 1.

Step 3. Update Ng
so and Λg

so based on Equations (18) and
(19).

Step 4. If FðPsoÞ < FðXg
soÞ, let Pso = Xg

so and FðPsoÞ = FðXg
soÞ

and go to Step 5. Otherwise, go to Step 6.

Step 5. If FðPgBestÞ < FðPsoÞ, let gBest = so.

Step 6. If so <Nso, let so = so + 1 and go to Step 3.

Step 7. If g <Ng, let g = g + 1 and go to Step 2. Otherwise,
halt.

Rpenalty =
Rs if X = N ,Λð Þis a feasible solution,

Rs min V
g1 R,Nð Þ

	 

, C
g2 R,Nð Þ

	 

, W
g3 R,Nð Þ

	 

,

� �� �π

otherwise,

8><
>: ð17Þ
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5. Experimental Results

While this paper aims at optimizing the system reliability,
the studied RRAP with cold-standby strategy comprehen-
sively applied to the typical and well-known four systems
described in Section 2.2: a series system, a series-parallel sys-
tem, a complex (bridge) system, and an overspeed protection
system for a gas turbine is solved by PSSO [11, 29].

The PSSO implemented for RRAP with cold-standby
strategy including the four systems was coded in the C++

programming language and run on an Intel Core i7
3.07GHz PC with 6GB memory. The experiments used

1000 generations (Ng = 1000), the number of solutions was
Nso = 100, the mission time t = 1000, and the convenient
lower bound on subsystem reliability ρiðtÞ = 0:99.

Four systems are provided to evaluate the performance
of PSSO for cold-standby RRAP, which is the mixed-
integer nonlinear reliability design. The corresponding input

Table 5: The parameter values used in Systems 1 and 3.

Subsystem i 105αi βi wiv
2
i wi V C W

1 2.330 1.5 1 7

110 175 200

2 1.450 1.5 2 8

3 0.541 1.5 3 8

4 8.050 1.5 4 6

5 1.950 1.5 2 9

Table 6: The parameter values used in System 2.

Subsystem i 105αi βi wiv
2
i wi V C W

1 2.500 1.5 2 3.5

180 175 100

2 1.450 1.5 4 4.0

3 0.541 1.5 5 4.0

4 0.541 1.5 8 3.5

5 2.100 1.5 4 4.5

Table 7: The parameter values used in System 4.

Subsystem i 105αi βi vi wi V C W

1 1 1.5 1 6

250.0 400.0 500.0
2 2.3 1.5 2 6

3 0.3 1.5 3 8

4 2.3 1.5 2 7

Table 8: The reliability of System 1 for the nine parameter
combinations.

OA Maximum Mean Minimum
Standard
deviation

1 0.96957732 0.96385617 0.91263728 0.00815955

2 0.96956482 0.96500015 0.95140225 0.00434131

3 0.99700404 0.92272200 0.82028328 0.04904667

4 0.99656129 0.91877856 0.76842776 0.05594605

5 0.96957924 0.95894940 0.87581632 0.01622886

6 0.96957612 0.96423395 0.93441124 0.00538507

7 0.96957233 0.94684495 0.81660930 0.02901255

8 0.99651026 0.92788871 0.81550324 0.05106236

9 0.96957926 0.88761690 0.68355049 0.07417057

Average 0.97861385 0.93954342 0.84207124 0.03259477

Table 9: The reliability of System 2 for the nine parameter
combinations.

OA Maximum Mean Minimum
Standard
deviation

1 0.99998828 0.99998567 0.99997026 0.00000451

2 0.99998827 0.99998617 0.99997358 0.00000360

3 0.99998826 0.99998677 0.99997358 0.00000332

4 0.99998826 0.99998517 0.99996740 0.00000534

5 0.99998828 0.99997617 0.99957038 0.00004333

6 0.99998827 0.99998245 0.99994913 0.00000724

7 0.99998827 0.99995877 0.99971734 0.00004601

8 0.99998826 0.99997295 0.99981548 0.00002908

9 0.99998828 0.99944028 0.99314011 0.00138911

Average 0.99998827 0.999919378 0.999119696 0.000170171

Table 10: The reliability of System 3 for the nine parameter
combinations.

OA Maximum Mean Minimum
Standard
deviation

1 0.99997538 0.99997142 0.99990226 0.00000963

2 0.99997535 0.99997288 0.99993734 0.00000603

3 0.99997532 0.99997305 0.99990998 0.00000703

4 0.99997532 0.99997176 0.99992335 0.00000656

5 0.99997538 0.99995309 0.99930499 0.00006959

6 0.99997536 0.99996981 0.99991011 0.00001123

7 0.99997538 0.99986639 0.99850974 0.00020563

8 0.99997535 0.99995631 0.99979033 0.00003090

9 0.99997538 0.99936835 0.98981897 0.00141941

Average 0.999975358 0.999889229 0.998556341 0.000196223

Table 11: The reliability of System 4 for the nine parameter
combinations.

OA Maximum Mean Minimum
Standard
deviation

1 0.99679154 0.99678469 0.99674692 0.00001589

2 0.99679122 0.99678877 0.99676663 0.00000382

3 0.99679135 0.99678779 0.99678178 0.00000189

4 0.99679140 0.99678700 0.99674419 0.00000507

5 0.99679154 0.99677863 0.99674708 0.00002024

6 0.99679144 0.99678831 0.99674626 0.00000772

7 0.99679149 0.99677851 0.99669826 0.00002050

8 0.99679121 0.99678736 0.99674322 0.00000985

9 0.99679154 0.99320681 0.90823357 0.01352766

Average 0.99679141 0.99638754 0.98691199 0.00151251
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data and parameters are the same as in [11, 29] and are pre-
sented in the supplementary file “Data.docx” (available here)
and Tables 5–7, respectively.

The experimental results solved by PSSO in terms of the
statistical analysis for the maximum (the best), mean, mini-
mum (the worst), and standard deviation of the related nine
combinations, using the OA introduced in Section 3.3, are
presented in Tables 8–11. The best solutions for the system
reliability are 0.99700404, 0.99998828, 0.99997538, and
0.99679154 for the four systems, respectively.

Finally, Tables 12–14 illustrate the best performances of
PSSO in comparison with previous results [11, 12, 14, 16],
the PSO, and the SSO algorithms for the first three systems,
respectively. The cold-standby strategy for RRAP is applied
to the fourth system, i.e., overspeed protection of a gas tur-
bine, for the first time, considering the PSSO applies the
combined merits of PSO and SSO. Hence, the best perfor-

mance of PSSO in comparison with the PSO and the SSO
algorithms for the fourth system is illustrated in Table 15.

In Tables 12–15, the second row illustrates the solution
to the system reliability. Other rows containing N , λi, and
ri indicate the number of components, the parameters of
the Poisson distribution in Equation (7), and the reliability
of components in each subsystem, respectively. Finally, the
MPI rows give the improvements of the solutions found by
the proposed solution over those of the best known previous
solutions; the calculation equation is ðRs PSSO − Rs otherÞ/ð1
− Rs otherÞ, where Rs PSSO indicates the system reliability
obtained by PSSO and Rs other indicates the system reliability
obtained by a previous algorithm.

The results demonstrate that the PSSO performs better
than the PSO and the SSO in terms of system reliability for
the fourth system. The results of the first three systems in
terms of system reliability obtained by ENCOA [14] are

Table 12: Comparison of PSSO with previous work for System 1.

PSO SSO GA, 2014 [11] New SSO, 2019 [12] ENCOA, 2020 [14] SFS, 2019 [16] PSSO

Rs 0.96268903 0.95989227 0.96957758 0.96957924 0.99999 0.969579 0.99700404

N (2,3,2,3,3) (3,2,2,4,2) (3, 2, 2, 3, 3) (3, 2, 2, 3, 3) (1, 3, 3, 2, 2) (3, 2, 2, 3, 3) (3,4,4,3,3)

λ1 0.00015369 0.00030518 0.00026841 0.00026587 0.000596 0.000266 0.00003271

λ2 0.00036900 0.00015259 0.00011931 0.00011924 0.000661 0.000119 0.00008385

λ3 0.00006705 0.00009572 0.00008840 0.00008856 0.000546 0.000089 0.00002787

λ4 0.00036014 0.00073242 0.00036600 0.00036728 0.000624 0.000367 0.00006836

λ5 0.00026303 0.00009942 0.00025356 0.00025387 0.000559 0.000254 0.00008259

r1 0.85754177 0.73699381 0.76459335 0.76653 0.742386 0.766498 0.96782041

r2 0.69142591 0.85848344 0.88752892 0.88759 0.816868 0.887576 0.91957190

r3 0.93514551 0.90871712 0.91539527 0.91525 0.713963 0.915293 0.97251610

r4 0.69757716 0.48074328 0.69350544 0.69261 0.575015 0.692567 0.93392478

r5 0.76871676 0.90536223 0.77603145 0.77579 0.738721 0.775825 0.92072882

MPI 91.97% 92.53% 90.15% 90.15% 90.15%

Table 13: Comparison of PSSO with previous work for System 2.

PSO SSO GA, 2014 [11] New SSO, 2019 [12] ENCOA, 2020 [14] SFS, 2019 [16] PSSO

Rs 0.99998418 0.99996929 0.99998824 0.99998827 0.99999999 0.99998827 0.99998828

N (3,3,1,2,3) (3,3,1,2,3) (3,3,2,1,3) (3,3,1,2,3) (3,2,1,3,3) (3,3,1,2,3) (3,3,1,2,3)

λ1 0.00020286 0.00030518 0.00019255 0.00019156 0.00042564 0.00019186 0.00019217

λ2 0.00018530 0.00027466 0.00017100 0.00016417 0.00017187 0.00016498 0.00016433

λ3 0.00023161 0.00006104 0.00009632 0.00010691 0.00033426 0.00010705 0.00010766

λ4 0.00007707 0.00005276 0.00010680 0.00009639 0.00033807 0.00009509 0.00009650

λ5 0.00016042 0.00018311 0.00014449 0.00014839 0.00025940 0.00014847 0.00014768

r1 0.81638904 0.73699381 0.82484672 0.82567 0.68245868 0.82542444 0.82516974

r2 0.83085895 0.75983179 0.84281657 0.84860 0.86473794 0.84791146 0.84846299

r3 0.79325626 0.94079016 0.90817308 0.89860 0.69972896 0.89848373 0.89793059

r4 0.92582234 0.94860880 0.89869900 0.90811 0.73210357 0.90929419 0.90800596

r5 0.85178644 0.83268033 0.86546301 0.86209 0.70098038 0.86202871 0.86270308

MPI 25.91% 61.83% 0.34% 0.09% 0.09%
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the best but the results found by PSSO are the second best.
The detailed comparisons are as follows.

(1) The system reliabilities Rs of 0.99999, 0.99999999,
and 0.99999995 obtained by ENCOA [14] for the
first three systems are better than PSSO, those of
the previous work, the PSO, and the SSO

(2) The system reliability Rs of 0.99679154 obtained by
PSSO for the fourth system is better than the PSO
and the SSO

(3) However, the system reliabilities Rs of 0.99700404,
and 0.99998828 obtained by PSSO for the first two
systems are better than those of the previous work,
the PSO, and the SSO except ENCOA [14], and the
system reliability Rs of 0.99997538 obtained by PSSO
for the third system is better than those of the previ-
ous work, the PSO, and the SSO except ENCOA [14]
and SFS [16].

6. Conclusion and Future Work

A particle-based version of SSO called PSSO with a new
UM to enhance the ability of traditional SSO is used to
solve RRAP with cold-standby strategy. The RRAP cold-
standby effectively maximizes the system reliability with
the PSSO. Moreover, the UM is an important part of soft
computing. This paper presents significant and novel
modifications to SSO to optimize the cold-standby redun-
dancy RRAP.

A comprehensive comparative study of the perfor-
mances of the PSSO and previous work has been made.
The system reliability obtained by the PSSO is better than
the PSO and SSO for the fourth system. The system reli-
ability obtained by the PSSO is the second best; those
are second to ENCOA [14] for the first three systems.
Roughly speaking, the PSSO based on UM has the ability
to optimize the mixed-integer programming model and
can be used to solve cold-standby redundancy RRAP effi-
ciently. In future research, we will focus on strengthening
SSO performance and will apply it to different optimiza-
tion problems and solve practical engineering problems
with larger-scale systems.

Acronyms

PSO: Particle swarm optimization
SSO: Simplified swarm optimization
PSSO: Particle-based simplified swarm optimization
RAP: Redundancy allocation problem
RRAP: Reliability-redundancy allocation problem
pBest: Local best
gBest: Global best
n-UM: Proposed update mechanism for the number vari-

ables of all components
λ-UM: Proposed update mechanism for the λ variables of

all components
MPI: Maximum possible improvement.

Table 14: Comparison of PSSO with previous work for System 3.

PSO SSO GA, 2014 [11] New SSO, 2019 [12] ENCOA, 2020 [14] SFS, 2019 [16] PSSO

Rs 0.99996602 0.99994009 0.99997413 0.99997537 0.99999995 0.99997538 0.99997538

N (3,3,3,3,1) (3,3,2,3,2) (3,3,3,3,1) (3,3,2,4,1) (2,3,2,3,3) (3,3,2,4,1) (3,3,2,4,1)

λ1 0.00026983 0.00033569 0.00021744 0.00019913 0.00048053 0.00019954 0.00020096

λ2 0.00018939 0.00009709 0.00015412 0.00015582 0.00035308 0.00015658 0.00015568

λ3 0.00016766 0.00006783 0.00014232 0.00006808 0.00058080 0.00006839 0.00006777

λ4 0.00030117 0.00054932 0.00031802 0.00049070 0.00052360 0.00048775 0.00048910

λ5 0.00017940 0.00045776 0.00026897 0.00027934 0.00028347 0.00027585 0.00027874

r1 0.76351099 0.71484227 0.80457234 0.81944 0.70647573 0.81911028 0.81794334

r2 0.82746317 0.90747281 0.85717305 0.85571 0.68327513 0.85506338 0.85583287

r3 0.84564286 0.93442369 0.86734683 0.93418 0.88812138 0.93389858 0.93447620

r4 0.73994868 0.57734434 0.72759162 0.61219 0.61431138 0.61400415 0.61317957

r5 0.83577161 0.63269698 0.76416666 0.75628 0.70242105 0.75892956 0.75673635

MPI 27.54% 58.90% 4.83% 0.04%

Table 15: Comparison of PSSO with PSO and SSO for System 4.

PSO SSO PSSO

Rs 0.99670304 0.99677964 0.99679154

N (3,3,3,3) (3,3,3,3) (3,3,3,3)

λ1 0.00007028 0.00006779 0.00007003

λ2 0.00009144 0.00009527 0.00009313

λ3 0.00005319 0.00004520 0.00004502

λ4 0.00009473 0.00009376 0.00009315

r1 0.93213157 0.93446076 0.93236397

r2 0.91261420 0.90913042 0.91107606

r3 0.94820411 0.95580962 0.95597900

r4 0.90962070 0.91050480 0.91105944

MPI 2.68% 0.36%
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Notations

nsu, nso, ng: The number of subsystems in the system,
solutions, and generations, respectively

N: N = ðn1, n2,⋯, nsuÞ is the redundancy alloca-
tion vector of the system, where ni is the
number of components in subsystem i for
i = 1, 2,⋯,Nsu

R: R = ðr1, r2,⋯, rNsuÞ is the component reliabil-
ity vector of the system, where ri is the reli-
ability of each component in subsystem i for
i = 1, 2,⋯,Nsu

Rið•Þ, qi: Rið•Þ = 1 − qnii is the reliability of subsystem i,
where qi = 1 − ri is the failure probability of
each component in subsystem i for
i = 1, 2,⋯,Nsu

~Rið•Þ: The convenient lower-bound reliability of sub-
system i

riðtÞ: The reliability of each component in subsystem
i at the mission time t

f i
ðkÞ: The pdf of subsystem i at the kth failure arrival

for k = 0, 1,⋯, nsu − 1
ρið•Þ: The failure detection/switching reliability
λi: The parameter of the Poisson distribution in

subsystem i
Rs: The system reliability
gjðR,NÞ: The jth constraint function with respect to R

and N
αi, βi: The physical feature of each component in

subsystem i for i = 1, 2,⋯,Nvar
uj: The resource limitation for the jth constraint

function
vi, ci, wi: The volume, cost, and weight, respectively,

of each component in subsystem
i, i = 1, 2,⋯,Nvar

V , C, W: The upper limits on the volume, cost, and
weight of the system, respectively

f ðR,NÞ: The fitness function with respect to R and N
Ng

so, n
g
so,su: Ng

so = ðngso,1, ngso,2,⋯, ngso,NsuÞ is the redundancy
allocation vector of the soth solution at the gth

generation, where ngso,su is the suth variable for
su = 1, 2,⋯,Nsu

Λg
so, λ

g
so,su: Λg

so = ðλgso,1, λgso,2,⋯, λgso,NsuÞ is the λ vector of
the component parameters of the soth solution
at the gth generation, where λgso,su is the suth
variable for su = 1, 2,⋯,Nsu

Xg
so: Xg

so = ðNg
so,Λg

soÞ is the soth solution at the gth

generation
•∧, •∧gBest: The related pBest and gBest.
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Smart sensor network has the characteristics of low cost, low power consumption, real time, strong adaptability, etc., and it has a
wide range of application prospects in the agricultural field. However, the smart sensor node is limited by its own energy; it also
faces many bottlenecks in agricultural applications. Therefore, balancing the energy consumption of nodes and extending the
life of the network are important considerations in the design of efficient routing for smart sensor networks. Aiming at the
problem of energy constraints, this paper proposes an intelligent sensor network clustering algorithm based on adaptive chaotic
ant colony optimization (ACACO). ACACO introduces logical chaotic mapping to interfere with the pheromone on the initial
path and uses the adaptive strategy to improve the transition probability formula. After selecting the best next hop node, the
advancing ants are released to update the local pheromone, and the current pheromone content is adjusted by the chaos factor.
When the ants determine the path, they release subsequent ants to update the global pheromone. The simulation results show
that ACACO has obvious advantages over genetic algorithm (GA) and particle swarm optimization (PSO).

1. Introduction

Smart sensor networks use smart sensors to collect environ-
mental information in the monitored area, which have
changed the way of interaction between humans and nature,
which greatly expanded human perception. And smart
sensor networks are widely used, such as realizing the moni-
toring of forest factors such as temperature, humidity, and
light in forest environmental protection. In terms of security,
the monitoring of late arrivals is realized by deploying sensor
nodes in public places [1], implementing campaign tactical
reconnaissance against enemy targets in the military field to
monitor the enemy’s real-time dynamics, and, in terms of
wildlife protection, the deployment of sensor nodes to
monitor the activities of wild animal groups, and so on.

Many key areas of smart sensor networks are worth
studying, such as energy management [2, 3], data privacy
protection, node location monitoring, and network routing
settings. Although the application prospect is very impres-
sive, many problems are still exposed. For example, the
cluster head node of the traditional network is arbitrarily

selected, without considering factors such as transmission
distance. In addition, smart sensor nodes are generally
deployed in unmanned areas with harsh conditions, and
the access of nodes to the network increases the difficulty of
network maintenance. In addition, power replacement under
centralized management is impractical and difficult to
achieve. Therefore, the irreplaceability of node power makes
the energy consumption problem particularly important
compared to other key technologies of smart sensor net-
works. Without affecting performance, designing an effective
energy consumption control strategy has become a core issue
in smart sensor networks.

It is worth mentioning that the cluster head node of the
traditional network is arbitrarily selected, without consider-
ing factors such as transmission distance, which will cause
excessive power consumption of public nodes [4–6]. In
addition, some large-scale and vulgar mobile smart sensor
networks have complex structures and changeable topolo-
gies. At the same time, the communication distance between
sensor nodes is also limited. Therefore, how to select cluster
head nodes for clustering in smart sensor networks and
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design an effective energy consumption control strategy
while ensuring the completion of the detection task has
become the core issue in smart sensor networks [7–9].

Taking energy optimization as the starting point, this
paper studies and designs a clustering algorithm based on
ACACO to reduce the energy consumption of smart sensor
single-round communication as much as possible. To verify
the effectiveness of the algorithm, we compare it with two
heuristic artificial intelligence algorithms, which are GA
[10, 11] and PSO [12]. The contributions of this research
are as follows:

(1) We propose a new smart sensor clustering model
with randomly distributed nodes. We also define
the energy consumption formula for network trans-
ceivers and calculate the total energy consumption
of the network

(2) Different from the traditional ant colony optimiza-
tion (ACO) [13, 14] to solve the cluster optimization
problem, this paper proposes a new intelligent
ACACO. It uses chaotic mapping to perturb the
pheromone update and then uses an adaptive path
selection strategy. This improves the usability of the
algorithm and avoids falling into local optima. What
is more important, ACACO balances the energy
consumption of nodes and prolongs the life of the
network, thereby solving the problem of energy
constraints, enabling effective use of resources and
reducing industrial costs

The structure of the paper can be expressed as follows. In
Section 2, the related work is discussed. Then, in Section 3,
the sensor clustering model and the evaluation of the energy
consumption of smart sensor networks are introduced. In
Section 4, ACACO based on ant colony optimization is
proposed for minimizing the energy consumption of smart
sensor networks. Section 5 introduces and discusses the
performance of the proposed model and algorithm through
simulation experiments. Finally, the conclusion part is given
in Section 6.

2. Related Work

Compared with other traditional networks, smart sensor net-
works not only meet the high-quality service requirements of
high throughput or low transmission delay but also pay
attention to energy utilization and extend the lifespan of
the network. In practical applications, smart sensors are usu-
ally deployed randomly at one time, and power replacement
under centralized management becomes impractical. How-
ever, smart sensor nodes are powered by limited memory
and batteries, and smart sensor networks consume a lot of
energy in practical applications. Therefore, the energy effi-
ciency of smart sensor nodes basically determines the life
cycle of smart sensor networks, which is crucial to the overall
network life. In order to extend the service life, smart sensor
networks can save a lot of energy for the network through
clustering. The correct choice of cluster head is one of the

solutions to this problem. In the work of selecting cluster
heads, the commonly used methods are as follows:

(1) Use improved artificial intelligence algorithms when
optimizing cluster head selection

(2) Improve the objective function to balance the energy
consumption of nodes

In paper [15], a subtractive clustering algorithm is
proposed. The solution relies on subtractive clustering to
generate cluster head nodes in densely populated areas. The
algorithm solves the problem of the ownership of noncluster
head nodes so that the consumption of the entire network is
evenly distributed and reduces the energy consumption of a
part of the network. However, the algorithm converges
slowly and its run time is long.

Paper [16] proposes an improved PSO-based fuzzy
clustering algorithm. It designs a new objective function by
optimizing the movement of particles and specifies a suitable
cluster head. That solution overcomes the problems of hot
spots and energy holes, but in actual operation, when the
number of iterations increases, it is easy to cause premature
convergence.

In the paper [17], the chaotic monkey algorithm was used
to establish a problem model for the low-energy clustering
problem. Simulation experiments show that there is indeed
higher energy efficiency in large-scale wireless sensor net-
works, but it falls into local convergence in smart sensor
networks.

In addition to optimizing artificial intelligence algo-
rithms, there are also ways to extend the life of the network
by optimizing energy budgets. For example, in data collection
or surveillance, unmanned aerial vehicles (UAV) are used to
create a more flexible data collection platform, and then, the
optimal cluster head selection strategy is proposed. As shown
in paper [18], it installs sensors for each UAV and then uses
the average remaining energy of the sensor nodes, channel
conditions, and Euclidean distance to select cluster head
nodes. Although the lifespan of the network has increased
compared with the traditional solution, the algorithm com-
plexity is too high to accept.

3. System Model

First of all, the following assumptions are given for the
network model.

Assumption 1. The monitoring environment of smart sensor
networks is a regular shape, and the sensor nodes are
randomly and discretely distributed in the monitoring area.

Assumption 2. All sensor nodes have the same initial energy,
and it consumes information when sending, fusing and
transmitting. With the same power, the data communication
capability is the same, the energy of the base station is not
limited, and it is always in a normal working state. Other
nodes have limited energy, and they are judged as dead nodes
after the energy is zero.
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Assumption 3. According to the distance between nodes, the
transmission power of each node can be flexibly selected, and
the communication between nodes is not restricted.

3.1. Topological Structure Model. Based on the above-
mentioned hypothetical network model, the types of smart
sensor nodes can be divided into cluster head nodes, gateway
nodes, and perception nodes. Among them, the perception
node merges the data it monitors and sends it to the cluster
head node in a single hop. After that, the cluster head node
receives the data from the perception node, then performs
data fusion, and finally sends it to its corresponding gateway
node. Then, the gateway node aggregates the data and gives it
to the cluster head node. The user does further analysis and
processing. Then, the user sends the monitoring task to the
gateway node and distributes the monitoring target in the
network. In the initial state, all nodes with the same state
evolve into nodes with the above-mentioned different func-
tions based on the routing protocol and form the topology
as shown in Figure 1.

3.2. Energy Consumption Model. This part adopts the energy
consumption model in LEACH protocol, that is, different
models are adopted according to different distances. To
reduce the energy consumption of the network while being
restricted by the communication distance of nodes, smart
sensor networks must develop efficient clustering schemes
for reasonable clustering. The energy consumption of smart
sensor networks is mainly composed of communication
energy consumption, perception energy consumption, and
microprocessing energy consumption. Research shows com-
munication energy consumption such as sending and receiv-
ing accounts for more than half of the energy consumption of
smart sensor networks. At the same time, the perceived
energy consumption and microprocessing energy consump-
tion are relatively fixed, and it is not easy to optimize and
reduce them. This part mainly focuses on how to reduce
the communication energy consumption of smart sensor
networks through reasonable clustering.

The energy consumption formula for sending bit data is
shown in

costs k, dð Þ =
Eeleck + εfskd

2, d < d0,
Eeleck + εampkd

4, d > d0,

(
ð1Þ

where costsðk, dÞ is the energy consumed by the sending
node to send k bits of data to the receiving node with a dis-
tance of d. Eelec is the electronics energy parameter, εamp is
the power amplification parameter in the multipath fading
channel model, and d is the transmission distance between
the sending node and the perception node. Among them,
εfs is the power amplification parameter in the free space
propagation model.

When the distance between the sending node and the
perception node is less than d0, the free space propagation
model (power loss is proportional to d2) is used. Otherwise,
the multipath fading channel model is used (power loss is
proportional to d4).

The energy consumption of the perception node to
receive k bits data can be obtained by

costr kð Þ = Eeleck, ð2Þ

where costrðkÞ is the energy consumed by the perception
node to receive k bits data.

4. ACACO for Energy Consumption in Smart
Sensor Networks

The traditional clustering routing protocol adopts a random
selection method in the election of cluster head nodes, and
the possibility of obtaining the optimal clustering is low,
which leads to uneven distribution of nodes and high energy
consumption for communication within the cluster. To solve
this problem, the cluster head node set is selected from the
candidate cluster head node set to complete the initialization
of the cluster head node, and ACACO is used to optimize the
cluster head node set.

4.1. Population Initialization.We use binary individual cod-
ing to cluster. First, we number the Q sensor nodes in the
area except the gateway node with natural numbers. The
binary code of an individual can be represented by a vec-
tor. The number “1” means that the sensor at the corre-
sponding position on the vector is a cluster head node,
and the number “0” means that the sensor node at the
corresponding position on the vector is a perception node.
For example, if there are a total of 8 nodes in smart sensor
networks and the individual code is “00101011”, it means
that nodes 3, 5, 7, and 8 are cluster head nodes, and the
remaining nodes are perception nodes. The perception
node only clusters with the nearest cluster head node, so
no coding is required.

In smart sensor networks with Q sensors, as the number
of individuals in the population is N and the cluster heads

Gateway node

Cluster head node

Intra-cluster communication
Inter-cluster communication

Perception node

Figure 1: ACACO cluster structure.
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number is M, the population coding and constraint condi-
tions can be expressed as the matrix form shown in

F =

f1,1 f1,2 ⋯ f1,Q−1 f1,Q

f2,1 f2,2 ⋯ f2,Q−1 f2,Q

⋮ ⋮ f n,q ⋮ ⋮

f N−1,1 f N−1,2 ⋯ f N−1,Q−1 f N−1,Q

f N ,1 f N ,2 ⋯ fN ,Q−1 f N ,Q

2
666666664

3
777777775
=

F1

⋮

Fn

⋮

FN

2
666666664

3
777777775
,

ð3Þ

〠
Q

q=1
f n,q =M, nϵ 1, 2,⋯,Nf gð Þ: ð4Þ

In formula (3), f n,q = 1 means that the qth sensor in the

nth individual is a cluster head node. If it is 0, it is a perception
node. Formula (4) constrains the cluster head node num-
ber in each individual in smart sensor networks to a fixed
value M.

4.2. Fitness Value. In the clustering scheme of smart sensor
networks for the purpose of optimizing the energy consump-
tion of a single round of transmission, the ACACO objective
function can be expressed in the form shown in

fit Fnð Þ = costs k, dð Þ + costr kð Þ: ð5Þ

Formula (5) indicates that the communication energy
consumption of a single round is the sum of the perception
energy consumption and the sending energy consumption
in formulas (1) and (2).

4.3. Initial Pheromone Improvement. To ensure that the
ACACO can search for multiple transmission paths in the
initial stage, this chapter designs and improves the initial
state path pheromone. ACACO introduces a chaotic map-
ping mechanism and replaces the traditional ACO with a
chaotic operator to optimize the solution. The reciprocal
distance is used to represent the initial pheromone concen-
tration, thereby jumping out of the limitation of the subopti-
mal path solution. The initial pheromone is obtained by
using logistic mapping of the typical nonlinear chaotic
sequence in chaos theory, which is defined as

τij t + 1ð Þ = μτij tð Þ 1 − τij tð Þ
� �

 τij ∈ 0, 1ð Þ, ð6Þ

where τijðtÞ represents the pheromone concentration on the
initial path from cluster node i to perception node j in the
ðt + 1Þth iteration and μ is the logistic parameter.

4.4. Transition Probability Formula. In ACACO, a binary
route of an ant can be generated according to the pheromone
intensity and visibility to update the current optimal solu-
tion. The ant’s movement rules and transition probability
can be shown in

Pk
ij tð Þ =

ταij tð Þηβij tð Þ
∑jϵallowedkτ

α
ij tð Þηβij tð Þ

: ð7Þ

Among them, ηβijðtÞ represents the path enlightenment
information from node i to node j. α is the pheromone track
intensity, and β is the path visibility. allowedk represents the
set of perception nodes that ant k has not visited and is stored
in the taboo table.

ηβijðtÞ is calculated as formula (8). When the energy con-
sumption from the current cluster head node i to the percep-
tion node j is less than the original energy consumption, the
path enlightenment information is the distance. In this
model, the nodes selected by the ants are the cluster heads
in smart sensor networks. In order to evenly distribute the
cluster heads in the monitoring area to reduce energy con-
sumption, instead of clustering them together, we tentatively
determine that the larger the distance between the cluster
heads, the better. As the number of iterations increases, the
optimal solution will be selected according to the termination
condition.

ηβij tð Þ =
dij, if fit′ jð Þ < fit jð Þ,
0, otherwise,

(
ð8Þ

where fitðjÞ is the original fitness value and fit′ðjÞ is the cur-
rent fitness value.

4.5. Pheromone Update Strategy. Ants release pheromone
during the path search. To prevent the accumulation of too
much pheromone and cause the algorithm to stagnate, a
pheromone volatilization mechanism is introduced. The
pheromone update operation is performed after a complete
access path. The specific calculation formula is shown as

τij t + 1ð Þ = 1 − ρð Þτij tð Þ + Δτij tð Þ,  ρ ∈ 0, 1ð Þ, ð9Þ

where ð1 − ρÞτijðtÞ represents the pheromone volatilization
process and ρ is the pheromone volatilization rate. ΔτijðtÞ
is the pheromone increase mechanism and the calculation
method is as follows:

Δτij tð Þ =
〠
m

k=1

Q
Lk

0, otherwise

8><
>: , if the kth ant passes through the path i, jð Þ in this cycle#, ð10Þ
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where Q is the pheromone constant and Lk is the total length
of road by the kth ant in this cycle.

4.6. Adaptive Selection Strategy of Ant Enlightenment
Information. After all the ants in the ant colony have moved,
the enlightenment information of the ants needs to be
updated according to the optimal solution of the previous
iteration. In order to collect node and path information in
the search process and give positive feedback to the final
complete path information, ACACO designs an elite selec-
tion strategy.

Set to the t generation, aðtÞ in the population is the best
individual. Assume that aðt + 1Þ is a new generation popula-
tion. If there is no better individual than aðtÞ in aðt + 1Þ, add
aðtÞ to aðt + 1Þ. aðtÞ will be the nth individual of aðt + 1Þ.
Here, n is the size of the population. In order to maintain a
certain population size, if elite individuals are added to the

new population, the individual with the smallest fitness value
in the new population needs to be removed.

It can be seen from formula (8) that the distance between
nodes in this cycle of ants has been selected by elites. Nodes
with small path distances are eliminated directly, leaving
large distances and increasing the proportion of large path
distances. Therefore, the possibility of selecting a node with
a large distance to become the cluster head increases, thereby
reducing the energy consumption between the cluster head
node and the sensing node. Therefore, the elite selection node

Start

Initialization of parameters and iteration times

Arrange the number of ants and calculate
fitness

Whether there is a next
hop

No

Yes

No

Yes
Output optimal solution

End

Select the next hop and update the local
pheromone

Whether the energy
consumption is less

Global pheromone update

Whether to reach the iterations
numbers

Each node updates the adjacency list

Figure 2: Steps of ACACO.

Table 1: Parameters of the simulation.

Parameter Parameter symbol Value

Electronics energy parameter Eelec 50 nJ/bit

Power amplification parameter in the multipath fading channel model εfs 10 PJ/(bit ×m2)

Power amplification parameter in the free space propagation model εamp 0.013 PJ/(bit ×m4)

Table 2: Parameters of the ACACO.

α β ρ Q μ

ACACO 2 3 0.9 20 0.5
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Figure 3: Continued.
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strategy can effectively improve the fitness of weakened ants,
thereby improving the overall fitness of the ant colony.

4.7. Termination Condition. The termination condition is the
criterion by which ACACO decides whether to continue
operation or stop. In the process of repeating the iterative
loop, until the solution of the predetermined iterations num-
ber is reached. When the target value reaches a certain
threshold, ACACO will terminate according to the iteration
number. After the maximum iteration number, the process
is terminated, and the individual with the lowest network
energy consumption in the community is the final solution.

4.8. The Steps of ACACO. The specific steps of ACACO are as
follows.

Step 1. The initial ant colony is generated by logistic chaotic
mapping, and the parameter initialization includes parame-
ters such as initialization pheromone and various heuristic
factors; at the same time, update the number of iterations.

Step 2. Deploy m ants on the original cluster head node and
calculate fitness.
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Figure 3: The energy consumption of the three algorithms under different numbers of nodes: (a) 150 node number, (b) 250 node number,
(c) 350 node number, and (d) 450 node numbers.
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Step 3. Measure the specific position of each ant and update
the adjacency list.

Step 4. Check whether there is a next-hop node to be selected
in the adjacency list; if it does not exist, expand the search
radius and update the adjacency list; if it exists, go to Step 5.

Step 5. According to the transition probability formula, select
the next hop node.

Step 6. Record and update node and path information, and
perform local pheromone update operations.

Step 7.Determine whether the energy consumption ofm ants
is less than the previous one; if yes, execute the elite selection
strategy and update the global pheromone; if not, release the
ants again.

Step 8. Determine whether the number of iterations of the
algorithm is met; if the conditions are not met, continue to
iteratively execute Steps 3–7, and terminate the algorithm if
the conditions are met and output the result.

The concrete simulation flowchart is shown in Figure 2.
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Figure 4: The energy consumption of the three algorithms under different cluster head probabilities. (a) The cluster head probability is 5%.
(b) The cluster head probability is 10%. (c) The cluster head probability is 15%. (d) The cluster head probability is 20%.
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5. Results and Discussion

This paper uses MATLAB R2018a environment to carry out
simulation experiments of three algorithms. To ensure the
accuracy of the experimental data, the simulation experiment
is run 50 times and the average value is taken as the experi-
mental result. In this section, we compare how different node
numbers, cluster head ratios, and monitoring area affect the
energy consumption of smart sensor networks.

We uniformly define the parameters for calculating sen-
sor energy consumption in smart sensor networks, to com-
pare these three algorithms under the same experimental
conditions. The iteration number is set to 200 generations,
the population size is 40, and the coordinates of the nodes
are randomly generated in this area. The specific parameters
of ACACO are in Table 1.

The key to affecting the behavior and performance of
genetic algorithms is the possibility of crossover and muta-
tion. Therefore, in this simulation calculation, as a com-
parison algorithm, the crossover probability of GA is set
to 0.9, and the mutation probability is 0.05. Besides, in
PSO, the maximum speed determines the maximum mov-
ing distance of the particles in a cycle, which is set to 4.
Both cognitive and social parameters are set to 2, namely,
c1 = c2. And the specific simulation parameters of ACACO
are set in Table 2. In actual data transmission, packet drop
is inevitable, so the packet drop rate from the sensing
node to the cluster head is set to 1% in the simulation.
Correspondingly, the packet drop rate from the cluster
head to the gateway is also 1%. Then, the overall packet
drop rate is 98.01%.

Figure 3 shows the energy optimization in smart sensor
networks based on ACACO, GA, and PSO when the sensor
cluster head ratio is 0.1. In order to determine the energy
consumption of the algorithm under different numbers of
sensors, in the four subgraphs, the number of sensors is set

to 150, 250, 350, and 450, respectively. And the monitoring
area is 100 × 100m.

It can be seen from the simulation results in Figures 3(a)–
3(d) that the energy consumption value based on PSO
decreases slowly with the increase of the number of iterations
of the algorithm. Compared with the ACACO which dynam-
ically adjusts the pheromone, the fixed parameters of GA are
more difficult to introduce new genes, which make it difficult
to reduce energy consumption. The energy consumption
reduction based on PSO is relatively stable, but due to the
fixed coding method, it is easy to fall into a stagnant state
in the later stage of the algorithm operation. The ants in
ACACO use chaotic mapping to dynamically adjust the
pheromone concentration and introduce the elite selection
strategy to select the next node, avoiding the phenomenon
of premature convergence and evolutionary stagnation
caused by the deterministic state.

Figure 4 shows the variation of the average communica-
tion energy consumption of smart sensor nodes with the
ratio of sensor cluster heads when smart sensor nodes move
within the monitoring area. The proportions of cluster heads
for Figures 4(a)–4(d) are 5%, 10%, 15%, and 20%, respec-
tively. The number of sensors is 200. And the monitoring
area is 100 × 100m.

It can also be seen from Figure 4(a) that when the propor-
tion of cluster heads is 5%, the downward trend of the energy
consumption of the three algorithms is not very obvious.
However, the advantages of reducing communication energy
consumption based on ACACO’s simulated evolutionary
calculation are obvious compared with the other two algo-
rithms. When the proportion of cluster heads is 10%, 15%,
and 20%, as the proportion of sensor cluster heads increases,
the energy consumption of GA drops rapidly, and the evolu-
tion speed of PSO is slow.

Figure 4(b) shows that when the cluster head ratio is
10%, the PSO-based clustering method has relatively stable
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Figure 5: The energy consumption of the three algorithms under different monitoring areas. (a) The monitoring area is 100 × 100m. (b) The
monitoring area is 200 × 200m. (c) The monitoring area is 300 × 300m. (d) The monitoring area is 400 × 400m.
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performance during operation, and the energy consumption
is not significantly reduced. Based on the GA-based solution
for cluster head selection, the energy consumption has
dropped significantly. However, compared with the fixed
parameters of GA and PSO, ACACO has introduced a global
update strategy. The best path obtained after the end of each
generation cycle is rewarded for the pheromone content on
the path with a positive feedback mechanism. This way
means that at the beginning of each generation cycle, the
pheromone content has been dynamically changed, the
probability of selecting the best path is greatly increased,
and the probability of retaining the previous generation of
low-power solutions is also increased. Therefore, after the
iterative cycle, the network using ACACO has the better per-
formance in terms of energy consumption. In Figures 4(c)
and 4(d), the single-round energy consumption decline
trends of PSO and ACACO are similar, but ACACO con-
verges faster.

Figure 5 better shows the energy efficiency of these three
algorithms in different monitoring areas. In Figures 5(a)–
5(d), we set the size of the monitoring area of smart sensor
networks to 100 × 100m, 200 × 200m, 300 × 300m, and
400 × 400m in turn. The number of sensors is 200, and the
cluster head ratio is 0.2.

The histogram in Figure 5 has the same trend. It can
be seen that the clustering method based on ACACO cal-
culation requires less average communication energy con-
sumption of nodes, which can effectively improve energy
utilization efficiency.

6. Conclusions

We propose a clustering algorithm based on ACACO, which
uses heuristic simulation evolution calculation method to
dynamically select the number and location of cluster heads
to reduce the energy consumption of smart sensor networks.
In the iterative process, the algorithm dynamically changes
the algorithm parameters through chaotic mapping, avoiding
premature convergence, and at the same time, the conver-
gence speed is faster. We also dynamically update the global
pheromone content and adopt an adaptive strategy to select
the best individual. The simulation results show that com-
pared with the other two schemes, the proposed clustering
scheme based on ACACO calculation can effectively reduce
the single-round communication energy consumption of
smart sensor networks. This paper only considers a single
case where there is only one base station in the scenario.
When there is a many-to-many relationship between the
optional base station and the cluster head node, how to effec-
tively allocate transmission tasks to optimize the network
lifespan needs to be considered from multiple perspectives
in the future.
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Congestion in wireless sensor networks (WSNs) is an unavoidable issue in today’s scenario, where data traffic increased to its
aggregated capacity of the channel. The consequence of this turns in to overflowing of the buffer at each receiving sensor nodes
which ultimately drops the packets, reduces the packet delivery ratio, and degrades throughput of the network, since
retransmission of every unacknowledged packet is not an optimized solution in terms of energy for resource-restricted sensor
nodes. Routing is one of the most preferred approaches for minimizing the energy consumption of nodes and enhancing the
throughput in WSNs, since the routing problem has been proved to be an NP-hard and it has been realized that a heuristic-
based approach provides better performance than their traditional counterparts. To tackle all the mentioned issues, this paper
proposes an efficient congestion avoidance approach using Huffman coding algorithm and ant colony optimization (ECA-HA)
to improve the network performance. This approach is a combination of traffic-oriented and resource-oriented optimization.
Specially, ant colony optimization has been employed to find multiple congestion-free alternate paths. The forward ant
constructs multiple congestion-free paths from source to sink node, and backward ant ensures about the successful creation of
paths moving from sink to source node, considering energy of the link, packet loss rate, and congestion level. Huffman coding
considers the packet loss rate on different alternate paths discovered by ant colony optimization for selection of an optimal path.
Finally, the simulation result presents that the proposed approach outperforms the state of the art approaches in terms of
average energy consumption, delay, and throughput and packet delivery ratio.

1. Introduction

The advancement in low-cost, small, and tiny sensor nodes
makes a significant role where the sensor nodes have very
attractive characteristics of sensing the environmental con-
ditions and process the received signals. The sensor nodes
can be deployed in all accessible and inaccessible areas for
sensing the data across various applications like battlefield,
building inspection, target field imaging greenhouse, and
monitoring disaster area [1]. The deployment of sensor
nodes is application-dependent, so it can be random or
deterministic [2]. The sensor nodes of the wireless sensor
network (WSN) sense the data or event, gather the data

under defined infrastructure, and process the received sig-
nals. After a lot of advancement in wireless sensor networks,
it is lacking with few specifications like limited memory,
inadequate computation, limited bandwidth, and battery-
powered nodes [3, 4]. Due to the short communication
range of sensor nodes, the intermediate nodes collaborate
in forwarding the data packets. There are various applica-
tions of WSN where sensor nodes are deployed in an
infrastructure-less network. The sensor nodes sense an event
and report to the nearest base station for respective action.
To obtain the quality of service such as congestion-free
end-to-end data delivery and delay-free data transmission,
an effective and efficient network is required to design to
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tackle congestion and energy issues of WSN [5, 6]. When a
node receives data more than its capacity to process, conges-
tion may occur which leads to the retransmission of unac-
knowledged packets. But this frequent retransmission of
packets may deplete the energy of the nodes. The nodes in
WSN are battery-powered, so energy efficient decisions are
desired solution to maximize the lifetime of the network
[7]. Load balancing, duty cycling, and data aggregation are
the various traditional approaches that have been studied
and implemented on WSN. But due to the rapid increase
in sensor nodes, the traditional approach faces many issues.
Nowadays, trajectory-based data forwarding, mobile sink,
and energy supply based on node selection approaches are
used for residual energy consumption [8, 9].

WSN is bounded with limited transmission and process-
ing capabilities; therefore, the energy of sensor nodes and
successful data transmission are the two important and man-
datory requirements. There are four popular applications of
WSN such as event-oriented, query-oriented, continuous,
and hybrid applications. The application performs on few pre-
defined situations, resulting in an unforeseeable traffic rate.
The applications where one sensor node transmits a query
and another sensor node has to respond to it are known as
query-oriented applications. On the other side, continuous
applications perform periodically or in few time slots. Lastly,
the hybrid applications are the fusion of the above three appli-
cations [6]. The transport layer deals with the congestion
problem, which is accountable for end-to-end network con-
nection. The objective of the transport layer is to provide fair
bandwidth allocation, control the data flow rate with reliable
connection links, and retransmit lost packets in an energy-
efficient fashion. Few existing strategies for controlling conges-
tion are a slow start, congestion avoidance, fast retransmission,
and fast resumption, but these are not able to outperform in
today’s network scenario [10]. Therefore, an effective and effi-
cient CC mechanism under few constraints, such as resource,
performance, and scalability, is in high demand. Congestion is
noticed on two locations, namely, node or link. When the
node’s buffer is fully occupied owing to the fast arrival rate
of incoming packets, node-level congestion happens. When
data packets collapse on network/radio links owing to the fast
transmission of data packets, link-level congestion is noticed.
The performance is influenced by both types of congestion.
Congestion should be detected at its early stage, then be noti-
fied to the nearby nodes to the source node, and eventually,
control it [11]. Traffic control and resource control are the
two most popular approaches for this domain. When the data
flow rate is controlled, traffic controlled approach is consid-
ered, while the resource control approach looks after the fair
allocation of resources to divert the data on a less congested
path [12]. Both the approaches contemplate the node’s prior-
ity, which plays the foremost role in dealing with congestion.
To address the abovementioned challenge, we present an
energy-efficient, robust, and heuristic-based approach to boost
the lifetime of the network, provided congestion-free. There-
fore, major research contributions are as follows:

(1) An efficient congestion avoidance approach using
Huffman coding enabled ant colony optimization

(ECA-HA) in wireless sensor networks is proposed
considering the important constraints of WSN such
as energy, packet loss rate, and congestion level

(2) Ant colony optimization has been applied to search
congestion-free alternate paths whenever there is a
hike in congestion on the current path. The forward
ant constructs multiple congestion-free paths from
source to sink node, and backward ant ensures about
the successful creation of paths moving from sink to
source node, considering energy of the link, packet
loss rate, and congestion level

(3) Packet loss probability is computed for each path
using maxima entropy principle. Packet entropy
helps in evaluating the uncertainty of congestion
degrees on alternate paths considering packet loss
rate

(4) Huffman coding is used to select an optimal path to
direct the load. The optimal path is the best path
among multiple paths identified by ACO in terms
of energy, congestion level, and packet loss rate. Huff-
man coding considers the packet loss probability on
different alternate paths discovered by ant colony
optimization for selection of an optimal path

(5) Finally, performance of the proposed (ECA-HA)
approach is compared with the state of the art
approaches

The rest of the paper is organized as follows: in Section 2,
literature review related to congestion avoidance and control
is discussed. The efficient congestion avoidance approach is
elaborated in Section 3 that includes problem statement
and congestion indicator model followed with Huffman
coding enabled ant colony optimization concepts. The simu-
lation and results of proposed mechanism (ECA-HA) are
explained in Section 4. Section 5 elaborates the conclusion
of the proposed mechanism.

2. Literature Review

This section explains the literature survey of different
research works concerned with congestion avoidance and
congestion control algorithm.

2.1. Nonnature-Inspired Techniques. This proposed work is
aimed at avoiding congestion-like situations in WSN which
is a very challenging issue. It directly affects the throughput
of the network. It broadly occurs when the sensor nodes in
WSN send data to a link more than its capacity to process.
So, when these nodes accept data packets with a higher rate
than their capacity, then the data packets may get dropped
in between the path or face delay. If the packets acknowl-
edged are not received, the packet is considered as dropped
or lost. Such an unacknowledged packet requires retransmis-
sion. But this retransmission of lost/drop packet has a limit.
Retransmission of the lost packet again and again may
degrade the network performance. So, to tackle such situa-
tions, various algorithms have already been proposed. These
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algorithms are not suitable for all WSN applications. CODA
(congestion detection and avoidance) algorithm is proposed
by Wan et al. The mechanism works on three broad steps:
congestion detection, congestion notification, and congestion
control. Congestion detection is done using buffer occupancy
and channel status. This is a mechanism to detect a faulty sit-
uation before their occurrence. After detecting congestion, a
notification can be done by the backpressure method. It
applies hop by hop backpressure notification. This notifica-
tion can be implicit or explicit. Both notifications have its
advantages and disadvantage. To notify, it sends a beacon
message implicitly or explicitly to the backward node,
which increases overhead on an already congested link.
For controlling purpose, AIMD (additive increase multipli-
cative decrease) is used, which additively increases and
decreases the data rate [13]. CCF (congestion control and
fairness) is proposed by Brahma et al. for many to one rout-
ing to control congestion and a transparent end-to-end
packet delivery. Fairness is evaluated based on the ratio of
the number of packets transmitted and the number of
packets received [14]. Kasyap and Kumar proposed Trickle
which is a self-regulating algorithm for code propagation
and maintenance. It broadcast updated data information to
disseminate any sort of data [15]. PCCP (priority-based con-
gestion control) algorithm is proposed by Wang et al., which
prioritizes the nodes for critical situation. This method uses a
parameter congestion degree by evaluating the interarrival
time and service time of packets. In any critical situation, pri-
oritized packet may process first then other packets, which is
aimed at maintaining the overall performance of the network
[16]. CAF (congestion avoidance and fairness) proposed by
Ahmad and Turgut calculates the characteristic ratio of the
number of downstream nodes and upstream nodes. It
monitors buffer occupancy of downstream nodes to avoid
congestion. It fairly balances the load by monitoring buffer
occupancy levels [17]. DAlPaS (dynamic alternate path selec-
tion algorithm) proposed by Sergiou and Vassiliou measures
congestion by the increased capacity of the link and opts
alternate congestion-free path to flow the data rate. Various
optimization techniques were also introduced for congestion
avoidance and control [18].

2.2. Nature-Inspired Techniques. All the above approaches
lead to excessive communication load and battery power
depletion. These traditional approaches are not suitable for
complex problems and do not provide the optimal solution.
These drawbacks cannot be recovered easily in the communi-
cation networks. These are not favorable for a dynamic and
unpredictable environment of WSN applications. So, it is a
need of time to introduce self-adaptive approach. Self-
adaptation is the strength of nature-inspired techniques.
Nature-inspired techniques are very attractive to compute
issues that rose in WSN. Nature-inspired techniques are per-
forming the complex tasks in a seemly manner with limiting
resources and capability. These techniques take advantage of
various disciplines for computing complex tasks with signif-
icant features of emerging fields. These algorithms are devel-
oped by drawing inspiration from nature, social, and local
behavior leading to emergent global behavior of reducing

congestion. These take knowledge from various branches of
science like chemistry, mathematics, physics, biology, and
engineering which helps in developing computation tools
for complex problems. Nature-inspired approaches have
opted when a problem is nonlinear and complex, with the
huge number of potential solutions and objectives.

Based on produced solutions, optimization problems are
divided into two categories such as deterministic and nonde-
terministic (stochastic) algorithms. Deterministic algorithms
are conventional and classical algorithms that are based on
mathematical programming like linear or nonlinear pro-
gramming, quadratic programming, gradient-based, or
gradient-free methods. Nondeterministic algorithms exhibit
some randomness and produce variant results for different
problems. Stochastic algorithms explore different search
spaces to obtain global optimum escaping local optima. It is
more capable of handling NP-hard problems. Optimization
techniques like ACS (adaptive cuckoo search), bird flock
behavior, artificial honey bee, fireflies and particle swarm
intelligence, honey pot, and gravitational search algorithm,
and ant colony optimization are some nature-inspired
approaches. These all nature-inspired optimization tech-
niques help in providing the optimum solution to control
congestion to maintain performance and throughput of
WSN. The adaptive cuckoo search uses cuckoo behavior for
an optimal rate adjustment to minimize congestion. It adjusts
the share rate within the limits of the packet service rate. It
uses a fitness function for share rate, provided the congestion
of minimum drop at the congested link. This method maxi-
mizes the system performance [19–21]. Flock-CC is based
on bird behavior proposed by Antoniou et al. This approach
adopts a swarm intelligence paradigm where packets are
guided to form a flock and flow towards the sink like a global
attractor. It dynamically balances the loads within available
network resources. The method provides graceful perfor-
mance in terms of packet delivery ratio, packet loss rate,
and delay. This approach is very scalable and can be adopted
in the complex networks [22]. REFIACC proposed by Kafi
et al. is reliable, efficient, fair, and interference-aware conges-
tion control protocol which schedules the communication to
prevent interference in inter and intrapath hot spots. Maxi-
mum utilization of available bandwidth is done which
outperforms the overall performance [23]. PSO (particle
swarm intelligence) is inspired by fish schooling and bird
swarm intelligence. Each particle flows in some direction by
learning from its own experience or experience of its
companion. All individual particle moves cooperatively and
competitively in search space synchronously to obtain the
best solution [24, 25]. Every particle focuses to move on the
best neighbor node on the path. The particle moves from
one location or node to another best possible node with a reg-
ulating velocity. It discovers p best and g best solution.
Finally, fitness function value for each node is obtained. Fur-
ther, GSA is used in collaboration with PSO, where best
performer nodes are attracted towards sink nodes. Heuristic
and metaheuristic approaches are mainly two derivative-
free stochastic optimization algorithms. Metaheuristic
approaches provide better results for complex problems as
compared to the heuristic approach. So, the work goes
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towards a metaheuristic approach because it provides an
optimal solution after considering various concerned param-
eters. It discovers results using the trial and error phenome-
non. It includes a group of search agents that explore the
most feasible output depending on randomization and few
specific rules. These rules are nature-inspired [26, 27]. Lee
and Teng proposed an improved version for LEACH cluster-
ing protocol to reduce packet loss rate as well as to prolong
the network lifetime using fuzzy inference systems. The
approach is named as enhanced hierarchical clustering
approach. The nodes with higher residual energy, slower
moving rate, and longer pause time would be selected as clus-
ter head [28]. To conserve energy and packet loss in WSN, El
Alami and Nagid work on routing techniques considering
the mobility of sink as the significant challenge for packet loss
rate. The technique named routing-Gi proves itself as more
efficient than the existing techniques in terms of lifetime of
network, energy efficiency, and packet delivery rate [29]. El
Alami and Nagid further adopt an enhanced clustering hier-
archy approach to maximize the network lifetime, where the
nodes with higher energy will gather data to transmit it to the
base station. This approach resolves the issue of redundant
data collection by nodes also. It works in a sleeping-waking
mechanism that conserves the energy consumption. This
approach is utilized in homogeneous and heterogeneous net-
works [30]. Sangeetha et al. introduced a heuristic approach
for searching an energy efficient optimal path in WSN. The
author focused on adjusting node degree and topology
periodically to save battery power. After this, the data flow
is balanced using fuzzy logic to avoid congestion. If conges-
tion has occurred, it finds an alternate best path using learn-
ing real-time A star heuristic algorithm [31]. Logambigai
et al. continue to work on heuristic approaches, and another
energy efficient grid-based clustering approach was intro-
duced with intelligent fuzzy rules. In this method, the routing
is performed using grid coordinator with fuzzy rules consid-
ering minimum intermediate nodes in routing process. This
approach is good in terms of lifetime of network and energy
[32]. One more improved form of congestion aware routing
mechanism using fuzzy rule sets is proposed by Sangeetha
et al. This is a traffic prudent method which identifies more
reliable path and handles excessive traffic using fuzzy rule
prediction. It works in two segments; one is to identify path
through positioning nonlocalized nodes, and another is to
identify routes to mitigate congestion free path. The conges-
tion estimate is done through ECFM algorithm [33]. One
more clustered gravitational and fuzzy-based energy efficient
approach was proposed by Selvi et al. to address the limita-
tions and challenges of existing routing system. It utilizes a
heuristic gravitational clustering approach to provide an
optimal solution for effective routing and efficient clustering.
The most appropriate route with cluster head nodes is chosen
after applying fuzzy rule sets. The approach increases the life-
time of the network and reduces the consumption of energy
[34]. ACO is a nature-inspired metaheuristic mechanism
carries few inherent features that manifest excellent scaling
characteristics. Metaheuristic techniques outperform to mit-
igate congestion and significant for large-scale networks as
well. The objective of ACO is to discover congestion-free

alternate paths. ACO prospects alternate paths by generating
and forwarding artificial ants on search space. Like real ants’
budge on search space in search of food, they budge one after
another perceiving the existence of pheromone. The probabi-
listic movement from one node to another allows the ants to
prospect new and safe paths. The density of pheromone
attracts other ants to budge on the best possible path. Also,
heuristic values of different paths incorporate a vital role in
adopting the most appropriate path [35–39]. The heuristic
value determines local information about the path which is
cooperating in evaluating congestion degree. The data rate
on different routes is uncertain or random. So information
entropy or packet entropy is measured here along with buffer
entropy, to calculate the packet loss rate. The packet loss rate
helps measure congestion degree and move towards the best
solution. The entropy function is used to evaluate the proba-
bility of congested paths via packet loss probability on differ-
ent paths. This indicates the uncertainty of the flow of data,
which can be the cause of congestion. Entropy is a concept
used to measure the disorder, uncertainty, or randomness
of a system. Information theory introduced entropy. The
concept of entropy was first introduced for statistical thermo-
dynamics. But now, its applications are communication
networks, biological research, and many more. In communi-
cation networks, it is widely used to measure the abnormality
degree of an event by monitoring abnormal events which
helps improve performance metrics of the network like
throughput and energy efficiency. Entropy is mainly studied
in three categories such as Shannon entropy, Renyi entropy,
and Tsallis entropy. Most of the studies discussed only
Shannon and Tsallis entropies. Shannon entropy is discov-
ered by C. E. Shannon, and it is extensive, while Tsallis
entropy is nonextensive. Shannon entropy is a quantitative
measure of uncertainty in a data set. Tsallis entropy explores
problems with multifractal structure for long-range depen-
dence. It focuses on the effectiveness of entropy in controlling
congestion. Shannon’s work is extended by Jaynes named
maximum entropy principle which has the inherent property
to optimize entropy measure when incomplete information
is provided in moment constraint form [40–44]. Shannon
expressions and their relevance in the proposed technique
are well described in the congestion indicator model section.
Table 1 includes the notations used in this paper.

3. Proposed Efficient Congestion
Avoidance Approach:(ECA-HA)

In this section, the problem statement and congestion indica-
tor model are presented to elaborate the congestion issue and
behavior of buffer occupancy. Alternate congestion-free path
selection using ACO and Huffman coding is proposed.

3.1. Problem Statement. For monitoring purposes, N sensor
nodes are deployed in a network size A. The WSN is
represented by a connecting graph G = fV , Eg where V =
fv1, v2, v3, v4, v5, v6 ⋯⋯::vng a set of vertices and E = fe1,
e2, e3, e4, e5, e6 ⋯⋯eng a set of connecting edges between
sensor nodes. Vn node is considered as sink node and has
an adequate energy resource as shown in Figure 1. All the
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nodes are static once deployed in the network. The initial
energy and communication range of all the nodes are equal.
The nodes within each other’s communication range are
assumed to be adjacent nodes. Ei is the initial energy of
all sensor nodes where i = 1, 2, 3⋯ n. EA is the average
residual energy. ðEA − EiÞ = 0, Di is the delay, and hðlinkÞ
is the hop count. When Vi a source node transmits data
packets to Vn (sink node), the energy level is decreased in
each transmission and receiving of the data packet. ET
and ER are the energy consumed in transmitting and
receiving k bits of information from Vi toVn.

ET Vi,Vnð Þ = k Ed + Eamp ∗ d2
� �

, ð1Þ

ER Vi, Vnð Þ = k Edð Þ: ð2Þ
ET and ER are the energy consumed in transmitting and

receiving one bit. Eamp is the amplifying energy, and Ed is
the energy dissipation per bit in transmitting and receiving.
Distance between Vi and Vn. is d. Total energy consumed
on the link is the sum of energy consumed in transmitting
and receiving.

E linkð Þ = 〠
n−1

1
ET + ERð Þ: ð3Þ

This can be simplified as energy consumed in transmis-
sion and receiving of k bit data, multiplied by several inter-
mediate nodes including the source node. Suppose v1 as
source node and v2, v3, v4 ⋯ :vn−1 are intermediate nodes
before reaching Vn. The node V1 to Vn−1 be intermediate
nodes between Vi andVn.

v1, v2, v3, v4 ⋯ :vn−1ð Þ
∈ h linkð Þ, where h linkð Þ is the hop count of the link:

ð4Þ

We define link lifetime (NL) using the minimum resid-
ual energy as

NL =
Emin linkð Þ
ET + ERð Þ : ð5Þ

When one node is depleted its all energy, it will not
participate in future network communication. Using equa-
tion (5), lifetime of complete network can be expressed as

N lifetime = minlink∈n NLð Þ: ð6Þ

Equation (6) can be expressed as

N lifetime = minlink∈n
Emin linkð Þ
ET + ERð Þ

� �
: ð7Þ

We assume that the nodes in WSN are deployed in
Gaussian distribution fashion. Gaussian distribution for a
random variable x can be defined as

f xð Þ = 1
√2πσ

e−1 x−μð Þ/2σ: ð8Þ

Mean or expected value of the data packet is denoted by
μ, and standard deviation is σ. It is experienced that if sen-
sor nodes are distributed in Gaussian fashion, the probabil-
ity of congestion detection is higher as compared to any
other distribution strategy. Dpkt is the data packets, travelled
between vi and vn. When arrival rate of source node exceed
the service rate of sink node, the data packets are required
to wait in the buffer of the sink node. In WSN, each sensor
node has a limited buffer space in which waiting data
packets can be hold till their service time. When the data

Table 1: Notations and their description.

Notation Description

EA Average residual energy

Ei Initial energy

ET Energy consumed in transmitting

ER Energy consumed in receiving

Di Delay

Eamp Amplifying energy

d Distance from source to base station

E linkð Þ Energy consumed on link

h linkð Þ Intermediate node count on link or hop count

NL Lifetime of link

N lifetime Lifetime of complete network

Dpkt Data packet

λA Data arrival rate

λD Data service rate/departure rate

BOV Virtual buffer occupancy

BOMax Maximum buffer size

LC Congestion level

thrmax Maximum threshold of buffer

TTL Time to live

P tð Þ
ij Probability of selecting next hop

Aij Pheromone density

Bij Heuristic value

Rij Updated pheromone value

Mk Memory to store visited nodes

Wij Load to distance ratio

EV Evaporation factor

Li Load on i node

dij Distance from i node to j node

MP Message generated per unit time

PL Nð Þ Packet loss probability
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packets exceed the limit of buffer, congestion occurs and
the data packets may get dropped. This indicates the con-
gestion on the path. Data arrival rate is the average time
elapsed from arrival to successfully process from queue.
Let λA be the arrival rate and λD be the service rate or
departure rate of Dpkt. The following conditions should be
met to declare the network congestion-free or congested.

λA > λDOR λA =
1
λD

, congestion occurs, ð9Þ

λA < λD, congestion‐free transmission: ð10Þ
Interarrival time of data is 1/λA, and data departure rate

is 1/λD. Also, congestion can be predicted by calculating
message generated per unit time (MP) from a particular
node plus message arrival rate. If this is greater than mes-
sage departure rate of that particular node then it is also
a clear indication of congestion in near future. It can be
simplified as

1
λA +MP

> λD: ð11Þ

This needs retransmission of dropped data packets. Fre-
quent retransmission of Dpkt may lead to queue delay, more
energy consumption, and increase congestion. Congestion
deteriorates network lifetime and quality of service. The
queue occupancy level can be the indicator of congestion.
In worst case, if congestion on path occurs, it must be
controlled. So to control congestion, the flow of data is
redirected to an alternate congestion-free path. In such
case, metaheuristic approach is expected to be adopted to
redirect the flow on an alternate congestion-free path.
Metaheuristic technique promises fast, effective, and effi-
cient relief from congestion. The proposed approach
ECA-HA is aimed at controlling congestion by identifying
optimal alternate route for data flow and by considering
different parameters.

3.2. Congestion Indicator Model. This section elaborates the
behavior of buffer occupancy that eventually affects conges-
tion level followed with notification regarding congestion
on path. Virtual buffer occupancy (BOv) by incoming packets
and BOMax is the actual maximum buffer size of a node. If

BOv level exceed to BOMax or buffer occupancy of incoming
packet is 95% or more, then it is an indication of congestion.
5% buffer space is left for the packets on fly to prevent them
from drop. Here, thrmax is the upper threshold of the buffer.
Once the congestion indication is favorable, it is mandatory
to evaluate congestion level

(a) Buffer occupancy status

BOMax and BOv are buffer occupancy maximum and
virtual buffer occupancy.

If

〠
n

V

BOv > BOMax:thrmaxð ÞORBOv > 0:95 ∗ BOMax,

ð12Þ

where v = 1, 2, 3,⋯⋯ :n, congestion occurs.

(b) Level of congestion ðLCÞ
If

BOv

BOMax
> = 1, LC =

BOv

BOMax
− 1: ð13Þ

Else

LC = 0: ð14Þ

Congestion on intermediate node can be com-
puted as

LCn
= 〠

n

i=1
Vi ∗ Lcð Þ: ð15Þ

LCn
is the level of congestion at node n. Vi =V1,

V2, V3 ⋯⋯:Vn are nodes of network. The band-
width of network also decreases with increasing
level of congestion. As the incoming packets
increases to its thrmax level, congestion level also
increases.

V1

V2

V3

V4

V5

Vn

Buffer

Data packets

Figure 1: Wireless sensor network communication.

6 Journal of Sensors



(c) Notification for Congestion. When a congestion indi-
cator provides evidence for congestion occurrence, it
must implicitly or explicitly notify backward nodes.
So to reduce extra overhead and an implicit notifica-
tion, beacon packet is sent to the source node.

(d) Congestion Control. To control drop rate, the data
flow must be redirected to some alternate route. This
alternate route must be congestion-free. So to choose
alternate congestion-free route, ant colony optimiza-
tion technique is used. ACO helps in identifying
multiple alternate congestion-free paths. Huffman
coding helps in selecting an optimal path from mul-
tiple alternate paths. The proposed approach is pre-
emptive which monitors the occurrence of an event
before its occurrence and avoids its initiation.

3.3. Alternate Congestion-Free Path Selection. This section
explains the steps involved to obtain multiple congestion-
free alternate paths. Each sensor node maintains a routing
table that contains the following information as source ID,
sink ID, F-ANT ID (forward ant), distance between source
and sink in terms of number of intermediate hops, residual
energy of node, and packet loss rate and congestion level of
node and pheromone value. Ant colony optimization
method constructs multiple alternate paths between sources
to sink. F-ANT (forward ant) and B-ANT (backward ant)
are two types of ants used in constructing paths. F-ANT
moves from source to sink and gathers information in the
forward direction. It will initialize a pheromone value in this
direction. Then, the pheromone value is updated in the
reverse direction from the sink to the source. B-ANT ensures
source node regarding energy consumption, packet loss rate,
congestion level, and hop counts. In this way, multiple alter-
nate congestion-free paths are constructed by F-ANT and
confirm about a successful path creation by B-ANT to the
source node.

3.3.1. Forward Ant (F-ANT). The number of F-ANT is gener-
ated to construct congestion-free multiple alternate paths
between the sources to the sink shown in Algorithm 1. When
ant moves from one location to another, it drops pheromone
on that path. The density of pheromone is higher on a most
favorable path. F-ANT carries information like source ID,
sink ID, F-ANT ID, hop count (hi), energy consumption
EðlinkÞ, congestion level LC , minimum energy Emin, and
time to live TTL. Every node in network maintains pher-
omone table and routing table.

In F-ANT, PðtÞ
ij is the probability of selecting next hop

while moving from the source to the sink.

P tð Þ
ij =

Aij

� �x ∗ Bij

� �y
∑n

i,j=1 Aij

� �x ∗ Bij

� �y : ð16Þ

Therefore, x, y > = 0, and all j belongs to nodes of the
network.

Aij is the pheromone density of link ði, jÞ, and Bij is
the heuristic value of link or the attractive coefficient at

time “t.”. Mk is the memory to store information about
path (visited nodes) which is used to compute path length
in terms of hop count. Here, x and y are controlling
parameters for pheromone and heuristic values. The pher-
omone value is updated with updating visiting nodes and
expressed in equation (15).

Aij t, t + 1ð Þ = 1 − Evð ÞAij tð Þ + Ev Rij t, t + 1ð Þ, ð17Þ

Rij t, t + 1ð Þ = a ∗ Li ∗ Lj

dij
� �2 , ð18Þ

Wij =
Lið Þp
dij
� �q : ð19Þ

Ev is the evaporation factor, and it is decremented with
time. Li and Lj are loads on nodes i and j, and “a” is the
coefficient. Rij stores load information from source to
destination. Here, Wij denotes ratio of load to distance
where dij is the distance between i to j, and p and q are
weights or controlling parameters. Bij is the local heuristic
value for different paths which incorporates in measuring
congestion degree and works as an important parameter
to calculate packet loss probability on different paths.

3.3.2. Estimation of Packet Loss Probability. This section
explains the applicability of the packet loss probability in
the congestion avoidance that is calculated from packet
entropy.

As the data rate on different routes is uncertain which can
be the cause of congestion inWSN, the packet loss rate is also
uncertain here. The uncertainty of information is measured
through entropy which was introduced under information
theory concept. The information theory was first introduced
for statistical thermodynamics. In communication networks,
entropy is widely used to measure the abnormality degree of
an event which ultimately helps to improve performance
metrics of the network such as throughput and energy effi-
ciency. Here, Shannon entropy [40] is used which is a quan-
titative measure of uncertainty in a data set. Shannon’s work
is extended by Jaynes named maximum entropy principle

1. If (TTL! = 0)
2. If (F-ANT is at sink node)
3. Initialize B-ANT
4. Else
5. If RandomðyÞ < 0:001 then
6. Initialize F-ANT
7. Go to next hop randomly
8. Else
9. Nodes as current and next node are updated here
10. If node already visited
11. Go to other next neighbor node
12. Update heuristic value by step 11
13. END

Algorithm 1: Pseudo-code for F-ANT.
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which has the inherent property to optimize entropy measure
when incomplete information is provided in moment con-
straint form.

Every node in a WSN is designed with a finite buffer
space to store the incoming data packets. To evaluate the
packet loss rate, the buffer entropy is calculated. The maxi-
mum entropy principle is used when there is absence of
information regarding mean arrival and service rates. This
yields Lagrange’s loss formula for providing the express for
the state probability distribution of loss system. This maxi-
mum entropy principle framework is used to study queue
behavior for packet loss rate which considers arrival rate
and service rate under normalization constraints, moment
constraint, and utilization constraint.

While data travelled from one node to another, the value
of entropy changes and rate of data arrival in buffer is also
different which changes buffer entropy too. The heuristic
data observes data packet arrival rate in buffer. Assume a
single server queue with finite buffer of N size. Probability
distribution of arrival rate of packets isPλi

or it is a distribu-
tion of the queue with size λi. Entropy is defined here as the
average of information that is received. Therefore, infor-
mation quantity (IQ) of the data packets is shown in
equation (20).

IQ = − log2
1
Pλ

: ð20Þ

Shannon entropy [40] is used here, that is, a quantita-
tive measure of uncertainty. The uncertainty arises in
probabilistic as well as in deterministic phenomenon
where the outcome is about possibility of some specific
outcome. Maximum entropy finds the maximum packet
loss probability which helps in selecting an optimum path.
The path having minimum packet loss probability will be
chosen as an optimal path. Packet entropy is average of
information quantity. HðPÞ is a function defined by
Shannon to measure uncertainty where n is finite number
of data packets transmitted between sources to sink [41].

H Pð Þ = −〠
N

i=1
Pλi

log2Pλi

� �
: ð21Þ

The cases are as follows:

(1) HðPÞ =0, if the probability of arrival packets is either
0 or 1. This is also known as minimum entropy

(2) HðPÞ = 1, if the probability of arrival packets is ½.
This is also known as maximum entropy

Moment constraints to deduce maximum uncertainty for
finite buffer queuing system are defined in equation (22).

〠
N

i=1
Pλi

� �
λi

k = Ak, where k = 1, 2, 3, 4⋯ : ð22Þ

Utilization U defines queue utilization function for non-
empty queue is defined in equation (23)

〠
N

i=1
hð λið Þ Pλi

� �
=U = 1 − Pλ0

� �
: ð23Þ

The queuing system also includes the empty system as
problem of state space, where ðPλ0

Þ is a probability of zero
job in system and h ð:Þ is a function defined as 0 when n is
equal to 0 and 1. When n is not equal to 0 where natural
probability constraint or normalization constraint is shown
in equation (24),

〠
n

i=0
Pλi

� �
= 1: ð24Þ

Maximizing Shannon entropy is subject to moment con-
straint in equations (22), (23), and (24). Lagrange multiplier
is used to determine maxima or minima of a function. It is a
weighted sum of objective and constraint function. α, β, and
γ are Lagrange multiplier associated with moment con-
straint, utilization, and standard probability constraint.

L Pλi
, α, β, γ

� �
=H Pð Þ − α 1 − 〠

n

i=0
Pλi

� � !

+ β U − 〠
n

i=1
hð λið Þ Pλi

� �
+ γ Akð − 〠

n

i=1
Pλi

� �
λi

k

 !
,

ð25Þ

L Pλi
, α, β, γ

� �
= −〠

N

i=1
Pλi

log2Pλi

� �
− α 1 − 〠

n

i=0
Pλi

� � !

+ β U − 〠
n

i=1
hð λið Þ Pλi

� �
+ γ Akð − 〠

n

i=1
Pλi

� �
λi

k

 !
:

ð26Þ
Differentiate the Lagrange function with respect to Pλi

,
and maximize Lagrange function, that is, ∂L/∂Pλi

= 0, as
given in [43, 44], and the value of Pλi

is

Pλi
= eα−β:h λið Þ−γ:λik : ð27Þ

Now, by substituting the value of Pλi
in differential con-

straint functions (22) and (23),

λi
k 〠

m

k=1
eα−β:h λið Þ−γ:λik = Ak, ð28Þ

h λið Þ〠
m

k=1
eα−β:h λið Þ−γ:λik =U , ð29Þ
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〠
m

k=1
eα−β:h λið Þ−γ:λik = 1: ð30Þ

Now, for k = 1⋯ :m, solve equation (30) to obtain value
of eα as shown in equation (31).

eα = eβ:h λið Þ+γ:λik : ð31Þ

The packet loss probability PLðNÞ [43] for fully occupied
finite buffer using maximum entropy probability distribution
of system size is computed as

PL Nð Þ = Pλi
=

1 − Pλ0

� �
λ
−γ
i

ζ γð Þ : ð32Þ

Here, ζðγÞ is Riemann zeta function widely used in num-
ber theory when distribution is related to prime numbers. As
i ≥ 1 is an infinite series shown as in equation (33),

ζ γð Þ = 〠
N

i=1
λ
−γ
i , γ > 1: ð33Þ

3.3.3. Backward Ant (B-ANT). The B-ANT follows backward
path from sink to source node identified by F-ANT. The
pheromone value is updated with every move in communica-
tion link shown in Algorithm 2. It also contains source ID,
sink ID, B-ANT ID, energy consumption, hop counts, and
congestion level. Aijðt, t + 1Þ is updated pheromone value of
link. The computation function of path for packet loss rate,
total link energy consumption, hop counts of current path,
and congestion level of link are f1ðtÞ, f2ðtÞ, f3ðtÞ, and f4ðtÞ,
respectively, along with e, l, m, and n weight parameters.
Here, a1 and a2 are used as controlling parameters to moni-
tor pheromone updating. The ant moves to the next node in
backward direction and updates the pheromone value. It also
recalculates and updates the mentioned parameters, in order
to make it capable for optimal decision.

Aij t, t + 1ð Þ = a1 ∗ F t + 1ð Þ, ð34Þ

F t + 1ð Þ = a2
F1 tð Þe

F2 tð Þl ∗ F3 tð Þm ∗ F4 tð Þn
, ð35Þ

f1 tð Þ =min PL Nð Þð Þ, ð36Þ

f2 tð Þ =〠E linkð Þ, ð37Þ

f3 = 〠
i,j∈h linkð Þ

i, jð Þ, ð38Þ

f4 = 〠
n

i=1
LCi

: ð39Þ

3.4. Select Optimal Path Using Huffman Coding. After ACO
identified multiple alternate congestion-free path, Huffman
coding selects optimal path. For this, a tree ofN nodes is gen-
erated with nodes having low congestion level near to root
node and high congestion level near to leaf node. The root
node act like sink node. The objective is to choose a path
where congestion is less or no congestion near sink node.
Such path is considered as an optimal one. Well, all the
parameters play important role in selecting optimal path.
But congestion is our major concern, so Huffman coding
opts an optimal path having minimum congestion level.

Multiple paths can be represented by Qi, and hðlinkÞ is
the path length with Wi a weight. So,

Qi = 〠
N

i=1
Wihi linkð Þ: ð40Þ

Congestion level-oriented optimal path evaluation func-
tion gi can be represented as

gi =
LCAvg

LCi

∗ PL Nð Þ
( )τ

+ LCmin

� �ω, ð41Þ

Opt pathð Þ =mini∈N gið Þ: ð42Þ
Here, optðpathÞ is optimal path chooses after Huffman

coding. PLðNÞ is the packet loss rate and LCmin
is the mini-

mum congestion on link. τ and ω are the controlling param-
eters for hop count and congestion level.

3.5. Huffman Coding for Congestion Control. This section
defines the working of Huffman coding for selection of opti-
mal path among multiple alternate paths identified by ACO.
It focuses on packet loss rate on different paths while select-
ing optimal path. The working of Huffman coding (HC) is
elaborated in Figure 2, where a, b, c, d, e, and f are the differ-
ent nodes of a network with different packet loss rate 6, 10,
13, 14, 17, and 46 as shown in Figure 2(a). Huffman tree is
also constructed to make better understanding of how to
opt an optimal path in WSN during congestion. This Huff-
man coding approach is aimed at arranging the nodes in an
optimal way of their usage. Create a min heap of six nodes,
and each node represents root of a tree with single node.

1. While (B-ANT not at source node)
2. Move to reverse direction to select next link between i and j
3. Pheromone value is updated
4. Update PLðNÞ, EðlinkÞ, hðlinkÞ, LCi

5. End while

Algorithm 2: Pseudo-code for F-ANT.
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Extract two nodes with minimum packet loss rate from
min heap and add an internal node with packet loss rate
6 + 10 = 16, shown in Figure 2(a). Now min heap has five
nodes, where four nodes are roots of tree with three elements
shown in Figure 2(b). Extract two nodes with minimum
packet loss rate from heap. Add a new internal node with
packet loss rate 13 + 14 = 27. Now, min heap has four nodes,
where two nodes are roots of tree with single element each
and two heap nodes are roots of tree with more than one
node shown in Figure 2(c). Extract two minimum nodes with
packet loss rate again. Add internal node with packet loss rate
16 + 17 = 33. Now, min heap has three nodes. Extract two
nodes with minimum packet loss rate. Add a new inter-
nal node with packet loss rate 27 + 33 = 60 shown in
Figure 2(d). Now, min heap has two nodes. Extract two
nodes with minimum packet loss rate. Add a new inter-
nal node with packet loss rate 46 + 60 = 106 shown in
Figure 2(e). Now, min heap has only one node. Since
the heap has only one node, the algorithm ends here.
Start traversing tree from root node. For all left child,
write 0, and for all right child, write 1.

3.6. ECA-HA Flow Chart. The complete operations of pro-
posed technique are presented by a flow chart in Figure 3.
The three major portions of this flow chart clearly define

the operations of proposed technique. During communica-
tion, if λA is greater than λD then check the congestion level
by computing buffer occupancy level, and if virtual buffer
occupancy is greater than maximum buffer limit then it is a
link layer congestion and it is a time to reroute the data on
an alternate route; otherwise, the network is safe and com-
munication goes smooth. Then, ACO operation performs
here, and ACO identifies multiple alternate congestion-free
paths. It identifies packet loss probability by calculating
packet entropy which helps in identifying an optimal path.
Huffman coding selects an optimal path among multiple
congestion-free alternate paths. The pseudo-code for ACO
clearly defined all the steps involved.

3.7. Time Complexity. The time complexity of the proposed
ECA-HA algorithm depends upon the complexity of
Huffman coding and ant colony optimization. For the
“n” number of sensor nodes, the Huffman coding takes
Oðn log nÞ to control the congestion in the path of the
network [10], whereas ant colony optimization selects the
best route under durationOð1/Evn

2 log nÞ, with Ev defines
the evaporation rate of pheromone [35]. Thus, overall time
complexity of the proposed ECA-HA is the summation of
Oðn log nÞ +Oð1/ρn2 log n =Oð1/ρn2 log nÞÞ:
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Figure 2: Huffman coding for optimal path selection.
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4. Simulation and Result Discussion

In this section, we performed the extensive simulation using
simulator MATLAB2017b of the proposed algorithm. The
sensor nodes are in range from 20 to 100 randomly distrib-
uted in the 2D ð100 × 100m2Þ space of the wireless network.
Base station is placed inside (40, 72) in the network which has
capability of data gathering and query processing. The initial
energy of node is Ei = 0:5 joules. The pheromone released by
ant is evaporation once in every 4 seconds, whereas the
amount of search ant is set to be 6 and their maximum life-
time is 20. The maximum number of iterations or round is
1000. The remaining list of parameters used for simulations
is shown in Table 2. The proposed algorithm is compared

with the nature-inspired algorithm ACSRO [19] and tradi-
tional congestion avoidance algorithm CODA [13]. The per-
formance of the proposed algorithm is evaluated against the
average throughput, average hop-by-hop delay, and packet
delivery ratio and node death percentage. These parameters
define the rate of successful delivery of data over the total
bandwidth, time delay in forwarding the packet from current
hop to next forward hop, and ratio of the number of packets
successfully received by receiver to the number of packets
send from source. Further, comparative analysis of the
ECA-HA with state-of-art algorithm is also evaluated.

4.1. Average Energy Consumption over Rounds.A comparison
of energy consumption of the proposed ECA-HA algorithm

No
Congestion free communication

No

Start

Start communication in wsn

If
𝜆A>𝜆D

Yes

Check congestion level

Yes

if
BOv>BOMax

Or
BOv>0.95⁎BOMax

Link layer congestion

Re-route data to an alternate route

Identify multiple alternate congestion
free routers by ACO

Identify packet loss probability by
calculating packet entropy

Identify an optimal route by HC

Re-route flow towards congestion free
route

Figure 3: Flow chart of ECA-HA
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with state-of-art algorithms over number of rounds is shown
in Figure 4. It can be observed from the results, for the initial
phase of rounds at 400, the energy consumption is 0.12 joules,
0.2 joules, and 0.51 joules for ECA-HA, ACSRO [19] (nature-
inspired algorithm), and CODA, respectively. And further
increase in the rounds up to 1000 rounds the ECA-HA only
consumes 1.4 joules, and ACSRO consumes 1.6 joules and
worst performance shown by CODA that consumes around
1.9 joules. This is due to the fact that the proposed algorithm
chose the next hop routing path based upon higher residual
energy and less congested routing density based on Huffman
coding and ant colony optimization, whereas ACSRO uses
adaptive cuckoo search rate adjustment for the selection of
next hop that performs better than CODA algorithm. It is also
noted down that the worst performance is shown by without
nature-inspired algorithm, because it does not have any selec-
tion policy for the next hop routing.

4.2. Average Residual Energy of Nodes over Rounds. A com-
parison of average residual energy between ECA-HA and
the state-of-art algorithm is presented in Figure 5. It is clearly
observed from the result as the number of rounds increases,
residual energy decreases for all the three algorithms,
whereas ECA-HA and ACSRO having residual energy 0.4
and 0.2 joules, respectively, for 1000 rounds. Further, it is
noticeable that CODA algorithm exhausts all the available
energy and in turn zero residual energy. This is because of
proposed algorithm ECA-HA selects the next hop for the
routing purpose based on ant colony optimization, and pri-
ority is given to nodes having higher residual energy using
Huffman coding, whereas ACSRO selects the path for packet
delivery based upon residual energy and minimum hop dis-
tance but does not include the congestion density on the next
available node rather the proposed ECA-HA considered all
the mentioned parameters. It is also worthy to note down

that CODA algorithm shows poorest performance due to
selection of the next route depends on minimum distance
and does not consider residual energy of the next hop that
in turns increases the overall energy consumption, and life-
time of the network is decreased.

4.3. Average Throughput over Source Data Rate. A compari-
son of average throughput of the proposed algorithm using
20 and 100 numbers of nodes in the network is shown in
Figures 6(a) and 6(b), respectively. It is clearly observed from
the result of Figure 6(a) that proposed algorithm ECA-HA
improves throughput about 18% comparing to ACSRO and
21% comparing to CODA algorithm, respectively, whereas
average throughput in Figure 6(b) shows that all three
state-of-art algorithms in the beginning (source data rate =
10) provide nearly the same 50 packets per second delivery
rate. With further increase in the source data rate, our pro-
posed algorithm ECA-HA increases the average throughput
rapidly and reaches about 100 packets per second comparing

0

1

2

0 200 400 600 800 1000

Number of rounds

ECA-HA
ACSRO
CODA

A
vg

. r
es

id
ua

l e
ne

rg
y 

of
 n

od
es

 (J
)

1.5

0.5

Figure 5: Average residual energy.

Table 2: Simulation parameters.

Parameter Value

Network area 100 × 100m2

Number of nodes (N) 20-100

Eamp 0.0013 pJ/bit/m4

Eelec 50 nJ/bit

Ei 0.5 J

Dpkt 500 bits

dij [5, 20]

Control packet size 100 bits

Data transmission rate (λD) 512Kb/s

Data arrival rate (λA) 700Kb/s

Communication range 20m

Max packet in buffer (BOMax) 40

Congestion threshold of buffer (thrmax) 33

Pheromone density of link (Aij) 20

Evaporation factor (Ev) 0.65

Antenna type Omni antenna
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Figure 4: Average energy consumption.
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to 91 packets per second and 89 packets per second for
ACSRO and CODA, respectively. This is due to the fact that
data transmission level congestion is controlled through the
effective selection of next hop based on ant colony approach
that provides alternate path having lower number of packets
to forward. It can be also observed that average throughput in
the network using CODA algorithm shows much variation
than other state-of-art algorithms. This can be attributed to
the reason CODA algorithm consumes more energy to for-
ward the packets and rarely selects optimal next hop for the
forwarding. Thus, overall it is clearly proved that ECA-HA
is the best suitable algorithm for data forwarding in the wire-
less sensor network composed to 20 or more than 100 nodes
environment. This can address the problem of congestion,
missing packets in wireless sensor network, and upgradation
of network throughput.

4.4. Average Hop-by-Hop Delay over Source Data Rate. A
comparison result of average hop-by-hop delay between pro-
posed algorithm ECA-HA and state-of-art algorithm is
shown in Figures 7(a) and 7(b) in the scenario nodes 20
and 100, respectively. This metric plays very important to
show the interpath interference control mechanism, over-
head produce by the exchange of control packets, and link-
layer transmission delay. It can be clearly observed from the
result of Figure 7(a) that proposed algorithm ECA-HA has
less delay about 33% and 38% compared to ACSRO and
CODA, respectively, for the source data rate 40 packets per
seconds and onwards, whereas in Figure 7(b), the ECA-HA
delivers the packets to next hop faster about 39% comparing
to ACSRO and 43% comparing to CODA. The reason behind
is that proposed algorithm ECA-HA exchanges minimum
number of control packets for the selection of routing path.
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This can be attributing to the reasons of Huffman coding uses
priority-based heap for the selection for next hop based on
distance between node and base station. Further, data routing
path is balanced using ant colony approach that helps in
minimizing the hop-by-hop delay, whereas ACSRO and
CODA are not able to optimize the number of control packet
exchanges that inherently increases the interference too. This
can be attributing to increase the congestion in the network
in turn enhance the overall hop-by-hop delay.

4.5. Packet Delivery Ratio over Number of Rounds.A compar-
ison of packet delivery ratio over number of rounds between
proposed algorithm ECA-HA and the state-of-art algorithm
is presented in Figure 8. Packet delivery ratio turns out to
be a throughput measurement parameter; the higher the
packet delivery ratio, the higher the throughput in the net-
work. It is clearly observed from the result on the increasing
number of rounds the packet delivery ratio is higher about
95%-98% for the proposed algorithm. This is due to the fact
that proposed algorithm uses Huffman coding for the selec-
tion of routing path to deliver the packet with less congested
path, whereas nature-inspired ACSRO algorithm performs
better than traditional congestion avoidance algorithm
CODA with 35% higher packet delivery ratio. This is because
of the ACSRO selects the next hop for the routing purpose
based on adaptive cuckoo search rate adjustment for
optimized congestion avoidance. Finally, it is observed that
proposed algorithm ECA-HA performs better than by 8%
and 48% higher packet delivery with respect to ACSRO and
CODA, respectively.

4.6. Node Death Percentage over Number of Rounds. A com-
parison of node death percentage over number of rounds
between proposed algorithm ECA-HA and the state-of-art
algorithm is presented in Figure 9. It is clearly observed from
the result as the number of rounds increases, the death per-
centage of nodes also increases for all the three algorithms
and all the nodes are dead at maximum 950 rounds. Further,
it is noticeable that proposed ECA-HA-based congestion
control routing algorithm has 20% and 40% lower node

death percentage ratio rather than ACSRO and CODA,
respectively, at 600 rounds. It is also worthy to note that pro-
posed algorithm ECA-HA runs about 960 rounds, whereas
ACSRO and CODA run only for 820 and 640 rounds. This
is due to the fact ECA-HA chose the routing path with lower
congestion rate and having more residual energy compare to
ACSRO and CODA. And the without nature-inspired-based
algorithm CODA selects any node for data forwarding with
consideration of hop distance and residual energy, which
leads to worst performance, and lifetime of the network is
decreased.

5. Conclusion and Future Scope

This paper proposed a congestion control algorithm ECA-
HA for wireless sensor networks that can be applied on most
of the application like health care system, agriculture, and
monitoring. The proposed algorithm uses ant colony
approach using two algorithms for backward ant and for-
ward ant algorithms to find more than one path for data
routing. Further, Huffman coding was applied on the top to
select one of the less congested paths as optimal data routing
path from the sample space given by ant colony approach.
The extensive performance results of the proposed algorithm
outperform in terms of various parametric than state-of-art
algorithms. Thus, the proposed algorithm forwards the
packets using optimal data routing path in the current round
that decreases the hop-by-hop delay, improves the packet
delivery ratio, or decreases the node death percentage which
ultimately improves the throughput of the network and life-
time, respectively. The only shortcoming of the proposed
algorithm is that the network is increasing at a very fast rate
but this approach is suitable for small search space. There-
fore, in future, we will look forward for large search space.
In the future, considering Internet of Things environment,
we will include the more parameter such as dynamic traffic
load or breakage in the link to find more optimal data routing
path based on reinforcement learning approach.
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progress, as the associated research data is being further uti-
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Intrusion detection is crucial in computer network security issues; therefore, this work is aimed at maximizing network security
protection and its improvement by proposing various preventive techniques. Outlier detection and semisupervised clustering
algorithms based on shared nearest neighbors are proposed in this work to address intrusion detection by converting it into a
problem of mining outliers using the network behavior dataset. The algorithm uses shared nearest neighbors as similarity,
judges whether it is an outlier according to the number of nearest neighbors of a data point, and performs semisupervised
clustering on the dataset where outliers are deleted. In the process of semisupervised clustering, vast prior knowledge is added,
and the dataset is clustered according to the principle of graph segmentation. The novelty of the proposed algorithm lies in
outlier detection while effectively avoiding the dependence on parameters, thus eliminating the influence of outliers on
clustering. This article uses real datasets: lypmphography and glass for simulation purposes. The simulation results show that
the algorithm proposed in this paper can effectively detect outliers and has a good clustering effect. Furthermore, the
experimentation reveals that the outlier detection-based SCA-SNN algorithm has the best practical effect on the dataset without
outliers, clearly validating the clustering performance of the outlier detection-based SCA-SNN algorithm. Furthermore,
compared to the other state-of-the-art anomaly detection method, it was revealed that the anomaly detection technology based
on outlier mining does not require a training process. Thus, they overcome the current anomaly detection problems caused due
to incomplete normal patterns in training samples.

1. Introduction

With the widespread advancement in the Internet and
online platforms, network security requirements have also
become inevitable [1, 2]. Various threats related to com-
puter network security can be seen nowadays, like software
bugs and intrusions. These bugs appear due to the large
functionality and large size of the software or the operat-

ing system. The intruders who do not have access to this
data may steal useful private information against the con-
sent of the network users. However, the firewalls are
placed in between two or more computers dedicated to
isolating these networks based on determining rules or
policies. But these firewalls are not enough to be secured
from such types of attacks. This is the scenario where
intrusion detection systems play a vital role in stopping
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the cyber attacks and analyze the security problems at the
time of such intrusions so that these situations can be
tackled in the future [3–5]. The intrusion detection sys-
tems collect the computer network information to track
the possibility of attacks or misuses against ethical concerns
[6, 7]. There are several types of network data concerns that
fall into the category to be protected by intrusion detection,
like network traffic data, system status files, and system-
level test data [8–10]. There exist various applications of
network intrusion detection systems which are depicted
in Figure 1.

The network traffic processing application can convert
the traffic into various network parameter patterns, helpful
in management. The prevention system is liable to detect
the threats, and threat classification is done utilizing signa-
ture matching that is designated to match the input against
the already present pattern. The other applications include
threat reporting and anomaly detection that detects the
traffic signatures [11, 12].

With the rapid development and application of computer
network technology and the increasing number of computer
network users, ensuring the security of information on the
network has become a key technology of computer networks
[13–15]. However, various security mechanisms have been
developed to protect computer networks, such as user autho-
rization and authentication, access control, data encryption,
and data backup. But the above security mechanisms can
no longer meet the current network security needs [16]. Net-
work intrusions and attacks are still not uncommon. There-
fore, intrusion detection is one of the key technologies that
emerged in information and network security assurance.
Introducing intrusion detection technology is equivalent to
introducing a closed-loop security strategy [17, 18] into the
computer system.

This article addresses intrusion detection by converting it
into a problem of mining outliers using the network behavior
dataset. A preventive technique for intrusion protection of
computer network security is proposed to detect the outliers
using the semisupervised clustering algorithms based on
shared nearest neighbors. The nearest neighbor similarity
criteria are used in this work to judge the outlier according
to the number of nearest neighbors of a data point, and on
this basis, semisupervised clustering is performed for deleting
the outliers. The novelty of the proposed algorithm lies in
outlier detection while effectively avoiding the dependence
on parameters, thus eliminating the influence of outliers on
clustering. This work used the real dataset for simulation
and compared it with the other anomaly detection technolo-
gies. It was revealed that the anomaly detection technology
based on outlier mining does not require a training process.
This overcomes the current anomaly detection problems
caused due to incomplete normal patterns in training sam-
ples. Furthermore, the proposed algorithm effectively detects
outliers and provides good clustering outcomes based on the
similarity.

The rest of this article is arranged as follows: Section 2
presents the state-of-the-art literature review followed by
the research methods depicted in Section 3. Section 4 pro-
vides the results and discussion part of the experimental anal-

ysis done for the two datasets, followed by the concluding
remarks in Section 5.

2. Literature Review

Domestic research on intrusion detection technology and
methods started relatively late, but with the in-depth
exploration of universities, scientific research institutes,
and enterprises, the development is very rapid, and many
new detection theories and results have been produced.
The current research on intrusion detection technology
mainly covers neural networks, data mining, support vector
machines, artificial immunity, etc., involving smart grids,
industrial infrastructure, industrial networks, and other
related fields [19–22].

Sun et al. proposed an improved method of cascading
transmission edges. Using the character interval, the charac-
ter interval can be used to represent several consecutive
characters, which can effectively reduce the number of trans-
mission edges. In addition, the two methods before and after
the improvement were compared through comparative
experiments. The results show that the number of transmis-
sion edges can be reduced to 10% of that before the improve-
ment, thereby increasing the efficiency of deep packet
inspection [23].

Haojie et al. analyzed the potential security threats of 5G
in-vehicle networks and focused on intrusion detection
methods for in-vehicle networks. Four experimental scenar-
ios were selected from potential attacks on the vehicle net-
work, and real car data were collected to compile various
attack databases for the first time. In order to find the appro-
priate method to identify different attacks, four lightweight
intrusion detection methods are proposed to identify the
abnormal behavior of the vehicle network. In addition, the
research carried out a comparison of the detection perfor-
mance between the four detection methods with the con-
sideration of comprehensive evaluation indicators. The
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Figure 1: Applications of network intrusion detection system.
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evaluation results provide the best lightweight detection
solution for the vehicle network. This article helps to
understand the advantages of test methods in the detection
performance of in-vehicle networks. Furthermore, it pro-
motes the application of detection technologies to safety
issues in the automotive industry [24].

Zhang et al. took intrusion detection system (IDS) as the
research object, established an IDS model based on data min-
ing, obtained experimental results, and drew relevant exper-
imental conclusions. At the same time, it was compared
with traditional IDS, and six experiments were carried out.
As a result, the detection rate, false-negative rate, and false-
positive rate of two different methods in six experiments were
obtained. The experiment concludes that the intrusion detec-
tion system using data mining has better network protection
and security performance, and the detection ability of net-
work vulnerability intrusion is stronger. Thus, this research
provides a new way to detect and research network protec-
tion security loopholes [25].

Kumar et al. proposed a model in which a set of training
examples obtained by using a network analyzer (i.e., Wire-
shark) can be used to construct an HMM. Since it is not an
intrusion detection system, the obtained file trace can be used
as a training example to test the HMM model. It also predicts
the probability value of each test sequence and indicates
whether the sequence is abnormal. This article also shows a
numerical example; the example calculates the best observation
sequence for the HMM and state sequence probability [26].

The innovation of this paper is that the problem of intru-
sion detection can be converted into the problem of mining
outliers in the network behavior dataset. Compared with
other anomaly detection technologies, the anomaly detection
technology based on outlier mining does not require a train-
ing process, which overcomes the current anomaly detection
faced with the problem of high false alarm rate caused by
incomplete normal patterns in training samples. This
paper describes the outlier mining algorithm based on
the similarity.

3. Research Methods

3.1. Classification of Intrusion Detection. Through the
research of existing intrusion detection technology methods,
intrusion detection technology can be classified from differ-
ent angles:

(1) According to the source of detection data, there are
three categories: host-based intrusion detection
technology, network-based intrusion detection
technology, and host- and network-based intrusion
detection technology. The above three intrusion
detection technologies all have their own advantages
and disadvantages and can complement each other.
However, a complete intrusion detection system
must be distributed based on both the host and the
network

(2) According to the detection technology: divided into
anomaly detection technology and misuse detection

technology. Anomaly detection technology can also
be called behavior-based intrusion detection technol-
ogy, which assumes that all intrusions have abnormal
characteristics. On the other hand, misuse detection
technology, also known as knowledge-based intru-
sion detection technology, expresses intrusion behav-
ior in attack mode and attack signature

(3) According to the working method: it can be divided
into offline detection and online detection. Offline
detection: it is a non-real-time system that analyzes
audit events after the event and checks for intrusions.
Online detection: real-time online detection system,
which includes real-time network data packet analy-
sis and real-time host audit analysis

(4) The system network architecture is divided into cen-
tralized detection technology, distributed detection
technology, and layered detection technology. The
analysis result is transmitted to the adjacent upper
layer, and the detection system of the higher layer
only analyzes the analysis result of the next layer. In
addition, the hierarchical detection system makes
the system more scalable by analyzing the hierarchi-
cal data [27–30].

3.2. Intrusion Detection System and Working Principle. An
intrusion detection system refers to the system used to detect
various intrusion behaviors. It is an important part of the net-
work security system. By monitoring the operation status of
the network and computer system, various attack attempts,
attack behaviors, or attack results are found. And then
promptly issue an alarm or make a corresponding response
to ensure the confidentiality, integrity, and availability of sys-
tem resources. Intrusion detection systems have been widely
used and researched as an important means to resist network
intrusion attacks [31, 32]. The basic intrusion detection sys-
tem for computer network security is depicted in Figure 2.

The intrusion detection system is a typical “snooping
device.” It does not bridge multiple physical network seg-
ments (usually only one listening port). It does not need to
forward any traffic, but only needs to passively and silently
collect the messages it cares about on the network. Based
on the collected messages, the intrusion detection system
extracts the corresponding traffic statistical characteristic
values. It uses the built-in intrusion knowledge base to per-
form intelligent analysis and comparison with these traffic
characteristics [33, 34]. According to the preset threshold,
the message traffic with higher matching coupling will be
considered an offense. The intrusion detection system will
wake up and alarm or carry out a limited counterattack
according to the corresponding configuration. The principle
of intrusion detection is shown in Figure 3.

The workflow of an intrusion detection system is roughly
divided into the following steps:

(1) Information collection. The first of intrusion detec-
tion is information collection, which includes the
content of network traffic, the status, and behavior
of user connection activities
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(2) Signal analysis. The information collected above is
generally analyzed by three technical means: pattern
matching, statistical analysis, and completeness anal-
ysis. The first two methods are used for real-time
intrusion detection, while integrity analysis is used
for postmortem analysis

(3) Real-time recording, alarm, or limited counterattack.
The fundamental task of IDS is to make appropriate
responses to intrusions. These responses include
detailed log records, real-time alarms, and limited
counterattack sources. The only technical methods to
identify intrusions are user characteristics, intruder
characteristics, and activity-based. The structure of
the intrusion detection system is shown in Figure 4

3.3. Intrusion Detection Technology Methods. At present,
there are many standard intrusion detection technology
methods, and a few are listed below for explanation.

(1) Neural network anomaly detection. This method can
be self-learning and self-adaptable to user behavior
and can effectively process and judge the possibility

of intrusion according to the actual monitored infor-
mation. The prediction of the error rate of the next
event reflects the abnormal degree of user behavior
to a certain extent. At present, this method is widely
used, but the method is not yet mature, and there is
no more complete product [35–38]

(2) Probabilistic statistical anomaly detection. This
method is based on the modeling of historical user
behavior, and based on early evidence or models,
the audit system detects the user’s use of the system
in real time, according to the user behavior probabil-
ity stored in the system. The statistical model is used
to detect, and when suspicious user behavior is
found, it keeps track and monitors and records the
user’s behavior

(3) Expert system misuse detection. Aiming at character-
istic intrusion behaviors, expert systems are often
used for detection. In the realization of the expert
detection system, the knowledge of the safety expert
is expressed through the rules of the If-Then
structure (or a compound structure). Therefore,

Network intrusion detection
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Host intrusion detection

Anomaly based detection

Figure 2: Basic intrusion detection system for computer network security.
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Figure 3: Intrusion detection principle.
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establishing an expert system depends on the
completeness of the knowledge base, which depends
on the completeness and real-time nature of audit
records

(4) Model-based intrusion detection. Intruders often use
specific behavioral procedures when attacking a
system, such as the behavioral sequence of guessing
passwords. This behavioral sequence constitutes
a model with specific behavioral characteristics.
According to the attack represented by this model,
the behavioral characteristics of intention can detect
malicious attack attempts in real time

Invasion technology has undergone rapid changes in
scale and method, and intrusion methods and techniques
have also progressed and developed. Outlier mining is an
important direction of research on intrusion detection tech-
nology. Outlier mining is to mine a small part of abnormal
data from a large amount of complex data, which is novel
and significantly different from conventional data patterns.
Outlier mining is often anomalous data mixed in a large
amount of high-dimensional data, and these anomalous data
will bring serious consequences. Currently, in the field of
intrusion detection research, many scholars apply cluster
analysis to anomaly detection. But through the analysis of
the characteristics of intrusions, it can be considered that
outlier mining technology is more suitable for anomaly-
based intrusion detection than clustering technology.
Because there is a clear difference between normal behavior
and abnormal behavior, and in real applications, the number
of abnormal behaviors is much lower than the number of
normal behaviors [39–44]. Compared with the entire net-
work behavior, the intrusion behavior is a small number of
abnormal data, which can be treated as an isolated point in
the dataset, which can better reflect the nature of the intru-
sion. Therefore, intrusion detection can be converted into
the problem of mining outliers in the network behavior data-
set. Compared with other anomaly detection technologies,
the anomaly detection technology based on outlier mining
does not require a training process. Therefore, it overcomes

the current anomaly detection problems. They are faced with
the problem of a high false alarm rate caused by incomplete
normal patterns in training samples.

3.4. Steps Involved in Proposed Intrusion Detection Algorithm.
The outlier mining algorithm proposed in this article is based
on the similarity index described in the following steps.

Step 1. Enter the dataset: A matrix with n rows and m col-
umns indicates that each record in the original network
record set of n intrusion detection has m characteristic
attributes. Suppose the domain X = fx1, x2,⋯, xng is the
object to be detected, and each object has m indicators,
namely, xi = fxi1, xi2,⋯, ximg, i = ð1, 2,⋯, nÞ, expressed as
a data matrix:

X =
x11 K x1m

M O M

xn1 L xnm

0
BB@

1
CCA: ð1Þ

Step 2. Find the set of isolated points in n objects: in order to
judge the degree of dispersion of each object in x, first calcu-
late the similarity coefficient rij between each object pair and
form a similarity coefficient matrix, namely,

R =
r11 K r1n

M O M

rn1 L rnn

0
BB@

1
CCA, ð2Þ

r = 1 −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n
〠
m

k=1
xik − xjk
� �2

s
, ð3Þ

pi = 〠
n

j=1
rij: ð4Þ

Among them, pi is the sum of the ith row of the relative
coefficient matrix. The smaller the value, the farther the

Information collection
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Real-time intrusion detection analysis

Pattern matching Integrity analysis

Post-event intrusion detection analysis

Real-time recording alarm or limited analysis

Identification of intrusion

Figure 4: Intrusion detection system structure.
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object i is from other objects, which is the postoption of the
isolated point set.

λi =
pmax − pi
pmax

× 100%: ð5Þ

Among them, λ is the threshold, and objects with λi ≥ λ
are considered as outliers.

(1) Anomaly intrusion detection system based on simi-
larity and outlier analysis method: the abnormal
intrusion detection system is to obtain the audit data
of the system and use them as the original data value
of the intrusion detection data source and user
behavior characteristics, and then use the similarity
and outlier analysis method to divide the original
data values into normal datasets and isolated data-
sets. Finally, point the dataset to determine whether
it is under attack

(2) The system structure of abnormal intrusion detection
is based on similarity and outlier analysis methods. It
is composed of collectors, analyzers, alarms, and user
databases. The structure diagram is shown in Figure 5

(3) Working principle of the proposed algorithm:

(i) The data collector mainly collects the original
audit data and then transmits the data to the
data analyzer

(ii) The data analyzer has the functions of data
transmission and data analysis. On the one
hand, it receives the alarm information from
the qualitative data and transmits it to the alarm.
On the other hand, the data analyzer transmits
the quantitative data to the user database

(iii) The user database uses an outlier mining algo-
rithm based on similarity sum to divide quanti-
tative data into the normal dataset and outlier
dataset. Then, transfer these two datasets to the
analyzer

(iv) The analyzer receives the alarm information
from the outlier dataset, transmits the informa-
tion to the alarm, and then transmits the normal
dataset to the user database

(v) The user database updates the normally
transmitted dataset so that the user database in
the intrusion detection system can accurately
describe user behavior characteristics. The
description of algorithm for intrusion detection

Step 1. Get the original data xi of the current user’s resource
usage at a certain moment.

Step 2. Calculate the degree of dispersion of each object in X;
that is, calculate the similarity coefficient rij between each
object.

Step 3. Calculate Pi and λi in the ith row of the similarity
coefficient matrix.

Step 4. If the object with λi ≥ λ is considered an outlier set,
there is abnormal behavior and alarms; otherwise, it belongs
to normal user behavior. The user database is updated.

From the perspective of time consumption, it is mainly
the comparison of distance. Although the anomaly detection

Data collector

Analyzer

User databaseAlarm

Figure 5: System structure of anomaly intrusion detection based on
similarity and isolated point analysis method.

Table 1: Data object distribution of lypmphography dataset.

Classification Classification Percentage

General category Categories 2 and 3 95.9%

Outlier class Categories 1 and 4 4.1%

Table 2: Data object distribution of the glass dataset.

Classification Classification Percentage

General category Categories 1, 2, 3, and 7 89.8%

Outlier class Categories 5 and 6 10.2%

Table 3: Outlier detection results on the lypmphography dataset.

K value
Direct
isolation

Derivative
outliers

Correct
isolation points

Accuracy

8 3 12 4 66.7% (4/6)

12 5 10 4 66.7% (4/6)

16 8 15 6 66.7% (4/6)

Table 4: Outlier detection results on the glass dataset.

K value
Direct
isolation

Derivative
outliers

Correct
isolation points

Accuracy

8 10 24 16 66.7% (16/22)

10 12 28 18 73.7% (18/22)

16 16 33 22 100% (22/22)
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technology of outlier mining adds extra time and space
consumption than the cluster-based anomaly detection
technology, it also improves the algorithm’s performance
and improves the performance of intrusion attacks and
detection rate.

4. Results and Discussion

The experimental datasets in this article are all from UCI real
datasets, and the experimental results are the average of data
obtained from multiple experiments. The performance judg-
ment of outlier detection is mainly based on analyzing the
proportion of correct outliers detected in all outliers, and
the evaluation function of semisupervised clustering algo-
rithm is used.

The known number of paired constraints is the initial set
of constraints randomly generated by the system. The known
constraints are subtracted from the evaluation index because,
in the semisupervised clustering algorithm, the known super-
vision information cannot reflect the effect of the clustering
algorithm. The experiment uses the lypmphography dataset
and the glass dataset for comparison experiments. The object
distribution of the dataset is shown in Tables 1 and 2.

The experimental results of outlier detection are shown
in the table. The first column in the table is the K value.
The second column indicates the number of isolated points
obtained by analyzing the nearest neighbors of the data
points; that is, the data points with very few nearest neigh-
bors are direct. It is judged as an isolated point. The second
column indicates the number of isolated points obtained
from the nearest neighbor set of the isolated point called a
derived isolated point. The fourth column refers to the true
isolated point among the isolated points obtained in the sec-
ond column. Finally, the last column is the correct rate of
outlier detection.

The experimental results of the lypmphography dataset
are shown in Table 3. Since the number of real categories in
the dataset is 4, the experiment starts training from K = 4.

When K = 8, we get that the nearest neighbor set of a data
point contains very few objects, so we determine it as an out-
lier and analyze the data points in the nearest neighbor set of
the outlier. So, when the K value is 8, we get 12 outliers,
including 4 correct outliers. When K = 12, although the accu-
racy rate of outlier detection is not improved from the table
above, the number of outliers obtained from analyzing the
characteristics of the classes decreases, and some data points
that are judged incorrectly are removed.

From this perspective, it is clear that the detection rate
has increased by 7%. When K = 16, all 6 outliers were
detected, and the detection rate reached 100%. The algorithm
also has apparent effects on the glass dataset (as shown in
Table 4).

The two semisupervised clustering algorithms: C-
Kmeans and Sine Cosine Algorithm-based sharing nearest
neighbor (SCA-SNN), are evaluated in this study for outlier
detection for both the lypmphography and glass dataset. Fur-
thermore, the semisupervised clustering is performed on the
“denoising” dataset after detecting the outliers. The experi-
mental results obtained from these methods are also com-
pared with other state-of-the-art methods like hierarchical
clustering (HC) and principle component analysis (PCA) to
determine the effectiveness of semisupervised clustering.
The experimental results are shown in Figure 6–9.

Figure 6 presents four different algorithms for the lypm-
phography dataset experimental outcomes before finding the
outliers and without performing the denoising step. The
experimental dataset utilized in Figure 7 is the “denoising”
lypmphography dataset, which only contains the second
and third types of the original lypmphography dataset. For
experimental comparison on this dataset (done in Figure 7),
it can be seen that as the number of paired constraints
increases, the effect of the SCA-SNN algorithm is steadily
increasing among all other algorithms. However, after
removing the outliers, the C-Kmeans algorithm also provides
relatively stable performance, and there is no significant
fluctuation of the clustering results. But from the overall
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Figure 6: Experimental results on the lypmphography dataset.
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clustering results, the performance of the SCA-SNN algo-
rithm is better than the C-Kmeans, PCA, and HC algorithm.

All the algorithms do not have noticeable results on the
original lypmphography dataset. Although the experimental
results have improved as the number of paired constraints
increases when the number of constraints reaches 1000, the
correct judgment rate of the C-Kmeans algorithm is only
0.48, and the SCA-SNN algorithm only reaches 0.58, which
indicates that the data is concentrated. Furthermore, the out-
lier data caused a great impact on the clustering results and
weakened the guiding role of the paired constraints, resulting
in the entire clustering algorithm without good results.

Figures 8 and 9 are the experimental results on the glass
dataset. It can be found from Figure 8 that the C-Kmeans
algorithm exhibits its instability due to the existence of
“noise” data. From the overall perspective of the clustering
results, the clustering performance of the SCA-SNN algo-

rithm is always better than that of the C-Kmeans, PCA, and
HC algorithm.

Regardless of whether there are outliers in the dataset, the
clustering effect of the SCA-SNN algorithm is better than
that of the C-Kmeans algorithm and the other state-of-the-
art algorithms, especially after removing the outliers. On
the set, the SCA-SNN algorithm has better experimental
results.

From the above four experimental results, the outlier
detection-based SCA-SNN algorithm has the best experi-
mental effect on the dataset without outliers, which shows
that the detection of outliers is a crucial process and fully val-
idates the clustering performance of the outlier detection-
based SCA-SNN algorithm. In many practical applications,
the dataset often contains some outliers. These outliers may
contain potentially valuable information. Therefore, mining
outliers can effectively improve the performance of clustering
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Figure 8: Experimental results on the glass dataset.
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and get the correct classification. It can also help people
obtain more valuable information.

5. Conclusion

This paper proposes an outlier detection and semisupervised
clustering algorithm based on nearest neighbor similarity.
The wood algorithm uses the C-Kmeans algorithm to train
the dataset, which can obtain a reasonable and accurate data
sharing nearest neighbor set, and quickly and accurately
detect global outliers based on the obtained results, which
also has a significant effect on local outliers. The algorithm
effectively avoids the insufficient preprocessing of noise
points and the influence of inaccurate input parameters on
the results. Also, it overcomes the problem of large calcula-
tions such as the Jarvis-Patrick algorithm. In the process of
semisupervised clustering, the acquired paired prior knowl-
edge is expanded to maximize the guiding effect of prior
knowledge. The algorithm detects outliers and effectively
avoids the dependence on parameters and eliminates the
influence of outliers on clustering. The algorithm combines
prior knowledge and expands, making the clustering process
“rules to follow.” Experiments on real datasets show that the
outlier detection algorithm combined with semisupervised
clustering results in the best clustering results. Furthermore,
the experimentation reveals that the outlier detection-based
SCA-SNN algorithm has the best experimental effect on the
dataset without outliers. This approach shows that the
detection of outliers is crucial and fully validates the cluster-
ing performance of the outlier detection-based SCA-SNN
algorithm.

With the increasingly prominent network security issues,
the research of intrusion detection technology has attracted
more and more attention. An intrusion detection algorithm
based on outlier data mining is given based on the in-depth
study of data mining intrusion detection technology. Outlier
mining technology can complete anomaly detection work.
When the abnormal data is much smaller than the normal
data, the detection result is better than anomaly detection

technology based on clustering. In general, the statistical
distribution of abnormal and normal behavior in-network
data meets the conditions of use of outlier mining. Network
security has always been a concern of people. However, with
the further development of the network and the diversifica-
tion of hacker attacks, there is still much research and chal-
lenging issues to be solved urgently.
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In agriculture, soil moisture wireless sensor networks (SMWSNs) are used to monitor the growth of crops for obtaining higher
yields. The purpose of this paper is to improve the network efficiency of SMWSNs. Therefore, we propose a novel network
efficiency evaluation mechanism which is suitable for soil moisture sensors and design a sensor target allocation model (STAM)
for the actual agricultural situation. After that, a quantum clone elite genetic algorithm (QCEGA) is proposed; then, QCEGA is
applied to optimize the STAM for obtaining optimal results. QCEGA uses the parallel mechanism of quantum computing to
encode individuals, integrates the quantum revolving gate in quantum computing and the concept of cloning in biology to avoid
the algorithm from falling into local optimum, and applies the elite strategy to speed up the convergence of the algorithm.
Subsequently, the proposed algorithm is compared with simulated annealing (SA) and particle swarm optimization (PSO).
Under the novel network efficiency evaluation mechanism, the simulation results demonstrate that the network efficiency based on
QCEGA is higher than that of SA and PSO; what is more, QCEGA has better convergence performance. In comparison with
traditional wireless sensor network efficiency evaluation approaches, our methods are more in line with the development of modern
agriculture and can effectively improve the efficiency of SMWSNs, thus ensuring that crops can have a better growth condition.

1. Introduction

Although the current crop yields have increased, the irriga-
tion management of crops has not been satisfactory [1]. At
present, the number of people engaged in agricultural activi-
ties is on a downward trend, resulting in increasing labor
costs. The Internet of things technology develops quickly,
and soil moisture sensor networks (SMWSNs) are already
used in the actual production process. Moreover, the devel-
opment of artificial intelligence, cloud computing, and big
data has also greatly improved SMWSN efficiency [2–4].
However, due to the particularity of soil moisture sensors, the
original evaluation mechanism for wireless sensor networks is
not well applicable to SMWSNs, so it is urgent to propose a
novel network efficiency evaluation mechanism [5].

In previous works, it proposes to use sensor nodes to
dynamically monitor the land that needs to be irrigated

[6–8], which can effectively save human resource. Nonethe-
less, the network efficiency optimization problem is too com-
plex to be solved by traditional mathematical methods [9, 10].
Yu et al. [11] use PSO to increase the network efficiency,
whose effect is better than before, but it has a problem of fall-
ing into local optimum. Tang et al. [12] use SA to improve the
soil moisture monitoring ability, which has low algorithm
complexity. However, it has the disadvantages of local opti-
mum and slow convergence ability.

In this paper, a novel network efficiency evaluation
mechanism, a sensor node target allocation model of
SMWSNs, and a novel algorithm are proposed. The purpose
of the evaluation mechanism and the model is to maximize
the network efficiency of the SMWSNs. In addition, to verify
the model’s effectiveness, the mathematical model of target
allocation is firstly shown. Subsequently, the quantum oper-
ator, clonal operator, and elite operator are applied into the
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traditional genetic algorithm (GA). The simulation results
show that the proposed algorithm effectively improves the
network efficiency.

The main contributions can be listed as follows:

(1) A novel evaluation mechanism for SMWSNs is
proposed

(2) We have designed a novel sensor target allocation
model suitable for SMWSNs, which comprehensively
considers different sensor positions and soil depth
values

(3) A quantum clone elite genetic algorithm (QCEGA)
that combines the concepts of quantum computing
and cloning is proposed. This algorithm can obtain
the optimal target allocation method and has good
convergence performance

(4) The target allocation method based on QCEGA is
compared with SA and PSO in terms of network
efficiency, convergence performance, and computa-
tional complexity

The structure of the paper can be shown as follows.
Related works are given in Section 2. Section 3 shows the
network efficiency evaluation mechanism and the target allo-
cation model. In Section 4, to obtain the optimal solution,
QCEGA is introduced. Section 5 presents the effectiveness
of QCEGA through simulation experiments and makes
discussion. In Section 5, the conclusion part is given.

2. Related Work

Recently, there are relatively few researches on soil moisture
wireless sensor networks. However, many scholars have
proposed ways to improve the efficiency of wireless sensor
networks (WSNs).

In [13], with the purpose of enhancing the allocation
efficiency of WSNs, the authors improve the wireless sensor
network coverage model by analyzing the structural charac-
teristics of the wireless sensor network. However, because it
introduces the optimization links into the PSO, it has
increased the computational complexity. On the other hand,
to increase the energy management efficiency of WRSNs,
Gong et al. [14] propose a two-phase scheme for obtaining
the best energy allocation method by dealing with the
model’s game equilibrium. Although the two-phase scheme
improves coverage efficiency and energy supply efficiency, it
has poor convergence performance. In addition, a method
of node optimization coverage for passive monitoring system
of 3D-WSN based on a link model is proposed in [15]. The
method constructs a three-dimensional WSN link coverage
model based on a wireless link-aware area and uses a network
coverage based on a cube to describe the network’s service
quality. Cao et al. [16] mention the concept of edge comput-
ing, and a localization method for WSNs is proposed in this
paper. A dynamic deployment technology which bases an
improved genetic algorithm (IDDT-GA) is proposed to
minimize the number of nodes and reduce the overlap area

between adjacent nodes [17]. However, the algorithm has
long running time. Zanaj et al. [18] propose a customizable
heuristic method for WSN topology design based on a
genetic algorithm. This method enables users to construct
network topologies which are selected by optimizing differ-
ent potential configurations, such as coverage, energy effi-
ciency, system node degrees in the environment, and
network lifetime, but the setting of related weight coefficients
is a problem worthy of careful consideration.

In addition, in terms of optimizing the network efficiency
of WSNs, Kumar et al. [19] consider the impact of multiple
parameters on the energy consumption of WSNs and
propose a lifetime maximization technology based on an
ant colony algorithm and Huffman coding. After that, the
authors verify the validity of four performance indicators:
energy consumption, average remaining energy, number of
live sensors, and standard deviation of energy. On the other
hand, to reduce the cost ofWSN resource sharing, a nondomi-
nated sorting genetic algorithm is proposed to maximize the
fault tolerance of the network and minimize the delay [20].

In recent years, quantum optimization algorithms have
been increasingly used to improve the network efficiency of
WSNs. Wu et al. [21] propose a positioning algorithm based
on quantum particle swarm optimization, which uses the
parallelism of quantum computing to improve the accuracy
of positioning. Similarly, Kanchan and Pushparaj [22] also
propose a quantum heuristic PSO, but their purpose is to
extend the lifetime of the network by clustering the nodes
in WSNs. In addition, Prasad and Panigrahi [23] merge the
quantum concept into PSO to optimize the maximum likeli-
hood (ML) parameters for enhancing the positioning
accuracy of WSNs. An algorithm that combines quantum
computing and artificial bee colony is proposed to optimize
the search of bees to improve food source substitution strat-
egies, thereby optimizing data collection and distribution in
WSNs [24]. Chu et al. [25] use quantum computing to ame-
liorate the performance of the symbiosis organism search,
which improves the algorithm’s running speed and conver-
gence ability. However, the simple use of quantum optimiza-
tion algorithms cannot effectively improve the quality of the
solution, and some other techniques need to be combined to
further optimize the search capabilities of the algorithm.

In this paper, a novel genetic algorithm combining quan-
tum optimization, cloning operator, and elite operator is
proposed. The algorithm has good performance in terms of
solution quality and convergence speed in enhancing
network efficiency in SMWSNs.

3. Evaluation Mechanism and System Model

3.1. Problem Description. In the SMWSNs, moisture sensors
should be placed in the land to monitor the moisture status
of crops. Different from other wireless sensors, multiple
moisture sensors need to be placed at the same target point
to work together, and these sensors are located at different
depth values. We need to place limited soil moisture sensors
in suitable locations to obtain the best network efficiency and
then grasp the moisture information of crops in time to
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irrigate them. In addition, Table 1 is an explanation of the
symbols that appear in this part.

3.2. Evaluation Mechanism. To better describe the network
efficiency of SMWSNs, we should consider not only the diffi-
culty of placing sensors but also the monitoring effects of soil
moisture sensors at different depths. Therefore, we establish
two evaluation matrices: one is the sensor placement advan-
tage matrix and the other is the sensor monitoring effect
matrix. In view of the limitations of the actual site, we use a
random method to generate these two matrices. If it is
applied to an actual project, we only need to replace the
values in the matrix with real values, which will not affect
the problem to be solved. The so-called network efficiency
refers to the sum of the monitoring effects of all soil moisture
sensors located at different depths. The monitoring effect of
each sensor is affected by both the placement advantage
matrix and the monitoring effect matrix. In detail, different
soil depth values can be expressed as shown in Figure 1.

3.3. Sensor Target Allocation Model. To maximize the net-
work efficiency of SMWSNs, a mathematical model is shown
with reference to some restrictions of calculating abilities and
constrained monitoring range. In [26], it uses a model based
on first-in first-out logic to optimize the task allocation prob-
lem in SMWSNs. Paper [27] studies the problem of complex
application allocation and proposes a model that considers
multifactor and sensor heterogeneity. The model can assign
complex applications to appropriate sensor nodes, thereby
maximizing the network efficiency of WSNs.

A SMWSN-based sensor allocation model is proposed in
this paper. The model can be described concisely as suppos-
ing that there are m soil moisture sensor nodes and n target
points in SMWSNs. Each target point is evenly distributed
in a certain area and has y depth values to choose. x sensor
nodes should be put into every target point for monitoring
the moisture of the soil (x < y). Sensor nodes located at differ-
ent depths will get different monitoring advantage values.

The goal of the paper is to obtain the highest network effi-
ciency value by assigning sensor nodes at different depths.

It is assumed that the monitoring effect of each depth has
been evaluated before sensor allocation, and the advantages
of sensor placement have been evaluated in advance. The
advantage of the jth sensor allocated to the bth target point
can be expressed as Dj,b. The advantage matrix of the sensors
being assigned to the target points can be shown as

D =

d1,1 d1,2 ⋯ d1,B−1 d1,B

d2,1 d2,2 ⋯ d2,B−1 d2,B

⋮ dj,b ⋮

dJ−1,1 dJ−1,2 ⋯ dJ−1,B−1 dJ−1,B

dJ ,1 dJ ,2 ⋯ dJ,B−1 dJ ,B

0
BBBBBBBB@

1
CCCCCCCCA
  J ∈ 1, 2,⋯,mf g, B ∈ 1, 2,⋯,nf gð Þ,

ð1Þ

where m is the number of soil moisture sensors and n is the
number of targets. Each depth has the value of advantage
which is shown in

V =

v1,1 v1,2 ⋯ v1,K−1 v1,K

v2,1 v2,2 ⋯ v2,K−1 v2,K

⋮ vb,k ⋮

vB−1,1 vB−1,2 ⋯ vB−1,K−1 vB−1,K

vB,1 vB,2 ⋯ vB,K−1 vB,K

0
BBBBBBBB@

1
CCCCCCCCA
  B ∈ 1, 2,⋯,nf g, K ∈ 1, 2,⋯,yf gð Þ,

ð2Þ

where y is the number of depth values.
Specifically, if an individual has 4 depth values, 10 soil

moisture sensor nodes, and 5 target points, 2 sensor nodes
need to be placed in each target point. A solution is generated
randomly by the individual in (3).

Y =
2 1 2 3 1
4 4 3 4 2

 !
: ð3Þ

Table 1: List of symbols.

Notation Description

m Number of soil moisture sensor nodes

n Number of target points

x Number of sensors that need to be placed at each target point

y Number of depth values

D Sensor placement advantage matrix

D∗ Actual sensor placement advantage matrix

V Sensor monitoring effect matrix

Y Solution in decimal form

Y∗ Solution in binary form

L Fitness matrix

l Fitness value of each sensor placement

fit Fitness function
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To facilitate the execution of the next operation, the dec-
imal code is ought to be converted to a binary code, and the
target allocation matrix in binary form can be expressed as

Y∗ =

0 1 0 0 1
1 0 1 0 1
0 0 1 1 0
1 1 0 1 0

0
BBBBB@

1
CCCCCA
: ð4Þ

In (4), Y∗
j,b = 1 stands for the sensor at the jth depth

being placed to the bth target point. Otherwise, the sensor at
thejthdepth is not placed to thebthtarget point.

According to equations (1) and (4), D∗ is calculated in (5).
It represents the actual sensor placement advantage value.

D∗ =D ⋅ Y∗, ð5Þ

where Y∗ is the target allocation matrix in binary form and D
is the sensor placement advantage matrix. The value in D is
the advantage value of the sensor at the jth depth being placed
to the bth target point. In the previous example, D∗ can be
expressed as

D∗ =

0 d1,2 0 0 d5,1

d2,1 0 d2,3 0 d5,2

0 0 d3,3 d3,4 0
d4,1 d1,4 0 d4,4 0

0
BBBBB@

1
CCCCCA
: ð6Þ

Since the advantage values of sensor nodes at different soil
depths are placed in D∗, with the aim of obtaining the overall
SMWSN advantage value, it is necessary to multiply D∗ with
the sensor monitoring effect matrix V for obtaining the
fitness matrix L, which is shown in

L =V ⋅D∗: ð7Þ

According to the example cited above, L can be specifi-
cally expressed as

L =

0 l1,2 0 0 l5,1

l2,1 0 l2,3 0 l5,2

0 0 l3,3 l3,4 0
l4,1 l1,4 0 l4,4 0

0
BBBBB@

1
CCCCCA
: ð8Þ

After the fitness matrix L is obtained, the fitness func-
tion in the target allocation problem in SMWSNs can be
expressed as

fit = 〠
y

j=1
〠
n

b=1
Lj,b, ð9Þ

where y is the number of soil depth values and n is the
number of target points.

In SMWSNs, not only should the allocation of the soil
moisture sensor nodes meet the actual needs but also it needs
to increase the overall network efficiency. The network effi-
ciency of SMWSNs represents the total network benefit mon-
itored by soil moisture sensor nodes. Due to the fact that the
soil moisture sensor nodes in SMWSNs are homogeneous,
the monitoring efficiency of every sensor node is roughly
the same. For SMWSNs, the allocation of soil moisture sen-
sor nodes can usually achieve better service quality and
higher overall network efficiency. Therefore, it is necessary
to allocate sensor nodes according to the soil moisture mon-
itoring capabilities of sensor nodes, and the sensors locate at
different soil depths of different target points.

4. QCEGA-Based Target Allocation in
SMWSNs to Maximize Network Efficiency

To obtain a better performance of the target allocation in
SMWSNs, a QCEGA-based allocation method is proposed.
The method is inspired by the traditional genetic algorithm,
and it effectively avoids falling into local optimum. The
strategy allows QCEGA to handle the distribution of soil
moisture sensors and get the best solution. In the method
of QCEGA, the significant improvement is the addition of
quantum operator, clone operator, and elite operator to
the traditional GA.

Different target points

Different soil depths

Figure 1: Schematic diagram of different soil depths.
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Compared with traditional optimization algorithms, GA
has the advantages of wide range of use, strong robustness,
less restricted conditions, and simple use. GA basically has
no restrictions on the problem to be solved and does not
require complex mathematical algorithm support. With the
development of modern computer technology, its superiority
is more obvious when studying some complex problems with
multiple factors. With the continuous furthering of research,
GA is constantly improving, and its application range is
getting wider and wider. However, classic GA is prone to fall
into being premature and has poor performance.

The procedures of QCEGA can be described as popula-
tion encoding, initializing the population, calculating fitness,
selection, crossover, mutation, quantum operator, clonal
operator, elite operator, and termination condition.

4.1. Population Encoding. The above-mentioned sensor node
target allocation is the problem of placing the soil moisture
sensor at an appropriate depth. Since the moisture sensors
used in this problem have the same structure and the
sensors at different target points do not affect each other,
binary coding can be used [28, 29]. The idea of coding is
to treat the allocation sequence of all sensors as the various
genes in the chromosome. The sequence of the genes repre-
sents the order of the depth value of the soil. An individual
carries a complete allocation schema. For example, there are
6 different target points, each target point has 6 different soil
depth values, and 3 soil moisture sensors need to be placed
in each target point. Then, the corresponding coding matrix
can be expressed as

0 1 0 1 0 0
1 0 1 1 1 0
1 1 0 0 1 0
0 0 1 0 1 1
1 1 0 1 0 1
0 0 1 0 0 1

0
BBBBBBBBBBB@

1
CCCCCCCCCCCA

: ð10Þ

In (10), the first column indicates that there are 6 depth
values at the first target point, and this column selects the
second, third, and fifth depth values to place the soil mois-
ture sensor. The analysis of the remaining columns is the
same as that of the first column.

4.2. Initializing the Population. Since the problem of sensor
target allocation is to place multiple soil moisture sensors
in one target point, the population should be three-
dimensional. Due to the particularity of the problem, it is
necessary to ensure that a specified number of sensors are
placed on a target point to better complete the task of soil
moisture monitoring [30]. Therefore, the coding of the popu-
lation needs to be restricted. Assuming that the quantity of
individuals is P, then the population and restriction can be
shown as

pop =

h1,1 h1,2 ⋯ h1,M−1 h1,M

h2,1 h2,2 ⋯ h2,M−1 h2,M

⋮ hn,m ⋮

hN−1,1 hN−1,2 ⋯ hN−1,M−1 hN−1,M

hN ,1 hN ,2 ⋯ hN ,m−1 hN ,M

2
666666664

3
777777775
  hn,m ∈ 0, 1f gð Þ,

ð11Þ

〠
N

n=1
hn,m = xm ∈ 1, 2,⋯,Mf g, ð12Þ

where N represents the quantity of target points, M is the
quantity of soil depth values, and x is the quantity of sensors
that should be placed at each target point.

4.3. Calculating Fitness. With the purpose of solving the
problem of target allocation in SMWSNs, individual fitness
calculation is an important tool. A high fitness of an individ-
ual indicates that a target allocation plan based on its genetic
sequence can obtain a better performance. On the contrary,
an individual with a lower fitness suggests that its plan is not
optimal. QCEGA excludes individuals with low fitness
through selection operation and retains individuals with
high adaptability. Fitness is the criterion for judging the pros
and cons of individuals, and it is calculated according to
equation (9).

4.4. Selection. In the genetic algorithm, the selection opera-
tion is to make the genes of high-fitness individuals have a
greater probability of being inherited to the next generation.
In solving the problem of sensor target allocation, the goal is
to maximize the network efficiency, so the probability of
selection operation is proportional to the fitness of the indi-
vidual. Assuming that there are G individuals in the popula-
tion, the probability of the gth individual being determined
can be presented as

Wselect Gg

� �
=

F Gg

� �

∑G
i=1F Gið Þ

, ð13Þ

where Wselect represents the selection probability of an
individual, Gg is the gth individual in the population, and F
ðGgÞ represents the fitness value of Gg.

4.5. Crossover. To better solve the problem of sensor target
allocation in SMWSNs, the traditional two-point crossover
operator needs to be improved [31]. Since the individuals

0 1 1 0 1 0 0 1 1

0 1 0 0 0 0 0 1 1

Before mutation

A�er mutation

�e third and fi�h points are mutated

Figure 2: Mutation operation.
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in the population are three-dimensional, the crossover oper-
ation can be transformed into the crossover of the two-
dimensional matrix. Supposing there are m target points,
the specific crossover operation is to select a cross point
q ð1 < q <mÞ and then keep the genes in front of q
unchanged and exchange the genes behind q. To better
understand the crossover process, we can give an example.
Before crossover, two individuals can be shown as equations
(15) and (16).

individual1before =
a11 a12 a13 a14

a21 a22 a23 a24

a31 a32 a33 a34

2
664

3
775, ð14Þ

individual2before =
b11 b12 b13 b14

b21 b22 b23 b24

b31 b32 b33 b34

2
664

3
775: ð15Þ

The crosspoint q can be 1 to 3; if we take q = 2, then the
two individuals after crossover can be expressed as equations
(17) and (18).

individual1after =
a11 a12 b13 b13

a21 a22 b23 b24

a31 a32 b33 b34

2
664

3
775, ð16Þ

individual2after =
b11 b12 a13 a14

b21 b22 a23 a24

b31 b32 a33 a34

2
664

3
775: ð17Þ

4.6. Mutation. The mutation operation is to break the orig-
inal gene combination of the individual and enable the
population to evolve in more diverse directions. Through
the mutation of genes, the local search ability of the algo-
rithm can be improved. Due to the fact that binary coding
is used in QCEGA, the mutation operation is to reverse the
selected mutation bit on the premise of mutation probabil-
ity P. For example, if the position before mutation is 1, then
the position after mutation is 0. The mutation process is
shown in Figure 2.

4.7. Quantum Operator. The quantum operator is a probabi-
listic search method based on quantum computing. Com-
pared with the classical swarm intelligent algorithm,
quantum operators can effectively improve the algorithm’s
global search capability and convergence speed [32]. QCEGA

Input: The quantum probability amplitude matrix Q, the number of target points n, the number of soil depths y, quantum probability
amplitude increment Δ
Output: The updated quantum probability amplitude matrix Q
1. for i from 1 to n do
2. for j from 1 to y do
3. if Q (i, j) ==1 and Q (i, j) <1 then
4. Q (i, j) = Q (i, j) + Δ
5. else if Q (i, j) ==0 and Q (i, j) >0 then
6. Q (i, j) = Q (i, j) - Δ
7. end if
8. end for
9. end for
10. Return Q

Algorithm 1. Quantum revolving gate.

Input: The quantum probability amplitude matrixQ, the number of target points n, the number of soil depths y, probability R, random
number r between 0 and 1
Output: The updated quantum probability amplitude matrix Q
1. for i from 1 to n do
2. for j from 1 to y do
3. if r < R then
4. Q (i, j) =1 - Q (i, j)
5. end if
6. end for
7. end for
8. Return Q

Algorithm 2. Quantum NOT gate.
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is a novel algorithm that combines quantum operator. It
mainly uses concepts of qubits and quantum superposition
states in quantum computing to improve the global search
and optimization ability [33]. In QCEGA, each individual
in the population is represented by a set of binary numbers
and a set of qubit probability amplitudes. Therefore, each
individual has the ability to search the solution space in par-
allel, which effectively improves the search efficiency. In
QCEGA, each individual can update the optimal solution
through the quantum revolving gate during the evolution
process, thus realizing the quantum search mechanism in
the iterative process.

In QCEGA, the quantum probability amplitude is used to
accelerate the convergence speed and improve the global
search capability of the algorithm. The quantum probability
amplitude is shown in equation (18).

Q =

q1,1 q1,2 ⋯ q1,J−1 q1,J

q2,1 q2,2 ⋯ q2,J−1 q2,J

⋮ qi,j ⋮

qI−1,1 qI−1,2 ⋯ qI−1,J−1 qI−1,J

qI,1 qI,2 ⋯ qI,J−1 qI,J

2
666666664

3
777777775
  qi,j ∈ 0, 1f g
� �

,

ð18Þ

whereQ is the quantum probability amplitude matrix, I is the
number of target points, and J is the number of soil depths.

After all individuals in the population are updated, the
quantum probability amplitude will be updated according

to the optimal individual in the last iteration with the quan-
tum revolving gate. The quantum revolving gate is shown
in Algorithm 1.

In addition, the quantum NOT gate is used to increase
the diversity of solutions in the target allocation problem in
SMWSNs. The quantum NOT gate is shown in Algorithm 2.

4.8. Clone Operator. To enhance the speed of convergence,
QCEGA uses a clone operator to make clonal expansion of
the outstanding individuals in the iterative process [34].
The probability of an individual being selected for cloning
is determined by its advantage value. In each cloning process,
a certain proportion of fitness individuals are selected for
cloning. For example, assuming that there are R individuals
in the population, clonal expansion is performed by selecting
S individuals with the highest advantage as the mother
during each iteration (S < R). After the cloning process, to
increase the diversity of the population, it is necessary to per-
form mutation operations on the generated individuals. The
mutation operation here includes quantum revolving gate
operation and quantum NOT operation.

4.9. Elite Operator. The elite operator of QCEGA is the estab-
lishment of the elite population. The specific operation is to
establish a population from the most adaptive individuals
of the previous generation and then use the elite population
to replace the least adaptive individuals in the next genera-
tion [35]. Due to the fact that the optimal individual may
be destroyed by mutation and crossover operations, the elite
operator can retain the optimal one to ensure the perfor-
mance of the algorithm.

Begin

Initialize parameters, generate initial population
according to equations (1), (2), and (18) 

Calculate the initial population fitness f1 with
equation (9) and record the optimal individual

Perform select operation according to equation
(13)

Perform crossover operation

Perform mutation operation

Calculate fitness f2 of the new population
according to equation (9)

Execute cloning operation and calculate the
fitness f3 of the clone population according to

equation (9)
Perform large-scale mutation operation

Perform elite operation

Use the cloned population as the initial
population for the next generation 

Update the quantum probability amplitude
according to Figure (3) and Figure (4)

Is maximum iteration
reached?

End

Yes

No

Figure 3: Flowchart of QCEGA.
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4.10. Steps of the Algorithm. The following steps can be used
to describe the execution of QCEGA.

Step 1. Set the initial parameters in QCEGA, generate a
matrix of the advantage of placing sensors according to equa-
tion (1), generate a matrix of sensor monitoring effects using
equation (2), and generate a quantum probability amplitude
matrix according to equation (18).

Step 2. Obtain the fitness value of the initial population
using equation (9), and record the optimal network efficiency
of the individual.

Step 3. Execute the selection operation according to
equation (13).

Step 4. Execute the crossover operation.
Step 5. Execute the mutation operation.
Step 6. Calculate the fitness of the new population with

equation (9).
Step 7. Execute the clone operator.

Step 8. Do high-probability mutation of the cloned pop-
ulation and make calculation of the new population’s fitness
according to equation (9).

Step 9. Execute the elite operator.
Step 10. Assign the obtained clonal population to the

next-generation population.
Step 11. Update the quantum probability amplitude

according to Algorithms 1 and 2.
Step 12. If the maximum iteration is not reached, return

to step 3; otherwise, the algorithm terminates execution and
outputs the optimal solution.

The algorithm flowchart is shown in Figure 3.

5. Results and Discussion

The definition of network efficiency of SMWSNs is the
advantage value that can be obtained under a given soil
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Figure 4: The comparison of the network efficiency of the three algorithms: (a) 15 target points, 6 soil depths, and 3 sensors per target point;
(b) 20 target points, 8 soil depths, and 4 sensors per target point; (c) 25 target points, 10 soil depths, and 5 sensors per target point; (d) 50 target
points, 12 soil depths, and 6 sensors per target point.
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moisture sensor target allocation scheme. The advantage
value consists of two parts. One part is the advantage value
of the sensor placement position determined by the distance
between the sprinkler device and the target points. The closer
the sprinkler device is, the higher the advantage value is.
Another part of the advantage value comes from the depth
of the soil. The lower the moisture value, the higher the
advantage of the depth position. In SMWSNs, the target allo-
cation of soil moisture sensors involves consideration of
different target nodes and different soil depths. If the sensor
nodes are placed at different target nodes and soil depths,
their monitoring effects on the growth environment of crops
are dissimilar. What is more, the calculation formula of the
advantage is carried out according to equation (9).

The network efficiency of the proposed QCEGA method
in target allocation is tested, and QCEGA makes a compari-
son with the SA and PSO algorithms in SMWSNs for target
allocation. Then, the performance of QCEGA is in compari-
son with different quantities of target points and soil mois-
ture sensors. The whole testing cases are executed on a
computer equipped with Pentium 2.1GHz CPU.

The algorithm efficiency of QCEGA needs to be com-
pared with that of SA and PSO. To make the execution
conditions of the algorithm as the same as possible, we set
the number of iterations of QCEGA, SA, and PSO to 100 gen-
erations, and the size of the population is 40. In QCEGA, the
crossover probability and the mutation probability are 0.8
and 0.05, respectively, and the value of the quantum proba-
bility amplitude matrix is initialized to 0.5. In SA, the initial
temperature is 200, the annealing rate is exponentially
decreased, and the decrease factor is 0.96. In PSO, the value
of the individual learning factor is 2, the social learning factor
is 2, and the speed boundary value is 5.

According to Figures 4(a)–4(d), the convergence of
QCEGA, SA, and PSO is shown. Figure 4(a) suggests that
QCEGA performs better than SA and PSO under the condi-
tion of 15 target points, 6 soil depth values, and 3 soil mois-

ture sensors placed in each target point. Specifically,
Figure 4(a) suggests that the network efficiency of SA is lower
than that of PSO and the network efficiency of PSO is lower
than that of QCEGA. In the first 50 iterations, the network
efficiency value of QCEGA varies hugely, and as the times
of iterations increase, its convergence speed is accelerated.
From the iteration process 50 to 100, the network efficiency
value of QCEGA is 18.16; however, the performance of
PSO is worse than that of QCEGA, and its network efficiency
value is 17.39. The network efficiency value of SA is 15.66.
With roughly 50 generations of accumulation, QCEGA’s net-
work efficiency advantages are better than those of PSO and
SA; QCEGA’s performance has been enhanced with its quan-
tum operator, clone operator, and elite operator. In a total of
100 iterations, the network efficiency of SA is lower than that
of PSO, the convergence speed of QCEGA is greater, and it
generates an optimal solution. In Figures 4(b)–4(d), the
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Figure 5: Iterations required for the algorithms to converge: a—15 target points, 6 soil depths, and 3 sensors per target point; b—20 target
points, 8 soil depths, and 4 sensors per target point; c—25 target points, 10 soil depths, and 5 sensors per target point; and d—50 target
points, 12 soil depths, and 6 sensors per target point.

Table 2: The percentage increase of the results.

QCEGA PSO SA

18 target points
7 soil depths
3 sensors per target point

22.72% 10.23% 8.27%

24 target points
8 soil depths
4 sensors per target point

23.30% 9.87% 7.84%

30 target points
10 soil depths
4 sensors per target point

29.97% 10.36% 8.17%

36 target points
12 soil depths
5 sensors per target point

31.29% 11.13% 7.12%

40 target points
15 soil depths
6 sensors per target point

31.67% 7.48% 6.56%
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network efficiency of QCEGA is higher than that of SA and
PSO under the situation that the target points are 20, 25,
and 50 and the number of soil depths is 8, 10, and 12. The
average network efficiency of QCEGA does not converge pre-
maturely, which is a common phenomenon of SA and PSO.
In general, QCEGA has a faster convergence rate than SA
and PSO under the same number of iterations.

Figure 5 shows the number of iterations required for the
three algorithms to achieve convergence under different sim-
ulation conditions. The standard of convergence is the range
fluctuation percentage judgment method. The fluctuation
range defined in this experiment is 1% to 2%; that is to say,
if the increase percentage of the network efficiency obtained
by the algorithm is between 1% and 2%, it can be considered

convergent. In Figure 5 a, we can find that the convergence
iterations required by QCEGA only require 18 generations,
while SA requires the most convergence iterations, which
are 32 generations. In Figure 5 a–c, the convergence perfor-
mance of PSO is between SA and QCEGA, but in Figure 5
d, the number of iterations for SA to reach convergence is
26 generations, which is lower than 28 iterations of PSO.
But at this time SA fell into premature convergence. In
Figure 5 a–d, the number of iterations required for QCEGA
to reach convergence is few, which can indicate that it has
good convergence performance.

Table 2 shows the percentage increase of the solutions
obtained by the three algorithms compared to the unopti-
mized scheme. In 5 different situations, QCEGA’s
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Figure 6: The line chart of the three algorithms compared every ten generations: (a) 30 target points, 6 soil depths, and 3 sensors per target
point; (b) 40 target points, 8 soil depths, and 4 sensors per target point; (c) 50 target points, 10 soil depths, and 5 sensors per target point; (d)
100 target points, 12 soil depths, and 6 sensors per target point.

10 Journal of Sensors



improvement percentage is the highest among the three algo-
rithms, which are 22.72%, 23.30%, 29.97%, 31.29%, and
31.67%, respectively, compared to before optimization. The
worst performance among the three algorithms is in SA. This
is because it falls into the local optimum early and has a weak
ability to jump out of it. PSO also has the weakness of falling
into local convergence. Neither PSO nor SA can obtain the
optimal solution to the SMWSN target assignment problem.
Therefore, it can be seen that QCEGA can effectively improve
the sensor target allocation scheme in SMWSNs.

In the line chart of Figure 6, the performance of QCEGA,
SA, and PSO is compared in the form of one point every 10
generations. In Figure 6(a), when the conditions are 30 target
points, 6 soil depths, and 3 sensors per target point, QCEGA
obtains higher network efficiency than SA and PSO at the
first point. Since then, the network efficiency value obtained
based on QCEGA has been higher than that of PSO and
SA. In addition, the network efficiency value of SA is lower
than that of PSO, but both PSO and SA fall into the local

optimum. In Figures 6(b)–6(d), similar conclusions can be
drawn. In general, in solving the problem of SMWSN target
allocation, QCEGA can jump out of the local optimum for
obtaining the optimal target allocation scheme.

Two sensors, 3 sensors, 4 sensors, and 5 sensors are
placed at each target point in Figure 7. The fitness function
used to calculate the network efficiency can be obtained from
formula (9). In Figure 7(a), the network efficiency value is
improved after placing 2 sensors at each target point and
100 iterations. The result suggests that the effect of QCEGA
is better than that of PSO and the effect of PSO is better than
that of SA. In Figures 7(b)–7(d), when 3, 4, and 5 sensors are
placed at each target point, comparable results are given.
QCEGA always has a better performance than SA and PSO
under the condition of placing a different number of sensors
at each target point.

It can be seen from Table 3 that in the specific implemen-
tation process, the algorithm complexity of QCEGA and SA
is all Oðm ∗ n2Þ and the algorithm complexity of PSO is
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Figure 7: Comparison of the solution quality of three algorithms: (a) 20 target points, 5 soil depths, and 2 sensors per target point; (b) 25
target points, 7 soil depths, and 3 sensors per target point; (c) 30 target points, 10 soil depths, and 4 sensors per target point; (d) 35 target
points, 12 soil depths, and 5 sensors per target point.
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Oðm ∗ ðn2 + nÞÞ, where m is the number of outer cycles
and n is the number of individuals in the population.
However, because PSO needs to continuously update the
velocity and position of particles, SA, which is not efficient
in solving the problem, has been continuously looping within
the group. As a result, the actual complexity of PSO and SA in
solving the SMWSN target allocation problem is higher than
that of QCEGA. Although QCEGA requires quantum proba-
bility amplitude update and cloning, these operations are
simple double loops. In addition, it can be seen from
Figures 5 and 7 that the convergence performance and solu-
tion quality of QCEGA are better than those of PSO and
SA. To further compare the complexity of the three algo-
rithms, the running time of the algorithms is given in Table 4.

According to the running time of the three algorithms in
Table 4, it can be further proven that the complexity of
QCEGA is lower than that of PSO and SA. When the simula-
tion conditions are 18 target points, 7 soil depths, and 3
sensors per target point, the running time of QCEGA only
takes 3.34 s, the running time of SA takes 4.37 s, and the run-
ning time of PSO is the longest, reaching 7.00 s. As the scale
of the problem continues to expand, the running time of
PSO and SA has increased more than that of QCEGA. With
the simulation conditions of 40 target points, 15 soil depths,
and 6 sensors per target point, the running time of QCEGA
is 63.20% lower than that of PSO and 32.31% lower than that
of SA. Therefore, QCEGA has excellent running performance.

6. Conclusions

In conclusion, this paper puts forward an evaluation mecha-
nism and a quantum clone elite genetic algorithm (QCEGA)
for the allocation of sensors in SMWSNs. From the perspec-
tive of soil irrigation, this paper makes a mathematical model

for the agricultural scenario and then uses the proposed algo-
rithm to solve the mathematical model. The results show that
it is effective in solving the problem of target allocation. By
introducing QCEGA into the sensor target allocation
problem, the results prove the effectiveness of the QCEGA-
based target allocation in optimizing network efficiency of
the SMWSNs. By applying QCEGA, a more efficient irriga-
tion scheme can be obtained when land irrigation is carried
out. Not only does the scheme obtain the maximum mon-
itoring effect of the soil moisture sensor but also it saves
water, which is especially useful in some places where
water resources are relatively scarce. Through the suitable
deployment of sensors, limited resources can be used as
much as possible.

Future research should carefully consider other methods
that can further improve the network efficiency of SMWSNs,
such as combining routing optimization algorithms, cluster-
ing SMWSNs, and machine learning techniques.

Data Availability

The data presented in this study are available on request from
the corresponding author. The data are not publicly available
due to privacy.

Disclosure

The funders had no role in the design of the study; in the col-
lection, analyses, or interpretation of the data; in the writing
of the manuscript; or in the decision to publish the results.

Conflicts of Interest

The authors declare no conflict of interest.

Acknowledgments

This paper was funded by the project of Youth and Middle-
Aged Scientific and Technological Innovation Leading Talents
Program of the Corps (grant number 2018CB006), the China
Postdoctoral Science Foundation (grant number 220531), the
Corps Innovative Talents Plan (grant number 2020CB001),
the Funding Project for High Level Talents Research in Shihezi
University (grant number RCZK2018C38), and the Project of
Shihezi University (grant number ZZZC201915B).

References

[1] L. Incrocci, R. B. Thompson, M. D. Fernandez-Fernandez
et al., “Irrigation management of European greenhouse vegeta-
ble crops,” Agricultural Water Management, vol. 242,
p. 106393, 2020.

[2] A. Abera, N. E. C. Verhoest, S. Tilahun, H. Inyang, and
J. Nyssen, “Assessment of irrigation expansion and implica-
tions for water resources by using RS and GIS techniques in
the Lake Tana Basin of Ethiopia,” Environmental Monitoring
and Assessment, vol. 193, no. 1, p. 13, 2020.

[3] I. Abd-Elaty, L. Pugliese, M. Zelenakova, P. Mesaros, and A. E.
Shinawi, “Simulation-based solutions reducing soil and
groundwater contamination from fertilizers in arid and semi-

Table 4: Comparison of algorithm running time (s).

QCEGA PSO SA

18 target points
7 soil depths
3 sensors per target point

3.34 7.00 4.37

24 target points
8 soil depths
4 sensors per target point

4.14 10.51 6.09

30 target points
10 soil depths
4 sensors per target point

5.13 12.30 7.17

36 target points
12 soil depths
5 sensors per target point

6.34 16.72 9.31

40 target points
15 soil depths
6 sensors per target point

7.79 21.17 11.51

Table 3: The computational complexity of the three algorithms.

Algorithm QCEGA PSO SA

Complexity O m ∗ n2
� �

O m ∗ n2 + n
� �� �

O m ∗ n2
� �

12 Journal of Sensors



arid regions: case study the Eastern Nile Delta, Egypt,” Inter-
national Journal of Environmental Research and Public Health,
vol. 17, no. 24, p. 9373, 2020.

[4] P. Bamurigire, A. Vodacek, A. Valko, and S. Rutabayiro
Ngoga, “Simulation of Internet of things water management
for efficient rice irrigation in Rwanda,” Agriculture-Basel,
vol. 10, no. 10, p. 431, 2020.

[5] J. Y. Xue, Z. Huo, S. Wang et al., “A novel regional irriga-
tion water productivity model coupling irrigation- and
drainage-driven soil hydrology and salinity dynamics and
shallow groundwater movement in arid regions in China,”
Hydrology and Earth System Sciences, vol. 24, no. 5,
pp. 2399–2418, 2020.

[6] G. Javvaji and S. K. Udgata, “Soft computing approach for
multi-objective task allocation problem in wireless sensor net-
work,” Evolutionary Intelligence, pp. 1–13, 2020.

[7] E. Bonnah, S. Ju, andW. Cai, “Coverage maximization in wire-
less sensor networks using minimal exposure path and particle
swarm optimization,” Sensing and Imaging, vol. 21, no. 1,
2020.

[8] N. Thi My Binh, A. Mellouk, H. Thi Thanh Binh, L. Vu Loi,
D. Lam San, and T. Hai Anh, “An elite hybrid particle swarm
optimization for solving minimal exposure path problem in
mobile wireless sensor networks,” Sensors, vol. 20, no. 9,
p. 2586, 2020.

[9] L. Nagarajan and S. Thangavelu, “Hybrid grey wolf sunflower
optimisation algorithm for energy-efficient cluster head selec-
tion in wireless sensor networks for lifetime enhancement,”
IET Communications, vol. 15, no. 3, pp. 384–396, 2021.

[10] D. Hosahalli and K. G. Srinivas, “Enhanced reinforcement
learning assisted dynamic power management model for
Internet-of-things centric wireless sensor network,” IET Com-
munications, vol. 14, no. 21, pp. 3748–3760, 2020.

[11] J. Yu, Z. Yu, M. Ding, and W. Ye, “Research on the tenacity
survivability of wireless sensor networks,” Journal of Ambient
Intelligence and Humanized Computing, vol. 11, no. 9,
pp. 3535–3544, 2020.

[12] M. Tang, Y. Xin, and Y. Qiao, “Multi-objective resource alloca-
tion algorithm for wireless sensor network based on improved
simulated annealing,” Adhoc & Sensor Wireless Networks,
vol. 47, no. 1-4, pp. 157–173, 2020.

[13] Y. Zhang, “Coverage optimization and simulation of wireless
sensor networks based on particle swarm optimization,” Inter-
national Journal of Wireless Information Networks, vol. 27,
no. 4, 2019.

[14] C. Gong, C. Guo, H. Xu, C. Zhou, and X. Yuan, “A joint opti-
mization strategy of coverage planning and energy scheduling
for wireless rechargeable sensor networks,” Processes, vol. 8,
no. 10, p. 1324, 2020.

[15] Z. Hao, N. Qu, X. Dang, and J. Hou, “Node optimization cov-
erage method under link model in passive monitoring system
of three-dimensional wireless sensor network,” International
Journal of Distributed Sensor Networks, vol. 15, no. 8, Article
ID 155014771986987, 2019.

[16] Y. Cao, Y. Zhao, and F. Dai, “Node localization in wireless sen-
sor networks based on quantum annealing algorithm and edge
computing,” in 2019 International Conference on Internet of
Things (iThings) and IEEE Green Computing and Communica-
tions (GreenCom) and IEEE Cyber, Physical and Social Com-
puting (CPSCom) and IEEE Smart Data (SmartData),
Atlanta, GA, USA, 2019.

[17] H. Zaineldin, M. Badawy, M. Elhosseini, H. Arafat, and
A. Abraham, “An improved dynamic deployment technique
based-on genetic algorithm (IDDT-GA) for maximizing cov-
erage in wireless sensor networks,” Journal of Ambient Intelli-
gence and Humanized Computing, vol. 11, no. 4, 2020.

[18] E. Zanaj, E. Gambi, B. Zanaj, and D. Disha, Customizable hier-
archical wireless sensor networks based on genetic algorithm.

[19] S. Kumar, O. Kaiwartya, and A. H. Abdullah, “Green comput-
ing for wireless sensor networks: optimization and Huffman
coding approach,” Peer-to-Peer Networking and Applications,
vol. 10, no. 3, pp. 592–609, 2017.

[20] A. Bansal, O. Kaiwartya, R. K. Singh, and S. Prakash, “Maxi-
mizing fault tolerance andminimizing delay in virtual network
embedding using NSGA-II,” in Proceeding of the Third Inter-
national Symposium on Women in Computing and Informat-
ics, pp. 124–130, New York, NY, USA, August 2015.

[21] W. L. Wu, X. B. Wen, H. X. Xu, L. M. Yuan, and Q. X. Meng,
“Accurate range-free localization based on quantum particle
swarm optimization in heterogeneous wireless sensor net-
works,” KSII Transactions on Internet & Information Systems,
vol. 12, no. 3, pp. 1083–1097, 2018.

[22] P. Kanchan and S. D. Pushparaj, “A quantum inspired PSO
algorithm for energy efficient clustering in wireless sensor net-
works,” Cogent Engineering, vol. 5, no. 1, pp. 1–16, 2018.

[23] M. S. Prasad and T. Panigrahi, “Distributed maximum likeli-
hood DOA estimation algorithm for correlated signals in wire-
less sensor network,” Wireless Personal Communications,
vol. 105, no. 4, pp. 1527–1544, 2019.

[24] Y. Z. Li, Y. Zhao, and Y. Y. Zhang, “A spanning tree construc-
tion algorithm for industrial wireless sensor networks based on
quantum artificial bee colony,” EURASIP Journal on Wireless
Communications and Networking, vol. 2019, Article ID 176,
2019.

[25] S. C. Chu, Z. G. Du, and J. S. Pan, “Symbiotic organism search
algorithm with multi-group quantum-behavior communica-
tion scheme applied in wireless sensor networks,” Applied Sci-
ences, vol. 10, no. 3, p. 19, 2020.

[26] A. Niccolai, F. Grimaccia, M. Mussetta, and R. Zich, “Optimal
task allocation in wireless sensor networks by means of social
network optimization,” Mathematics, vol. 7, no. 4, p. 315,
2019.

[27] X. Yin, K. Zhang, B. Li, A. K. Sangaiah, and J. Wang, “A task
allocation strategy for complex applications in heterogeneous
cluster–based wireless sensor networks,” International Journal
of Distributed Sensor Networks, vol. 14, no. 8, Article ID
155014771879535, 2018.

[28] I. Hilali-Jaghdam, A. Ben Ishak, S. Abdel-Khalek, and
A. Jamal, “Quantum and classical genetic algorithms for mul-
tilevel segmentation of medical images: a comparative study,”
Computer Communications, vol. 162, pp. 83–93, 2020.

[29] T.-C. Chang, K. M. Haupfear, J. Yu et al., “A novel algorithm
comprehensively characterizes human RH genes using
whole-genome sequencing data,” Blood Advances, vol. 4,
no. 18, pp. 4347–4357, 2020.

[30] I. Araya, M. Moyano, and C. Sanchez, “A beam search algo-
rithm for the biobjective container loading problem,” Euro-
pean Journal of Operational Research, vol. 286, no. 2,
pp. 417–431, 2020.

[31] A. Krouska and M. Virvou, “An enhanced genetic algorithm
for heterogeneous group formation based on multi-
characteristics in social-networking-based learning,” Ieee

13Journal of Sensors



Transactions on Learning Technologies, vol. 13, no. 3, pp. 465–
476, 2020.

[32] D. Wang, H. Chen, T. Li, J. Wan, and Y. Huang, “A novel
quantum grasshopper optimization algorithm for feature
selection,” International Journal of Approximate Reasoning,
vol. 127, pp. 33–53, 2020.

[33] A. Kaveh, M. Kamalinejad, and H. Arzani, “Quantum evolu-
tionary algorithm hybridized with enhanced colliding bodies
for optimization,” Structures, vol. 28, pp. 1479–1501, 2020.

[34] Y. Sun, Y. Gao, and X. Shi, “Chaotic multi-objective particle
swarm optimization algorithm incorporating clone immu-
nity,” Mathematics, vol. 7, no. 2, p. 146, 2019.

[35] Q. Li, Z. Cao, W. Ding, and Q. Li, “A multi-objective adaptive
evolutionary algorithm to extract communities in networks,”
Swarm and Evolutionary Computation, vol. 52, article
100629, 2020.

14 Journal of Sensors


